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## Introduction

During the last century the rapid development of computers has led to the automation of numerous tasks that have been previously considered to require "human intelligence". Most of these tasks can be characterised as explicit numerical and symbolical calculations in the sense that they are based on well established algorithmical models. For example, the differential calculus had been developed long before the construction of the first computer, that was capable of performing differentiation automatically. However, for most of the tasks humans perform in their everyday life, like oral and written communication, face recognition, or car driving, few satisfying algorithmical models exist. Additionally, our everyday life is subject to change and so too are the targets of our models. It has also been questioned whether some aspects of human behaviour can be modelled by symbol-manipulating machines at all, e.g. [27, 155, 115]. Consequently, the main objectives of research in Artificial Intelligence (AI) are 1) to investigate the principal possibilities for developing algorithmic models of certain aspects of human behaviour, and, if possible, 2) to provide such models [54]. Thereby, we will refer to those aspects of human behaviour which are subject of AI research as intelligent. This dynamic use of the word "intelligent" is in contrast to its use as an universal concept, i.e. a concept which can be justified without referring to human behaviour ${ }^{1}$.
The only widely accepted way of determining whether a system models indeed intelligent behaviour is based on variants of the Turing test [153]. This test and its variants are designed to take as little internal structure of the system into account as possible. Basically, they refer to the structure that is required for communication with the system, only. As a result two main approaches for modelling intelligent behaviour have been developed. The first, the neuropsychological, approach aims to understand the biophysical processes of the "organ" brain, e.g. [132]. According to the hypothesis of neurocomputing, if the biophysical processes can be imitated by a computer, then it is also possible to imitate intelligent behaviour, $[63,77]$. Following this approach, perceptions which are accessible to introspection, are understood as side effects of the biophysical processes. In contrast to the neuropsychological approach, classical AI avoids reference to underlying biophysical processes. Instead, its models are established

[^0]based on perceptions that are accessible by introspection, e.g. [153, 109]. The following work is dedicated to some aspects of this classical AI approach ${ }^{2}$.
Instead of attempting to develop a model which contains concepts for all kinds of perceptions it has been argued, [109, 62], that it is reasonable to restrict the domain to those concepts upon which a vast majority of humans will agree. Later, these "common sense" concepts can be supplemented by more specific ones. "Common sense" concepts include in particular the way humans perceive changes of the world and act accordingly. AI research has concentrated on this aspect from its early beginnings [104]. One of the most important approaches towards understanding and modelling our perception of action and change was introduced in [105, 109], and christened Situation Calculus.
According to the classical AI approach intelligent systems consist of two components: an internal representation of knowledge about the world and a reasoning mechanism. The reasoning mechanism controls the behaviour of the system by deriving relevant knowledge from the internal representation. In [109] the two components are called epistemological and heuristic, respectively. The underlying assumption is called the knowledge level hypothesis [113]. Note that due to the distinction between knowledge about the world and the world itself, the classical AI approach implicitly assumes the existence of a world. Hence, philosophically speaking, classical AI is based on an objectivistic point of view [135].
Also based on the knowledge level hypothesis, classical logic has been developed as a model of human reasoning [43]. Thereby it provides "natural" languages to model our perception of action and change formally. In classical logic the relation between actual worlds and representations is called semantics. The heuristic component of a logic is called calculus. Thereby, the calculus should reflect the behaviour of the system that is possible in the world. Relying on these well established ideas, the name "Situation Calculus" refers to a class of logical second-order languages with extended first-order semantics. The second-order property of Situation Calculus languages is a result of allowing the specification of induction axioms, which require quantification over predicates. In this modern context the word "calculus" in the name "Situation Calculus" is actually misleading as in all recent work the name is not associated with a particular calculus. However, we keep the name for historical reasons.

In fact, most of the research about the Situation Calculus and other logic-based approaches has been dedicated to solving problems of knowledge representation, only. Despite of this deficit the logic-based models, which are usually called models of Reasoning about Action and Change, have superseded most of the alternative models proposed in the history of AI research.

Recently, the possibilities for automatic reasoning methods based on knowledge representations in Situation Calculus languages have received increased attention $[119,145]$. One of the major reasons for the growing interest is the widespread opinion that the frame problem (see Section 2.1), which was consid-

[^1]ered to be one of the most fundamental problems of knowledge representation, is solved for some cases. Originating in the work [11] on the connection method a simple and elegant way to overcome the frame problem was proposed in [68] and later christened Fluent Calculus. Although the Fluent Calculus was first introduced as a logic programming scheme together with SLDE-resolution (see Section 1.3) as heuristic component, the association with a particular calculus has been discarded later. As with the Situation Calculus, the name has been kept for historical reasons. Furthermore, the class of logical languages which is defined by the Fluent Calculus can actually be seen as an extension of Situation Calculus languages [150]. At the time of writing little research about possibilities for automatic reasoning within Fluent Calculus domains has been undertaken, which takes the particular properties of knowledge representation in the Fluent Calculus into account. With this thesis we attempt to start filling this gap. However, the recent work of [67] and [69] is strongly related to our approach. We will discuss results of these papers in more detail later in this work. Although some early Prolog implementations have also been used for automatic reasoning, their capabilities are very limited (see Chapter 6).
Due to some of the second-order properties of Fluent Calculus languages and Situation Calculus languages we may apply Gödel's theorem [53] to knowledge representations using these languages. According to the theorem we cannot hope to find a calculus that allows us to derive (precisely) all consequences of the represented knowledge, i.e. every (sound) calculus must be incomplete. Despite of this inherent limitation of formal systems, the hope persists that many domains do not require the full power of the languages. For such domains complete calculi and effective decision procedures may exist. Consequently, the first goal of this work is to identify classes of Fluent Calculus domains which are "interesting" from a representational as well as from a computational point of view. However, we cannot know in advance how a difference in the representational properties of a domain determines its computational properties. To this end we will represent some well known Fluent Calculus domain classes in a common scheme and take the fragments defined by their syntactical differences as a best bet.
The second goal of this work is to investigate the previously identified Fluent Calculus fragments for possibilities of automatic reasoning. Thereby we will first attempt to prove decidability of reasoning for large classes of problems characterised by well known modal/temporal logics. If these attempts fail, i.e. no automatic reasoning procedures exist for the considered fragment, then we continue by investigating decidability of smaller classes of problems. In the research on Reasoning about Action and Change these latter classes of problems have received much attention under the name planning problems (see Section 2.1).
To achieve the second goal we will follow the approach of model checking of dynamic systems (see Section 2.7). The aim of model checking is to allow verification of formulas of some modal/temporal logic for a given dynamic system. To understand reasoning about action and change in the Fluent Calculus as a model checking problem, in every Fluent Calculus domain, we will distinguish between knowledge describing the behaviour of a particular dynamic system
and properties we wish to infer. Then, depending on the the domain considered, the described dynamic system can be characterised by a well known model of computation, e.g. finite automaton, Petri net, counter machine, while Fluent Calculus formulas describing properties to be verified will be characterised by semantically equivalent formulas of modal/temporal logics. On one hand, this will allow us to prove (disprove) decidability of entailment problems by reducing to (from, respectively) known decision problems in model checking. On the other hand, we hope that the established relationships - between the Fluent Calculus and other well known models and languages - are of interest themselves.

As a third goal we will propose a method for implementing decision procedures for the Fluent Calculus which are particularly suitable to solve conjunctive planning problems (see Section 2.1). The method will improve the possibilities for automatic reasoning wrt SLDE-resolution and other previous approaches, which are incomplete even for Fluent Calculus fragments where conjunctive planning problems are decidable. To this end we will develop an abstract partial deduction method (see Section 7.1) which is particular suitable for logic programming representations of Fluent Calculus domains.

## Structure of the Thesis

According to the main goals, the thesis is structured into three parts. The first part follows the Chapter 1 which briefly introduces notions and notations used throughout the work. This part focuses entirely on knowledge representation in the Fluent Calculus. We will discuss the underlying assumptions and relations to other approaches in detail. Syntax and semantics of the classes of Fluent Calculus domain descriptions considered in this work are defined. Furthermore, we will propose a characterisation of models in terms of labelled transition systems. This characterisation is used mainly in the second part, but it proves also fruitful in the first part when relations between some Fluent Calculus fragments are established. The second part is dedicated to the investigation of decidability of reasoning in the Fluent Calculus. In Chapter 3, we introduce some modal/temporal logics of decreasing expressive power and show how formulas of these logics characterise formulas in the Fluent Calculus. In Chapter 4 we show how models of certain Fluent Calculus domains correspond to Petri nets. The correspondences are established by means of bisimulation. Finally, in Chapter 5 we prove our decidability/undecidability results for each considered Fluent Calculus fragment and reasoning task. To this end our results concerning the relations between models of Fluent Calculus domains and Petri nets (or some other more well-known models of computation) are applied. In the first chapter of the last part of the thesis we show how some Fluent Calculus domains can be represented as definite E-programs. Then, in Chapter 7 we develop our abstract partial deduction procedure. We prove that it is complete for conjunctive planning problems in a particular Fluent Calculus fragment, once more by employing its relation to Petri nets. The last chapter concludes the work and sketches the possibilities for further research.

## Chapter 1

## Foundations

In this chapter we summarise essential definitions of logic and logic programming as they will be used throughout this thesis. The given definitions follow standard notions and notations used in the field of Reasoning about Action and Change ( $R A C$ ) and related areas of research. Notions and Notations that will be used but which are not commonly known in this field will be introduced in later chapters - usually right before their relations to RAC are discussed.

### 1.1 Sorted First-Order Logic

In this section we introduce sorted first-order logic. Our presentation is mainly based on the one in [28]. It is slightly extended by allowing the specification of an ordering relation between between sorts (see below). Such extensions have been investigated in great detail, e.g. in $[22,44,154]$.
First of all, we consider a logic to consist of a syntax, which characterises a formal language, and a semantics. The syntax defines which expressions are allowed. The semantics defines the meaning of these elements and a relation, called entailment relation, between them which describes when elements of the language are logical consequences of other elements.

## Syntax

The syntax of sorted first-order logic is defined by a signature:
Definition 1.1.1 A signature is a tuple (SORT, $\preceq, F U N, R E L)$ where

1. SORT refers to a finite set. Each element of SORT is called a sort.
2. $\preceq$ is a partial order on the elements of SORT,
3. FUN is a finite set of elements called function symbols. Thereby every function symbol $f$ is associated an expression of the form $f: S_{1} \times \cdots \times$ $S_{n} \rightarrow S$ with $S, S_{1}, \ldots, S_{n} \in S O R T$ for some $n \in \mathbb{N}$.
4. REL is a finite set of elements called predicate symbols. Thereby every predicate symbol is associated an expression of the form $p: S_{1} \times \cdots \times S_{n}$ with $S_{1}, \ldots, S_{n} \in S O R T$ for some $n \in \mathbb{N}$.

SORT, REL, FUN are disjoint. A function symbol $f: \rightarrow S$ with $S \in S O R T$ is called a constant.

For example, consider the signature $\Sigma_{Z}=(\{Z, N\},\{N \preceq Z\},\{$ zero $: \rightarrow Z$, succ : $Z \rightarrow Z$, pred: $Z \rightarrow Z\}$, $\{$ Less: $Z \times Z\}$ ).

A sorted first-order language is defined wrt some signature $\Sigma$ and some variable declaration. Variables can be seen as "place-holders" of objects.

Definition 1.1.2 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature and $N$ a finite set. Then a mapping $X: N \rightarrow S O R T$ is a variable declaration wrt $\Sigma$. We denote a particular mapping of some variable $x \in N$ to $S \in S O R T$ by ( $x: S$ ). Each element of $N$ is a variable name (for short variable) wrt $X, N(X)$ denotes the set of all variable names wrt $X$.

The objects of a first-order language are represented by the set of terms associated with the signature and the variable declaration. The structure of the terms is defined by $F U N$ :

Definition 1.1.3 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration wrt $\Sigma$ and $S \in S O R T$. Then the set $T_{S, \Sigma}(X)$ of terms of sort $S$ wrt $\Sigma$ and $X$ is inductively defined as follows:

1. Let $(x: S) \in X$. Then $x \in T_{S, \Sigma}(X)$.
2. Let $t_{i} \in T_{S_{i}, \Sigma}(X)$ for all $1 \leq i \leq m$ and $\left(f: S_{1} \times \cdots \times S_{m} \rightarrow S\right) \in F U N$ with $m \in \mathbb{N}$. Then $f\left(t_{1}, \ldots, t_{m}\right) \in T_{S, \Sigma}(X)$.

The terms in $T_{S, \Sigma}(\emptyset)$ are called ground.
The set of all terms urt $\Sigma$ and $X$ is defined by

$$
T_{\Sigma}(X)=\bigcup_{S \in S O R T} T_{S, \Sigma}(X)
$$

The variables of a term $t$ where $t \in T_{S, \Sigma}(X)$ are denoted by $\operatorname{Vars}(t)$ and inductively defined as:

1. $\operatorname{Vars}(x)=\{x\}$ for $(x: S) \in X$
2. $\operatorname{Vars}\left(f\left(t_{1}, \ldots, t_{n}\right)\right)=\operatorname{Vars}\left(t_{1}\right) \cup \cdots \cup \operatorname{Vars}\left(t_{n}\right)$ for $f: S_{1} \times \cdots \times S_{n} \rightarrow S_{0} \in$ $F U N$ for some $n \in \mathbb{N}$ and $n>0$, if $n=0 \operatorname{Vars}(f)=\emptyset$.

For example, the set $T_{Z, \Sigma_{Z}}(X)$ of terms of sort $Z$ wrt $\Sigma_{Z}$ and $X=\{(x: Z)\}$ is defined as $\{\operatorname{zero}, \operatorname{succ}(z e r o), \operatorname{pred}(z e r o), \operatorname{succ}(\operatorname{succ}(z e r o)), \operatorname{pred}(\operatorname{pred}(z e r o)), \ldots$, $x, \operatorname{succ}(x), \operatorname{pred}(x), \operatorname{succ}(\operatorname{succ}(x)), \operatorname{pred}(\operatorname{pred}(x)), \ldots, \operatorname{succ}(\operatorname{pred}(x)), \ldots\}$.

While FUN defines the structure of objects relations represent "atomic" propositions about objects:

Definition 1.1.4 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature and $X$ a variable declaration wrt $\Sigma$. Then the set $A_{\Sigma}(X)$ of atoms wrt $\Sigma$ and $X$ is defined as follows:

1. Let $t_{i} \in T_{S_{i}, \Sigma}(X)$ for all $1 \leq i \leq m, m \in \mathbb{N}$ and $\left(p: S_{1} \times \cdots \times S_{m}\right) \in R E L$. Then $p\left(t_{1}, \ldots, t_{m}\right) \in A_{\Sigma}(X)$.

The atoms in $A_{\Sigma}(\emptyset)$ are called ground. The set of variables occurring in an atom $p\left(t_{1}, \ldots, t_{m}\right)$ is defined as $\operatorname{Vars}\left(p\left(t_{1}, \ldots, t_{m}\right)\right)=\bigcup_{1 \leq i \leq m} \operatorname{Vars}\left(t_{i}\right)$.

One of the atoms wrt the above signature $\Sigma_{Z}$ and $X$ is $\operatorname{Less}(\operatorname{succ}(\operatorname{succ}(z e r o)), x)$. More complex formulas are defined by the use of logical connectors and quantifiers:

Definition 1.1.5 Let $\Sigma$ be a signature and $X$ a variable declaration wrt $\Sigma$. Then the set $F_{\Sigma}(X)$ of formulas wrt $\Sigma, X$ is inductively defined as follows:

1. Let $\phi \in A_{\Sigma}(X)$. Then $\phi \in F_{\Sigma}(X)$.
2. Let $\phi_{1}, \phi_{2} \in F_{\Sigma}(X)$. Then $\left(\phi_{1} \wedge \phi_{2}\right)$, $\left(\phi_{1} \vee \phi_{2}\right),\left(\phi_{1} \Rightarrow \phi_{2}\right),\left(\phi_{1} \Leftrightarrow \phi_{2}\right)$, $\left(\neg \phi_{1}\right) \in F_{\Sigma}(X)$.
3. Let $(x: S) \in X$ and $\phi \in F_{\Sigma}(X)$. Then $\forall(x: S) . \phi \in F_{\Sigma}(X)$ and $\exists(x: S) . \phi \in F_{\Sigma}(X)$.

By atoms $(\phi)$ we define the set of atoms which occur in the formula $\phi$.
The set of free variables $\operatorname{Vars}(\phi)$ of a formula $\phi$ is defined as

1. if $\phi \in\left\{\left(\phi_{1} \wedge \phi_{2}\right),\left(\phi_{1} \vee \phi_{2}\right),\left(\phi_{1} \Rightarrow \phi_{2}\right),\left(\phi_{1} \Leftrightarrow \phi_{2}\right)\right\}$ then $\operatorname{Vars}(\phi)=$ $\operatorname{Vars}\left(\phi_{1}\right) \cup \operatorname{Vars}\left(\phi_{2}\right)$
2. if $\phi \in\left\{\exists(x: S) \cdot \phi_{1}, \forall(x: S) \cdot \phi_{1}\right\} \operatorname{Vars}(\phi)=\operatorname{Vars}\left(\phi_{1}\right) \backslash\{x\}$
$A$ formula $\phi$ where $\operatorname{Vars}(\phi)=\emptyset$ is called closed or sentence.

For example, the expression $\exists(x: N) .(\operatorname{Less}(z e r o, \operatorname{succ}(x)) \wedge \operatorname{Less}(\operatorname{pred}(x), z e r o))$ is a formula wrt $\Sigma_{Z}$ and $X$.
If $\phi$ is a formula with a set of free variables $X$ and $\bar{Y}$ a sequence of variable names of $X$ then we define a formula, denoted $\forall \bar{Y} .(\phi)$, to be universally closed wrt $\phi$ and $\bar{Y}$ if $\forall \bar{Y} .(\phi)$ is the result of adding for every variable $x$ of $\bar{Y}$ a quantifier $\forall(x: S)$, where $S$ is the appropriate sort of $x$, to $\phi$. We define $\forall$. ( $\phi$ ) to denote the formula where $\bar{Y}$ contains all variables of $X$. Correspondingly, we also define $\exists .(\phi)$ and $\exists \bar{Y} .(\phi)$ to denote the existentially closed formula wrt $\phi$ (and $\bar{Y}$ ).
To increase readability brackets may be omitted by applying the following priorities between logical connectors (ordered wrt decreasing priority): $\neg, \forall, \exists$, $\wedge, \vee, \Rightarrow, \Leftrightarrow$. Instead of writing $\forall\left(x_{1}: S_{1}\right) \cdot\left(\forall\left(x_{2}: S_{2}\right) \cdot\left(\ldots \forall\left(x_{n}: S_{n}\right) \cdot \phi \ldots\right)\right.$ ) (or $\exists\left(x_{1}: S_{1}\right) \cdot\left(\exists\left(x_{2}: S_{2}\right) \cdot\left(\ldots \exists\left(x_{n}: S_{n}\right) \cdot \phi \ldots\right)\right.$, respectively) for $n \geq 1$ we also write $\forall\left(x_{1}: S_{1}\right),\left(x_{2}: S_{2}\right), \ldots,\left(x_{n}: S_{n}\right) . \phi\left(\exists\left(x_{1}: S_{1}\right),\left(x_{2}: S_{2}\right), \ldots,\left(x_{n}: S_{n}\right) \cdot \phi\right.$, respectively). A sequence of variable declarations $\left(x_{1}: S\right),\left(x_{2}: S\right), \ldots,\left(x_{m}: S\right)$ may be abbreviated by $\left(x_{1}, x_{2}, \ldots, x_{n}: S\right)$ for $m \geq 1$.
We also try to commit ourselves as much as possible to the following notational conventions:

Names for sorts: starting with capital letter, anonymous: $S, S_{1}, S_{2}, \ldots$
Names for variables: $x, y, z, x_{1}, x_{2}, \ldots, x^{\prime}, x^{\prime \prime}, \ldots$
Names for sets of variables or variable declarations: $X, Y, \ldots$
Names for functions: small letters, more than one, anonymous: $f, g, h, f_{1}$, $f_{2}, \ldots$

Names for terms: $t, t_{1}, t_{2}, \ldots$
Names for atoms: starting with capital letter, anonymous: $p, q, r, p_{1}, p_{2}, \ldots$
Names for formulas: $\phi, \psi, \phi_{1}, \phi_{2}, \ldots$
Names for sets of formulas: A, B, .., anonymous: $L, L_{1}, \ldots$

## Semantics

A mapping that associates actual sets to $S O R T$ and actual functions and relations to $F U N$ and $R E L$, respectively, defines a meaning of ground atoms in a first-order language:

Definition 1.1.6 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature. An interpretation $I$ of $\Sigma$ is a mapping from $\Sigma$ to

1. a family $\left\{S^{I} \mid S \in S O R T\right\}$ of sets such that for $S_{1}, S_{2} \in S O R T S_{1}^{I} \subseteq S_{2}^{I}$ iff $S_{1} \preceq S_{2}$,
2. a family $\left\{f^{I} \mid f \in F U N\right\}$ of operations

$$
f^{I}: S_{1}^{I} \times \cdots \times S_{n}^{I} \rightarrow S_{0}^{I} \quad \text { for } f: S_{1} \times \cdots \times S_{n} \rightarrow S_{0} \in F U N
$$

3. a family $\left\{p^{I} \mid p \in R E L\right\}$ of relations

$$
p^{I} \subseteq S_{1}^{I} \times \cdots \times S_{n}^{I} \quad \text { for } p: S_{1} \times \cdots \times S_{n} \in R E L
$$

The universe of an interpretation $I$ is defined by

$$
S O R T^{I}=\bigcup_{S \in S O R T} S^{I}
$$

For example, we may consider the interpretation $I$ of $\Sigma_{Z}$ where $N^{I}=\mathbb{N}, Z^{I}=$ $\mathbb{Z}$, zero $^{I}=0$, succ $^{I}=\{x \mapsto x+1 \mid x \in \mathbb{Z}\}$, pred ${ }^{I}=\{x \mapsto x-1 \mid x \in \mathbb{Z}\}$ and Less $^{I}=\{(x, y) \mid x<y$ and $x, y \in \mathbb{Z}\}$.
The meaning of a free variable is defined by a mapping to an actual object of appropriate sort:

Definition 1.1.7 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ some variable declaration, $I$ an interpretation of $\Sigma$ and $t \in T_{S, \Sigma}(X)$. Let $\lambda: N(X) \rightarrow$ $S O R T^{I}$ be a mapping such that $\lambda(x) \in S^{I}$ for $(x: S) \in X$. Then the value $t^{I, \lambda}$ is inductively defined as follows

1. $x^{I, \lambda}=\lambda(x)$ for $(x: S) \in X$,
2. $f\left(t_{1}, \ldots, t_{n}\right)^{I, \lambda}=f^{I}\left(t_{1}^{I, \lambda}, \ldots, t_{n}^{I, \lambda}\right)$ for $f: S_{1} \times \cdots \times S_{n} \rightarrow S_{0} \in F U N$ with $t_{i} \in T_{S_{i}, \Sigma}(X), i=1, \ldots, n, n \in \mathbb{N}$.

Now we can assign truth values, $T$ and $\perp$, to formulas wrt some interpretation:
Definition 1.1.8 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ some variable declaration, $I$ an interpretation of $\Sigma$ and $\phi \in F_{\Sigma}(X)$. Let $\lambda: N(X) \rightarrow$ $S O R T^{I}$ be a mapping such that $\lambda(x) \in S^{I}$ for $(x: S) \in X$. Then the value of $\phi^{I, \lambda}$ is inductively defined as follows

1. $p\left(t_{1}, \ldots, t_{n}\right)^{I, \lambda}$ is $\top$ for $p: S_{1} \times \cdots \times S_{m} \in R E L, t_{i} \in T_{S_{i}, \Sigma}(X), i=$ $1, \ldots, n, n \in \mathbb{N}$, iff $\left(t_{1}^{I, \lambda}, \ldots, t^{I, \lambda}\right) \in p^{I}, \perp$ otherwise,
2. $(\neg \phi)^{I, \lambda}$ is $T$ iff $\phi^{I, \lambda}$ is $\perp$,
3. $\left(\phi_{1} \wedge \phi_{2}\right)^{I, \lambda}$ is $T$ iff $\phi_{1}^{I, \lambda}$ is $T$ and $\phi_{2}^{I, \lambda}$ is $T$,
4. $\left(\phi_{1} \vee \phi_{2}\right)^{I, \lambda}$ is $T$ iff either $\phi_{1}^{I, \lambda}$ is $\top$ or $\phi_{2}^{I, \lambda}$ is $\top$ (or both),
5. $\left(\phi_{1} \Rightarrow \phi_{2}\right)^{I, \lambda}$ is $T$ iff either $\phi_{1}^{I, \lambda}$ is $\perp$ or $\phi_{2}^{I, \lambda}$ is $\top$ (or both),
6. $\left(\phi_{1} \Leftrightarrow \phi_{2}\right)^{I, \lambda}$ is $\top$ iff $\phi_{1}^{I, \lambda}$ is $\top$ and $\phi_{2}^{I, \lambda}$ is $T$, or $\phi_{1}^{I, \lambda}$ is $\perp$ and $\phi_{2}^{I, \lambda}$ is $\perp$,
7. $(\forall(x: S) . \phi)^{I, \lambda}$ is $T$ iff $\phi^{I, \lambda^{\prime}}$ is $T$ for all $\lambda^{\prime}: N(X) \rightarrow S O R T^{I}$ such that $\lambda^{\prime}(y)=\lambda(y)$ for all $\left(y: S^{\prime}\right) \neq(x: S)$ of $X$,
8. $(\exists(x: S) \cdot \phi)^{I, \lambda}$ is $\top$ iff there exists a $\lambda^{\prime}: N(X) \rightarrow S O R T^{I}$ such that $\phi^{I, \lambda^{\prime}}$ is $T$ and $\lambda^{\prime}(y)=\lambda(y)$ for all $\left(y: S^{\prime}\right) \neq(x: S)$ of $X$.

For example, the formula $\exists(x: N)$. $(\operatorname{Less}(\operatorname{zero}, \operatorname{succ}(x)) \wedge \operatorname{Less}(\operatorname{pred}(x), z e r o))$ is assigned $T$ in the interpretation $I$, since there is a mapping $\lambda$ which maps $x$ to 0 .
Interpretations can be classified according to the values they assign to formulas:

Definition 1.1.9 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature. An interpretation $I$ of $\Sigma$ in which some formula $\phi$ is assigned $T$ is called a model of $\phi$, denoted $I \vDash \phi$. If there is an interpretation $I$ such that $I \models \phi$ then $\phi$ is called satisfiable, otherwise $\phi$ is called unsatisfiable. A formula $\phi$ is a consequence of a set of formulas F , denoted $\mathrm{F} \models \phi$ if $\phi$ is assigned $T$ in all interpretations where each formula of F is assigned T . If $\phi$ is a consequence of $\emptyset$ then $\phi$ is called valid.

For every signature, there exist interpretations where the interpretation of each sort is simply defined by the set of terms of this sort. In these cases the interpretation of the function symbols is given by the corresponding mappings on terms. The only differences between such interpretations result from different interpretations of the relations:

Definition 1.1.10 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature. The Her-brand-universe $U_{\Sigma}^{\mathcal{Y}}$ is the set of all ground terms of $\Sigma$ :

$$
U_{\Sigma}^{\mathcal{H}}=\bigcup_{S \in S O R T} T_{S, \Sigma}(\emptyset)
$$

The set of all ground atoms is called the Herbrand-base of $\Sigma$. An interpretation $I$ of $\Sigma$ is called a Herbrand-interpretation if

1. $S^{I}=T_{S, \Sigma}(\emptyset)$ for all $S \in S O R T$
2. $f^{I}\left(t_{1}, \ldots, t_{n}\right)=f\left(t_{1}, \ldots, t_{n}\right)$ for all $t_{i} \in S_{i}^{I}, i=1, \ldots, n$ and for all $f: S_{1} \times \cdots \times S_{n} \rightarrow S_{0} \in F U N$

An Herbrand-interpretation that is a model for some formula $\phi$ is called an Herbrand-model of $\phi$.

We may define a calculus formally wrt a logic:

Definition 1.1.11 A calculus $\mathcal{C}$ consists of a logic $\mathcal{L}$, a set A of formulas of $\mathcal{L}$, called axioms, and a set called inference rules. The inference rules define a derivability relation $\vdash$ between elements of the language.

Let $\vDash$ represent the entailment relation of $\mathcal{L}$. Then $\mathcal{C}$ is called complete wrt $\mathcal{L}$ iff whenever $\mathrm{A} \vDash \phi$, $\mathrm{A} \vdash \phi$ and $\mathcal{C}$ is called sound wrt $\mathcal{L}$ iff whenever $\mathrm{A} \vdash \phi, \mathrm{A} \vDash \phi$.

First-order logic has many sound and complete calculi, e.g. Gentzen and Hilbert systems. However, first-order logic is only semi-decidable, i.e. the valid formulas are recursively enumerable while the non-valid formulas are not.
For further details on first-order logic in general the reader is referred to, e.g. [42].

## Equational Theories

It is often convenient to provide relations which characterise when two objects are equivalent. In this work we will use such relations, called equations, in particular to state dependencies between subsequent states of dynamic systems. E.g. in physics, difference equations are often used in a very similar way.

An equation is represented by a binary predicate symbol. The properties which ensure that a predicate indeed represents an equivalence relation are ensured by the well known axioms given in the following definition. To emphasise these particular properties it is common to write equation symbols in infix notation.

Definition 1.1.12 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ an appropriate variable declaration wrt $\Sigma, S \in S O R T$ and $=_{S}: S \times S \in R E L$. The Axioms

$$
\begin{array}{lr}
\forall(x: S) \cdot x={ }_{S} x & \text { (reflexivity) } \\
\forall(x, y: S) \cdot\left(x=S_{S} y \Rightarrow y=s_{S} x\right) & \text { (symmetry) } \\
\forall(x, y, z: S) \cdot\left(x=_{S} y \wedge y==_{S} z \Rightarrow x==_{S} z\right) & \text { (transitivity) } \\
\forall\left(x_{1}: S_{1}\right), \ldots,\left(x_{i}, y: S_{i}\right), \ldots,\left(x_{m}: S_{m}\right) . & \\
\quad\left(x_{i}=S y \Rightarrow f\left(x_{1}, \ldots, x_{i}, \ldots, x_{m}\right)=_{S} f\left(x_{1}, \ldots, y, \ldots, x_{m}\right)\right) & \text { (substitutivityI) }
\end{array}
$$

$$
\text { for all } f: S_{1} \times \cdots \times S_{m} \rightarrow S \in F U N \text { for } 1 \leq i \leq m, m \in \mathbb{N} \text { with } S_{i}=S
$$

$$
\begin{align*}
& \forall\left(x_{1}: S_{1}\right), \ldots,\left(x_{i}, y: S_{i}\right), \ldots,\left(x_{m}: S_{m}\right) \\
& \quad\left(x_{i}=s y \Rightarrow p\left(x_{1}, \ldots, x_{i}, \ldots, x_{m}\right) \Leftrightarrow p\left(x_{1}, \ldots, y, \ldots, x_{m}\right)\right) \tag{substitutivityII}
\end{align*}
$$

for all $p: S_{1} \times \cdots \times S_{m} \in R E L$ for $1 \leq i \leq m$ with $S_{i}=S$, are called the standard equality axioms wrt $=S$.

Note that (substitutivity I) and (substitutivity II) are actually axiom schemata rather then axioms, since they are meant to hold for every function and relation symbol of the signature.
It is often necessary to specify properties additionally to the standard equality axioms. In this work it will be sufficient to consider only properties that can be represented according to the following schema.

Definition 1.1.13 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration wrt $\Sigma$ and $S \in S O R T$. An equational theory $\mathrm{E}_{S}$ for a predicate $=s: S \times S \in R E L$ consists of the standard equality axioms for $=s$ and a set of formulas of the form

$$
\forall \cdot(s=s t)
$$

where $s, t \in T_{S, \Sigma}(X)$.
If $\mathrm{E}_{S} \models s=s$ for some terms $s, t \in T_{S, \Sigma}(x)$ we write also $s=\mathrm{E}_{\mathrm{E}_{S}} t$.
The equational theory where the set of formulas of the above form is empty is called standard equational theory.

Example 1.1.1 ( $\Sigma_{Z}$ continued) Let $\Sigma_{Z}$ be extended by the predicate $=_{Z}: Z \times$ $Z$. The formula

$$
\forall(x: Z) \cdot \operatorname{pred}(\operatorname{succ}(x))=Z \operatorname{succ}(\operatorname{pred}(x))
$$

together with the standard equality axioms forms an equational theory.
It has been pointed out that axioms which define properties of equational relations often cause trouble in deductive systems, e.g. if the set of substitutions solving a unification problem (see below) is infinite. Consequently, it has been proposed to treat equations in a special way. To this end we distinguish those interpretations which take already the standard equality axioms into account. Similarly, we distinguish interpretations which are models for the considered equational theory.

Definition 1.1.14 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature. An E-interpretation of $\Sigma$ is an interpretation $I$ where for each $S \in S O R T={ }_{S}^{I}$ with $=S: S \times S \in R E L$ is given by some equivalence relation over $S^{I}$.
An Herbrand-E-interpretation is an E-interpretation I where for each $S \in S O R T$ $S^{I}$ is defined by the congruence classes of an arbitrary congruence relation over $T_{S, \Sigma}(\emptyset)$.
If an E -interpretation is a model for $\mathrm{E}=\bigcup_{S \in S O R T} \mathrm{E}_{S}$ then it is called E -model. Correspondingly, an Herbrand-E-interpretation which is model for E is called an Herbrand-E-model.

A formula $\phi$ is called E -valid (E-unsatisfiable, respectively) iff $\phi$ is true (false, respectively) in every E-model.

Then, since we will only require one non-standard equational theory, we can apply the following result which has been first shown in [72]:

Proposition 1.1.1 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration wrt $\Sigma, \phi \in F_{\Sigma}(X)$ and $\mathrm{E}_{S}$ an equational theory for some predicate of $\Sigma$ and some $S \in S O R T$. Then with $\mathrm{E}=\mathrm{E}_{S}, \mathrm{E} \vDash \phi$ iff $\phi$ is E -valid and $\mathrm{E} \cup \phi$ is unsatisfiable iff $\phi$ is E -unsatisfiable.

## Unification

To avoid the difficulties caused by the use of equations it has been shown in [121], following the idea of [131], how equational theories can be successfully built into the unification procedure. In this subsection we introduce the notions of unification theory we rely on. The goal of unification is to find for two atoms a set of variable instantiations such that the atoms become identical. Variable instantiations are represented by substitutions:

Definition 1.1.15 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature and $X$ a variable declaration wrt $\Sigma$. A substitution $\sigma$ wrt $\Sigma$ and $X$ is a mapping $N(X) \rightarrow$ $T_{\Sigma}(X)$, such that for all $(x: S) \in X \sigma(x) \in T_{S, \Sigma}(X)$ and only for a finite number of $x \in N(X)$ holds $x \neq \sigma(x) . \sigma(x)$ is also denoted as $x \sigma$. The set

$$
\operatorname{Dom}(\sigma)=\{x \mid x \neq x \sigma\}
$$

is called domain of the substitution $\sigma$.
The restriction of a substitution $\sigma$ to a variable declaration $Y$, denoted $\left.\sigma\right|_{Y}$ is defined as $x\left(\left.\sigma\right|_{Y}\right)=x \sigma$ for $x \in N(Y)$ and $x\left(\left.\sigma\right|_{Y}\right)=x$ otherwise.
The composition of two substitutions $\sigma$ and $\theta$ wrt $\Sigma$ and $X$, denoted as $\sigma \theta$, is defined as $x(\sigma \theta)=(x \sigma) \theta$.

The empty substitution is denoted by $\epsilon$.

A substitution may be applied to a term (or a formula, respectively) and by this transform it into one of its instances.

Definition 1.1.16 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration wrt $\Sigma$. Then the application of a substitution $\sigma$ wrt $\Sigma$ and $X$ to a term $t \in T_{\Sigma}(X)$, written as to is defined for $t=f\left(t_{1}, \ldots, t_{n}\right)$ with $f: S_{1} \times \cdots \times S_{n} \rightarrow S_{0} \in F U N$ as $t \sigma=f\left(t_{1} \sigma, \ldots, t_{n} \sigma\right)$.

Furthermore, let $\phi \in F_{\Sigma}(X)$. Then the application of $\sigma$ wrt $\Sigma$ and $X$ to $\phi$, written as $\phi \sigma$ is defined as

1. if $\phi=p\left(t_{1}, \ldots, t_{m}\right) \in A_{\Sigma}(X)$ then $\phi \sigma=p\left(t_{1} \sigma, \ldots, t_{m} \sigma\right)$,
2. if $\phi=(\neg \phi)$ then $\phi \sigma=\neg(\phi \sigma)$,
3. if $\phi=\left(\phi_{1}\right.$ op $\left.\phi_{2}\right)$ then $\phi \sigma=\left(\phi_{1} \sigma\right.$ op $\left.\phi_{2} \sigma\right)$ for op $\in\{\wedge, \vee, \Rightarrow, \Leftrightarrow\}$,
4. if $\phi \in\left\{\exists(x: S) \cdot \phi_{1}, \forall(x: S) . \phi_{1}\right\}$ then $\phi \sigma \in\left\{\left.\exists(x: S) \cdot \phi_{1} \sigma\right|_{\operatorname{Dom}(\sigma) \backslash\{x\}}\right.$, $\left.\forall(x: S) .\left.\phi_{1} \sigma\right|_{\operatorname{Dom}(\sigma) \backslash\{x\}}\right\}$, respectively.

A term $t_{1}$ (formula $\phi_{1}$ ) is called an instance of some term $t_{2}$ (formula $\phi_{2}$ ) if there is a substitution $\sigma$ such that $t_{2} \sigma=t_{1}\left(\phi_{2} \sigma=\phi_{1}\right)$.
E.g., $\operatorname{succ}(\operatorname{succ}(\operatorname{succ}(y)))$ is an instance of $\operatorname{succ}(x)$ as with substitution $\sigma=$ $\{x \mapsto \operatorname{succ}(\operatorname{succ}(y))\}$ holds $\operatorname{succ}(x) \sigma=\operatorname{succ}(\operatorname{succ}(\operatorname{succ}(y)))$.
Note that the results of applying substitutions according to the above definition may be unexpected. E.g, consider the two formulas $P(x) \wedge \exists(y: Z) \cdot Q(x, y)$ and $P(x) \wedge \exists\left(y^{\prime}: Z\right) \cdot Q\left(x, y^{\prime}\right)$. The formulas are equivalent up to renaming of the non-free variable. However, if we apply the substitution $\sigma=\{x \mapsto$ $y\}$ the resulting formulas are no longer equivalent up to renaming: $(P(x) \wedge$ $\exists(y: Z) \cdot Q(x, y)) \sigma=P(y) \wedge \exists(y: Z) \cdot Q(y, y)$ and $\left(P(x) \wedge \exists\left(y^{\prime}: Z\right) \cdot Q\left(x, y^{\prime}\right)\right) \sigma=$ $P(y) \wedge \exists\left(y^{\prime}: Z\right) \cdot Q\left(y, y^{\prime}\right)$.
If some formula $\phi$ is an instance of some formula $\psi$ then $\psi$ is also called more general then $\phi$. If $\phi$ is more general then $\psi$ and $\psi$ is more general then $\phi$ then $\phi$ and $\psi$ are called variants (of each other).
Often it is not feasible to consider the large (or even infinite) number of all possible substitutions. Instead the number of substitutions can be restricted to those that do not produce the same instances if applied. Additionally, different terms resulting from applying different substitutions might also be equivalent if we take some underlying equational theory into account. Hence, to reduce the number of substitutions further we introduce a generalised notion of the "instance-of" relation between substitutions.

Definition 1.1.17 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration wrt $\Sigma, \mathrm{E}_{S}$ an equational theory for some predicate $=_{S}$ of $\Sigma$ with $S \in S O R T$ and some $Y \subseteq X$. Then two substitutions $\sigma$ and $\theta$ wrt $\Sigma$ and $X$ are called $\mathrm{E}_{S}$-equivalent wrt $Y$, denoted $\left(\sigma=\mathrm{E}_{\mathrm{E}_{S}, Y} \theta\right)$, if

$$
x \sigma=\mathrm{E}_{S} x \theta \quad \text { for all } x \in N(Y)
$$

The substitution $\theta$ is called $\mathrm{E}_{S}$-instance of $\sigma$ wrt $Y$, denoted $\left(\sigma \mathrm{E}_{\mathrm{E}_{S}, Y} \theta\right)$ if there exists a substitution $\rho$ wrt $\Sigma$ and $X$, such that

$$
\left(x \theta=\mathrm{E}_{\mathrm{E}_{S}, Y} x \sigma \rho\right) \quad \text { for all } x \in N(Y)
$$

Now we define the unification problem wrt an equational theory.
Definition 1.1.18 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration and $\mathrm{E}_{S}$ be an equational theory for some predicate $=_{S}: S \times S$ of $\Sigma$. An $\mathrm{E}_{S}$-unification problem consists of two terms $s, t \in T_{S, \Sigma}(X)$ and the question whether there exists a substitution $\sigma$ with $\operatorname{Dom}(\sigma) \subseteq \operatorname{Vars}(s, t)$, such that ${ }^{1}$
$s \sigma=\mathrm{E}_{S} t \sigma$

[^2]A substitution, which is solution to an $\mathrm{E}_{S}$-unification problem of $s$ and $t$ is called $\mathrm{E}_{S}$-unifier for $s$ and $t$. Two terms are $\mathrm{E}_{S}$-unifiable if there exists an $\mathrm{E}_{S}$-unifier for them.
A term $s$ is an $\mathrm{E}_{S}$-instance of a term $t$, denoted $s \leq_{\mathrm{E}_{S}} t$, iff there is a substitution $\sigma$ with $s=_{E_{S}} \sigma t$.

If we consider the equational theory of Example 1.1.1 (denoted by $\mathrm{E}_{Z}$ ) then, e.g., $\operatorname{succ}(\operatorname{pred}($ zero $)) \leq_{E_{z}} \operatorname{pred}(\operatorname{succ}(x))$. Thereby the $\mathrm{E}_{Z}$-unifier is $\{x \mapsto$ zero $\}$.
We may classify unification algorithms according to the set of unifiers they compute. Algorithms that compute representations of all possible unifiers are particularly important. For certain equational theories such algorithms may not exist, e.g. if it is not decidable whether two terms are unifiable at all.

Definition 1.1.19 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration wrt $\Sigma, \mathrm{E}_{S}$ an equational theory for some predicate of $\Sigma$ and some $S \in S O R T$. Furthermore, let $U_{\mathrm{E}_{S}}(s, t)$ be the set of all $\mathrm{E}_{S}$-unifiers of some terms $s, t \in T_{\Sigma}(X)$. Then the set $U \subseteq U_{\mathbf{E}_{S}}(s, t)$ is called a complete set of $\mathrm{E}_{S}$-unifiers, if for all $\theta \in U_{\mathrm{E}_{S}}(s, t)$, there exists $\sigma \in U$ such that $\sigma \leq_{\mathrm{E}_{S}, \operatorname{Vars}(s, t)} \theta$.
If $U$ is complete and for all $\theta, \sigma \in U, \sigma \leq_{\mathrm{E}_{S}, \operatorname{Vars}(s, t)} \theta$ implies $\sigma=\mathrm{E}_{\mathrm{E}_{S}, \operatorname{Vars}(s, t)} \theta$, then it is called minimal.

An unification algorithm $P$ is called complete (minimal) if $P$ computes $U$ (a minimal set of E-unifiers) for arbitrary $s, t \in T_{\Sigma}(X)$.
Note that minimal sets of $\mathrm{E}_{S}$-unifiers are always unique up to variable renaming if they exist. Hence, we denote the minimal $\mathrm{E}_{S}$-unifier of $s$ and $t$ by $\mu U_{\mathrm{E}_{S}}(s, t)$. We call a substitution in $\mu U_{\mathrm{E}_{S}}(s, t)$ a most general $\mathrm{E}_{S}$-unifier (mgeu) of $s$ and $t$.
An equational theory $\mathrm{E}_{S}$ is called decidable if for any two terms $s, t \in T_{\Sigma}(X)$ $s={ }_{\mathrm{E}_{S}, \operatorname{Vars}(s, t)} t$ is decidable.
An equational theory $\mathrm{E}_{S}$ is called finitary if for any two terms $s, t \in T_{\Sigma}(X)$, there exists a finite complete set of $\mathrm{E}_{S}$-unifiers.

Example 1.1.2 Let $\Sigma_{Z}^{\prime}$ contain all elements of $\Sigma_{Z}$ of Example 1.1.1 and additionally a function mult : $Z \times Z \rightarrow Z$ and a predicate $=Z: Z \times Z$. Consider the equational theory to be defined by

$$
\forall(x, y, z: Z) \cdot \operatorname{mult}(x, \operatorname{mult}(y, z))={ }_{z} \operatorname{mult}(\operatorname{mult}(x, y), z)
$$

and the standard equality axioms.
Now consider the terms $s=$ mult( $x$, zero), $t=$ mult(zero, $y$ ). The substitution $\theta=\{x \mapsto$ zero, $y \mapsto$ zero $\}$ is an E-unifier for $s$ and $t$, and so is $\nu=\{x \mapsto$ mult(zero, $z), y \mapsto$ mult (z,zero) $\}$. Furthermore, $\{\theta, \nu\}$ is a complete set of E unifiers and, since $\theta$ and $\nu$ are incomparable under $\leq_{\mathrm{E}_{S}}$ the set is also minimal.

For further details, e.g. on particular equational theories and unification theory see e.g. [139, 5].

## Unification Completeness

Using the standard equality axioms and the axioms of the equational theory for some predicate $=_{S}$, does not automatically allow us to conclude when two terms are actually not equal. I.e. from $s \neq \mathrm{E}_{S} t$ for some terms $s, t$ and some equational theory $\mathrm{E}_{S}$ wrt sort $S$ we can not follow that $\mathrm{E}_{S} \models \neg s={ }_{S} t$ (which we also denote as $\mathrm{E}_{S} \models s \neq s t$ ). To this end additional axioms have to be provided. The first correct approach in [137] that is independent of a particular equational theory has lead to the following notion of unification completeness:

Definition 1.1.20 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration, $\mathrm{E}_{S}$ an equational theory wrt some predicate $=s$ of $\Sigma$ and some $S \in S O R T$. A consistent set of formulas $\mathrm{E}_{S}^{*}$ is called unification complete wrt $\mathrm{E}_{S}$ if $\mathrm{E}_{S}^{*}$ implies the formulas of $\mathrm{E}_{S}$ and for arbitrary $s, t \in T_{S, \Sigma}(X)$ the following holds

1. if $s$ and $t$ are not $\mathrm{E}_{S}$-unifiable, then $\mathrm{E}_{S}^{*} \vDash \neg \exists .(s=s t)$
2. for every complete set $U$ of $\mathrm{E}_{S}$-unifiers for $s$ and $t$

$$
E_{S}^{*} \models \forall \cdot\left(s=s_{s} t \Rightarrow \bigvee_{\theta \in U} \exists \bar{Z}_{\theta} \cdot\left(\theta_{=s}\right)\right)
$$

where $\operatorname{Vars}(s, t)=\left\{y_{1}, \ldots, y_{n}\right\}, \theta=_{S}=y_{1}=S_{S_{1}} r_{1} \wedge \cdots \wedge y_{m}=S_{m} r_{m}$ with $z_{i} \theta=r_{i}$ for all $i=1, \ldots, m$ and $\bar{Z}_{\theta}$ is a sequence of variables $z_{1}, \ldots, z_{k}$ with $\operatorname{Vars}\left(r_{1}\right) \cup \cdots \cup \operatorname{Vars}\left(r_{k}\right)=\left\{z_{1}, \ldots, z_{k}\right\}$.

In other words, $s={ }_{s} t$ is valid only if this is justified by a unifier in U. $s \neq s t$ is valid whenever $U$ is empty.
For some equational theories the existence of unification complete theories has been shown [70]:

Proposition 1.1.2 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration, $\mathrm{E}_{S}$ a decidable equational theory wrt some predicate of $\Sigma$ and some $S \in S O R T, P$ a complete $\mathrm{E}_{S}$-unification algorithm. Then there exists a unification complete theory $\mathrm{E}_{S}^{*}$ for $\mathrm{E}_{S}$.

If only Herbrand-models are considered a unification complete theory induces a particular congruence relation on the universe [146]:

Proposition 1.1.3 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration and $\mathrm{E}_{S}$ a decidable equational theory wrt some predicate of $\Sigma$ and some $S \in S O R T$. Let $\mathrm{E}_{S}^{*}$ be a unification complete theory for $\mathrm{E}_{S}$. Then every Herbrand-model of $\mathrm{E}_{S}^{*}$ induces a smallest congruence relation on the Herbranduniverse wrt $\mathrm{E}_{S}$.

### 1.2 Higher-Order Logics

In this work we will also require statements of properties which are not expressible in any first-order language. To this end we will refer occasionally to a second-order language corresponding to some signature. In the following we briefly introduce the necessary extensions of syntax and semantics.

## Syntax

Second-order languages allow additional use of variables representing predicates and functions:

Definition 1.2.1 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature. Then a mapping $X: N \rightarrow\left(S_{1} \times \cdots \times S_{n}\right)$ with $S_{1}, \ldots, S_{n} \in S O R T$ and $n \in \mathbb{N}$ (a mapping $X: N \rightarrow\left(S_{1} \times \cdots \times S_{n} \rightarrow S\right)$ with $S, S_{1}, \ldots, S_{n} \in S O R T$ and $\left.n \in \mathbb{N}\right)$ is a declaration of predicate variables wrt $\Sigma$ ( $a$ declaration of function variables wrt $\Sigma$ ). We denote a particular mapping of some variable $x \in N$ to $S_{1} \times \cdots \times S_{n}(x \in N$ to $\left.S_{1} \times \cdots \times S_{n} \rightarrow S\right)$ by $\left(x: S_{1} \times \cdots \times S_{n}\right)\left(b y\left(x: S_{1} \times \cdots \times S_{n} \rightarrow S\right)\right.$ ). Each element of $N$ is a predicate variable name (function variable name) wrt $X$, $N(X)$ denotes the set of all variable names wrt $X$.

Correspondingly, the set of terms of a second-order language is inductively defined as in the first-order case but additionally to the application of functions function variables can be used for the construction of terms.

Definition 1.2.2 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature and $X$ consist of a variable declaration and a variable declaration of functions wrt $\Sigma$ and $S \in$ SORT. Then the set $T_{S, \Sigma}(X)$ of terms of sort $S$ wrt $\Sigma$ and $X$ is inductively defined as in Definition 1.1.3 and additionally:
3. Let $t_{i} \in T_{S_{i}, \Sigma}(X)$ for all $1 \leq i \leq m$ and $\left(\phi: S_{1} \times \cdots \times S_{m} \rightarrow S\right) \in X$ with $m \in \mathbb{N}$. Then $\phi\left(t_{1}, \ldots, t_{m}\right) \in T_{S, \Sigma}(X)$.

Accordingly, the definitions of ground terms, $T_{\Sigma}(-)$ and $\operatorname{Vars}(-)$ are extended. Using predicate variables new atomic sentences can be built:

Definition 1.2.3 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature and $X$ consist of a variable declaration, a variable declaration of functions and a variable declaration of predicates wrt $\Sigma$. Then the set $A_{\Sigma}(X)$ of atoms wrt $\Sigma$ and $X$ is inductively defined as in Definition 1.1.4 and additionally:
2. Let $t_{i} \in T_{S_{i}, \Sigma}(X)$ for all $1 \leq i \leq m, m \in \mathbb{N}$ and $\left(\Phi: S_{1} \times \cdots \times S_{m}\right) \in X$. Then $\Phi\left(t_{1}, \ldots, t_{m}\right) \in A_{\Sigma}(X)$.

We also extend ground atoms and Vars(-) accordingly.
Definition 1.2.4 Let $\Sigma$ be a signature and $X$ consist of a variable declaration, a variable declaration of functions and a variable declaration of predicates wrt $\Sigma$. Then the set $F_{\Sigma}(X)$ of formulas wrt $\Sigma, X$ is defined as in Definition 1.1.5 and additionally:
4. Let $\left(\Phi: S_{1} \times \cdots \times S_{m}\right) \in X, m \in \mathbb{N}$ and $\phi \in F_{\Sigma}(X)$. Then the formulas $\forall\left(\Phi: S_{1} \times \cdots \times S_{m}\right) \cdot \phi$ and $\exists\left(\Phi: S_{1} \times \cdots \times S_{m}\right) \cdot \phi$ are also in $F_{\Sigma}(X)$.
5. Let $\left(\Phi: S_{1} \times \cdots \times S_{m} \rightarrow S_{0}\right) \in X$ and $\phi \in F_{\Sigma}(X)$. Then the formulas $\forall\left(\Phi: S_{1} \times \cdots \times S_{m} \rightarrow S_{0}\right) \cdot \phi$ and $\exists\left(\Phi: S_{1} \times \cdots \times S_{m} \rightarrow S_{0}\right) . \phi$ are also in $F_{\Sigma}(X)$.

Again, we assume also the definitions of free variables and closed formulas to be extended.

## Semantics

As in the first-order case an interpretation associates actual sets to SORT and actual functions and relations to FUN and REL. However, the meaning of free predicate and function variables has to be defined. Then we can assign truth values to formulas wrt some interpretation:
Definition 1.2.5 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ consist of a variable declaration, a variable declaration of predicates and a variable declaration of functions wrt $\Sigma, I$ an interpretation of $\Sigma$ and $t \in T_{S, \Sigma}(X)$. Let $\lambda$ be a mapping such that $\lambda(x) \in S^{I}$ for $(x: S) \in X, \lambda(\Phi) \subseteq S_{1}^{I} \times \cdots \times S_{m}^{I}$ for $\left(\Phi: S_{1} \times \cdots \times S_{m}\right)$ with $m \in \mathbb{N}$ and $\lambda(\Phi)$ is a mapping $S_{1}^{I} \times \cdots \times S_{m}^{I} \rightarrow S_{0}^{I}$ for $\left(\Phi: S_{1} \times \cdots \times S_{m} \rightarrow S_{0}\right)$ with $m \in \mathbb{N}$. Then the value $t^{I, \lambda}$ is inductively defined as in Definition 1.1.7 and additionally:
3. $\Phi\left(t_{1}, \ldots, t_{n}\right)^{I, \lambda}=\Phi^{I, \lambda}\left(t_{1}^{I, \lambda}, \ldots, t_{n}^{I, \lambda}\right)$ for $\left(\Phi: S_{1} \times \cdots \times S_{n} \rightarrow S_{0}\right) \in X$ with $t_{i} \in T_{S_{i}, \Sigma}(X), i=1, \ldots, n, n \in \mathbb{N}$.

Let $\phi \in F_{\Sigma}(X)$. Then the value of $\phi^{I, \lambda}$ is inductively defined as in Definition 1.1.8 and additionally:
9. $\Phi\left(t_{1}, \ldots, t_{n}\right)^{I, \lambda}$ is T for $\left(\Phi: S_{1} \times \cdots \times S_{m}\right) \in X, t_{i} \in T_{S_{i}, \Sigma}(X), i=$ $1, \ldots, n, n \in \mathbb{N}$, iff $\left(t_{1}^{I, \lambda}, \ldots, t^{I, \lambda}\right) \in \Phi^{I, \lambda}, \perp$ otherwise,
10. $\forall(\Phi: \mathcal{S}) . \phi$ is $\top$ iff $\phi^{I, \lambda^{\prime}}$ is $\top$ for all $\lambda^{\prime}$ such that $\lambda^{\prime}(\Psi)=\lambda(\Psi)$ for all $\left(\Psi: \mathcal{S}^{\prime}\right) \neq(\Phi: \mathcal{S})$ of $X$ where $\mathcal{S}, \mathcal{S}^{\prime}$ denote either $S_{1} \times \cdots \times S_{m}$ with $S_{1}, \ldots, S_{m} \in S O R T$, or $S_{1} \times \cdots \times S_{m} \rightarrow S_{0}$ with $S_{0}, S_{1}, \ldots, S_{m} \in S O R T$.

The definitions of the other quantifiers can be derived accordingly. Interpretations can be classified according to the values they assign to formulas as in the first-order case.

## Modal and Temporal Logics

We will also refer to logics which are, wrt classical first-order logic, extended by additional operators, called modalities (originally introduced in [97], with satisfactory semantics in [81]). Some of these logics are particularly important for this work, in particular so called temporal logics based on the ideas in [125]. Hence, we will discuss the particular syntax and semantics of the considered logic in more detail in Chapter 3. However, for more information, also on the historical background and the relations between modal and temporal logics, the reader is referred to e.g. [141, 9].

### 1.3 Logic Programs with Equality

We will consider only logic programs that are extended by an equational theory and do not allow the use of negation.

Definition 1.3.1 Let $\Sigma$ be a signature and $X$ a variable declaration. $A$ definite clause is an expression of the form

$$
A \leftarrow B_{1}, \ldots, B_{m}
$$

where $A$, called the head, and $B_{1}, \ldots, B_{m}$, called the body, are atoms of $A_{\Sigma}(X)$. $A$ definite logic program with equational theory (for short: definite E-program) is a pair ( $D, \mathrm{E}$ ) where E is an equational theory for predicate $=_{S}$ and $D$ is a finite set of definite clauses where $=_{s}$ does not appear in the head.

Since the equational relation $=S$ should be exclusively defined by the associated equational theory $E$ clauses that define $=S$, i.e. $=_{S}$ appears in the head, are disallowed in the program $P$.
The meaning of a definite logic program with an equational theory is given by the semantics of first-order logic: the atoms in the body of each clause are considered to be connected by conjunction and every clause is assumed to be universally closed. All clauses are connected by conjunction. Furthermore, the standard equational axioms and the axioms of the particular equational theory are added (by conjunction). Then, the semantics of the resulting formula where the considered structures are restricted to be Herbrand-interpretations define the meaning of the program. Using this semantics it has been shown in [72]:

Proposition 1.3.1 Every definite E-program has a smallest Herbrand-E-model.
In the following we will often consider the signature and set of variables associated with a definite E-program to be implicitly defined.

Definition 1.3.2 Let ( $D, \mathrm{E}$ ) be a definite E-program. Then a definite query is an expression of the form

$$
\leftarrow A_{1}, \ldots, A_{m}
$$

where $A_{1}, \ldots, A_{m}$ are atoms with $m \geq 0 . A_{1}, \ldots, A_{m}$ are called subgoals of the query. The case where $m=0$ is denoted by $\square$. An answer substitution for a definite query $G$ is a substitution $\sigma$ with $\operatorname{Dom}(\sigma) \subseteq \operatorname{Vars}(G)^{2} . \sigma$ is called a correct answer substitution $w r t(D, E)$ if $D \cup E \vDash \forall \cdot\left(\left(A_{1} \wedge \cdots \wedge A_{m}\right) \sigma\right)$.

From Proposition 1.3.1 follows the correspondence between models and correct answer substitutions:

Corollary 1.3.2 Let ( $D, \mathrm{E}$ ) be a definite E-program. Then for the smallest Herbrand-E-model $\mathcal{M}$ of ( $D, \mathrm{E}$ ) holds:

$$
\mathcal{M}=\{A \mid A \text { ground atom, for which } \epsilon \text { is correct answer wrt }(D, E)\}
$$

In the special case where the equational theory E of a definite E-program ( $D, \mathrm{E}$ ) is empty, we call ( $D, \mathrm{E}$ ) a definite logic program and refer to it simply by $D$.

## SLDE-resolution

In [72, 47, 66] SLDE-resolution ${ }^{3}$ has been developed. SLDE-resolution extends the resolution calculus of [130] to deal with definite logic programs that are equipped with an equational theory.

Definition 1.3.3 Let ( $D, \mathrm{E}$ ) be a definite E-program. A selection rule $R$ selects from every definite query $\leftarrow A_{1}, \ldots, A_{m}$ with $m \geq 0$ a particular subgoal $A_{k}$ ( $1 \leq k \leq m$ ).
An SLDE-resolution wrt an E-program ( $D, \mathrm{E}$ ) and a selection rule $R$ leads from a definite query $G=\leftarrow A_{1}, \ldots, A_{k}, \ldots, A_{m}(m \geq 1)$ to a definite query $G^{\prime}=\leftarrow$ $\left(A_{1}, \ldots, A_{k-1}, B_{1}, \ldots, B_{l}, A_{k+1}, \ldots, A_{m}\right) \theta$, called an SLDE-resolvent, if $A_{k}$ is the subgoal chosen by $R$ of $G$ and there is a variant $A \leftarrow B_{1}, \ldots, B_{l}$ of some clause in $D$, such that $\theta$ is an E-unifier of $A_{k}$ and $A$.

After having defined a single resolution step we may also apply SLDE-resolution repeatedly until we arrive at the empty goal.

[^3]Definition 1.3.4 Let $(D, E)$ be a definite E-Program. Let $G_{0}$ be a definite query. Then, a sequence $G_{0}, G_{1}, G_{2}, \ldots$ is called SLDE-derivation for $D \cup\left\{G_{0}\right\}$ wrt a selection rule $R$ if for every $i=1,2, \ldots$, the query $G_{i}$ is the result of the application of an SLDE-resolution to $G_{i-1}$. If such a derivation is finite and ends with $G_{n}=\square(n \geq 0)$ it is called SLDE-refutation of length $n$ for $D \cup\left\{G_{0}\right\}$ wrt $R$. If $\theta_{1}, \ldots, \theta_{n}$ is the sequence of E -unifiers used in the corresponding SLDEresolutions then the substitution $\left.\left(\theta_{1} \ldots \theta_{n}\right)\right|_{\text {Vars }\left(G_{0}\right)}$ is called answer substitution corresponding to the SLDE-refutation.

In $[47,66]$ soundness and completeness of SLDE-resolution has been shown:
Proposition 1.3.3 Let ( $D, \mathrm{E}$ ) be a definite E-program, $R$ a selection rule and $G$ a definite query, then

1. Every answer substitution computed by $S L D E-$ resolution for $D \cup\{G\}$ wrt $R$ is a correct answer substitution for $G$ wrt ( $D, \mathrm{E}$ ).
2. For every correct answer substitution $\theta$ for $G$ wrt ( $D, \mathrm{E}$ ) exists an answer substitution $\sigma$ computed by $S L D E$-resolution for $P \cup\{G\}$ wrt $R$ with $\left.\left(\sigma \leq_{S} \theta\right)\right|_{\operatorname{Vars}(G)}$.

The following data structure is a convenient way to represent SLDE-derivations.
Definition 1.3.5 (SLDE-tree) Let ( $D, \mathrm{E}$ ) be a definite E-Program and $G$ a definite query, $R$ a selection rule. An SLDE-tree for $(D, \mathrm{E}),\{G\}$ and $R$ is a tree $\tau$ satisfying the following conditions:

1. each node of $\tau$ is a goal,
2. the root of $\tau$ is $G$,
3. Let $G^{t}=\leftarrow A_{1}, \ldots, A_{k}, \ldots, A_{m}(m \geq 1)$ be a node in $\tau$ and let $A_{k}$ be selected by $R$. Then, each SLDE-resolvent of $G^{\prime}$ wrt $A_{k}$ is a child of that node.
4. the empty clause does not have children.

If there is a non-empty goal in $\tau$ where no atom in the body is selected $\tau$ is called incomplete.

Note that SLDE-trees are guaranteed to be finitely branching if the equational theory $E$ is finitary.
Note also that narrowing [60] is an efficient approach to solve certain equational theories, and can be integrated as part of unification into SLDE-resolution.
For definite logic programs (E-programs where E is empty) we will write SLDresultion, SLD-tree, SLD-resolvent, SLD-refutation, SLD-derivation to highlight the special case.

## Part I

## Knowledge Representation

## Chapter 2

## The Fluent Calculus

In the following section we discuss some of the assumptions on which knowledge representation in the Fluent Calculus is based. Thereby we will also relate it to other AI approaches which model action and change. In contrast to other work in the field we do not intend to provide a purely intuitive way of understanding the notions of fluents, states, situations, and actions. Instead, we attempted to relate them to other abstract concepts known from, e.g., modal logics. The reason for this is that our work focuses on the analysis of the computational properties of Fluent Calculus domains, not on the representational issues. For example, despite of the considerable intuitive difference between the concept fluent in the Situation Calculus and the concept fluent in the Fluent Calculus, we can show that the latter can be used to model the first (but not vice versa). We believe that from an abstract point of view such relations can be recognised easier.

### 2.1 Representation of Action and Change

To represent knowledge about the real world in a computer, we need some kind of formal language $\mathcal{L}$. We may understand the relation describing which sentences of $\mathcal{L}$ are conclusions of sentences of $\mathcal{L}$ as the semantics of $\mathcal{L}$. Note that the language $\mathcal{L}$ with such a semantics is a logic.

## Which Language?

Informally, the Fluent Calculus like the Situation Calculus defines classes of logical second-order languages with extended first-order semantics. Every Situation Calculus language is based on the concepts action, situation and fluent. Fluent Calculus languages extend this foundation by the concept state.

The structure the world is regarded to have influences the choice of a particular language for knowledge representation. This choice is not unique - firstly, because humans have not yet succeeded in developing a single consistent theory about the structure of the world that explains all observed phenomena. Instead, several theories, which are represented in different languages and which require different ways of reasoning, are considered to be valid at the same time, even when they occasionally produce contradictory results. Secondly, different languages might be equally expressive, but the complexity of representations of particular kinds of knowledge and the complexity of the reasoning about these representations might vary. E.g., a language $A$ might allow short descriptions of some property $a$, but require long descriptions of some other property $b$ while a language $B$ allows short descriptions of $b$ but needs long descriptions of $a$.
To justify the choice of first-order logic for the original Situation Calculus it has been argued in [109] that the representation of the world as a system of interacting discrete finite automata is metaphysically adequate, i.e. propositions of interest in common sense reasoning do not contradict each other if the world is actually considered to be a system of interacting discrete finite automata. Thereby, a system of interacting discrete finite automata simply refers to a single discrete finite automaton where the set of states is split into disjoint subsets. Then, each subset $S$ of states together with the set of transitions $T$ leading to or from one of the states of $S$ define a new automaton. The transitions of $T$ which either lead to or originate from an element which is not in $S$ are viewed as interactions with other automata of the system.
Finite automata are usually described by providing a complete state/transition table. For automata with many states these tables become very large and the expression of ascertainable knowledge in this way is inappropriate. Another difficulty arises when our knowledge about the world is incomplete. Consequently, in general, our knowledge describes a class of possible automata rather than a single one. To overcome these difficulties the use of first-order logic as representational language has been proposed. The major advantages of first-order logic are its clear model theory and its well-understood proof theory. Additionally, first-order logic is very expressive and most proposed alternative representation languages are no stronger, for an overview see e.g. [14].
Several problems of this approach result from using a system of interacting finite automata as a representation of the world: Finite automata allow only the representation of finite domains. But the boundaries of a considered domain might be unknown or it might be even impossible to explore them. In these cases, humans often assume the size of the domain to be infinite ${ }^{1}$.
Fundamental concepts of finite automata are states and transitions. Thereby, transitions describe a relation between the states. If some part of the real world has to be represented by a finite automaton its states and transitions need to be

[^4]identified by observation. This is sometimes impossible. For example, we may attempt to describe the singing of a bird. Although we may in principle assume that each sound uttered by the bird is determined by some particular state of the bird, listening to the bird is not sufficient to identify these states. Instead, we may use different concepts to describe our observation. In case of the singing bird we might choose concepts like time and event. However, time is often considered to be continuous. Consequently, if we want to express knowledge using concepts like time we need to extend our view of the world being a system of interacting finite automata.
Since first-order logic allows the definition of domain-specific recursive functions, representations in the Situation Calculus of [109] are not restricted to finite domains. To enforce an interpretation of a sort to contain only certain constructively defined elements, it has been proposed [127] to extend knowledge representations in the Situation Calculus by second-order induction axioms. Induction axioms permit reasoning about enumerable sets. In general, however, first-order logics with such extensions can be incomplete, i.e. there are consequences of the axioms which can not be proven within these logics [53].
To integrate knowledge which is expressed using different concepts from the ones originally defined in [109], the Situation Calculus has been augmented in several ways. Some of these extensions involve an additional sort which is interpreted in all models as the set of real numbers, e.g. $[118,143,151]$. This sort is used to describe time and space more accurately. Furthermore, a continuous time-line allows the representation of events, time intervals between events and other related notions. Based on the concepts of time and events another approach to represent action and change, called Event Calculus, has been developed [79]. Relations between the Situation Calculus and the Event Calculus have been discussed in detail, see e.g. [7]. Note however, since real numbers and operations on them are not axiomatised within the Event Calculus or the extensions of the Situation Calculus, respectively, reasoning about continuous domains is restricted.

Using the concepts of state and transition and using the concepts of event and time are based on different assumptions about the world: a description using the notions of states and transitions is effective if dependencies between subsequent states exist, a description using the notions of time and events is effective for systems where few such dependencies exist. However, sometimes it is possible to translate knowledge from one system of concepts into another. On one hand, if time is considered to be discrete, it may be represented in terms of states and transitions by adding a dimension to the state space. Thereby we may restrict the dimension representing time, e.g. to ensure monotonicity. In such a representation events can be understood as particular transitions that depend only on this new dimension ${ }^{2}$. On the other hand, in general states and transitions can not be represented in terms of time and events. This is due to the

[^5]assumed single time-line, i.e. a particular sequence of transitions represents one behaviour out of many possible ones while a sequence of events represents one actual behaviour of the world.

## Concepts: States, Situations, Histories

Representations of knowledge in the Situation Calculus (and in the Fluent Caclulus) are based on the notion of situations. In the original Situation Calculus a situation is considered to be a possible state or a "snapshot" of the world at a certain time. Later, it has been argued, e.g. in [62], that assuming separate systems always have a common state is unnecessarily complicated, particularly if the systems sparsely interact with each other. Moreover, two "snapshots" of the world might look the same although they have been made at different times. Another interpretation of a situation is the time between two actions where the world does not change [7, 117, 58]. In contrast to this, distinguishing "snapshots" or time intervals according to their order of appearance can often be useful. For these reasons, in current versions of the Situation Calculus every situation describes a particular history which is understood as a sequence of actions performed after an initial situation. In principle, different systems have different initial situations - corresponding to the system's first appearance - and, hence, different histories. An interaction of two or more systems is then understood as an "intersection" of their histories, i.e. a relation between situations of the interacting systems. This relation should induce a partial order on the possible histories of all the systems involved. For example, let $s_{1}^{0}, s_{1}^{1}, s_{1}^{2}$ and $s_{2}^{0}, s_{2}^{1}, s_{2}^{2}$ denote the subsequent situations of some system $S_{1}$ and $S_{2}$, respectively. Assume the relation describing the interactions of the two systems to be $\left\{\left(s_{1}^{0}, s_{2}^{0}\right),\left(s_{1}^{1}, s_{2}^{2}\right),\left(s_{1}^{2}, s_{2}^{1}\right)\right\}$. The induced partial order is $\left\{\left(s_{1}^{0}, s_{2}^{0}\right)<\left(s_{1}^{1}, s_{2}^{2}\right),\left(s_{1}^{0}, s_{2}^{0}\right)<\left(s_{1}^{2}, s_{2}^{1}\right)\right\}$. However, in this work we will only consider single systems without interactions.
In the Situation Calculus, states are associated with a particular situation using the notion of fluents ${ }^{3}$. In the Situation Calculus a fluent can be understood as a function $f$ partitioning the set of states into two disjoint sets - the set where $f$ maps to $T$ (the set where property $f$ holds), and the set where $f$ maps to $\perp$ (the set where $f$ does not hold), respectively. For example, the partitioning of the world states into those where the sky looks blue over London and those where the sky does not look blue might be represented by the fluent blue_sky. This notion of a fluent also corresponds to the definition of a modal property. Other partition functions can be defined in terms of fluents: e.g., the result of the conjunction of two fluents $f_{1}, f_{2}$ corresponds to the set of states resulting from intersecting the set where $f_{1}$ holds with the set where $f_{2}$ holds. The result of negating a fluent $f$ is the set of states where $f$ does not hold. Other operators for fluents can be defined accordingly.

[^6]Since in some versions (e.g., [109, 127]) of the Situation Calculus states are not objects of the language, the association of states to situations is rather implicit: fluents are represented as predicates where one parameter is of sort situation. In this case, first-order logic provides the boolean operations which allow the identification of particular state sets. Other versions (e.g., [98, 6, 99]) provide a dedicated sort used to represent fluents. The process of transferring predicates to the object level is called reification, [78, 107, 43]. The Fluent Calculus extends this idea by also representing state sets which result from combining fluents using certain operators, explicitly. The behaviour of these operators must be defined by additional axioms, which in case of the Fluent Calculus form an equational theory.

Note, however, that calculi for first-order logic are in general not sensitive to the specific structure of states if they appear as objects (nor to any class of objects which contain more structure than a general first-order term). Respecting this structure is often very important for adequate reasoning, e.g. if an equational theory has to be considered [121]. Correspondingly, standard calculi have been extended to deal with specific theories, e.g. for logic programming, SLD- and SLDNF-resolution ([130] and [19], respectively) have been extended to respect certain equational theories ( $[47,72,66]$ and $[137,146]$, respectively).
On the other hand, it is possible to integrate operators other than those provided by first-order logic directly into the logical language. This approach has led to the development of so called non-classical logics, which include, e.g., substructural $\operatorname{logics}^{4}$ (introduced by [84, 51]), modal and temporal logics (introduced by [97] and [124], respectively and their semantics by [81, 82]). Some of these approaches have strong relations to representational and reasoning issues in the Situation Calculus and Fluent Calculus. Therefore, we will investigate and use these relationships to a great extent.

## Action and Change

Another Assumption of the Situation Calculus and the Fluent Calculus is that great amounts of human knowledge about the world can be expressed as causal relationships between states, i.e. it is assumed that the fluents appearing in a particular state depend on temporally preceding states. Since situations are considered to be histories, time is represented implicitly by the partial ordering on histories: a situation $s$ occurs later than another situation $s^{t}$ iff $s$ contains $s^{\prime}$. Moreover, the set of situations and the set of states associated with them is considered to be discrete: if a situation $s^{t}$ precedes a situation $s$, then there are only finitely many situations which occur after $s^{t}$ and before $s$.
Causal dependencies are represented by actions which represent functions mapping from situations to situations. Associated with actions are axioms describing the relationship between the states which correspond to the situations. The actual change of states according to a particular action is called execution of the

[^7]action. Note that, in the original Situation Calculus this relation between states depended also on a parameter describing the agent performing the particular action. Later this parameter has been omitted and current versions of the language do not contain an explicit representation of agents ${ }^{5}$.
The most famous representational problem in the field of Reasoning about Action and Change was recognised in [109] and was christened the (representational) frame problem. It occurs if a state following the execution of an action can be characterised by similar properties as the state before the execution. In this case, instead of characterising the succeeding state by describing all of its properties, it is expected to be much easier to describe only those properties that do not persist. For example, if we want to describe the effects of lifting a cup from a table, we do not want to mention explicitly that the position of the table within the room is uneffected by the action. In the following, we will call such properties and fluents persistent, to emphasise the assumption to which they are subject. The axiomatisation which is required to support the specification of this kind of knowledge should be simple, i.e. small and easy to comprehend. Since the performance of a calculus decreases as more axioms have to be considered, the additional axiomatisation should be provided in a way that allows easy integration into a specialised calculus. To distinguish the latter requirement from the first one, which focuses on the representational aspect of the frame problem, it is also referred to as the inferential frame problem [13].
The search for a solution to the (representational and inferential) frame problem has led to the rise of a whole new research field called non-monotonic reasoning. It is based on the idea that frame axioms can be avoided if the entailment relation of the logic is extended, e.g. [108, 48, 19]. These extensions involve a violation of the monotonicity property of the entailment relation in first-order logic: adding knowledge to a database can prevent conclusions which are possible without it. Some of the proposed extensions have led to unexpected models, e.g. the Yale Shooting Problem [59] in the case of circumscription of [108] ${ }^{6}$.
To solve the representational frame problem further assumptions about the structure of knowledge have been made. In the Situation Calculus, persistent fluents are considered to be independent in the sense that the conjunction of any such fluents does not imply another persistent fluent to hold. This assumption enables for representation of states by sets of persistent fluents where the union operation on the sets corresponds to conjunction of the properties. Actions can be represented by functions which remove and add fluents from/to the set, an idea proposed in [38] for a system called STRIPS. If the independence is violated and the actions are not defined appropriately the succeeding state after executing an action can not be uniquely determined. E.g. let $e, f, g$ be fluents which hold in some state and let $e \wedge f \Rightarrow g$ a relation between these fluents, then removing $g$ from this state after executing some action implies

[^8]that either $e$, or $f$, or $e$ and $f$ has/have to be removed as well to represent the succeeding state consistently. In [127], a procedure is given which transforms axioms describing the effects of the execution of actions into a set of axioms which entail the corresponding persistence assumptions if the persistent fluents are independent ${ }^{7}$.

Note that to solve the representational frame problem persistent fluents are often assumed to be independent, even if they are actually dependent. In these cases the dependencies are represented as indirect effects of action executions. The representation of indirect effects is the subject of the ramification problem as described below.

Another way of dealing with the frame problem is based on the reification of persistent fluents. How these fluents can be combined to represent states must be defined by an additional theory. This can be achieved by providing an equational theory. By integrating this equational theory into the calculus, a computationally more adequate treatment of persistent fluents can be achieved, i.e. the inferential frame problem can be addressed as well. E.g., we may imagine a reified version of the solution to the frame problem given in [127] consisting of one additional sort representing states, together with additional operator symbols. The additional operator symbols must allow to add and remove fluents from a state representation. The effects of executing actions can then be specified in terms of equations. The Fluent Calculus is based on this approach. As we show in Section 4.3, the Fluent Calculus approach is in some sense more expressive than the Situation Calculus approach of [127] as it allows multiple occurences of fluents in state representations. An equational theory defines some operator to be the union of multisets. The multiple occurrence of a fluent rather then just a single fluent forms a modal proposition. Intuitively, the multiple occurrence of a fluent in a state representation corresponds to the multiple occurrence of a resource in this state. More precisely, we define a resource to be a set of modal properties with an associated total order. This ordered set is order isomorphic to the natural numbers. In the case of the Fluent Calculus the order is induced by the subset relation on multisets, e.g. for some fluent orange representing the availability of an orange, $\{$ orange, orange, orange $\} \subset\{$ orange, orange, orange, orange implies that the set of states where \{orange, orange, orange, orange\} holds contains also the set of states where $\{$ orange, orange, orange $\}$ holds, but not vice versa. If a state representation in the Fluent Calculus contains precisely $n$ occurrences of some fluent $f$ then all modal properties where $f$ occurs at most $n$ times are considered to be valid. Whereas all modal properties where $f$ occurs more than $n$ times are considered to be not valid. For example, let $n=3$ be the number of occurrences of the fluent orange in some state. Then the conjunction \{orange, orange, orange\} $\wedge$ $\neg\{$ orange, orange, orange, orange $\}$ is valid, where the modal properties are de-

[^9]fined by the ordered set $\{\}$, \{orange $\}$, \{orange, orange $\}, \ldots\}$. Note however, that the solution to the frame problem in the Fluent Calculus relies on a similar assumption as the solution to the frame problem in the situation calculus: modal propositions formed by multisets of different fluents are considered to be logically independent.

Another important representational problem in Reasoning about Action and Change is the ramification problem [49]. It occurs if executing actions is considered to have effects which are not described explicitly. On one hand, certain persistent modal properties might be logically dependent although they are treated as independent by the frame axioms (as described above). On the other hand, additional causal dependencies may exist, that are not stated as actions. In [149] it has been proposed to solve this kind of problems in the Fluent Calculus by introducing a post-processing phase after each execution of an action. Clearly, the influence of this phase on the computational properties depends on the structure of the considered causal relations. In this work, we will not discuss the different effects of such dependencies in detail, and consider causal relations to be completely specified by axioms describing the direct effects of actions.
Similarly, the executability of an action might depend on modal properties which are not specified explicitly. We may consider such indirect dependencies because in non-artificial domains it is impossible to specify the preconditions for executing an action completely. For example, we may not be able to start the engine of our car because there is a potato in the tail pipe. However, we do not check such unlikely circumstances before attempting to execute an action unless there is additional evidence. The problem of representing such abnormal preconditions is called the qualification problem [106]. As shown in [148], disqualifying evidence for executing an action may be represented as a particular modal property which can be an indirect effect of executing other actions. Initially we may assume no disqualifying evidence, later the modal property representing such evidence might occur as an indirect effect during the post-processing phase used to solve the ramification problem.

Many other extensions have been proposed to integrate different kinds of knowledge about action and change into the Situation Calculus as well as the Fluent Calculus. These extensions include, for instance, in the case of the Fluent Calculus the representation of concurrent and simultaneous actions [15], the explicit representation of what an agent knows and how this knowledge can be improved by actions [152], non-deterministic actions [16], agent goals, rational actions, natural actions, continuous time and continuous change [151]. Many of these extensions may have a major impact on the computational properties of the reasoning method. We will briefly discuss the extensions by non-deterministic effects and the use of a specificity relation in Section 2.8 .

## What to infer?

In the previous subsections we have described on what concepts the Fluent Calculus is based and how these concepts are used to represent knowledge about action and change. The question of what should be derived from this knowledge has been left open so far. As a first choice it has been proposed, e.g. in [109] for the Situation Calculus, to consider knowledge which can be expressed in the same language as the language used to represent action and change. However, the form of knowledge that intelligent systems may directly acquire by observing the world is different from the form of knowledge they need to control their behaviour. This follows from the assumption that intelligent systems, like humans, actually perform deductive tasks. Furthermore, if the form of knowledge about action and change differs from the form of knowledge used for control we may also represent them using different languages which are optimised for their specific applications. We hope that for such a pair of optimised languages the development of powerful calculi is easier than for the more general language containing both.
In the following we call the language for representing the knowledge which is used for control query language. It has been pointed out already in [114] that first-order languages are insufficient to represent some important temporal properties of dynamical systems (represented as programs in [114]). There it has been proposed to extend the language with (second-order) fixpoint operators. In the context of the Situation Calculus, a similarly extended query language was introduced in [119] and [144]. In this work, we follow this approach in general. But, since we are interested in achieving lower bounds for undecidability and upper bounds for decidability, respectively, we will distinguish more restricted fragments of the general language. In particular, we define fragments which can be characterised by well known modal/temporal logics. The chosen logics are good candidates, since they have been used successfully for similar tasks the verification of dynamic systems. For such logics we define the most general problem of reasoning about a Fluent Calculus domain $\mathcal{D}$ :

Entailment Problem: Let $\phi$ be an arbitrary formula of the query logic. Is $\phi$ a logical consequence of $\mathcal{D}$ ?
We can hope to be able to decide the entailment problem for weak query languages and weak Fluent Calculus fragments, only. For powerful Fluent Calculus fragments the investigation has to be restricted further. To this end we will focus on a particular class of problems which can be formulated in all query languages considered here:
Planning Problem: Assume, an agent knows certain properties ( $\lambda_{0}$ ) of its current situation and it attempts to reach a situation with certain goal properties ( $\lambda_{e}$ ) by executing certain actions. Then, answering the following question is crucial: "Is there an initial situation with property $\lambda_{0}$ and is there a sequence of actions leading from this situation to some situation with property $\lambda_{e}$ ?". If the answer to this question is "no" the agent must give up pursuing its goal. If the
answer is "yes" and sufficient information about the current situation is available the agent might proceed by computing an appropriate action sequence to reach its goals". If the answer is "yes" but the current situation is not completely known the agent may try to gain more information about its current situation, or execute an action sequence that succeeds in some situations with the given properties, or investigate the extended planning problem described below.
In AI research the planning problem has been considered to be one of the most important problems of Reasoning about Action and Change [55]. In fact the Planning has established itself as a whole research field focusing on the design of efficient planning systems for domains of increasing complexity, e.g. [75]. Compared with the deductive approach to planning we follow here, many planning algorithms proposed in this way have insufficiently defined semantics. Therefore, despite often being technically less sophisticated ${ }^{9}$, the development of deductive planning techniques may help with understanding what planning systems actually compute. Furthermore, in contrast to deductive planning systems, nondeductive planning systems usually assume the initial state to be completely known.

Since solving planning problems is still a very general task, we will concentrate on a more restricted version [18] in the third part of this work, where we develop an automatic reasoning method:
Conjunctive Planning Problem (CPP): Assume $\lambda_{0}$ to be a conjunction of negative or positive modal properties and $\lambda_{e}$ a conjunction of positive modal properties. Is there a finite sequence of actions which leads from a situation where $\lambda_{0}$ holds to a situation where $\lambda_{e}$ holds?
Another version of the planning problem results from the assumption that the properties of the current situation might not be completely known:

Extended Planning Problem: Assume, that an agent has incomplete knowledge ( $\lambda_{0}$ ) of its current situation and it has to verify whether for each situation where property $\lambda_{0}$ exists an action sequence such that the agent reaches its goal $\lambda_{e}$. If this is the case the agent can be sure it is able to reach its goal by an appropriate action sequence. However, due to the uncertainty about the current situation there might be many potential but few successful sequences to choose from ${ }^{10}$.
Although in this work we focus on the above versions of the planning problem, many other problems have been considered to be particularly important if we aim to build intelligent systems. Some of them are characterised in the following list:

[^10]Prediction Problem: Given the properties of the initial situation and a finite sequence of actions, which properties hold in the situation after executing this sequence?

Postdiction Problem: Given some properties of some final situation and some properties of situations which occurred while executing some known action sequence, which properties must have been associated with the initial situation?
General Explanation Problem: Like the postdiction problem, but assume the action sequence to be unknown.
In the next section we present our Fluent Calculus framework formally.

### 2.2 Signature and Domain Independent Axioms

Originally, in [68] the Fluent Calculus was represented as a scheme for specifying dynamic systems as logic programs together with SLDE-resolution as execution mechanism. To allow easier integration of extensions into a single approach and to be able to compare it with the standard approach of the Situation Calculus, a more general execution independent representation has been developed [150]. In this work, we will identify the Fluent Calculus $(\mathcal{F C})$ with this latter representation. Accordingly, the Fluent Calculus is - similar to the Situation Calculus of [117] - a scheme of specifying domains using second order languages.

Definition 2.2.1 A signature is called a Fluent Calculus signature iff it is a tuple (SORT, $\preceq, F U N, R E L$ ) where

```
SORT: Act, Sit, Fl, St, Obj;
〔: \(\quad F l \preceq S t ;\)
\(\bar{F} U N: s 0: \rightarrow\) Sit;
    do : Act \(\times\) Sit \(\rightarrow\) Sit;
    state : Sit \(\rightarrow\) St;
    \(1^{\circ}: \rightarrow S t\);
    ० : St \(\times S t \rightarrow S t\);
    \(f_{1}: O b j^{i_{1}} \rightarrow F l, \ldots, f_{j}: O b j^{i_{j}} \rightarrow F l ;\left(j \in \mathbb{N}^{+}\right.\)and \(\left.i_{1}, \ldots, i_{j} \in \mathbb{N}\right)\)
    \(a_{1}: O b j^{k_{1}} \rightarrow A c t, \ldots, a_{l}: O b j^{k_{i}} \rightarrow A c t ;\left(l \in \mathbb{N}^{+}\right.\)and \(\left.k_{1}, \ldots, k_{l} \in \mathbb{N}\right)\)
    \(g_{1}: O b j^{m_{1}} \rightarrow O b j, \ldots, g_{o}: O b j{ }^{m_{o}} \rightarrow \operatorname{Obj} ;\left(o, m_{1}, \ldots, m_{o} \in \mathbb{N}\right)\)
\(R E L: \quad<:\) Sit \(\times\) Sit; Poss : Act \(\times\) Sit \(;\left\{=_{S}: S \times S \mid S \in S O R T\right\}\)
```

The sort Sit is used to represent the set of situations. A situation is a history of action executions starting in some initial situation. This is reflected by the structure of terms of the sort Sit: Terms of sort Sit are recursively defined by applying the function do to a term of sort Act representing a set of actions and a term of sort Sit. The initial situation is represented by $s 0$. Note that Sit, Act, $d o$ and the initial situation $s 0$ are also part of the Situation Calculus.

By the function state a state of the world is associated with every situation. A state may only change if actions are executed. Formally, the function state maps to the sort $S t$ since in $\mathcal{F C}$ domains world states are represented as particular terms. In contrast to this (see also the previous section), in the Situation Calculus the state associated with a situation is implicitly represented by the set of predicates that are valid in this situation. Basic elements of state representations are called fluents. Fluents are elements of the sort $F l$. The properties of the function o : St $\times S t \rightarrow S t$ determine how fluents are combined to form state representations. Thereby, the term $1^{\circ}$ represents an empty state. The introduction of an explicit state representation enables simpler axiomatisation of properties shared by all fluents in all states. For instance, assume that a fluent should not appear or disappear unless it is a direct consequence of executing some action (i.e. the frame assumption). This can be easily expressed using an equation describing the dependency between the state after executing an action and the state before executing this action. In particular, this equation is independent of the fluents that are not effected. E.g., the equation $\operatorname{state}(s) \circ$ orange_juice $=s t \operatorname{state}($ do $($ squash,$s)) \circ$ orange can be used to describe that the state associated with the situation after executing the action squash contains one more fluent orange_juice and one fluent orange less than the situation $s$. In contrast to this, an axiomatisation of the frame assumption in the Situation Calculus requires axioms for each individual fluent. If the number of fluents is large compared to the number of actions in a domain the use of explicit state representations may decrease the size of the axiomatisation dramatically.
The domain independent predicate symbols contain $<$ which is intended to represent the temporal order of situations, i.e. the order given by the subsequence relation. Poss is a common auxiliary predicate describing the executability of actions in situations, i.e. whether executing an action in some situation leads to a valid successor situation.
The functions $a_{1}, \ldots, a_{l}$, which map to sort $A c t$, define domain specific actions and the functions $f_{1}, \ldots, f_{j}$, which map to $F l$, define domain specific fluents. With the help of additional elements of sort Obj and functions over these elements, the fluents themselves can be structured additionally. To this end we may define arbitrary functions $g_{1}, \ldots, g_{o}$, which map to $O b j$. Then objects of sort $O b j$ can be used as parameters of fluents. Note that according to the Fluent Calculus signature scheme, functions with domain $O b j$ may only depend on elements of $O b j$. The meaning of these elements is domain specific. Similarly, actions may depend on additional domain specific parameters and thereby supply situations with additional structure beyond the properties of the function do.

Example 2.2.1 (Brick domain) We define $\Sigma_{b}$ as a Fluent Calculus signature with the domain specific sorts XPos, YPOS $\subset O b j$ and the domain specific functions

```
brick_at: XPos \(\times\) YPos \(\rightarrow\) Fl;
bar_at: XPos \(\times\) YPos \(\times X P O\). \(\times\) YPos \(\rightarrow F l\);
mv_brick: XPos \(\times\) YPos \(\times X\) Pos \(\times\) YPos \(\rightarrow\) Act .
```

$X P o s$ and YPos are intended to represent coordinates in a two-dimensional grid. Correspondingly, the fluent brick_at $\in F l$ represents the existence of a brick at a certain location, the fluent bar_at $\in F l$ represents the existence of a bar with a pair of coordinates describing start and end positions. The action mv_brick $\in$ Act represents the moving of some brick from one location to another. Then, for example, the situation after moving a brick from position location $(1,1)$ to location $(2,2)$ is represented by the term do(mv_brick $(1,1,2,2), s 0)$. The state associated with this situation is represented by state (do(mv_brick $(1,1,2,2), s 0)$ ). By domain specific axioms we will ensure later that such a state can be identified with a term like brick_at(2,2) obar_at(1, 1, 3, 3).

Example 2.2.2 (Airport) Consider a very simple bay management and takeoff model of an airport. A number of small planes and a number of big planes may be queuing and requesting the permission to land. The fluents plane_q_s (plane_q-b, respectively) represent the queuing small (big) planes. The arrival of a new small (big) plane in the queue is represented by the action queue_s (queue_b, respectively). The bay capacity of the airport is modelled by the fuent bay, Landing is modelled by the actions land_b and land_s for big and small planes, respectively. After granting the permission the appropriate space on the airport must be reserved for the landed plane, modelled by the fluents plane_l_b and plane_l_s for each class of plane. Passengers leaving the airplane are modelled by the fluent passenger. The airplane takeoff is described by the actions take_off_b (big plane) and take_offs (small plane). The runway is modelled by the fluent runway. We define $\Sigma_{a}$ as a Fluent Calculus signature with the following domain specific functions:

```
plane_q_s \(: \rightarrow F l\), plane_q_ \(b: \rightarrow F l\), plane_ls \(: \rightarrow F l\), plane_l_ \(b: \rightarrow F l\),
passenger \(: \rightarrow F l\), runway \(: \rightarrow F l\), bay \(: \rightarrow F l\);
queue_s \(: \rightarrow\) Act, queue_b \(: \rightarrow A c t\), land_ \(b: \rightarrow A c t\), land_s \(: \rightarrow A c t\),
take_off_ \(b: \rightarrow A c t\), take_off_s \(: \rightarrow\) Act.
```

To simplify the remaining presentation, we define terms of sort $S t$ that contain multiple copies of one particular fluent term, only. E.g., assume that the sets XPos and YPos in Example 2.2 .1 are both interpreted as the natural numbers. Then the term brick_at $(2,4) \circ($ brick_at $(2,4) \circ$ brick_at $(2,4))$ contains only copies of brick_at $(2,4)$.

Definition 2.2.2 We denote a term of the form $f \circ(\cdots(f \circ f) \cdots)$ containing $n$ copies of $f$ as $f^{n}$. We define $f^{0}=1^{\circ}$.
Furthermore, let $|g, f|$ denote the number of fluents $f$ which occur in a term $g$ of sort St.

As it will become clear later, a term $g$ is completely defined up to equivalence wrt the equational theory AC1 (see below) if, for all ground fluents $f,|g, f|$ is given.

## Domain Independent Axioms

We define a domain description $\mathcal{D}$ for a $\mathcal{F C}$ signature $\Sigma$ to consist of a certain set of axioms. Some of these axioms are considered to be valid in all domain descriptions for $\mathcal{F C}$ signatures, they are called domain independent and introduced in the following. The domain dependent axioms are defined as instantiations of a scheme which is presented in Section 2.5 and 2.8. The instantiation depends on the particular considered domain.

The Fluent Calculus relies heavily on the use of equations, e.g. to describe dependencies between state representations. To ensure that a predicate $=S$ : $S \times S$ with $S \in S O R T$ represents indeed an equational relation every domain description must contain the standard equality axioms (see Definition 1.1.12) for $S$. We denote the set of standard equality axioms axioms for all sorts $S \in S O R T$ by $\mathrm{E}^{=}$.
The common basis of all $\mathcal{F C}$ domains, i.e. the way state representations can be combined to form new state representations, is the definition of o as a commutative monoid by the set of axioms AC1. Hence, the operator $\circ$ can also be thought of as the multiset union. This enables the solution of the frame problem, since adding and removing of fluents, respectively, can be expressed without explicitly stating which fluents are not effected. Furthermore, the corresponding equational theory, i.e. the theory given by the axioms of $A C 1$ together with $E^{=}$, can be integrated in the unification procedure.

$$
\begin{align*}
& \forall(x, y, z: S t) \cdot(x \circ y) \circ z=S t x \circ(y \circ z) \\
& \forall(x, y: S t) \cdot x \circ y=S t y \circ x  \tag{AC1}\\
& \forall(x: S t) \cdot x \circ 1^{\circ}=S_{t} x
\end{align*}
$$

The following proposition (shown e.g. in [100]) is particularly important if we wish to reason about Fluent Calculus domains using standard calculi like resolution:

## Proposition 2.2.1 The equational theory AC1 is finitary.

Each domain description contains axioms defining a causal order over situations. For situations $s_{1}, s_{2}, s_{1}<s_{2}$ is intended to be true iff 1) the action sequence leading from the initial situation $s 0$ to $s_{1}$ is also prefix of the action sequence from $s 0$ to $s_{2}$, and 2) every action of the sequence is actually executable in the corresponding situation (described by predicate Poss). In other words, $s_{1}$ is part of the history of $s_{2}$.
Using the shortcut $s_{1} \leq s_{2} \stackrel{\text { def }}{=}\left(s_{1}<s_{2} \vee s_{1}=\right.$ Sit $\left.s_{2}\right)$ we define:

$$
\begin{aligned}
& \forall\left(s_{1}, s_{2}: \text { Sit }\right),(a: A c t) \\
& \quad\left(s_{1}<d o\left(a, s_{2}\right) \Leftrightarrow s_{1} \leq s_{2} \wedge s 0 \leq s_{1} \wedge \operatorname{Poss}\left(a, s_{2}\right)\right) \\
& \forall\left(s_{1}, s_{2}: \text { Sit }\right) \cdot\left(s_{1}<s_{2} \Rightarrow \neg s_{2}<s_{1}\right)
\end{aligned}
$$

On one hand, the axioms $\left(\mathrm{O}_{\text {Sit }}\right)$ do not characterise the desired property sufficiently, since they do not guarantee that different action names represent indeed different actions (i.e. unique name assumption). On the other hand, models may contain situations which can not be reached from $s 0$ by finite action sequences. Similarly, a fluent may have several names and infinite numbers of fluents may appear in elements of the interpretation of sort $S t$, without violating (AC1) and the standard equality axioms. Additionally, it is often required to derive also inequality of objects, $[19,72,70]$.

### 2.3 Herbrand- $\mathrm{E}_{\mathcal{F} C}$-Models

One way of ensuring both unique name assumptions for all sorts $S \in S O R T$ and the possibility to derive inequality (see also the paragraph on unification completeness in Section 1.1), has been proposed in [70]. The approach relies on an set of axioms, called extended unique name assumptions (EUNA). These axioms play a similar role to the completion semantics for logic programs of [19] (the corresponding proof procedure is often also called negation as failure). There, the failure to derive some atom $p$ from some formula $\phi$ is considered to be a proof for $\neg p$. Correspondingly, the extended unique name assumptions ensure that whenever two terms can not be unified they are considered to be not equal. Since the equational theory $A C 1$ has to be taken into account, a finite axiomatisation of inequality in the style of [19] for the standard equality theory can not be achieved. Hence, a calculus for the Fluent Calculus can only implicitly deal with the axioms of EUNA.

Definition 2.3.1 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a $\mathcal{F C}$ signature and E a set of equational theories. For every $\mathrm{E}_{S} \in \mathrm{E}$ with predicate $=_{S} \in R E L$ and $S \in S O R T$ we define the set $\mathrm{E}_{S}^{*}=\mathrm{E}_{S} \cup \mathrm{E}_{S}^{c}$ where $\mathrm{E}_{S}^{c}$ is given as the set of formulas which contains for all $s, t \in T_{S, \Sigma}(X)$

1. either $\neg \exists .(s=s t)$ if $s$ and $t$ are not $\mathrm{E}_{S}$-unifiable
2. or $\forall .\left(s={ }_{S} t \Rightarrow \bigvee_{\theta \in U_{\mathrm{E}_{S}(s, t)}} \exists \bar{Z}_{\theta} \cdot\left(\theta_{=s}\right)\right)$
where $\operatorname{Vars}(s) \cup \operatorname{Vars}(t)=\left\{y_{1}, \ldots, y_{n}\right\}, \theta_{=s}=y_{1}=S_{S_{1}} r_{1} \wedge \cdots \wedge y_{m}=S_{m} r_{m}$ with $z_{i} \theta=r_{i}$ for all $i=1, \ldots, m$ and $\bar{Z}_{\theta}$ is a sequence of variables $z_{1}, \ldots, z_{k}$ with $\operatorname{Vars}\left(r_{1}\right) \cup \cdots \cup \operatorname{Vars}\left(r_{k}\right)=\left\{z_{1}, \ldots, z_{k}\right\} . U_{\mathrm{E}_{S}}(s, t)$ denotes a complete set of $\mathrm{E}_{S}-$ unifiers of $s$ and $t$.
The axioms EUNA $=\bigcup_{S \in S O R T} \mathrm{E}_{S}^{*}$ are called extended unique name assumptions wrt the $\mathcal{F C}$ signature $\Sigma$.

Since complete unification algorithms for the equational theory AC1 exist, e.g. [17], the axioms EUNA ensure unification completeness according to Definition 1.1.20, i.e. $E U N A$ defines inequality of terms in the sense that every Her-brand-model of $E U N A$ induces the smallest congruence relation on the Herbranduniverse wrt E. Hence, EUNA ensures uniqueness of names if Herbrand-models are considered. Furthermore, in Herbrand-models the interpretations of sorts are inductively closed, e.g., the interpretation of Sit contains only elements definable by finite application of do on $s 0$. However, since the interpretation of $S t$ should consist only of terms that can be built by (finite) application of o on fluents and $1^{\circ}$, we must not allow state terms to be constructed using the function state. Instead, the function state is defined by domain specific axioms, as described in Section 2.4, and interpreted in the standard way of sorted first-order logic.

Definition 2.3.2 Let $\Sigma$ be a Fluent Calculus signature and $\Sigma^{-}$denote the signature $\Sigma$ without the definition of function state. An interpretation $I$ of $\Sigma$ is called Herbrand- $E_{\mathcal{F C}}$-interpretation of $\Sigma$ if $I$ is a Herbrand-E-interpretation of $\Sigma^{-}$. A Herbrand-E $\mathcal{F}_{\mathcal{C}}$-interpretation $I$ of $\Sigma$ is called Herbrand- $\mathrm{E}_{\mathcal{F} \mathcal{C}}$-model if $I$ is an E-model.

In the remainder of this work we will mean by model of a Fluent Calculus domain a model that is also a Herbrand-E $\mathcal{F C}^{\text {- }}$-model. However note that in Eprograms only pure Herbrand-interpretations can be considered. Therefore, if a Fluent Calculus domain has to be represented as an E-program, the domain specific function state has to be represented by a relation. See Section 6.2 where this is discussed in more detail.

Instead of considering Herbrand-Ef( $\mathcal{F C}_{\text {-models, }}$ unique name assumptions may be provided explicitly, depending on the considered domain. For example, if we want to specify that the fluent terms $f_{1}$ and $f_{2}$ must represent different objects, we simply write $f_{1} \neq S t f_{2}$. To ensure inductive closure of interpretations of sort Sit it has been proposed in [128] to use a second order induction axiom. Similarly, instead of using the rigorous approach of unification completeness, the interpretation of sort St may be restricted using the axiomatisation of [142]. Again, the inductive closure of interpretations of sort St may be defined explicitly by a second order induction axiom. In [142] the new axiomatisation is called $E U N A^{+}$. An interpretation of the sorts Sit, St and of relations $=S_{S t},=S_{S i t}$, which fulfills $E U N A^{+}$, the induction axiom of [128] and unique name assumptions and domain closure axioms ${ }^{11}$ for elements of $A c t$ and $F l$ is isomorphic to their interpretation in any Herbrand- $\mathcal{E F C}_{\mathcal{F}}$-model of the domain description fulfilling $E U N A$. Consequently, the results presented here can be applied also if we use this alternative axiomatisation.

[^11]
### 2.4 Domain Dependent Axioms

The domain dependent part of a Fluent Calculus domain description consists of state update axioms, which describe when and how a state associated with some situation depends on the state associated with the preceding situation. Formally, state update axioms define the function state. In this work we will investigate only domain descriptions where the state update axioms fit into the following scheme:

Definition 2.4.1 Let $\mathcal{D}$ be a domain description for some $\mathcal{F C}$ signature $\Sigma=$ (SORT, $\preceq, F U N, R E L)$ and $X$ a variable declaration wrt $\Sigma$. Let $\left(a: O b j{ }^{k} \rightarrow\right.$ $A(t) \in \bar{F} U N$ and $Y \subseteq X, \bar{Y}=Y_{1}, \ldots, Y_{k}$ a sequence of the variable names of $Y$ with $\left(Y_{i}: O b j\right) \bar{\in} Y$ for $i=1, \ldots, k$. Let $S t_{a}^{-, j}, S t_{a}^{+, j} \in T_{S t, \Sigma}(Y)$ for $j=1, \ldots, m$. A formula in $\mathcal{D}$ is a state update axiom iff it has the form:

$$
\begin{align*}
& \forall \bar{Y} \cdot(\forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a(\bar{Y}), s) \Rightarrow \\
& \left.\left.\quad \vee_{j=1, \ldots, m} \operatorname{state}(\operatorname{do}(a(\bar{Y}), s), s) \circ S t_{a}^{-, j}=\operatorname{St} \operatorname{state}(s) \circ S t_{a}^{+, j}\right)\right) \tag{D}
\end{align*}
$$

$B y \mathrm{SUA}_{\mathcal{D}}$ we denote the set of all state update axioms in $\mathcal{D}$.

Informally, a state update axiom describes the relation between the state associated with $s$ and the state associated with $\operatorname{do}(a(\bar{Y}), s)$ if it is possible to execute an instance of action $a$ in situation $s$. The relation is defined by a disjunction of state equations where for the $i$ th equation $S t_{a}^{-, i}$ represents the fluents to be removed from the state associated with $s$ and $S t_{a}^{+, i}$ represents the fluents to be added. The form of these state equations is crucial for the solution to the frame problem in the Fluent Calculus: only those fluents which are directly effected by executing action $a$ must appear in the state equation. Note that the executability of action $a$ in situation $s$ is determined by the validity of $\operatorname{Poss}(a(\bar{Y}), s)$. Thereby, $\operatorname{Poss}(a(\bar{Y}), s)$ is defined by so called precondition axioms. Precondition axioms are domain dependent and their structure varies with the considered Fluent Calculus fragment. In the following section we will define the Fluent Calculus fragments and the corresponding structure of the precondition axioms we focus on in this work.
In general one might wish to represent also "non-frame" fluents, e.g. fluents whose appearances and disappearances are not directly related to the effects of some action. Of course, computational properties of domain specifications containing non-frame fluents depend on their particular relations to effects of actions and to situations, respectively. So far there is no systematic approach for treating non-frame fluents in $\mathcal{F C}^{12}$, consequently we focus here on persistent fluents only.

[^12]
### 2.5 Deterministic Domain Descriptions

In most of the following we consider only domain descriptions where every state update axioms contains precisely one state equation:

$$
\begin{align*}
& \forall \bar{Y} .(\forall(s: S i t) \cdot(\operatorname{Poss}(a(\bar{Y}), s) \Rightarrow \\
&\left.\left.\operatorname{state}(\operatorname{do}(a(\bar{Y}), s), s) \circ S t_{a}^{-}=S t \operatorname{state}(s) \circ S t_{a}^{+}\right)\right) \tag{2.1}
\end{align*}
$$

where $S t_{a}^{-}, S t_{a}^{+}, a, \bar{Y}$ are defined as in Definition 2.4.1 for some action $a \in A c t$. Since a formula of the form in Equation 2.1 determines precisely the effects of an action, we call the state update axioms and the corresponding domain descriptions deterministic. Deterministic state update axioms are a special case of Definition 2.4.1. We call the state update axioms of Definition 2.4.1 and the corresponding domain descriptions non-deterministic. In Section 2.8 we will argue why we focus in this thesis on the deterministic case.
To simplify the statement of modal properties, which will also be required to define precondition axioms in all Fluent Calculus fragments, we define the shortcut

$$
\begin{equation*}
\operatorname{Holds}(g, s) \stackrel{\text { def }}{=} \exists(z: S t) \cdot g \circ z=_{S t} \text { state }(s) \tag{2.2}
\end{equation*}
$$

if $g \in T_{S t, \Sigma}(X)$ and $s \in T_{S i t, \Sigma}(X)$. Informally, Holds $(g, s)$ is true iff at least all fluents of $g$ are available in the state associated with situation $s$. E.g. considering the brick domain of Example 2.2.1, Holds (bar_at $(2,4) \circ$ bar_at $(3,4), s)$ is valid if $\operatorname{state}(s)=$ bar_at $(2,4) \circ$ bar_at $(2,4) \circ$ bar_at $(3,4)$, but is not valid if state $(s)=$ bar_at $(2,4) \circ$ bar_at $(2,4)$. In other words, since o describes the multiset union, Holds $(g, s)$ is true iff $g$ is a sub-multiset of $\operatorname{state}(s)$.
The fragments we will define in this work are strongly related to schemes that have been proposed to solve certain representational problems in Reasoning about Action and Change. To allow systematic investigation of the implied computational properties we will simplify and generalise the proposed schemes. Despite of these differences all results of this work can be applied equally to the corresponding original schemes.
In the following we represent Fluent Calculus fragments in two groups which we call propositional and non-propositional, respectively. The distinction is a result of disallowing the use of domain specific sorts (i.e. subsets of $O b j$ ) in propositional fragments. Consequently, we may expect propositional fragments to be generally less expressive than their non-propositional counterparts. Furthermore, due to the great expressive power of non-propositional fragments, an investigation of the propositional fragments might be more interesting, since we aim to find boundaries of what can be achieved by automatic reasoning methods.

## Non-propositional Fragments

## $\mathcal{F} \mathcal{C}_{L}$ and the simple Fluent Calculus

The Fluent Calculus was originally introduced in [68] as an equational logic programming scheme, which enabled for reasoning using SLDE-resolution. Since then it has been extended in several ways; we will refer to this original scheme as simple Fluent Calculus.
The fragment $\mathcal{F} \mathcal{C}_{L}$ defined below is - compared to the simple Fluent Calculus - more independent of the applied reasoning method. However, as in simple Fluent Calculus domains, it is not possible in $\mathcal{F} \mathcal{C}_{L}$ to use negation to describe action preconditions. In case of the simple $\mathcal{F C}$ this limitation is a result of applying SLDE-resolution as reasoning method, which can handle definite logic programs, only.
Precondition axioms of $\mathcal{F} \mathcal{C}_{L}$ are slightly more general than in the simple Fluent Calculus, as they may contain a conjunction of Holds-predicates rather than only a single one. Note however that the simple $\mathcal{F C}$ could be easily extended to cope with such conjunctions (without modification of the calculus). Furthermore, in Section 5.5 this generalisation will prove to be not essential. The result achieved there does not require the use of conjunctions in precondition axioms. Hence it will be applicable to the simple Fluent Calculus as well.

Definition 2.5.1 Given a domain description $\mathcal{D}$ for some $\mathcal{F C}$ signature $\Sigma=$ $(S O R T, \preceq, F U N, R E L)$ and $X$ a variable declaration wrt $\Sigma$. $\mathcal{D}$ is called positive linear iff for every action $\left(a: O b j j^{k} \rightarrow A c t\right) \in F U N$ there is a state update axiom $\mathrm{SUA}_{\mathrm{D}}^{a}$ of the form:

$$
\begin{aligned}
& \forall \bar{Y} \cdot(\forall(s: \operatorname{Sit}) \cdot( \operatorname{Poss}(a(\bar{Y}), s) \Rightarrow \\
& \operatorname{state}(\operatorname{do}(a(\bar{Y}), s), s) \circ S t_{a}^{-}=S t \\
&\left.\left.\operatorname{state}(s) \circ S t_{a}^{+}\right)\right)
\end{aligned}
$$

and there is an axiom of the form

$$
\forall \bar{Y} \cdot\left(\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}(a(\bar{Y}), s) \Leftrightarrow \operatorname{Holds}\left(S t_{a}^{-}, s\right) \wedge \bigwedge_{i=1, \ldots, n_{a}} \operatorname{Holds}\left(S t_{a, i}^{=}, s\right)\right)\right.
$$

Thereby $Y \subseteq X, \bar{Y}=Y_{1}, \ldots, Y_{k}$ is a sequence of the variable names of $Y$ with $\left(Y_{i}: O b j\right) \in Y$ for $i=1, \ldots, k . S t_{a}^{-}, S t_{a}^{+}, S t_{a, 1}^{=}, \ldots, S t_{a, n}^{=} \in T_{S t, \Sigma}(Y)$.
The set of all positive linear $\mathcal{F C}$ domain descriptions with appropriate signatures is denoted by $\mathcal{F} \mathcal{C}_{L}$.

Another difference between $\mathcal{F} \mathcal{C}_{L}$ and the simple Fluent Calculus is that according to the latter it is possible to specify more than one clause describing different preconditions and effects of the same action. Thereby, according to the semantics of logic programs, several clauses may be alternatively applied to describe the effects of some action. In $\mathcal{F} \mathcal{C}_{L}$ such domain descriptions can not
be represented directly since to this end disjunction in the precondition axioms is required in the Definition 2.5.1. However, such domains may be transformed into $\mathcal{F} \mathcal{C}_{L}$ domains (see Section 2.8 for some details).
The following example is intended to give an intuition of how domains can be specified in $\mathcal{F} \mathcal{C}_{L}$ using precondition axioms and state update axioms.

Example 2.5.1 (Brick domain continued) Consider the signature $\Sigma_{b}$ of Example 2.2.1. Furthermore, let $s x:$ XPos $\rightarrow$ XPos, $x 0: \rightarrow$ XPos, sy : YPos $\rightarrow$ YPos, $y 0: \rightarrow$ YPos be part of the signature describing some domain specific objects. Let the action precondition axioms be defined as

$$
\begin{aligned}
& \forall\left(x_{1}, x_{2}: X P o s\right),\left(y_{1}, y_{2}: Y P o s\right),(s: \operatorname{Sit}) \\
&\left(\text { Poss }\left(\text { mv_brick }\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Leftrightarrow \operatorname{Holds}\left(\operatorname{brick-at}\left(x_{1}, y_{1}\right), s\right)\right) .
\end{aligned}
$$

Furthermore, let the state update axiom for mv_brick be defined such that the number of bricks at location $\left(x_{1}, y_{1}\right)$ is decreased and the number of bricks at location $\left(x_{2}, y_{2}\right)$ is increased, respectively, if mv_brick is executed:

$$
\begin{aligned}
\forall\left(x_{1}, x_{2}:\right. & \text { XPos }),\left(y_{1}, y_{2}: \text { YPos }\right),(s: \text { Sit }) . \\
& \left(\text { Poss }\left(\text { mv_brick }\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Rightarrow\right. \\
& \text { state }\left(\text { do }\left(\operatorname{mv\_ brick}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right)\right) \circ \operatorname{brick\_ at}\left(x_{1}, y_{1}\right) \\
& \left.=\text { St state }(s) \circ \text { brick_at }\left(x_{2}, y_{2}\right)\right)
\end{aligned}
$$

The resulting domain description is clearly a $\mathcal{F C}_{L}$ domain description.
In the next example we introduce an abstract domain. It will allow us to simplify the presentation of some technical issues throughout this work.

Example 2.5.2 (Abstract $\mathcal{F} \mathcal{C}_{L}$ domain) Consider a $\mathcal{F} \mathcal{C}_{L}$ signature $\Sigma_{l}$ containing the fluents $F_{\Sigma_{l}}=\{f 1: \rightarrow F l, f 2: O b \rightarrow F l, f 3: O b \rightarrow F l, f 4: \rightarrow$ $F l, f 5: \rightarrow F l\}$ and the actions $A_{\Sigma_{l}}=\{a 1: \rightarrow A c t, a 2 \rightarrow A c t, a 3: O b \rightarrow A c t, a 4:$ $O b \rightarrow A c t, a 5: \rightarrow$ Act, $a 6:$ Act $\}$. Thereby, the domain specific sort $O b$ is defined by $0: \rightarrow O b$ and foo: $\mathrm{Ob} \rightarrow O b$.
Let

```
\forall(s:Sit). (Poss(a1,s)\Leftrightarrow Holds(f1,s))
\forall(s:Sit).(Poss (a2,s)\LeftrightarrowHolds(f1,s))
\forall(y:Ob),(s:Sit).(Poss(a3(y),s)\LeftrightarrowHolds(f2,s))
\forall(y:Ob),(s:Sit).(Poss(a4(y),s)\LeftrightarrowHolds(f3(y),s))
\forall(s:Sit).(Poss(a5,s)\Leftrightarrow\operatorname{Holds}(f4,s))
\forall(s:Sit).(Poss (a6,s)\LeftrightarrowHolds(f5,s))
```

be the precondition axioms and

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a 1, s) \Rightarrow \operatorname{state}(\operatorname{do}(a 1, s)) \circ f 1=\operatorname{st} \operatorname{state}(s) \circ f 2(0)) \\
& \forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a 2, s) \Rightarrow \operatorname{state}(d o(a 2, s)) \circ f 1=\operatorname{st} \operatorname{state}(s) \circ f 4) \\
& \forall(y: O b),(s: \operatorname{Sit}) .(\operatorname{Poss}(a 3(y), s) \Rightarrow \\
& \text { state } \left.(d o(a 3(y), s)) \circ f 2(y)=_{\text {St }} \operatorname{state}(s) \circ f 3(f \circ o(y)) \circ f 3(f \circ \circ(f \circ \circ(y)))\right) \\
& \forall(y: O b),(s: \operatorname{Sit}) .(\operatorname{Poss}(a 4(y), s) \Rightarrow \\
& \left.\operatorname{state}(d o(a 4(y), s)) \circ f 3(y)=_{S t} \text { state }(s) \circ f 2(y)\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a 5, s) \Rightarrow \operatorname{state}(d o(a 5, s)) \circ f 4=_{S t} \operatorname{state}(s) \circ f 5^{2}\right) \\
& \forall(s: S i t) .\left(\operatorname{Poss}(a 6, s) \Rightarrow \operatorname{state}(d o(a 6, s)) \circ f 5==_{s t} \operatorname{state}(s) \circ f 4\right)
\end{aligned}
$$

the state update axioms of the domain description $\mathcal{D}_{l}$ wrt signature $\Sigma_{l}$. Note that the subsequent execution of $a 3(y)$ and $a 4(y)$ may strictly increase the size of the state associated with the initial situation, e.g. the state $f 2(0)$ is increased to $f 2(f \circ o(0)) \circ f 3(f o o(f o o(0)))$. Thereby, the execution of a3(y) and a4(y) does not only add a new fluent f3 but increases also the size of the sub-term parameter 0 of fluent $f 2$ to foo(0).
$\mathcal{F} \mathcal{C}_{L}$ with negative preconditions: $\mathcal{F} \mathcal{C}_{L N}$
With the development of SLDENF-resolution $[137,146]$ it became possible to reason about logic programming representations of domains that allowed the use of negation in action preconditions. Accordingly, we define an extension of fragment $\mathcal{F} \mathcal{C}_{L}$ :

Definition 2.5.2 Given a domain description $\mathcal{D}$ for some $\mathcal{F C}$ signature $\Sigma=$ (SORT, $\preceq, F U N, R E L)$ and $X$ a variable declaration wrt $\Sigma . \mathcal{D}$ is called linear iff for every action $\left(a: O b j^{k} \rightarrow A c t\right) \in F U N$ there is a state update axiom $\mathrm{SUA}_{\mathcal{D}}^{a}$ of the form:

$$
\begin{aligned}
\forall \bar{Y} \cdot(\forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a(\bar{Y}), s) \Rightarrow \\
\left.\left.\operatorname{state}(\operatorname{do}(a(\bar{Y}), s), s) \circ S t_{a}^{-}=\operatorname{St} \operatorname{state}(s) \circ S t_{a}^{+}\right)\right)
\end{aligned}
$$

and there is an axiom of the form

$$
\begin{aligned}
\forall \bar{Y} .(\forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a(\bar{Y}), s) \Leftrightarrow & \operatorname{Holds}\left(S t_{a}^{-}, s\right) \wedge \\
& \bigwedge_{i=1, \ldots, m} \operatorname{Holds}\left(S t_{a, i}^{=}, s\right) \wedge \\
& \left.\bigwedge_{j=1, \ldots, l} \operatorname{Holds}\left(S t_{a, j}^{n}, s\right)\right)
\end{aligned}
$$

Thereby $Y \subseteq X, \bar{Y}=Y_{1}, \ldots, Y_{k}$ is a sequence of the variable names of $Y$ with $\left(Y_{i}: O b j\right) \in Y$ for $i=1, \ldots, k . S t_{a}^{-}, S t_{a}^{+}, S t_{a, 1}^{=}, \ldots, S t_{a, m}^{=}, S t_{a, 1}^{n}, \ldots, S t_{a, l}^{n} \in$ $T_{S t, \Sigma}(Y)$.
The set of all linear $\mathcal{F C}$ domain descriptions with appropriate signatures is denoted by $\mathcal{F} \mathcal{C}_{L N}$.

The possibility of reasoning about non-definite programs gained by SLDENFresolution has been exploited for instance in [70], where it was proposed to represent a specificity relation between action descriptions by using negation. In Section 2.8 we will demonstrate how domain descriptions of [70] can be translated into $\mathcal{F} \mathcal{C}_{L N}$ domains and vice versa. Consequently, the computational properties which will be investigated in Section 5.6 wrt $\mathcal{F} \mathcal{C}_{L N}$ become almost immediately valid for the Fluent Calculus fragment of [70] as well.

Example 2.5.3 ( $\mathcal{F C}_{L N}$ domain descriptions) Consider the signature and the state update axiom of Example 2.5.1. Note that it is impossible in $\mathcal{F C}_{L}$ to add the condition $\neg H o l d s\left(\right.$ brick_at $\left.\left(x_{2}, y_{2}\right), s\right)$ to the action precondition axiom to ensure that the location $\left(x_{2}, y_{2}\right)$ is empty before a brick can be moved there. In contrast to that in the fragment $\mathcal{F C}_{L N}$ we may simply define the following precondition axiom to ensure that mv_brick $\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$ is not executable if there is a brick at the destination:

```
\(\forall(s:\) Sit \(),\left(x_{1}, x_{2}:\right.\) XPos \(),\left(y_{1}, y_{2}:\right.\) YPos \()\).
    (Poss(mv_brick \(\left.\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Leftrightarrow\)
    Holds \(\left(\right.\) brick_at \(\left.\left(x_{1}, y_{1}\right), s\right) \wedge \neg\) Holds \(\left(\operatorname{brick}\right.\) at \(\left.\left.\left(x_{2}, y_{2}\right), s\right)\right)\).
```

So far we have defined the two non-propositional fragments $\mathcal{F} \mathcal{C}_{L}$ and $\mathcal{F C}_{L N}$. In both fragments the state update axioms are of the form described in Definition 2.4.1 and both fragments allow precondition axioms to contain a conjunction of $\operatorname{Holds}(-,-)$ statements. $\mathcal{F} \mathcal{C}_{L N}$ is more general in the sense that it also allows the conjunction to contain negative Holds ( $\left(_{-}\right.$) statements. In the following we define the fragments $\mathcal{F C}_{P L}, \mathcal{F C}_{P L N}$ and $\mathcal{F C}_{P}$.

## Propositional Fragments

The remaining fragments we consider in this work do not allow the use of domain specific sorts, i.e. sorts that are interpreted as subsets of the interpretation of Obj. Functions denoting fluents and actions are all constants. Consequently, the only variable that occurs in a precondition axiom or a state update axiom is a variable of sort Sit. We call Fluent Calculus fragments that are restricted in this way propositional. Thereby, the propositional version of $\mathcal{F C} \mathcal{C}_{L N}$ is denoted by $\mathcal{F} \mathcal{C}_{P L N}$ and the propositional version of $\mathcal{F \mathcal { C } _ { L }}$ is denoted by $\mathcal{F} \mathcal{C}_{P L}$.
To enable straightforward translation from Situation Calculus domains to Fluent Calculus domains, in [150] it has been proposed to provide an axiom restricting states such that a fluent may occur at most once in a state. If we consider a propositional Fluent Calculus equipped with such an axiom as defined below as $\mathcal{F} \mathcal{C}_{P}$, we may expect similar computational properties as shown in [145] for a propositional Situation Calculus ${ }^{13}$.

[^13]Definition 2.5.3 Given a domain description $\mathcal{D}$ for some $\mathcal{F C}$ signature $\Sigma=$ (SORT, $\preceq, F U N, R E L)$ and $X$ a variable declaration wrt $\Sigma$.
$\mathcal{D}$ is called propositional linear iff $\mathcal{D}$ is linear and, additionally,

- all functions of FUN mapping to Fl are constants, and
- all functions of FUN mapping to Act are constants.

The set of all propositional linear $\mathcal{F C}$ domain descriptions is denoted by $\mathcal{F C}_{P L N}$.
$\mathcal{D}$ is called propositional positive linear iff $\mathcal{D}$ is positive linear and, additionally,

1. all functions of FUN mapping to Fl are constants, and
2. all functions of FUN mapping to Act are constants.

The set of all propositional positive linear $\mathcal{F C}$ domain descriptions is denoted by $\mathcal{F C}_{P L}$.
$\mathcal{D}$ is called propositional iff $\mathcal{D}$ is propositional linear and, additionally,

1. $\mathcal{D}$ contains the axiom

$$
\begin{equation*}
\forall(s: \operatorname{Sit}),(x, z: \operatorname{St}) \cdot\left(\operatorname{state}(s)=_{S t} x \circ x \circ z \Rightarrow x=_{S t} 1^{\circ}\right) \tag{NM}
\end{equation*}
$$

2. for all state update axioms $\mathrm{SUA}_{\mathcal{D}}^{a}$ and all fluents $f \in T_{F l, \Sigma}(\emptyset)$ :

$$
\left|S t_{a}^{-}, f\right| \leq 1,\left|S t_{a}^{+}, f\right| \leq 1,\left|S t_{a, i}^{=}, f\right| \leq 1,\left|S t_{a, j}^{n}, f\right| \leq 1, \text { for all } i, j
$$

The set of all propositional $\mathcal{F C}$ domain descriptions is denoted by $\mathcal{F C}_{P}$.
The following two examples illustrate how domains can be specified in $\mathcal{F} \mathcal{C}_{P L}$. Again, in the second example we introduce an abstract domain.

Example 2.5.4 (Airport continued) Consider the signature $\Sigma_{a}$ of Example 2.2.2. Assume that new planes may arrive anytime as represented by action queue_b (queue_s, respectively). A plane may only land (actions land_b and land_s) if there is sufficient bay area available on the ground and if the runway is free. Let a small plane get permission to land if one bay is available while for a big plane two bays are necessary. Additionally we assume that a big plane releases five passenger units while a small plane releases three (instead of representing each passenger by one fluent a fluent represents a "passenger unit" where one unit may correspond to some fixed number of passengers). If a plane
takes off (actions take_off_b and take_off_s) it requires again the runway to be free and it releases the previously acquired bay space. Let

```
\(\forall(s: S i t) .(\) Poss (queue_b, \(s) \Leftrightarrow T)\)
\(\forall(s:\) Sit \() .(\) Poss (queue_s, \(s) \Leftrightarrow T)\)
\(\forall(s: S i t) .\left(\right.\) Poss \((\) land_b, \(s) \Leftrightarrow\) Holds \(\left(\right.\) bay \(^{2} \circ\) plane_q_b \(\circ\) runway, \(\left.s\right)\)
\(\forall(s: S i t) .(\) Poss (land_s,\(s) \Leftrightarrow\) Holds (bay o plane_q_s o runway, \(s)\) )
\(\forall(s: S i t) .\left(P o s s\left(t a k e \_o f f-b, s\right) \Leftrightarrow\right.\) Holds (plane_l_b \(\circ\) runway, \(\left.s\right)\) )
\(\forall(s:\) Sit \() .(\) Pass (take_off_s,\(s) \Leftrightarrow\) Holds (plane_l_s orunway, \(s))\)
```

be the precondition axioms and

```
\(\forall(s: S i t) .(\) Poss (queue_b, \(s) \Rightarrow\)
    state \(\left(\right.\) do \(\left.\left(q u e u e \_b, s\right)\right)=\) St state \((s)\) o plane_q_ \(\left.b\right)\)
\(\forall(s: S i t) .\left(\right.\) Poss \(\left(q u e u e \_s, s\right) \Rightarrow \operatorname{state}\left(d o\left(q u e u e \_b, s\right)\right)=\) St state \((s) \circ\) plane_q_s \()\)
\(\forall(s:\) Sit \() .(\) Poss \((\) land_b,\(s) \Rightarrow\)
state \((\) do \((\) land_ \(b, s)) \circ b a y^{2} \circ\) plane_q_ \(b==_{S t}\) state \((s) \circ\) plane_l_ \(b \circ\) passenger \(\left.{ }^{5}\right)\)
\(\forall(s: S i t) .(\) Poss \((\) land_s, \(s) \Rightarrow\)
state \((\) do \((\) land_s, \(s)) \circ\) bay o plane_q_s \(=s t\) state \((s) \circ\) plane_l_s \(\circ\) passenger \(\left.{ }^{3}\right)\)
\(\forall(s:\) Sit \() .(\) Poss (take_off_b, \(s) \Rightarrow\)
state \((\) do \((\) take_off_ \(b, s)) \circ\) plane_l_ \(b=S_{\text {t }}\) state \((s) \circ\) bay \(\left.^{2}\right)\)
\(\forall(s:\) Sit \() .(\) Poss (take_off_s,\(s) \Rightarrow\)
state \((\) do \((\) take_off_s,\(s)) \circ\) plane_l_s \(=\) St state \((s) \circ \circ\) bay \()\)
```

the state update axioms of the domain description $\mathcal{D}_{a}$ wrt signature $\Sigma_{a}$.
Note that the subsequent execution of queue_b, land_b and take_off_b may strictly increase the state associated with some initial situation: E.g. if the initial state is plane_q_ $b^{2}$ o plane_q_s orunwayobay ${ }^{4}$, then after executing the above sequence the state would change to plane_q- $b^{2} \circ$ plane_q_s $\circ$ runway $\circ$ bay ${ }^{4} \circ$ passenger ${ }^{3}$.

Example 2.5.5 (Abstract $\mathcal{F C}_{P L}$ domain) Consider a $\mathcal{F} \mathcal{C}_{P L}$ signature $\Sigma_{p}$ containing the fluents $F_{\Sigma_{p}}=\{f 1, \ldots, f 5\}$ and the actions $A_{\Sigma_{p}}=\{a 1, \ldots, a 6\}$. Let

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a 1, s) \Leftrightarrow \operatorname{Hold} s(f 1, s)) \\
& \forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a 2, s) \Leftrightarrow \operatorname{Hold}(f 1, s)) \\
& \forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a 3, s) \Leftrightarrow \operatorname{Holds}(f 2, s)) \\
& \forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a 4, s) \Leftrightarrow \operatorname{Holds}(f 3, s)) \\
& \forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a 5, s) \Leftrightarrow \operatorname{Holds}(f 4, s)) \\
& \forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a 6, s) \Leftrightarrow \operatorname{Holds}(f 5, s))
\end{aligned}
$$

be the precondition axioms and

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a 1, s) \Rightarrow \operatorname{state}(d o(a 1, s)) \circ f 1=S_{t} \operatorname{state}(s) \circ f 2\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a 2, s) \Rightarrow \operatorname{state}(d o(a 2, s)) \circ f 1=_{S t} \text { state }(s) \circ f 4\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a 3, s) \Rightarrow \operatorname{state}(d o(a 3, s)) \circ f 2=\operatorname{st} \operatorname{state}(s) \circ f 3^{2}\right) \\
& \forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a 4, s) \Rightarrow \operatorname{state}(d o(a 4, s)) \circ f 3=\operatorname{St} \text { state }(s) \circ f 2) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a 5, s) \Rightarrow \operatorname{state}(d o(a 5, s)) \circ f 4=_{S t} \text { state }(s) \circ f 5^{2}\right) \\
& \forall(s: S i t) .\left(\operatorname{Poss}(a 6, s) \Rightarrow \operatorname{state}(d o(a 6, s)) \circ f 5=_{\text {St }} \text { state }(s) \circ f 4\right)
\end{aligned}
$$

the state update axioms of the domain description $\mathcal{D}_{p}$ wrt signature $\Sigma_{p}$.
Note that the subsequent execution of a3 and a4 may again strictly increase the state associated with the initial situation, e.g. the state $f 2$ is increased to $f 2 \circ f 3$.

The definition of fragment $\mathcal{F} \mathcal{C}_{P}$ explicitly restricts the number of copies of each fluent a state may contain. In $\mathcal{F} \mathcal{C}_{P}$ the structure of the state update axioms must ensure that after executing an action in situation $s$, where the state associated with $s$ contained every fluent not more than once, the state associated with the succeeding situation contains every fluent also at most once. Otherwise, the domain description does not have a model.

Example 2.5.6 ( $\mathcal{F} \mathcal{C}_{P}$ domain description) Consider the signature $\Sigma_{a}$ of Example 2.2.2. Let

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .\left(\text { Poss }\left(q u e u e \_b, s\right) \Leftrightarrow \neg \text { Holds }(\text { plane_q_ } b, s)\right) \\
& \left.\forall(s: \operatorname{Sit}) .\left(\text { Poss }\left(q u e u e \_s, s\right) \Leftrightarrow \neg \text { Holds (plane_q_s }, s\right)\right) \\
& \forall(s: \text { Sit }) .(\text { Poss (land_b, } s) \Leftrightarrow \text { Holds (bay } \circ \text { plane_q_b } \circ \text { runway }, s) \\
& \forall(s: S i t) .(\text { Poss }(\text { land_s }, s) \Leftrightarrow \text { Holds (bay } \circ \text { plane_q_s } \circ \text { runway }, s)) \\
& \forall(s: S i t) .(\text { Poss (take_off_b, } s) \Leftrightarrow \text { Holds (plane_l_b } \circ \text { runway, } s) \text { ) } \\
& \forall(s: \text { Sit }) .(\text { Poss }(\text { take_off_s }, s) \Leftrightarrow \text { Holds (plane_l_s o runway, } s))
\end{aligned}
$$

be the precondition axioms and

```
\(\forall(s: S i t) .\left(\right.\) Poss \(\left(q u e u e \_b, s\right) \Rightarrow\)
    \(\operatorname{state}\left(\right.\) do \(\left.\left(q u e u e_{-} b, s\right)\right)=S_{t}\) state \((s) \circ\) plane_q_ \(\left.b\right)\)
\(\forall(s: S i t) .\left(\right.\) Poss \(\left(q u e u e \_s, s\right) \Rightarrow \operatorname{state}\left(d o\left(q u e u e \_b, s\right)\right)=S_{\text {St }}\) state \((s) \circ\) plane_q_s \()\)
\(\forall(s: S i t) .(\) Poss (land_b,\(s) \Rightarrow\)
    state \((\) do \((\) land_ \(b, s)) \circ\) bay \(\circ\) plane_q_ \(b=s t\) state \((s) \circ\) plane_l_ \(b)\)
\(\forall(s: S i t) .(\) Poss (land_s, \(s) \Rightarrow\)
    \(\operatorname{state}(\) do \((\) land_s, \(s)) \circ\) bay \(\circ\) plane_q_s \(=S t\) state \((s) \circ\) plane_l_s \()\)
\(\forall(s: S i t) .(\) Poss (take_off_ \(b, s) \Rightarrow\)
    state \((\) do \((\) take_off_b, \(s)) \circ\) plane_l_ \(b=\) St state \((s) \circ\) bay \()\)
\(\forall(s: S i t) .(\) Poss (take_offs \(s, s) \Rightarrow\)
    \(\operatorname{state}(\) do \((\) take_off_s, \(s)) \circ\) plane_l_s \(=s t \operatorname{state}(s) \circ\) bay \()\)
```

be the state update axioms of the domain description $\mathcal{D}_{o}$ wrt the signature $\Sigma_{a}$. These state update axiom ensure the above property by adding a fluent only if it does not occur in the state associated with the previous situation. If the state associated with s0 contains only one copy of the fluents bay, plane_l_b, plane_l_s and at most one copy of each of the fluents runway, plane_q_b, plane_q_s, then it can be shown by induction that executing the given actions may not lead to a situation where the associated state contains multiple copies of some fluent, i.e. a model of the domain description exists (for the domain considered in [68] this has been done explicitly).
Note that in $\mathcal{F C}_{P}$ it is not possible to model the number of arriving passengers and the number of queueing planes since they are not bounded (in the $\mathcal{F} \mathcal{C}_{P}$ domain we decided to discard the fluent passenger and to restrict the number of queueing planes to one for each size of plane. On the other hand, in the $\mathcal{F}_{P L}$ domain the number of landed planes is bounded by the available bay area which in turn is bounded by the state associated with s0. Although such finite boundaries could be hardwired in $\mathcal{F C}_{P}$ (e.g., with four different fluents we could encode up to 16 different numbers) we decided to weaken the model further by allowing only one plane (small or big) to be at the airport. A similar problem occurs if the airport to be modelled has more than one runway.

Note that there are obvious relations depicted in Figure 2.1 between the $\mathcal{F C}$ fragments of Definitions 2.5.1, 2.5.2 and 2.5.3. The symbol $\subseteq$ denotes that every domain description of the fragment to the left of $\subseteq$ is also a domain description of the fragment to the right of $\subseteq$. For instance, every $\mathcal{F} \mathcal{C}_{P L}$ domain description is also a $\mathcal{F} \mathcal{C}_{L}$ domain description and a $\mathcal{F \mathcal { C } _ { L N }}$ domain description. If we compare the fragments based purely on syntactical criteria then $\mathcal{F} \mathcal{C}_{L N}$ is the most expressive fragment we defined so far.


Figure 2.1: Syntactical relations between $\mathcal{F C}$ fragments.
In Section 2.7 we will develop a method that allows to compare particular domain descriptions based on the models they describe. Then we may also compare $\mathcal{F C}$ fragments based on the sets of models they can describe. This will provide a more interesting meaning to the "expressibility" of a $\mathcal{F C}$ fragment.

## A Normal Form for Modal Properties

For propositional domains we may substitute the conjunction of Holds-statements in each precondition axiom by an equivalent single Holds-statement. Due to the equational theory AC1 which must be satisfied by every model $\mathcal{M}$ of any Fluent Calculus domain, if $g_{1}, \ldots, g_{m}$ are state terms containing only variable free fluents $f_{1}, \ldots, f_{n}$, and $s$ is any situation in $\mathcal{M}$ then:

$$
\begin{align*}
& \mathcal{M} \models \operatorname{Holds}\left(f_{1}^{\max \left(\left|g_{1}, f_{1}\right|, \ldots,\left|g_{m}, f_{1}\right|\right)} \circ \cdots \circ f_{n}^{\max \left(\left|g_{1}, f_{n}\right|, \ldots,\left|g_{m}, f_{n}\right|\right)}, s\right) \\
& \text { iff } \mathcal{M} \vDash \bigwedge_{1 \leq i \leq m} \operatorname{Holds}\left(g_{i}, s\right) . \tag{2.3}
\end{align*}
$$

This follows from the fact that whenever $\operatorname{Holds}(g, s)$ is valid then $\operatorname{Holds}\left(g^{\prime}, s\right)$ is also valid if $\mathcal{M} \vDash \exists(z: S t) \cdot g^{\prime} \circ z=S t$, i.e. if the multiset represented by $g$ contains the multiset represented by $g^{\prime}$ as a sub-multiset. A conjunction of statements $\operatorname{Holds}\left(g_{i}, s\right)$ is equivalent to the statement $\operatorname{Holds}(g, s)$ where $g$ represents the multiset which contains each multiset represented by some $g_{i}$ but not more.

Consequently, it is sufficient to consider precondition axioms of $\mathcal{F C}_{P L}$ to contain a single Holds-statement, only:

$$
\begin{equation*}
\forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{=}, s\right)\right) \tag{2.4}
\end{equation*}
$$

where $S t_{a}^{-}, S t_{a}^{=} \in T_{S t, \Sigma}(Y)$.

Example 2.5.7 Consider the domain description $\mathcal{D}_{a}$ of Example 2.5.4. The third state update axiom could have been equivalently represented as:

$$
\begin{aligned}
& \forall(s: \text { Sit }) .(\text { Poss }(\text { land_ } b, s) \Leftrightarrow \\
& \quad H o l d s\left(\text { bay }^{2}, s\right) \wedge H o l d s(\text { bay o plane_q_ } b, s) \wedge \operatorname{Holds}^{(\text {runway }, s))}
\end{aligned}
$$

However, if the fluents do not need to be variable free, as for the fragments $\mathcal{F} \mathcal{C}_{L}$ and $\mathcal{F} \mathcal{C}_{L N}$, it is not always possible to find a single Holds-statement representing a conjunction of Holds-statements in this way. E.g., the conjunction Holds $(f(x, y), s) \wedge \operatorname{Holds}(f(\operatorname{succ}(z), \operatorname{succ}(z)), s)$ can only be represented by $\operatorname{Holds}(f(\operatorname{succ}(z), \operatorname{succ}(z)) \circ f(x, y), s)$ if the disequation $f(\operatorname{succ}(z), \operatorname{succ}(z)) \neq$ $f(x, y)$ is fulfilled. This disequation is satisfied by the following infinite set $T$ of instances of $f(x, y):\{f(0, \operatorname{succ}(x)), f(\operatorname{succ}(x), 0), f(\operatorname{succ}(0), \operatorname{succ}(\operatorname{succ}(x)))$, $f(\operatorname{succ}(\operatorname{succ}(x)), \operatorname{succ}(0)), \ldots\}$. None of the elements of $T$ is an instance of another element and the generalisation of any two elements has instances which do not satisfy the disequation. Therefore, the disequation can not be represented by a finite disjunction of equalities and we can not substitute every precondition axiom of $\mathcal{F} \mathcal{C}_{L}$ or $\mathcal{F C} \mathcal{C}_{L N}$ by a finite set of axioms in the style of Formula 2.4.

Due to the equational theory AC1 the negative Holds-predicates appearing in action precondition axioms of $\mathcal{F} \mathcal{C}_{P L N}$ can be rewritten using the following relation where $g$ is a state term containing only variable free fluents $f_{1}, \ldots, f_{n}$ and $\mathcal{M}$ a model:

$$
\begin{align*}
& \mathcal{M} \vDash \neg \operatorname{Holds}(g, s) \\
& \text { iff } \mathcal{M} \vDash \bigvee_{1 \leq i \leq n} \neg \operatorname{Holds}\left(f_{i}^{\left|g, f_{i}\right|}, s\right) . \tag{2.5}
\end{align*}
$$

To understand the modal properties described by boolean combinations of Holdsstatements, it is helpful to view a single Holds-statement as a conjunction of lower bounds on the number of fluents, e.g. $\operatorname{Holds}\left(f_{1} \circ f_{2} \circ f_{2}, s\right)$ is valid in all situations $s$ where the associated state contains at least one copy of $f_{1}$ and at least two copies of $f_{2}$. In contrast to this, a negative Holds-statement represents a disjunction of upper bounds, e.g. $\neg \operatorname{Holds}\left(f_{1} \circ f_{2} \circ f_{2}, s\right)$ is valid in all situations $s$ where the associated state contains no copy of $f_{1}$ or at most one copy of $f_{2}$. To simplify the notation of a conjunction of upper bounds we introduce the following shortcut:

$$
\begin{equation*}
\overline{\operatorname{Hold} s(g, s)} \stackrel{\text { def }}{=} \bigwedge_{f \in F l \wedge|g, f|>0} \neg H o l d s\left(f^{|g, f|}, s\right) \tag{2.6}
\end{equation*}
$$

Informally, $\overline{\operatorname{Holds}(g, s)}$ is true if the number of copies of a fluent $f$ occurring in the state associated with $s$ is smaller then the number of copies in $g$, for all fluents in $g$. For example, if we consider again the brick domain, $\frac{\operatorname{Holds}(\text { brick_at }(2,4) \circ \text { brick_at }(2,3), s)}{}$ is valid if state $(s)=\operatorname{brick-at}(2,5)$, but is not valid if state $(s)=$ brick-at $(2,4)$.
Since every boolean combination of $\operatorname{Holds}(g, s)$ formulas can be transformed into disjunctive normal-form, it follows using Equations 2.3 and 2.5 that every boolean combination of $\operatorname{Holds}(g, s)$ formulas where the fluents of $g$ are variable free can be transformed into a disjunctive normal-form of Holds- and $\overline{H o l d s}-$
statements $\left(f_{1}, \ldots, f_{n}\right.$ are the fluents that appear in the state terms):

$$
\begin{align*}
& \mathcal{M} \vDash \bigvee_{0 \leq h \leq k}\left(\bigwedge_{0 \leq i \leq l} \operatorname{Holds}\left(g_{i}^{h}, s\right) \wedge \bigwedge_{0 \leq i \leq m} \neg \operatorname{Holds}\left(\bar{g}_{i}^{h}, s\right)\right) \\
& \text { iff } \\
& \mathcal{M} \vDash \bigvee_{0 \leq h \leq k}\left(\bigwedge_{0 \leq i \leq l} \operatorname{Holds}\left(g_{i}^{h}, s\right) \wedge\right. \\
& \left.\bigvee_{\substack{0 \leq i_{0} \leq n \\
\bar{g}_{i_{0}}^{h} \neq 1^{\circ}}} \ldots \bigvee_{\substack{0 \leq i_{m} \leq n \\
\bar{g}_{i m}^{h} \neq 1^{\circ}}} \bigwedge_{\substack{0}} \neg \operatorname{Holds}\left(\bar{g}_{i_{j}}^{h}, s\right)\right)  \tag{2.7}\\
& \text { iff } \\
& \mathcal{M} \vDash \bigvee_{\substack{0 \leq h \leq k}} V_{\substack{0 \leq i_{0} \leq n \\
\overline{\bar{g}}_{i_{0}} \neq 1^{\circ}}} \ldots V_{\substack{0 \leq i_{m} \leq n \\
\overline{\bar{g}}_{i_{m}} \neq 1}} \\
& \text { ( } \operatorname{Holds}\left(f_{0}^{\max \left(\left|g_{0}^{h}, f_{0}\right|, \ldots,\left|g_{l}^{h}, f_{0}\right|\right)} \circ \ldots \circ f_{n}^{\max \left(\left|g_{0}^{h}, f_{n}\right|, \ldots,\left|g_{l}^{h}, f_{n}\right|\right)}, s\right) \\
& \wedge \\
& \overline{\left.\operatorname{Holds}\left(f_{0}^{\min >0\left(\left|\overline{g_{i 0}}, f_{0}\right|, \ldots,\left|\bar{g}_{i_{m}}^{h}, f_{0}\right|\right)} \circ \cdots \circ f_{n}^{\min >0\left(\left|\bar{g}_{i_{0}}^{h}, f_{n}\right|, \ldots,\left|\bar{g}_{i_{m}}^{h}, f_{n}\right|\right)}, s\right)\right)}
\end{align*}
$$

where we denoted $f_{i_{j}}^{\left|\bar{g}_{j}^{h}, f_{i_{j}}\right|}$ by $\bar{g}_{i_{j}}^{h}$. The function min $>0$ computes the minimal element of a set, but considers only elements that are greater then 0 and if all elements are 0 the result is 0 .
The Equation 2.7 enables us to rewrite any formula that consists only of Holds $(g, s)$ statements referring to the same situation $s$ into a disjunction of sets of upper and lower bounds for fluent occurrences in the state associated with $s$.
Since an action precondition axiom which defines Poss by an arbitrary boolean combination of $\operatorname{Holds}(g, s)$ can be transformed using Equation 2.7 into the form

$$
\forall \bar{Y} \cdot\left(\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}(a(\bar{Y}), s) \Leftrightarrow \Delta_{1} \vee \cdots \vee \Delta_{n}\right)\right)
$$

for some finite $n$ where each $\Delta_{i}$ contains neither implicit nor explicit disjunction, the domain description may be transformed into a domain description without use of disjunctive action precondition axioms by introducing a new action and corresponding state update and action precondition axioms for each $\Delta_{i}$. Consequently, it is sufficient in this work to consider precondition axioms of $\mathcal{F} \mathcal{C}_{P L N}$ where neither the explicit nor implicit (by $\neg \operatorname{Holds}(g, s)$ according to Equation 2.5) use of disjunction is allowed (see also Section 2.8):

$$
\begin{align*}
\forall \bar{Y} \cdot(\forall(s: \operatorname{Sit}) \cdot( & \operatorname{Poss}(a(\bar{Y}), s) \Leftrightarrow \\
& \left.\left.\operatorname{Holds}\left(S t_{a}^{-}(\bar{Y}) \circ S t_{a}^{=}(\bar{Y}), s\right) \wedge \overline{\operatorname{Holds}\left(S t_{a}^{n}(\bar{Y}), s\right)}\right)\right) \tag{2.8}
\end{align*}
$$

So far we presented how dynamic systems can be described as Fluent Calculus domains. In the following section we define the language which is used to describe
temporal properties of such systems. We call this language the query language $\mathcal{Q L}$. The semantics of $\mathcal{Q L}$ is defined using the semantics of Fluent Calculus domains.

### 2.6 The Query Logic

Since we want to use the query logic to reason about temporal properties of a system, the propositions whose value depends only on the value of a single situation variable are particularly important. In the query logic such propositions are considered to be atomic. Formally, we define the set of these atomic propositions as the set of first-order formulas with a free variable of sort Sit. Additionally, all other variables occuring in such a formula are of sort different than Sit and they must be bounded by some quantifier:

Definition 2.6.1 Let $X$ be a variable declaration wrt some Fluent Calculus signature $\Sigma$. We define $X_{\text {Sit }} \equiv\{(x:$ Sit $) \mid(x:$ Sit $) \in X\}$ and $\overline{X_{S i t}}=X \backslash X_{S i t}$, for any ( $y$ : Sit),

$$
F_{(y: S i t), \Sigma}(X)=\left\{\phi \mid \phi \in F_{\Sigma}\left(\overline{X_{S i t}} \cup\{(y: \operatorname{Sit})\}\right) \wedge \operatorname{Vars}(\phi)=\{(y: \operatorname{Sit})\}\right\}
$$

For example, if we consider the signature $\Sigma_{b}$ of Example 2.2.1, the formula

$$
\forall\left(y_{1}: Y P o s\right) \cdot \exists\left(y_{2}: X P o s\right) \cdot \operatorname{Holds}\left(\operatorname{brick}-a t\left(y_{2}, y_{1}\right), x\right)
$$

of $F_{(x: S i t), \Sigma_{b}}\left(\left\{x, z_{1}, z_{2}\right\}\right)$ describes that in situation $x$ in every row of the grid there exists at least one brick.
Let $\phi \in F_{(x: S i t), \Sigma_{b}}(() Y)$, then by $\phi[t]$, where $t$ is a term of sort Sit, we denote $\phi\{x \mapsto t\}$,
The set $F_{(x: S i t), \Sigma}(X)$ is very powerful in the sense that an element may contain arbitrary first-order formulas. The value of these sub-formulas does not need to depend on the situation variable $x$. Since first-order logic is only semi-decidable we can not expect a logic which uses all elements of $F_{(x ; S i t), \Sigma}(X)$ as atomic propositions to be decidable. Consequently, to help to establish low bounds of undecidability, we define subsets of $F_{(x: S i t), \Sigma}(X)$. These subsets are particularly important for the propositional fragments of the Fluent Calculus:

Definition 2.6.2 Let $\Sigma$ be a Fluent Calculus signature and $Y$ be a variable declaration and ( $x:$ Sit $) \in Y$ a variable of sort Sit. Then we define

$$
L_{(x: S i t), \Sigma}(Y)=\left\{\exists \bar{Z} \cdot(\operatorname{Holds}(g, x)) \mid g \in T_{S t, \Sigma}(Y) \wedge Z=\operatorname{Vars}(g)\right\} .
$$

We define $\Lambda_{L_{(x, S i t, \Sigma}(Y)}$ as the set of formulas constructed from propositions of $L_{(x: S i t), \Sigma}(Y)$ by applying boolean operations.

For example, $\exists(z: X P o s)$. Holds (brick_at $(z, 4), x)$ is an element of the language $L_{(x: S i t), \Sigma_{b}}(Y)$ for the signature $\Sigma_{b}$ of Example 2.2 .1 and $(z: S t),(x:$ Sit $) \in Y$.
Since every element $\phi$ of $L_{(x: S i t), \Sigma_{b}}(Y)$ contains precisely one free variable named $x$ at the same position, we omit this variable when we refer to elements of $L_{(x: S i t), \Sigma_{b}}(Y)$, e.g, instead of $\exists(z:$ XPos). Holds(brick_at $(z, 4), x)$ we write simply $\exists(z$ : XPos). Holds (brick_at $(z, 4)$ ). Since in most contexts it is clear to which variable of sort Sit we refer to, we often omit the explicit definition of a name and write $L_{\Sigma}(Y)$ or simply $L_{\Sigma}$ if $Y$ contains no other variables.
The syntax of the most general query language we consider is given in the following definition. The atomic propositions of the logic are given by any subset of $F_{(x: S i t), \Sigma}(X)$. The query language is equivalent to the one of $[119,144]$ for the Situation Calculus. However, here we define its semantics using the semantics of Fluent Calculus domain descriptions. Note that we use an additional sort $\mathcal{B}$ in the defintion of the syntax. In the most general case defined below the interpretation of $\mathcal{B}$ is given by the power-set of the interpretation of sort Sit.

Definition 2.6.3 Let $\Sigma$ be a Fluent Calculus signature, $X$ a variable declaration wrt $\Sigma, Y$ a variable declaration of the form $(y: \mathcal{B})$. Let $L \subseteq F_{(x: S i t), \Sigma}(X)$. The query logic $\mathcal{Q L}$ over $\Sigma$ wrt $X$ and $Y$ and $L$ is defined as follows: The set of queries is the smallest set containing

1. $x \in y$, for $(x:$ Sit $) \in X$ and $(y: \mathcal{B}) \in Y$,
2. $x_{1} \xrightarrow{a} x_{1}$, for $\left(x_{1}:\right.$ Sit $),\left(x_{2}:\right.$ Sit $) \in X, a \in T_{\text {Act }, \Sigma}(\emptyset)$,
3. $x_{1} \leq x_{2}$, for $\left(x_{1}:\right.$ Sit $),\left(x_{2}:\right.$ Sit $) \in X$,
4. $p$ for $p \in L$ and $(x:$ Sit $) \in X$,
5. $\phi_{1} \wedge \phi_{2}, \neg \phi, \exists(x:$ Sit $) . \phi, \exists(y: \mathcal{B}) . \phi$, for queries $\phi_{1}, \phi_{2}, \phi$ with $(x:$ Sit $) \in$ $X,(y: \mathcal{B}) \in Y$.

Let $\mathcal{M}$ be a model of some domain description of $\Sigma, \phi$ a query, $\mathcal{B}^{\mathcal{M}}=\mathcal{P}\left(\operatorname{Sit}^{\mathcal{M}}\right)$, $v_{S i t}: X_{S i t} \rightarrow$ Sit $^{\mathcal{M}}$ and $v_{\mathcal{B}}: Y \rightarrow \mathcal{B}^{\mathcal{M}}$ valuations. Then

$$
\begin{aligned}
& \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \vDash x \in y \\
& \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \models x_{1} \xrightarrow{a} x_{1} \\
& \text { iff } \quad v_{\text {Sit }}(x) \in v_{\mathcal{B}}(y) \\
& \text { iff } \mathcal{M} \models\left(v_{\text {Sit }}\left(x_{1}\right)<d o\left(a, v_{S i t}\left(x_{1}\right)\right) \wedge\right. \\
& \left.v_{S i t}\left(x_{2}\right)={ }_{S i t} d o\left(a, v_{S i t}\left(x_{1}\right)\right)\right) \\
& \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \models x_{1} \leq x_{2} \\
& \text { iff } \mathcal{M} \models v_{S i t}\left(x_{1}\right) \leq v_{S i t}\left(x_{2}\right) \\
& \mathcal{M}, v_{\text {Sit }}, v_{\mathcal{B}} \models p \\
& \text { iff } \quad \mathcal{M} \vDash p\left[v_{S i t}(x)\right] \\
& \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \vDash \phi_{1} \wedge \phi_{2} \\
& \text { iff } \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \vDash \phi_{1} \text { and } \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \vDash \phi_{2} \\
& \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \models \neg \phi \\
& \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \vDash \exists(x: \text { Sit }) . \phi \\
& \text { iff } \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \not \equiv \phi \\
& \text { iff there is } v_{\text {Sit }}^{\prime}: X_{\text {Sit }} \rightarrow \operatorname{Sit}^{\mathcal{M}} \text { s.t. } \\
& \mathcal{M}, v_{\text {Sit }}^{\prime}, v_{\mathcal{B}}=\phi \text { and } v_{\text {Sit }}^{\prime}(z)=v_{\text {Sit }}(z) \text { for all } \\
& (z: \text { Sit }) \in X_{\text {Sit }} \text { with } z \neq x \text {. } \\
& \mathcal{M}, v_{S i t}, v_{\mathcal{B}} \vDash \exists(x: \mathcal{B}) . \phi \quad \text { iff } \quad \text { there is } v_{\mathcal{B}}^{\prime}: Y \rightarrow \mathcal{B}^{\mathcal{M}} \text { s.t. } \mathcal{M}, v_{S i t}, v_{\mathcal{B}}^{\prime} \models \phi \\
& \text { and } v_{\mathcal{B}}^{\prime}(z)=v_{\mathcal{B}}(z) \text { for all }(z: \mathcal{B}) \in Y \text { with } \\
& z \neq x \text {. }
\end{aligned}
$$

Using this query language we may now precisely state the planning problem of Section 2.1 as determining the satisfiability of the following formula:

$$
\begin{equation*}
\exists(s: \operatorname{Sit}) \cdot\left(\lambda_{0}[s] \wedge \exists\left(s^{\prime}: \operatorname{Sit}\right) \cdot\left(s^{\prime} \geq s \wedge \lambda_{e}\left[s^{\prime}\right]\right)\right) \tag{2.9}
\end{equation*}
$$

where $\lambda_{0}, \lambda_{e} \in \Lambda_{L_{(x: S i t), \Sigma}(Y)}$ for some variable declaration $Y$ wrt some Fluent Calculus signature $\Sigma$ and $(x:$ Sit $) \in Y$.

Alternatively, we may also use the equivalent formula

$$
\begin{align*}
& \exists(s: \text { Sit }) \cdot\left(\lambda_{0}[s] \wedge \lambda_{e}[s]\right) \vee \\
& \exists(s: \text { Sit }) \cdot\left(\lambda_{0}[s] \wedge \exists\left(s^{\prime}: \text { Sit }\right) \cdot\left(s^{\prime}>s \wedge \lambda_{e}\left[s^{\prime}\right]\right)\right) \tag{2.10}
\end{align*}
$$

which consists of two sub-formulas that can be independently checked. The subformula on the first line is satisfied in some model $\mathcal{M}$ if there is a situation in $\mathcal{M}$ where both $\lambda_{0}$, and $\lambda_{e}$, are fulfilled. The sub-formula on the second line is satisfied in some model $\mathcal{M}$ if there is a situation in $\mathcal{M}$ where $\lambda_{0}$ holds and from where it is possible to reach a different situation (by executing a non-empty sequence of actions) where $\lambda_{e}$ holds.
The conjunctive planning problem can be represented in the same way but $\lambda_{e}$ is restricted to be a conjunction of atoms of $L_{(x: S i t), \Sigma}(Y)$.
The extended planning problem can be expressed as the validity of the formula:

$$
\begin{equation*}
\forall(s: \operatorname{Sit}) \cdot\left(\lambda_{0}(s) \Rightarrow \exists\left(s^{\prime}: \operatorname{Sit}\right) \cdot\left(s^{\prime} \geq s \wedge \lambda_{e}\left(s^{\prime}\right)\right)\right) \tag{2.11}
\end{equation*}
$$

The Figure 2.2 illustrates the relation between the problems described above. E.g., if we succeed in developing a calculus which allows to decide the entailment problem we may apply this calculus to the other problems as well. Note furthermore that if $\lambda_{0}$ characterises precisely which fluents appear in the state associated with $s$ then we may apply a calculus solving the extended planning problem to solve the planning problem. On the other hand, if we show that a planning problem with such a $\lambda_{0}$ is undecidable we can conclude that the extended planning problem is also undecidable.


Figure 2.2: Relations between the problem classes.

### 2.7 Models and Transition Systems

Highly specialised logics have been developed to describe the dynamic properties of systems. Many of them are derived from modal logics introduced in [97]. Modal logics extend classical logic by additional operators, so called modalities. In [83] it has been proposed to consider transition systems as models of such logics. Some of the more specialised logics derived from modal logics are often also called temporal logics [124, 123, 122, 2, 86, 31]. Modal logics can be used in two different ways:

1. Modal formulas can be used to define the dynamic properties of a transition system. In this case, if we want to verify whether a transition system fulfills some dynamic property of interest, we have to derive the modal formula representing this property from the modal formulas defining the system. Often, however, the properties used to define the transition system and the properties which have to be verified require logical languages of different expressive power. Then the development of an appropriate modal logic can be very difficult, since on one hand, the logic must be sufficiently expressive for both definition of the transition system and representation of properties of interest. On the other hand, to simplify the development of efficient calculi, the logic should not be more expressive than required.
2. In the model checking approach [20] the dynamic system can be defined in a different language than the one used to describe the properties to be verified. But it must be ensured that the semantics of the formula to be verified and the semantics of the system definition are given by common classes of dynamic systems. We may then verify a dynamic property by checking the intersection of the set of models associated with the system description with the set of models associated with the formula to be verified for emptiness.

In this work we will follow the second approach by relating domain descriptions to well known models of computation and formulas describing dynamic properties, e.g. the planning problem, to standard temporal logics. As the common class of models we will consider a combination of labelled transition systems (graphs where transitions carry action labels) and Kripke structures (graphs where nodes are labelled by propositions). This results in the following definition of a $P$-valued transition system as a mathematical representation of the possible behaviours of a dynamic system. Thereby $P$ is a parameter denoting the set of propositions used to label the nodes of the transition system.

Definition 2.7.1 A tuple $\Theta=(S, \rightarrow, A, \alpha)$ is called a $P$-valued transition system if $S$ is a non-empty set of states, $A$ is a non-empty set of transition labels and $\rightarrow$ is a family of relations such that for each $t \in A, \xrightarrow{t} \in \rightarrow$ and $\xrightarrow{t} \subseteq S \times S . \alpha$ is a mapping $P \times S \rightarrow\{\top, \perp\}$ where $P$ is a non-empty set called propositions.

A path $\pi$ in $\Theta$ is defined as a (possibly infinite) sequence of states such that for any two subsequent states $z, z^{\prime}$ there exists $t \in A$, such that $z \xrightarrow{t} z^{\prime}$. By $\pi_{n}$ the $n$-th element of $\pi$ is denoted for $n \in \mathbb{N}$. The subsequence of $\pi$ starting in $\pi_{n}$ is denoted by $\pi_{\geq n}$. A path $\pi$ is called a run iff $\pi$ is of length $\omega$ or, if $\pi^{*}$ is the final state of $\pi$, i.e. there is no $z \in S$ and $t \in A$ such that $\pi^{*} \xrightarrow{t} z$.
$\Theta$ is called rooted if there is a $z_{0} \in S$ such that to every $z \in S$ exists a path $z_{0} z_{1} \ldots z \ldots$ Then, $z_{0}$ is called the root ${ }^{14}$ of $\Theta$. A run $\pi$ is called a branch of $\Theta$ iff $\Theta$ is rooted and $\pi_{0}$ is the root.

To compare transition systems we use the notion of strong bisimulation (e.g. [64]). Strong bisimulation is of particular importance in this work, since the validity of any formula of modal logics we will consider here is invariant under strong bisimulation, i.e. proving a property for one system is sufficient to establish it for all strongly bisimilar systems. Since all bisimulations considered here are strong, we omit the word "strong". Since we want to be able to compare transition systems where the nodes are labelled by elements of different sets of propositions, we have to extend the common definition of bisimulation slightly by including also mappings $\Psi_{1}, \Psi_{2}$ between these sets. If we want to show that a $P_{1}$-valued transition system and a $P_{2}$-valued transition system are bisimilar then we have to show that both mappings, $\Psi_{1}: P_{1} \rightarrow P_{2}$ and $\Psi_{2}: P_{2} \rightarrow P_{1}$, are isomorphisms. Note that such bisimulations are also called zig-zags, [8].

Definition 2.7.2 (bisimulation) Let $\Theta_{1}=\left(S_{1},\left\{{ }_{\rightarrow}^{a} \mid a \in A_{1}\right\}, A_{1}, \alpha_{1}\right), \Theta_{2}=$ $\left(S_{2},\left\{\xrightarrow{a}_{2} \mid a \in A_{2}\right\}, A_{1}, \alpha_{2}\right)$ be $P_{1}$-valued and, respectively, $P_{2}$-valued transition systems. Let $\Phi$ be a relation $\Phi \subseteq S_{1} \times S_{2}$. $\Phi$ is called a bisimulation if there exist mappings $\Psi_{1}: P_{1} \rightarrow P_{2}$ and $\Psi_{2}: P_{2} \rightarrow P_{1}$ such that $\left(z_{1}, z_{2}\right) \in \Phi$ implies

1. for all $l \in P_{1}, \alpha_{1}\left(l, z_{1}\right)=\mathrm{T}$ iff $\alpha_{2}\left(\Psi_{1}(l), z_{2}\right)=\mathrm{T}$,
2. for all $l \in P_{2}, \alpha_{2}\left(l, z_{2}\right)=\top$ iff $\alpha_{1}\left(\Psi_{2}(l), z_{1}\right)=\mathrm{T}$,
3. with $z_{1}{\xrightarrow{t_{3}}}_{1} z_{1}^{\prime}$, exists $z_{2} \xrightarrow[\rightarrow]{\rightarrow}_{2} z_{2}^{\prime}$ such that $\left(z_{1}^{\prime}, z_{2}^{\prime}\right) \in \Phi$
4. with $z_{2} \xrightarrow{t_{2}} 2 z_{2}^{\prime}$, exists $z_{1}{\xrightarrow[\rightarrow]{t_{2}}}_{1} z_{1}^{\prime}$ such that $\left(z_{1}^{\prime}, z_{2}^{\prime}\right) \in \Phi$
$z_{1} \in S_{1}$ and $z_{2} \in S_{2}$ are called bisimilar, written $z_{1} \sim z_{2}$, if there is a bisimulation $\Phi$ such that $\left(z_{1}, z_{2}\right) \in \Phi . \Theta_{1}$ and $\Theta_{2}$ are called bisimilar if there is a bisimulation $\Phi$ such that for all $z_{1} \in S_{1}$ there exists $z_{2} \in S_{2}$ such that $z_{1} \sim z_{2}$ and for all $z_{2} \in S_{2}$ there exists $z_{1} \in S_{1}$ such that $z_{1} \sim z_{2}$. Note, that for rooted transition systems it is sufficient to show the existence of a bisimulation for the root states.

In the following we aim to characterise models of domain descriptions of the Fluent Calculus by transition systems. According to Definition 2.7.1, a transition

[^14]system contains states, transition labels, relations describing transitions between states and state dependent propositions. An obvious choice might identify a state of the transition system with a state in the Fluent Calculus model (an element of the interpretation $S t^{\mathcal{M}}$ of the sort $S t$ in the model $\mathcal{M}$ ). However, state update axioms may in general also depend on the execution history ${ }^{15}$ which is not reflected in the structure of elements of $S t^{\mathcal{M}}$. Hence, we follow a more powerful approach by generating the unravelled (cf. [141]) transition system, i.e. elements of Sit ${ }^{\mathcal{M}}$ are considered to be states of the transition system. The set of transition labels is identified with $A c t^{\mathcal{M}}$ - the set of actions in model $\mathcal{M}$. We define the transition relation to contain a pair $\left(s, d o^{\mathcal{M}}(a, s)\right)$ of situations if it is possible to execute some action $a$ in $s$. Finally, the mapping from situation dependent propositions of $F_{(x: S i t), \Sigma}(X)$ in some situation $s$ to $\{T, \perp\}$ reflects the validity of the proposition in $s$ of the model $\mathcal{M}$.

Definition 2.7.3 Let $\mathcal{M}$ be a model of some domain description $\mathcal{D}$ wrt the $F l u$ ent Calculus signature $\Sigma$. Let $X$ be a variable declaration and $L \subseteq F_{(x: S i t), \Sigma}(X)$. Then we define $K(\mathcal{M}, L)=\left(\right.$ Sit $^{\mathcal{M}}, \rightarrow_{\mathcal{M}}$, Act $\left.{ }^{\mathcal{M}}, \alpha_{\mathcal{M}}\right)$ where $\rightarrow_{\mathcal{M}}$ is the set of relations $\xrightarrow{a} \mathcal{M}$ with $\left(s, s^{\prime}\right) \in{ }^{a} \mathcal{M}$ iff $s<d o{ }^{\mathcal{M}}(a, s)$ and $s^{\prime}=s_{\text {sit }} d o{ }^{\mathcal{M}}(a, s)$, for $s, s^{\prime} \in \operatorname{Sit}{ }^{\mathcal{M}}$ and $a \in \operatorname{Act}{ }^{\mathcal{M}}$. ${ }^{16}$ For $\phi \in L$ and $s \in \operatorname{Sit}^{\mathcal{M}}$ let $\alpha_{\mathcal{M}}(\phi, s)=$ T iff $\mathcal{M} \models \phi\{x \mapsto s\}$.

Now we show that significant parts of a model of a domain description can be characterised as a transition system. This transition system has the form of a tree:

Lemma 2.7.1 Given a domain description $\mathcal{D}$ for the Fluent Calculus signature $\Sigma$, a variable declaration $X$ wrt $\Sigma$, a model $\mathcal{M}$ of $\mathcal{D}$, and $L \subseteq F_{(x: S i t), \Sigma}(X)$.

1. $K(\mathcal{M}, L)$ is a L-valued transition system,
2. $K(\mathcal{M}, L)$ is a (possibly infinitely branching) tree rooted in $s 0^{\mathcal{M}}$.

Proof 2.7.1 The first proposition follows directly from definition of $K\left(\mathcal{M}, L_{\Sigma}\right)$ and Definition 2.7.1.
Since only Herbrand-E $\mathcal{F C}^{\text {-models }}$ are considered, the set of situations is inductively defined by $d o^{\mathcal{M}}$ and $s 0^{\mathcal{M}}$. From the axioms $0_{\text {Sit }}$ follows that $s 0^{\mathcal{M}}$ is root and ancestor wrt. $<$ of every other $s \in \operatorname{Sit}^{\mathcal{M}}$ which can possibly be reached by executing actions. The axioms $\mathrm{O}_{\text {Sit }}$ ensure that < is interpreted as an order on the execution history. Furthermore, from the extended unique name assumption follows that two situations $s_{1}, s_{2} \in \operatorname{Sit}{ }^{\mathcal{M}}$ are equivalent iff they consist of identical action sequences (note that these sequences are always finite). Since every situation $s \in \operatorname{Sit}^{\mathcal{M}}$ which is different from $s 0^{\mathcal{M}}$ is of the form $d o^{\mathcal{M}}\left(a, s^{\prime}\right)$, for $a \in A c t^{\mathcal{M}}$ and $s^{\prime} \in S i t^{\mathcal{M}}, s$ has an unique predecessor $s^{\prime}$ wrt $<{ }^{\mathcal{M}}$.

[^15]Note that we cannot associate a particular transition system with a domain description $\mathcal{D}$ as $\mathcal{D}$ does not determine the value of the function state for the initial situation $s 0$ in each model of $\mathcal{D}$. However, once the interpretation of state $(s 0)$ is given the interpretation of state for all other situations is completely characterised by the precondition and state update axioms of $\mathcal{D}$. Consequently, $\mathcal{D}$ has as many models as there are interpretations of state $(s 0)$.

The above lemma associates sets of transition systems with domain descriptions. By using the notion of bisimulation we may classify transition systems and, hence, also the domain descriptions describing these systems. Furthermore, the lemma provides the semantics we need to use well known modal/temporal logics as query languages for the Fluent Calculus.

### 2.8 Other Fluent Calculus fragments

Here we show under which circumstances non-deterministic Fluent Calculus domain descriptions can be represented as deterministic ones and which properties are preserved. The result allows us in many cases to reduce planning problems for non-deterministic $\mathcal{F C}$ domains to planning problems for deterministic $\mathcal{F C}$ domains. We achieve the result by investigating the transition systems associated with $\mathcal{F C}$ domains.

In [70] the simple Fluent Calculus has been extended by a specificity relation over the state update axioms (see below for a definition). We demonstrate how domains of this extended simple Fluent Calculus can be translated into $\mathcal{F C}_{L N}$ domains. Thereby, the translation does not alter the set of transition systems associated with a domain description. We also show that there are $\mathcal{F} \mathcal{C}_{L N}$ domains that cannot be represented as simple Fluent Calculus domains with specificity relation.

## Non-deterministic Domain Descriptions

According to Section 2.4 the effect of a state update axiom of a non-deterministic domain descriptions may be described by a disjunction of state equations:

$$
\begin{equation*}
\Gamma=\Gamma_{1} \vee \cdots \vee \Gamma_{m} \tag{2.12}
\end{equation*}
$$

where $\Gamma_{1}, \ldots, \Gamma_{m}$ represent state equations. Thereby the effect of such a nondeterministic state update axiom is determined by one of the state equations $\Gamma_{j}, j=1, \ldots, m$.
If $\operatorname{Vars}\left(\Gamma_{1}\right), \ldots, \operatorname{Vars}\left(\Gamma_{m}\right)$ are all disjoint ${ }^{17}$, this non-deterministic domain description may be transformed into a deterministic domain description by intro-

[^16]ducing a new action and corresponding state update and action precondition axioms for each possible effect equation. In the following we define a mapping from a non-deterministic domain description $\mathcal{D}$ to a deterministic domain description $\mathcal{D}$.

Definition 2.8.1 Let $\mathcal{D}$ be some domain wrt the Fluent Calculus signature $\Sigma=$ (SORT, $\preceq, ~ F U N, R E L) ~ a n d ~ X ~ s o m e ~ v a r i a b l e ~ d e c l a r a t i o n ~ w r t ~ \Sigma ~ . ~ F o r ~ e v e r y ~ s t a t e ~$ update axiom $\mathrm{SUA}_{\mathcal{D}}^{a}$, let $\Gamma^{a}=\Gamma_{1}^{a} \vee \cdots \vee \Gamma_{m_{a}}^{a}$ denote the effect of $\mathrm{SUA}_{\mathcal{D}}^{a}$ where each $\Gamma_{j}^{a}, j=1, \ldots, m_{a}$, denotes a state equation

$$
\operatorname{state}(d o(a(\bar{Y}), s), s) \circ S t_{a}^{-, j}=S t \operatorname{state}(s) \circ S t_{a}^{+, j}
$$

Thereby $\left(a: O b j{ }^{k} \rightarrow A c t\right) \in F U N, Y \subseteq X, \bar{Y}=Y_{1}, \ldots, Y_{k}$ is a sequence of the variable names of $Y$ with $\left(Y_{i}: O b j\right) \in Y$ for $i=1, \ldots, k . S t_{a}^{-, 1}, S t_{a}^{+, 1}, \ldots, S t_{a}^{-, m}$, $S t_{a}^{+, m} \in T_{S t, \Sigma}(Y)$. Furthermore, let

$$
\forall \cdot(\forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a(\bar{Y}), s) \Leftrightarrow \Delta))
$$

denote the precondition axiom for action $a$. We associate a domain $\mathcal{D}^{d}$ with $\mathcal{D}$ as follows: We remove every pair of precondition axiom and state update axiom $\mathrm{SUA}_{\mathcal{D}}^{a}$ where the number of disjuncts $m_{a}>1$ in $\mathrm{SUA}_{\mathcal{D}}^{a}$ and add for every $j=1, \ldots, m_{a}$ a new pair of precondition axiom and (deterministic) state update axiom:

$$
\begin{align*}
& \forall \cdot\left(\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{j}(\bar{Y}), s\right) \Leftrightarrow \Delta\right)\right)  \tag{2.13}\\
& \forall \cdot\left(\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{j}(\bar{Y}), s\right) \Rightarrow \Gamma_{j}^{a}\right)\right) \tag{2.14}
\end{align*}
$$

Thereby $a_{j}: O b j^{k} \rightarrow$ Act is a new action for each $j=1, \ldots, m_{a}$.
Example 2.8.1 (Non-deterministic domain descriptions) Consider a signature of $\mathcal{F} \mathcal{C}_{P}$ containing the fuents $f, g, h$ and the action $a$. Let

$$
\forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}(f, s))
$$

be the precondition axiom and

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a, s) \Rightarrow(\operatorname{state}(d o(a, s)) \circ f=S t \operatorname{state}(s) \circ g \vee \\
&\operatorname{state}(d o(a, s)) \circ f=S t \operatorname{state}(s) \circ h))
\end{aligned}
$$

the (non-deterministic) state update axiom of the domain description. After applying the transformation of Formula 2.13 the deterministic domain description consists of the precondition axioms

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{1}, s\right) \Leftrightarrow \operatorname{Holds}(f, s)\right) \\
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{2}, s\right) \Leftrightarrow \operatorname{Holds}(f, s)\right)
\end{aligned}
$$

and the state update axioms according to Formula 2.14

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}\left(a_{1}, s\right) \Rightarrow \operatorname{state}\left(\operatorname{do}\left(a_{1}, s\right)\right) \circ f=\operatorname{st} \operatorname{state}(s) \circ g\right) \\
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{2}, s\right) \Rightarrow \operatorname{state}\left(\operatorname{do}\left(a_{2}, s\right)\right) \circ f=\operatorname{St} \operatorname{state}(s) \circ h\right)
\end{aligned}
$$

for the new actions $a_{1}$ and $a_{2}$. While the deterministic domain description has only one model where the state associated with the initial situation consists of one copy of fluent $f$, the non-deterministic domain description has two.

Models of the non-deterministic domain domain description, where the arrows with label l denote the transition caused by executing action laccording to Definition 2.7.1:


Model of the deterministic domain description:


Note that in the deterministic case there exists an action sequence leading to a situation $s$ where $\lambda_{e}=\operatorname{Holds}(g, s)$ is true for all initial situations where $\lambda_{0}=\operatorname{Holds}(f, s 0)$ (extended planning problem). In the second model of the nondeterministic case no such action sequence exists.

The new domain description $\mathcal{D}^{d}$ is equivalent to the old $\mathcal{D}$ in the following sense:
Proposition 2.8.1 Let $\Sigma$ be a Fluent Calculus signature and $Y$ be a variable declaration and ( $x:$ Sit $) \in Y$ a variable of sort Sit. Let $\mathcal{D}$ be a nondeterministic domain description wrt $\Sigma$ which can be transformed by Definition 2.8.1 and $\mathcal{D}^{d}$ the corresponding result. Let $\lambda_{0, \lambda_{e}} \in \Lambda_{L_{(x: S i t), \Sigma}(Y)}$. Then there is a model $\mathcal{M}$ of $\mathcal{D}$, a situation $s_{\mathcal{M}}^{0} \in \operatorname{Sit}^{\mathcal{M}}$ and an action sequence $a_{0}, \ldots, a_{n}$ with $a_{i} \in \operatorname{Act}{ }^{\mathcal{M}}$ for $i=0, \ldots, n$ such that $\mathcal{M} \vDash \lambda_{0}\left(s^{0}\right)$ and $\mathcal{M} \vDash$ $\lambda_{e}\left(d o\left(a_{n}, \ldots d o\left(a_{0}, s^{0}\right) \ldots\right)\right)$ iff there is a model $\mathcal{M}^{d}$ of $\mathcal{D}^{d}$, a situation $s_{\mathcal{M}^{d}}^{0} \in$ Sit $\mathcal{M}^{d}$ and an action sequence $a_{0}^{d}, \ldots, a_{n}^{d}$ with $a_{i}^{d} \in \operatorname{Act} \mathcal{M}^{d}$ such that $\mathcal{M}^{d} \vDash$ $\lambda_{0}\left(s^{0}\right)$ and $\mathcal{M}^{d} \vDash \lambda_{e}\left(d o\left(a_{n}^{d}, \ldots d o\left(a_{0}^{d}, s^{0}\right) \ldots\right)\right)$.

Proof 2.8.1 Since the initial situations in models of $\mathcal{D}$ and models of $\mathcal{D}^{d}$ are not restricted we may find for every situation $s_{\mathcal{M}}$ of a model $\mathcal{M}$ of $\mathcal{D}$ a
model $\mathcal{M}^{d}$ and a situation $s_{\mathcal{M}^{d}}$ such that state ${ }^{\mathcal{M}}\left(s_{\mathcal{M}}\right)=s_{\text {st }}$ state $^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}\right)$ (for example the model with initial situation $s 0^{\mathcal{M}^{d}}=s_{\mathcal{M}^{d}}$ where per definition state ${ }^{\mathcal{M}}\left(s_{\mathcal{M}}\right)=$ St state $\left.^{\mathcal{M}^{d}}\left(s 0^{\mathcal{M}^{d}}\right)\right)$. Clearly, the same proposition holds vice versa for every situation in models of $\mathcal{D}^{d}$.
Let $s_{\mathcal{M}}$ be a situation of some model $\mathcal{M}$ wrt $\mathcal{D}$ and $\mathcal{M}^{d}$ be a model wrt $\mathcal{D}^{d}$ with situation $s_{\mathcal{M}^{d}}$ such that state ${ }^{\mathcal{M}}\left(s_{\mathcal{M}}\right)=s_{t}$ state ${ }^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}\right)$. Then, for every situation $s_{\mathcal{M}}^{\prime}=d o^{\mathcal{M}}\left(a, s_{\mathcal{M}}\right)$ resulting from executing some action $a$ in $s_{\mathcal{M}}$ there exists a situation $s_{\mathcal{M}^{d}}^{\prime}=d o^{\mathcal{M}^{d}}\left(a^{d}, s_{\mathcal{M}^{d}}\right)$ in $\mathcal{M}^{d}$ resulting from executing some action $a^{d}$ in situation $s_{\mathcal{M}^{d}}$ such that state ${ }^{\mathcal{M}}\left(s_{\mathcal{M}}^{\prime}\right)=$ St $^{\text {state }}{ }^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}\right)$ if state ${ }^{\mathcal{M}}\left(s_{\mathcal{M}}\right)={ }_{\text {St }}$ state $^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}\right)$. This is due to the fact that the above construction ensures that for every possible effect $\Gamma_{i}$ of some action $a$ in $\mathcal{D}$ exists an action $a_{i}$ where the corresponding state update axiom in $\mathcal{D}^{d}$ has precisely the effect $\Gamma_{i}$. Furthermore the precondition axioms describing when the state update axiom for $a$ has to be applied is equivalent to the one for applying $a_{i}$. Then if state ${ }^{\mathcal{M}}\left(s_{\mathcal{M}}^{0}\right)={ }_{\text {st }}$ state $^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}^{0}\right)$ for situations $s_{\mathcal{M}}^{0} \in \operatorname{Sit}^{\mathcal{M}}, s_{\mathcal{M}^{d}}^{0} \in \operatorname{Sit}^{\mathcal{M}^{d}}$, by induction over the structure of situations follows that for every situation $s_{\mathcal{M}}^{n}=$ $d o^{\mathcal{M}}\left(a_{n}, \ldots d o^{\mathcal{M}}\left(a_{0}, s_{\mathcal{M}}^{0}\right) \ldots\right)$ in $\mathcal{M}$ exists a situation $s_{\mathcal{M}^{d}}^{n}$ in $\mathcal{M}^{d}$ with $s_{\mathcal{M}^{d}}^{n}=$
 Since $\lambda_{0}\left(\lambda_{e}\right)$ may only depend on the state associated with some situation it can be either true for both, $s_{\mathcal{M}}^{n}$ and $s_{\mathcal{M}^{d}}^{n}$, or false for both, only.
On the other hand, let $s_{\mathcal{M}^{d}}$ be a situation of some model $\mathcal{M}^{d}$ wrt $\mathcal{D}^{d}$ and $\mathcal{M}$ be a model wrt $\mathcal{D}$ with situation $s_{\mathcal{M}}$ such that state $\mathcal{M}^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}\right)=s_{\text {st }}$ state $^{\mathcal{M}^{d}}\left(s_{\mathcal{M}}\right)$. Then for every situation $s_{\mathcal{M}^{d}}^{\prime}=d o^{\mathcal{M}^{d}}\left(a^{d}, s_{\mathcal{M}^{d}}\right)$ resulting from executing some action $a^{d}$ in $s_{\mathcal{M}^{d}}$ there exists a model $\mathcal{M}^{\prime}$ of $\mathcal{D}$ and some situation $s_{\mathcal{M}^{\prime}}^{\prime}=d o^{\mathcal{M}^{\prime}}\left(a, s_{\mathcal{M}^{\prime}}\right)$ in $\mathcal{M}^{\prime}$ and $s_{\mathcal{M}^{\prime}}=d o^{\mathcal{M}}\left(a, s_{\mathcal{M}}\right)$ such that state ${ }^{\mathcal{M}^{\prime}}\left(s_{\mathcal{M}^{\prime}}\right)=_{S_{t}}$ state $^{\mathcal{M}}\left(s_{\mathcal{M}}\right)$ and state $^{\mathcal{M}^{\prime}}\left(s_{\mathcal{M}^{\prime}}^{\prime}\right)=S_{\text {t }}$ state $^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}^{\prime}\right)$. Accordingly if state ${ }^{\mathcal{M}}\left(s_{\mathcal{M}}^{0}\right)=$ St state $^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}^{0}\right)$ for situations $s_{\mathcal{M}}^{0} \in S i t^{\mathcal{M}}, s_{\mathcal{M}^{d}}^{0} \in \operatorname{Sit}^{\mathcal{M}^{d}}$, by induction follows that for every situation $s_{\mathcal{M}^{d}}^{n}$ in $\mathcal{M}^{d}$ with $s_{\mathcal{M}^{d}}^{n}=d o^{\mathcal{M}^{d}}\left(a_{n}^{d}, \ldots d o^{\mathcal{M}^{d}}\left(a_{0}^{d}, s_{\mathcal{M}^{d}}^{0}\right) \ldots\right)$ there exists a set of models $\mathcal{M}_{0}, \ldots, \mathcal{M}_{n}$ where $s_{\mathcal{M}_{j}}^{j}=d o^{\mathcal{M}_{j}}\left(a_{j}, s_{\mathcal{M}_{j}}^{j-1}\right)$ and $s_{\mathcal{M}_{j}}^{j-1}=s_{\mathcal{M}_{j-1}}^{j-1}$ such that state ${ }^{\mathcal{M}_{j}}\left(s_{\mathcal{M}_{j}}^{j}\right)=$ St $^{\text {state }} \mathcal{M}^{\boldsymbol{\mathcal { M }}}\left(s_{\mathcal{M}^{d}}^{j}\right)$ and state ${ }^{\mathcal{M}_{j}}\left(s_{\mathcal{M}_{j}}^{j-1}\right)=$ St state $^{\mathcal{M}_{j-1}}\left(s_{\mathcal{M}_{j-1}}^{j-1}\right)$ for all $1 \leq j \leq n$. Since the effects described by state update axioms only depend on the state associated with the immediately preceding situation, there is also a single model $\mathcal{M}$ of $\mathcal{D}$ with situation $s_{\mathcal{M}}^{n}=d o^{\mathcal{M}}\left(a^{n}, \ldots d o^{\mathcal{M}}\left(a^{0}, s_{\mathcal{M}}^{0}\right) \ldots\right)$ where state $^{\mathcal{M}}\left(s_{\mathcal{M}}^{j}\right)=S_{\text {st }}$ state $^{\mathcal{M}^{d}}\left(s_{\mathcal{M}^{d}}^{j}\right)$ for all $0 \leq j \leq n$.

As a consequence of Proposition 2.8 .1 we may reduce planning problems (see Section 2.1) for some non-deterministic domain description (those which can be transformed using Definition 2.8.1) to planning problems for the corresponding deterministic domain description. However, note that the executable action sequences in the deterministic domain description do not reflect the abilities of the agent as specified in the non-deterministic domain description: In the
non-deterministic domain the agent cannot choose which of the state equations applies when he executes an action. The choice is "external", i.e. it depends on the world the agent is interacting with. In contrast to this, in the deterministic domain the agent may actually choose the state equation by executing the appropriate action. Hence, an action sequence which is a solution to some planning problem for the deterministic domain is successful in the world only if the choices of the agent correspond with the actual behaviour of the world.
Furthermore, Proposition 2.8 .1 cannot be generalised to hold for the extended planning problem of Section 2.1. The solution of the extended planning problem depends on all models corresponding to the initial situations fulfilling $\lambda_{0}$. On one hand, every model of the deterministic domain description $\mathcal{D}^{t}$ contains all possible situations and their associated states that are reachable by some action sequence from the initial situation and, consequently, also those where $\lambda_{e}$ is fulfilled (if there are any). On the other hand, states associated with situations by a non-deterministic choice are apparent in some models of $\mathcal{D}$ but not in others, as illustrated by Example 2.8.1.

## Disjunctions in Preconditions

If disjunctions are allowed in precondition axioms as described in Section 2.5 a very similar transformation to the one of Definition 2.8 .1 can be applied: Consider the domain description contains a precondition axiom of the form

$$
\forall \cdot\left(\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}(a(\bar{Y}), s) \Leftrightarrow \Delta_{1} \vee \cdots \vee \Delta_{n}\right)\right)
$$

Thereby $\left(a: O b j{ }^{k} \rightarrow A c t\right) \in F U N, Y \subseteq X, \bar{Y}=Y_{1}, \ldots, Y_{k}$ is a sequence of the variable names of $Y$ with $\left(Y_{i}: O b j\right) \in Y$ for $i=1, \ldots, k . \Delta_{1}, \ldots, \Delta_{n}$ contain neither explicit nor implicit disjunctions as described in Section 2.5.
If $\operatorname{Vars}\left(\Delta_{1}\right), \ldots, \operatorname{Vars}\left(\Delta_{n}\right)$ are all disjoint this domain description may be transformed into a domain description without disjunctions in precondition axioms by introducing a new action and corresponding state update and action precondition axioms for each $\Delta_{i}$ : Let $\mathrm{SUA}_{\mathcal{D}}^{a}$ be a state update axiom of some domain $\mathcal{D}$ wrt some action $a$. Let $\Delta$ of the precondition axiom for $a$ be of the form as defined above and $\operatorname{Vars}\left(\Delta_{i}\right) \cap \operatorname{Vars}\left(\Delta_{j}\right)=\emptyset$ for all pairs $i, j \in\{1, \ldots, n\}$ and $i \neq j$. Let $\Gamma$ denote the state equation of $\operatorname{SUA}_{\mathcal{D}}^{\mathcal{D}}$. Then we transform $\mathcal{D}$ into $\mathcal{D}^{d}$ by removing $\mathrm{SUA}_{\mathcal{D}}^{a}$ from $\mathcal{D}$ and adding for every $i=1, \ldots, n$ a new pair of precondition and state update axioms

$$
\begin{align*}
& \forall \cdot\left(\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{i}(\bar{Y}), s\right) \Leftrightarrow \Delta_{i}\right)\right)  \tag{2.15}\\
& \forall \cdot\left(\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{i}(\bar{Y}), s\right) \Rightarrow \Gamma\right)\right) \tag{2.16}
\end{align*}
$$

Thereby $a_{i}: O b j^{k} \rightarrow A c t$ is a new action for every $i=1, \ldots, n$.

This transformation is less critical than the one from non-deterministic domain descriptions to deterministic domain descriptions, since a state associated with some situation is reachable in $\mathcal{D}$ iff it is a reachable state associated with some situation in $\mathcal{D}^{d}$. In other words, it is irrelevant which of the preconditions $\Delta_{i}$ enabled for changing the state associated with some situation, i.e. every reachable state of every model of $\mathcal{D}$ has an equivalent state in a corresponding model of $\mathcal{D}^{d}$ and vice versa.

Example 2.8.2 (Disjunctive preconditions) Consider a $\mathcal{F} \mathcal{C}_{P}$ signature containing the fluents $f, g, h$ and the action a. Let

$$
\forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}(f \circ h, s) \vee \operatorname{Holds}(g \circ h, s))
$$

be the precondition axiom and

$$
\forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s)) \circ h=s t \operatorname{state}(s))
$$

the state update axiom of the domain description. After applying the above transformation the deterministic domain description consists of the precondition axioms

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{1}, s\right) \Leftrightarrow \operatorname{Holds}(f, s)\right) \\
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}\left(a_{2}, s\right) \Leftrightarrow \operatorname{Holds}(g, s)\right)
\end{aligned}
$$

and the state update axioms

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s)) \circ h=_{s t} \operatorname{state}(s)\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s)) \circ h=_{S t} \operatorname{state}(s)\right)
\end{aligned}
$$

for the new actions $a_{1}$ and $a_{2}$.
Consider the three models of the original domain description where the state associated with the initial situation consists of $f \circ h, g \circ h$, and $f \circ g \circ h$, respectively:


For each of the above models there exists also a model of the deterministic domain description:


The only differences between models of the original domain and the models of the corresponding deterministic domain follow from the changed action names. Consequently, if a formula of the query logic does not refer to a particular action name it is valid (satisfiable) in the original domain iff it is valid (satisfiable) in the deterministic domain. This applies, for example, to all planning problems and also all extended planning problems. However note, that we can not establish bisimularity.

## The Simple Fluent Calculus with Specificity

In [70] the simple Fluent Calculus has been extended to address the following representational issue: Even if an action description in the simple Fluent Calculus proposes valid effects in general and incorrect effects for only few exceptional situations, the whole action description has to be modified to cope with these minor cases. Instead [70] proposes the introduction of a specificity relation over pairs of precondition and state update axioms. This specificity relation enables for incremental development of domain descriptions: First, the effects of an action can be specified for a large set of situations. Later, if for some subsets of these situations the specification turns out to be incorrect, a new action description that "overrules" the old one in these situations can simply be added to the domain description.

In the following we call the Fluent Calculus of [70] simple Fluent Calculus with specificity, abbreviated as $\mathcal{F} \mathcal{C}_{L \leq}$. Instead of presenting $\mathcal{F} \mathcal{C}_{L \leq}$ formally as a logic programming scheme as it was introduced in [70] we will define its syntax and semantics in our calculus-independent framework. Then we will demonstrate how $\mathcal{F} \mathcal{C}_{L N}$ domain descriptions may be seen as generalisations of $\mathcal{F} \mathcal{C}_{L \leq}$ if the associated transition systems are considered. Note however, that $\mathcal{F} \mathcal{C}_{L N}$ does not solve the above representational problem addressed by the simple Fluent Calculus with specificity.

Definition 2.8.2 Given a domain description $\mathcal{D}$ for some $\mathcal{F C}$ signature $\Sigma=$ $(S O R T, \preceq, F U N, R E L)$ and $X$ a variable declaration wrt $\Sigma$. $\mathcal{D}$ is a $\mathcal{F C}_{L \leq}$ domain iff for every action a exists a set $\mathrm{P}_{\mathcal{D}}^{\mathrm{D}}$ of pairs $\phi_{j}, j=1, \ldots, n$ consisting of a state update axiom and a precondition axiom of the form

$$
\begin{aligned}
& \forall \bar{Y} \cdot\left(\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}(a(\bar{Y}), s) \Leftrightarrow \operatorname{Holds}\left(S t_{a}^{-, j}, s\right)\right)\right) \\
& \forall \bar{Y} \cdot(\forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a(\bar{Y}), s) \Rightarrow \\
& \left.\left.\operatorname{state}(\operatorname{do}(a(\bar{Y}), s), s) \circ S t_{a}^{-, j}=\operatorname{St} \operatorname{state}(s) \circ S t_{a}^{+, j}\right)\right)
\end{aligned}
$$

where $\left(a: O b j^{k} \rightarrow A c t\right) \in F U N, Y \subseteq X, \bar{Y}=Y_{1}, \ldots, Y_{k}$ is a sequence of the variable names of $Y$ with $\left(Y_{i}: O b j\right) \in \bar{Y}$ for $i=1, \ldots, k . S t_{a}^{-, j}, S t_{a}^{+, j} \in T_{S t, \Sigma}(Y)$ for all $j=1, \ldots, n$.

Thereby, the valid pair of axioms of $\mathrm{P}_{\mathcal{D}}^{a}$ is chosen wrt some situation $s$ of a model $\mathcal{M}$. To this end, let $S t_{a}^{-}(\phi)$ denote the term $S t_{a}^{-}$of axiom pair $\phi \in P_{\mathcal{D}}^{a}$. Then $\phi$ is valid in $s$ iff

1. $\mathcal{M} \models \operatorname{Holds}\left(S t_{a}^{-}(\phi), s\right) \sigma$ for some substitution $\sigma$, and
2. there is no $\phi^{\prime} \in \mathrm{P}_{\mathcal{D}}^{a}$ such that $\mathcal{M} \vDash \operatorname{Holds}\left(S t_{a}^{-}\left(\phi^{\prime}\right)\right.$, s) $\sigma^{\prime}$ for some substitution $\sigma^{\prime}$ and $S t_{a}^{-}(\phi) \sigma \circ t=S t S t_{a}^{-}\left(\phi^{\prime}\right) \sigma^{\prime}$ where $t \neq S t 1^{\circ}$.

Example 2.8.3 ( $\mathcal{F} \mathcal{C}_{L \leq}$ domain descriptions) Consider the signature and the state update axioms of Example 2.5.1. Instead of restricting the executability of action mv_brick $\left(x_{1}, y_{1}, x_{2}, y_{2}\right)$ as in Example 2.5.3, we may overrule the pair of precondition and state update axiom by a more specific one which can be applied if the location $\left(x_{2}, y_{2}\right)$ is not empty:

$$
\begin{aligned}
\forall\left(x_{1}, x_{2}:\right. & \text { XPos }),\left(y_{1}, y_{2}: \text { YPos }\right),(s: \text { Sit }) . \\
& \left(\text { Poss }\left(\text { mv_brick }\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Leftrightarrow\right. \\
& \text { Holds } \left.\left(\text { brick_at }\left(x_{1}, y_{1}\right) \circ \text { brick_at }\left(x_{2}, y_{2}\right), s\right)\right) .
\end{aligned}
$$

We may specify the state associated with the succeeding situation to be unchanged, e.g. in this case

$$
\begin{aligned}
\forall\left(x_{1}, x_{2}:\right. & \text { XPos }),\left(y_{1}, y_{2}: \text { YPos }\right),(s: \operatorname{Sit}) . \\
& \left(\text { Poss }\left(\operatorname{mv-brick}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Rightarrow\right. \\
& \left.\operatorname{state}\left(\operatorname{do}\left(\operatorname{mv} \operatorname{brick}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right)\right)=_{\text {St }} \operatorname{state}(s)\right) .
\end{aligned}
$$

Note that by Definition 2.8 .2 we may imagine a domain description and a situation where more than one pair of precondition and state update axiom is valid. This causes contradictions if the state equations of the valid state update axioms are not equivalent. To prevent such contradictions it should be ensured by the design of the domain description that the chosen precondition axiom is
unique in all considered situations. To design domain descriptions in such a way can be difficult and this problem is also referred to by the qualification problem, see [106].
Domain descriptions with a specificity relation may be translated into domain descriptions without a specificity relation requiring negation in action preconditions. Thereby the basic idea is to rewrite each pair $\phi$ of precondition and state update axiom in such a way that the precondition axiom reflects both the condition of applying $\phi$ and all the exceptions where another action description "overrules" $\phi$. To this end we consider for all pairs of elements $\phi_{j}, \phi_{i}(j \neq i)$ of $\mathrm{P}_{\mathcal{D}}^{a}$ the complete set $\left\{\sigma_{1}^{i}, \ldots, \sigma_{m_{i}}^{i}\right\}$ of unifiers for $S t_{a}^{-}\left(\phi_{i}\right)=S t S t_{a}^{-}\left(\phi_{j}\right) \circ v$. Since AC1 is finitary (by Proposition 2.2.1) this set is always finite. However, it has to be ensured that we only consider those substitutions where $S t_{a}^{-}\left(\phi_{i}\right)$ is a genuine sub-multiset of $S t\left(\phi_{j}\right) \circ v$ : If some substitution $\sigma$ of the complete set of unifiers substitutes $v$ by $1^{\circ}$ then $\sigma$ must not be considered and hence has to be removed. Otherwise, if $\sigma$ substitutes $v$ by some other variable $x$ then $\sigma$ has to be removed and instead a set

$$
\left\{(\sigma \backslash\{v \mapsto x\}) \cup\left\{v \mapsto f_{i}\left(x_{i}\right) \circ y_{i}\right\} \mid\left(f_{i}: \vec{T} \rightarrow F l\right) \in F U N \text { with fresh } x_{i}, y_{i}\right\}
$$

of unifiers has to be added. Since there is only a finite number of fluent symbols in a Fluent Calculus signature the set of unifiers is still finite. Then, using the resulting substitutions $\left\{\sigma_{1}^{\prime i}, \ldots, \sigma_{m_{i}}^{i i}\right\}$ for all $i \neq j$, we have a new axiom of the following form for each $\phi_{j} \in \mathrm{P}_{\mathcal{D}}^{a}$ :

$$
\begin{align*}
& \forall .(\forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a(\bar{Y}), s) \Leftarrow \\
& H o l d s\left(g\left(\phi_{j}\right), s\right) \wedge \\
& \neg \operatorname{Holds}\left(g\left(\phi_{1}\right) \sigma_{1}^{\prime \prime}, s\right) \wedge \cdots \wedge \neg \operatorname{Holds}\left(g\left(\phi_{1}\right) \sigma_{m_{1}}^{\prime 1}, s\right) \wedge \\
& \vdots  \tag{2.17}\\
& \neg H o l d s\left(g\left(\phi_{j-1}\right) \sigma_{1}^{\prime j-1}, s\right) \wedge \cdots \wedge \neg \operatorname{Holds}\left(g\left(\phi_{j-1}\right) \sigma_{m_{j-1}^{\prime}}^{\prime j-1}, s\right) \wedge \\
& \neg \operatorname{Holds}\left(g\left(\phi_{j+1}\right) \sigma_{1}^{\prime j+1}, s\right) \wedge \cdots \wedge \neg \operatorname{Holds}\left(g\left(\phi_{j+1}\right) \sigma_{m_{j+1}^{\prime j+1}}^{\prime j+s) \wedge}\right. \\
& \vdots \\
& \left.\neg \operatorname{Holds}\left(g\left(\phi_{n}\right) \sigma_{1}^{\prime n}, s\right) \wedge \cdots \wedge \neg \operatorname{Holds}\left(g\left(\phi_{n}\right) \sigma_{m_{n}}^{\prime n}, s\right)\right)
\end{align*}
$$

These axioms can be rewritten in the form as defined for the fragment $\mathcal{F C}_{L N}$ if we ensure that there is only one precondition axiom for each action $a$ in the domain. This can be achieved by substituting the term $a(\bar{Y})$ in the Axiom 2.17 for the pair $\phi_{j}$ with $a_{j}(\bar{Y})$ for the new action $a_{j}: O b j^{k} \rightarrow A c t$ (see the previous subsection for details on the effect of such a transformation). Then, by the completion semantics of logic programs with negation (as used in [70]) we have to substitute in the Axiom $2.17 \Leftarrow$ by $\Leftrightarrow$ to represent it using the semantics of Section 2.3. The resulting axiom is the precondition axiom for action $a_{j}$ in the new $\mathcal{F} \mathcal{C}_{L N}$ domain. The new state update axiom is simply defined as

$$
\begin{aligned}
\forall \bar{Y} \cdot(\forall(s: \operatorname{Sit}) \cdot( & \operatorname{Poss}\left(a_{j}(\bar{Y}), s\right) \Rightarrow \\
& \left.\left.\operatorname{state}\left(\operatorname{do}\left(a_{j}(\bar{Y}), s\right), s\right) \circ S t_{a}^{-, j}={ }_{S t} \operatorname{state}(s) \circ S t_{a}^{+, j}\right)\right)
\end{aligned}
$$

Example 2.8.4 ( $\mathcal{F C} \mathcal{C}_{L \leq}$ domain descriptions continued) The following two pairs of precondition and state update axioms are result of translating the $\mathcal{F} \mathcal{C}_{L \leq}$ domain of Example 2.8 .3 into $\mathcal{F C}_{L N}$ according to the above procedure:

```
\(\forall(s:\) Sit \(),\left(x_{1}, x_{2}:\right.\) XPos \(),\left(y_{1}, y_{2}:\right.\) YPos \()\).
    (Poss(mv_brick \(\left.{ }_{1}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Leftrightarrow\)
    Holds (brick_at \(\left.\left(x_{1}, y_{1}\right), s\right) \wedge\)
    \(\neg\) Holds (brick_at \(\left(x_{1}, y_{1}\right) \circ\) brick_at \(\left.\left.\left(x_{2}, y_{2}\right), s\right)\right)\)
\(\forall(s: S i t),\left(x_{1}, x_{2}: X P o s\right),\left(y_{1}, y_{2}:\right.\) YPos \()\).
    (Poss(mv_brick \(\left.{ }_{2}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Leftrightarrow\)
        Holds \(\left.\left(\operatorname{brick} \_a t\left(x_{1}, y_{1}\right) \circ \operatorname{brick\_ at}\left(x_{2}, y_{2}\right), s\right)\right)\)
\(\forall(s: S i t),\left(x_{1}, x_{2}: X P o s\right),\left(y_{1}, y_{2}: Y P o s\right)\).
    (Poss(mv_brick \(\left.{ }_{1}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Rightarrow\)
        \(\operatorname{state}\left(\operatorname{do}\left(\operatorname{mv-brick}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right)\right) \circ \operatorname{brick}-a t\left(x_{1}, y_{1}\right)\)
        \(=\) St state \((s) \circ\) brick_at \(\left.\left(x_{2}, y_{2}\right)\right)\)
\(\forall(s:\) Sit \(),\left(x_{1}, x_{2}: X P O S\right),\left(y_{1}, y_{2}:\right.\) YPos \()\).
    (Poss(mv_brick \(\left.{ }_{2}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right) \Rightarrow\)
    \(\left.\operatorname{state}\left(d o\left(\operatorname{mv-brick}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), s\right)\right)=\operatorname{St}_{\text {t }} \operatorname{state}(s)\right)\)
```

As a consequence of the translation described above, in terms of the associated transition systems $\mathcal{F} \mathcal{C}_{L N}$ domains are at least as expressive as $\mathcal{F} \mathcal{C}_{L \leq}$ domains. In fact, the possibility to use negation in precondition axioms of $\mathcal{F} \mathcal{C}_{L N}$ enables restricting not only the applicability of a particular state update axiom but also the executability of some action. According to [70] in $\mathcal{F} \mathcal{C}_{L \leq}$ an action is executable wrt some situation $s$ iff there is some pair $\phi$ of precondition and state update axiom such that its positive precondition is fulfilled in $s$. Instead, in $\mathcal{F C}_{L N}$ an action is executable in some situation $s$ iff there is some precondition axiom $\phi$ such that its positive and negative preconditions are fulfilled in $s$.

Example 2.8.5 ( $\mathcal{F C}_{L N}$ vs. $\left.\mathcal{F C}_{L \leq}\right)$ Let a set of transition systems be defined by the following $\mathcal{F C}_{L N}$ domain description:

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}(f, s) \wedge \neg \operatorname{Holds}(f \circ f, s)) . \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s))==_{\text {st }} \text { state }(s) \circ f\right) .
\end{aligned}
$$

We may depict the only model $\mathcal{M}$ of this domain where the initial situation has a successor situation (as defined by $\leq$ ) as follows:


This set of transition systems is not definable in $\mathcal{F C}_{L \leq}$. This is due to the fact that every action a that can be executed in $s 0$ and which leads to a state state (do(a,s0)) containing state(s0) as a sub-multiset must be also executable in do $(a, s 0)$.

### 2.9 Summary

In this chapter we have introduced the concepts of representing action and change in the Fluent Calculus. Our introduction is based on the most important historical roots of the Fluent Calculus: the Situation Calculus and the frame problem. We have also introduced the reasoning problems we want to focus on in this thesis. However, the approach we propose for analysis of Fluent Calculus domains is not limited to these problems.
Our formal presentation of the Fluent Calculus is very similar to the presentations given in recent work by other authors $[150,67]$ for the Fluent Calculus and $[145,119]$ for the Situation Calculus. According to these approaches the language used to specify a domain may be different from the language used to specify the reasoning problem. The domain specification consists of domain independent axioms and domain dependent axioms. Different fragments of the Fluent Calculus are defined by the structure of the domain dependent axioms. The fragments we have defined are inspired by previous work on representational issues, adapted to our framework. However, our approach for analysing Fluent Calculus domains is not limited to these fragments.
Our main contribution in this chapter is a general approach of associating transition systems to models of Fluent Calculus domains. So far, this has been done only for specific domains. The most important achievement of the general approach is the generic applicability of numerous results from the field of model checking to investigate decidability questions in the Fluent Calculus (see Chapter 5). However, the approach allows us also to compare the expressiveness of different Fluent Calculus fragments. This idea has proven fruitful as we achieved several new results in this chapter. We showed that under some circumstances non-deterministic domains can be transformed into deterministic ones and that solutions to the planning problem are (but solutions to the extended planning problem are not) invariant under this transformation. Similarly, we showed that under some circumstances domains with disjunctive precondition axioms can be transformed into domains without such axioms and that solutions to the planning problem and the extended planning problem are invariant under this transformation. Finally, we showed that $\mathcal{F} \mathcal{C}_{L N}$ is strictly more expressive than $\mathcal{F} \mathcal{C}_{L \leq}$.

## Part II

## Decidability of Reasoning

## Chapter 3

## Temporal Properties in the Fluent Calculus

In this section we discuss our approach for developing reasoning methods for the Fluent Calculus. At the same time, the section provides an overview of the second part of the thesis.

### 3.1 Reasoning by Model Checking

As mentioned before, the separation of an intelligent system into heuristic and epistemological components has been justified by introspection. Furthermore, it allows us to develop methods for each of the components independently. However, this separation can cause problems. Knowledge that is stored in the internal representation might have a strong influence on the reasoning process. But this knowledge can not control the reasoning appropriately, since the reasoning component is developed independently. On the other hand, we may "hardwire" the knowledge needed for control into the reasoning mechanism and thereby restrict the applicability of the heuristic component to previously defined domains. Then, instead of aiming to develop a single reasoning mechanism for all domains, we may develop several specialised sub-mechanisms such that each of them performs well only for a particular domain. Although none of these sub-mechanisms is powerful enough to solve every problem, all sub-mechanisms together might perform adequately ${ }^{1}$ for a wide range of problems even if the represented knowledge as a whole is not structured in a particular way.

A first sensible step to develop such specialised sub-mechanisms is to investigate the general possibility for automatic reasoning in particularly interesting domains. In other words, we investigate whether the satisfiability/validity of

[^17]queries about some domain description can be decided effectively by a computer. Of course, one could argue that even if a certain query were decidable it might be impossible to compute the answer efficiently. However, decidability is a first issue and future models of computing, e.g. quantum computing, might change today's view of what is actually feasible.
So far we have defined a number of Fluent Calculus fragments of different syntactic expressiveness as depicted in Figure 2.1. We have also defined a number of problem classes which we wish to solve automatically in these fragments, see Figure 2.2. To investigate decidability of these tasks we aim to apply results of model checking ${ }^{2}$ and as mentioned in Section 2.7. There we have also already demonstrated how to view models of Fluent Calculus domains as transition systems. This enables us to interpret formulas of modal/temporal logics, i.e. the common languages in the area of model checking, over models of Fluent Calculus domains. What is missing is the characterisation of formulas of the query logic by formulas of modal/temporal logics. Such a characterisation will allow us to reduce decidability questions for Fluent Calculus domains directly to decidability questions in model checking. To this end we show in the following sections that the query logic of Definition 2.6 .3 corresponds to the monadic second order logic over trees. Formulas of monadic second order logic that are invariant under bisimulation can be characterised by the propositional $\mu$-calculus. Smaller fragments of the bisimulation invariant monadic second order logic over trees correspond to other well known temporal logics. The relations we will establish between these modal/temporal logics and the query logic for $\mathcal{F C}$ will not only enable us to apply model checking results, they will also allow us to specify many important system properties in the simpler modal/temporal logics. Since these logics are highly specialised their formulas are much easier to understand than the corresponding formulas of the more general $\mathcal{F C}$ query logic. Hence, after having shown the correspondences formally in the next sections we will represent query logic formulas by their modal/temporal logic counterparts.

After succeeding in describing the considered reasoning tasks as problems of model checking, we need to investigate what results we may apply. To this end some common properties of most Fluent Calculus domains can guide our search. The most important properties follow from the fact that states are represented as commutative monoids (i.e. o can be read as the multiset union). Since the set of multisets even wrt. a finite alphabet is infinite, the set of states associated with a model of a Fluent Calculus domain is in general infinite as well. Model checking of infinite systems is inherently difficult and the interest in the field has recently grown. Despite of the difficulties some classes of systems have been studied, e.g. systems characterised by context-free processes, Petri nets, process algebras, and well-structured transition systems. Among these, Petri nets are particularly promising candidates for establishing relations with Fluent Calculus domains. This follows from the fact that their states are defined by multisets

[^18]as well. Hence, in Chapter 7 we define Petri nets formally and present a well known reasoning method based on the construction of the Karp-Miller tree. Furthermore, we show how the Fluent Calculus fragments $\mathcal{F} \mathcal{C}_{P L}$ and $\mathcal{F} \mathcal{C}_{P}$ relate to Petri nets. The relations are established by means of bisimulation. Since all modal/temporal properties we consider here are invariant under bisimulation this provides a very tight correspondence. Finally in Chapter 5 , we exploit this correspondence by investigating its consequences for decidability of the reasoning tasks of Figure 2.2. For the investigation of some of the tasks we will additionally consider classical models of computations like counter machines.
In this work we show that some reasoning task is actually decidable for some class of Fluent Calculus domains by reducing the task to a problem for which a decision procedure has been already provided. Such a decision procedure together with the reduction procedure is a calculus for the particular reasoning task of the Fluent Calculus. However, by applying the knowledge we gained from our investigation of decidability we may attempt to design a new decision procedure that can be applied directly to Fluent Calculus domains. We may hope that this new procedure is simpler as it does not require an additional reduction process. The development of such a specialised reasoning procedure is the goal of the third part of the work. Thereby we restrict ourselves to the development of a decision procedure for conjunctive planning problems in $\mathcal{F C}_{P L}$.

### 3.2 Monadic Second-Order Queries

A second order logic where quantification over predicates is restricted to those having arity 1 is usually called monadic second order logic (MSOL), e.g. [126]. A predicate of arity 1 represents a set of individuals. Consequently, quantification over unary predicates may be replaced by quantification over sets of individuals and the use of the relation $\in$ between individuals and sets of individuals.
If all individuals are interpreted as nodes of a tree and the signature of the MSOL contains special predicates $R$ to denote ancestor and successor relations and a set $P$ of unary first-order predicates then we denote the corresponding $M S O L$ by $\operatorname{MSOL}(R, P)$. For example, let $K(\mathcal{M}, L)=\left(S i t^{\mathcal{M}}, \rightarrow_{\mathcal{M}}, A c t^{\mathcal{M}}, \alpha_{\mathcal{M}}\right)$ denote the $L$-valued transition system associated with some model $\mathcal{M}$ of a Fluent Calculus domain $\mathcal{D}$ with signature $\Sigma$. Then $\operatorname{MSOL}\left(\{\leq \mathcal{M}\} \cup\left\{{ }^{\boldsymbol{a}} \mathcal{M} \mid a \in A c t^{\mathcal{M}}\right\}, L\right)$ denotes the monadic second-order logic over the tree defined by $K(\mathcal{M}, L)$ with the ancestor relation $\leq \mathcal{M}$, the successor relations $\left\{{ }^{a} \mathcal{M} \mid a \in A c t{ }^{\mathcal{M}}\right\}$ and the set $L$ of unary first-order predicates.

Now we show that the query language of Definition 2.6 .3 can be viewed as a monadic second-order logic. This helps us to apply some results relating (fragments of) monadic second order logic to well known modal/temporal logics. Formulas of these logics may then be used to characterise formulas of the query logic.

Proposition 3.2.1 (Monadic Second Order Logic) Given a domain description $\mathcal{D}$ for some Fluent Calculus signature $\Sigma, X$ some variable declaration $X$ wrt $\Sigma, Y$ some variable declaration of the form $(y: \mathcal{B})$, and $L \subseteq F_{(x: S i t), \Sigma}(X)$. Furthermore, let $\mathcal{M}$ be a model of $\mathcal{D}$ and $\mathcal{B}^{\mathcal{M}}=\mathcal{P}\left(\right.$ Sit $\left.^{\mathcal{M}}\right)$. Then, the query logic over $\Sigma$ wrt $X$ and $Y$ and $L$ is the monadic second order logic $\operatorname{MSOL}\left(\left\{\leq^{\mathcal{M}}\right\}\right.$ $\left.\cup\left\{\xrightarrow{a} \mathcal{M} \mid a \in A c t^{\mathcal{M}}\right\}, L\right)$.

Proof 3.2.1 As has been shown in Lemma 2.7.1, $K(\mathcal{M}, L)$ defines a $L$-valued transition system with root $s 0^{\mathcal{M}} . K(\mathcal{M}, L)$ represents a tree with the nodes $S i t^{\mathcal{M}}$. For all propositions $p \in L$, the value of $p$ only depends on the instantiation of some variable of sort Sit. Furthermore, according to Definition 2.6.3, all variables in formulas of the query logic are either bound in a formula of $L$ or they are interpreted as elements of $S i t^{\mathcal{M}}$ or $\mathcal{P}\left(\right.$ Sit $\left.^{\mathcal{M}}\right)$, respectively.

The most expressive propositional modal logic that is considered for model checking in the literature is the propositional $\mu$-calculus [80]. The great expressive power is a result of the use of an operator $\nu$ representing the greatest fixpoint of some monotonic functional describing the behaviour of a system in a particular state. For example, let $p$ denote some modal property and $a$ a transition. By $\nu x .(p \wedge\langle a\rangle x)$ we describe the greatest set of states such that the modal property $p$ is invariant under the transition labelled $a$.

Definition 3.2.1 Let $P$ be a set of propositions and $A$ a set of transitions. Then the propositional $\mu$-calculus wrt $P$ and $A$ is defined as follows. The set of formulas of the propositional $\mu$-calculus is the smallest set $L$ containing $P, X$, $\neg \phi, \phi \wedge \psi,\langle a\rangle \phi, \nu x . \phi$ where $X$ is a set of variables, $\phi, \psi$ are formulas in $L$, $a \in A$.

Let $\Theta=(S, \rightarrow, A, \alpha)$ be a $P$-valued transition system. $A$ valuation $\mathcal{V}$ assigns to each variable $x \in X$ a subset of $S$. Then we define a mapping $\|-\|_{\mathcal{V}}^{\Theta}$ from formulas of $L$ to sets of states as follows:

$$
\begin{aligned}
\|p\|_{\mathcal{V}}^{\Theta} & =\{s \mid s \in S \wedge \alpha(p, s)=\mathrm{T}\} \\
\|\neg \phi\|_{\mathcal{V}}^{\Theta} & =S \backslash\|\phi\|_{\mathcal{V}}^{\Theta} \\
\|\phi \wedge \psi\|_{\mathcal{V}}^{\Theta} & =\|\phi\|_{\mathcal{V}}^{\ominus} \cap\|\psi\|_{\mathcal{V}}^{\Theta} \\
\|\langle a\rangle \phi\|_{\mathcal{V}}^{\Theta} & =\left\{s \mid \exists s^{\prime} \in S \cdot s \xrightarrow{a} s^{\prime} \wedge s^{\prime} \in\|\phi\|_{\mathcal{V}}^{\Theta}\right\} \\
\|\nu x \cdot \phi\|_{\mathcal{V}}^{\ominus} & =\bigcup\left\{R \subseteq S \mid R \subseteq\|\phi\|_{\mathcal{V}[x / S]}^{\Theta}\right\}
\end{aligned}
$$

A closed formula $\phi$ is valid in $\Theta, \Theta \models \phi$, iff for all states s of $\Theta, s \in\|\phi\|^{\Theta}$.

By showing that every formula of the propositional $\mu$-calculus corresponds to some formula of the query logic we demonstrate the expressive power of the query logic. Furthermore, we may express reasoning tasks like the planning problem as formulas of the propositional $\mu$-calculus.

Note also that the propositional $\mu$-calculus respects bisimularity, i.e. if a formula is valid for some transition system it is also valid in all bisimilar systems. Assume we want to prove the validity of some formula $\phi$ of the query logic for the transition system $K(\mathcal{M}, L)$ associated with some model $\mathcal{M}$ of some Fluent Calculus domain description. To this end we may prove the validity of some formula $\phi^{\prime}$ of the propositional $\mu$-calculus which characterises $\phi$ for any transition system that is bisimilar to $K(\mathcal{M}, L)$.

Corollary 3.2.2 Given a model $\mathcal{M}$ of some domain description of the Fluent Calculus with signature $\Sigma, X$ some variable declaration $X$ wrt $\Sigma, Y$ some variable declaration of the form $(y: \mathcal{B})$. For every closed formula $\phi$ of the propositional $\mu$-calculus wrt some $L \subseteq F_{(x: S i t), \Sigma}(X)$ and Act ${ }^{\mathcal{M}}$ there exists a formula $\phi^{\prime}$ in the query logic over $\Sigma$ wrt $X$ and $Y$ and $L$, such that $K(\mathcal{M}, L) \models \phi$ iff $\mathcal{M} \vDash \phi^{\prime}$.

Proof 3.2.2 From Proposition 3.2 .1 follows that the above query logic is the monadic second order logic $\operatorname{MSOL}\left(\left\{\leq{ }^{\mathcal{M}}\right\} \cup\left\{{ }_{\rightarrow}^{a} \mathcal{M} \mid a \in A c t^{\mathcal{M}}\right\}, L\right)$. In [73] it has been shown that for every class $\mathcal{C}$ of transition systems definable by some closed formula $\phi$ of the $\mu$-calculus there exists a $M S O L(R, P)$ formula $\phi^{\prime}$ defining $\mathcal{C}$, where $R$ denotes denotes an ancestor and a set of successor relations and $P$ a set of unary first-order predicates. Consider $K(\mathcal{M}, L) \models \phi$. Then, with $R=\left\{\leq^{\mathcal{M}}\right\} \cup\left\{{\underset{\rightarrow}{\mathcal{M}}}_{\mathcal{M}} \mid a \in \operatorname{Act}{ }^{\mathcal{M}}\right\}$ and $P=L$ holds $\mathcal{M} \vDash \phi^{\prime}$. On the other hand, clearly, if $\mathcal{M} \vDash \phi^{\prime}$, then $K(\mathcal{M}, L) \in \mathcal{C}$.

Note that it can also be shown using [73] that for every formula of the bisimulation invariant fragment of the query logic of Proposition 3.2 .1 there exists an equivalent formula in the propositional $\mu$-calculus.

### 3.3 Monadic Path Queries

The interpretation of sets of individuals in a monadic second-order logic $\operatorname{MSOL}(R, P)$ may be restricted to those which form branches of the tree. The corresponding logic is called monadic path logic [57], denoted $M P L(R, P)$. Since the notion of a branch can be defined in $\operatorname{MSOL}(R, P)$ the monadic path logic $M P L(R, P)$ is a fragment of $\operatorname{MSOL}(R, P)$.
As a direct consequence of Proposition 3.2.1 and the restriction of $\mathcal{B}^{\mathcal{M}}$ to branches follows:

Corollary 3.3.1 (Monadic Path Logic) Given a domain description $\mathcal{D}$ for the Fluent Calculus with signature $\Sigma, X$ some variable declaration wrt $\Sigma$ and $Y$ a variable declaration of the form $(y: \mathcal{B})$ and $L \subseteq F_{(x: S i t), \Sigma}(X)$. Furthermore, let $\mathcal{M}$ be a model of $\mathcal{D}$ and $\mathcal{B}^{\mathcal{M}}$ be the set of all branches in $K(\mathcal{M}, L)$. Then, the query logic over $\Sigma$ wrt $X$ and $Y$ and $L$ is the monadic path logic $M P L\left(\left\{\leq^{\mathcal{M}}\right\}\right.$ $\left.\cup\left\{\xrightarrow{a}_{\mathcal{M}} \mid a \in A c t^{\mathcal{M}}\right\}, L\right)$.

Another popular temporal logic used for model checking is $C T L^{*}$ [33], also called full branching temporal time logic. It is strictly less expressive than the propositional $\mu$-calculus. However, formulas of $C T L^{*}$ are usually much easier to understand than their $\mu$-calculus counterparts since the definition of the semantics of $C T L^{*}$ formulas does not require the notion of fixpoint operators.
Here we present $C T L^{*}$ as in [112] considering finite and infinite runs. However, since in $\mathcal{F C}$ systems are described in an action oriented style, we consider a relativised next operator (a) instead of the unrelativised $X$.

Definition 3.3.1 Let $A$ be a set of transitions and $P$ a set of propositions. Then the computational tree logic CTL* wrt $\alpha$ and $A$ is defined as follows. The set of formulas of $C T L^{*}$ is the smallest set containing $P, \neg \phi, \phi \wedge \psi,(a) \phi, \phi U \psi$, $E \phi$, where $\phi, \psi$ are formulas and $a \in A$.
Let $\Theta=(S, \rightarrow, A, \alpha)$ be a P-valued transition system, $t$ a run and $s$ a state in $\Theta$. Then

1. $\Theta, s \models p$ iff $\alpha(p, s)=T$
2. $\Theta, s \models(\neg \phi)$ iff $\Theta, s \not \models \phi$
3. $\Theta, s \models(\phi \wedge \psi)$ iff $\Theta, s \models \phi$ and $\Theta, s \models \psi$
4. $\Theta, s \vDash E \phi$ iff there is a run $t^{\prime}$ such that $s=t_{0}^{\prime}$ and $\Theta, t^{\prime} \models \phi$
5. $\Theta, t \vDash p$ iff $\alpha\left(p, t_{0}\right)=\mathrm{T}$
6. $\Theta, t \vDash(\neg \phi)$ iff $\Theta, t \not \vDash \phi$
7. $\Theta, t \vDash(\phi \wedge \psi)$ iff $\Theta, t \vDash \phi$ and $\Theta, t \vDash \psi$
8. $\Theta, t \vDash(a) \phi$ iff $\Theta, t_{\geq 1} \vDash \phi$ and $t_{0} \xrightarrow{a} t_{1}$,
9. $\Theta, t \vDash \phi U \psi$ iff there is some $i \geq 0$ such that $\Theta, t_{\geq i} \vDash \psi$ and for each $j$, if $0 \leq j<i$ then $\Theta, t_{\geq j} \vDash \phi$

A formula $\phi$ is valid in $\Theta, \Theta \models \phi$, iff for all states $s$ of $\Theta, \Theta, s \vDash \phi . \phi$ is satisfiable in $\Theta$ iff there is a state $s$ of $\Theta$, such that $\Theta, s \models \phi$.

The following abbreviations will be used: $F \phi \stackrel{\text { def }}{=} T U \phi, G \phi \stackrel{\text { def }}{=}(\neg F(\neg \phi)), A \phi \stackrel{\text { def }}{=}$ $(\neg E(\neg \phi))$.
Just as formulas of the propositional $\mu$-calculus correspond to formulas of $M S O L$, $C T L^{*}$ formulas correspond to formulas of the monadic path logic. Consequently, we may use $C T L^{*}$ to characterise a weaker fragment of the query logic.

Corollary 3.3.2 (CTL*) Given a model $\mathcal{M}$ of some domain description of the Fluent Calculus with signature $\Sigma, X$ a variable declaration wrt $\Sigma, L \subseteq$ $F_{(x: S i t), \Sigma}(X)$. For every formula $\phi$ of the temporal logic $C T L^{*}$ wrt $L$ and $A c t^{\overline{\mathcal{M}}}$ there exists a formula $\phi^{\prime}$ in the query logic of Corollary 3.3.1, such that $K(\mathcal{M}, L), s 0^{\mathcal{M}} \models \phi$ iff $\mathcal{M} \models \phi^{\prime}$.

Proof 3.3.1 In [57] it has been shown, that for every finitely branching tree $t$ with root $\epsilon$ and for every $C T L^{*}$ formula $\phi$ exists a formula $\phi^{\prime}$ in $\operatorname{MPL}\left(\left\{\leq^{\mathcal{M}}\right\}\right.$ $\left.\cup\left\{{ }^{a} \mathcal{M} \mid a \in A c t^{\mathcal{M}}\right\}, L\right)$, such that $t, \epsilon \vDash \phi$ iff $t \vDash \phi^{\prime}$. This result has been generalised to include infinitely branching trees in [112]. Since $K(\mathcal{M}, L)$ represents a tree with root $s 0^{\mathcal{M}}$ and with Corollary 3.3.1, $K(\mathcal{M}, L), s 0^{\mathcal{M}} \models \phi$ iff $\mathcal{M} \vDash \phi^{\prime}$.

Again, it can be shown using the expressive completeness result of [112] that for every formula of the bisimulation invariant fragment of the query logic of Corollary 3.3.1 there exists an equivalent formula in $C T L^{*}$.

## 3.4 $C T L_{U}$ Queries

If quantification over sets of individuals or predicates, respectively, in $M S O L$ is not allowed, the resulting logic is a first-order logic, called first-order logic over trees, denoted $F O L(R, P)$, where $P$ and $R$ are defined as for the general $M S O L$. Since $F O L\left(\{\leq \mathcal{M}\} \cup\left\{\rightarrow_{\mathcal{M}}^{a} \mid a \in A c t^{\mathcal{M}}\right\}, L\right)$ is a fragment of $\operatorname{MSOL}(\{\leq \mathcal{M}\} \cup\{\xrightarrow{a} \mathcal{M} \mid$ $\left.\left.a \in A c t^{\mathcal{M}}\right\}, L\right)$ we can follow from the restriction to first-order predicates and Proposition 3.2.1:

Corollary 3.4.1 (First Order Logic) Given a domain description $\mathcal{D}$ for the Fluent Calculus with signature $\Sigma, X$ a variable declaration wrt $\Sigma$ and $Y=\emptyset$, $L \subseteq F_{(x: S i t), \Sigma}(X)$. Furthermore, let $\mathcal{M}$ be a model of $\mathcal{D}$. Then, the query logic over $\Sigma$ wrt $X$ and $Y$ is the first order logic over trees denoted by $F O L\left(\left\{\leq^{\mathcal{M}}\right\}\right.$ $\left.\cup\left\{\xrightarrow{a} \mathcal{M} \mid a \in A c t^{\mathcal{M}}\right\}, L\right)$.

Since the notion of a run is not definable in first order logic (as the set of runs is not enumerable), it is difficult to compare branching time temporal logics like $C T L^{*}$ to $F O L$. However, some interesting formulas in $C T L^{*}$ do not require to distinguish between runs. In particular, both the planning problem and the extended planning problem can be stated as satisfiability and validity, respectively, of $C T L^{*}$ formulas that do not require the notion of a run. In the following we define an appropriate fragment of $C T L^{*}$, or more precisely of $C T L$ [33]. We call this fragment $C T L_{U}$ as the use of the operator $U$ is restricted.

Definition 3.4.1 (CTLU) Let $A$ be a set of transitions and $P$ a set of propositions. Then the logic $C T L_{U}$ wrt $A$ and $P$ is defined as follows. The set of
formulas of $C T L_{U}$ is the smallest set containing $P, \neg \phi, \phi \wedge \psi, E(a) \phi, E \phi U \psi$, where $\phi, \psi$ are formulas and $a \in A$.
The semantics of the operators is defined as in Definition 3.3.1.
To show that $C T L_{U}$ formulas indeed characterise some $F O L$ formulas we define the following mapping:

Definition 3.4.2 We define $\Lambda$, mapping $C T L_{U}$ formulas and atomic propositions of $p \in L$ with $L \subseteq F_{(x: S i t), \Sigma}(X)$ to formulas of $F O L\left(\{\leq \mathcal{M}\} \cup\left\{\xrightarrow{a}_{\mathcal{M}} \mid a \in\right.\right.$ Act $\left.{ }^{\mathcal{M}}\right\}, L$ ) as follows.

$$
\begin{aligned}
& \Phi(p, s) \equiv p\{x \mapsto s\} \\
& \Phi(\neg \phi, s) \equiv \neg \Phi(\phi, s) \\
& \Phi\left(\phi_{1} \wedge \phi_{2}, s\right) \equiv \Phi\left(\phi_{1}, s\right) \wedge \Phi\left(\phi_{2}, s\right) \\
& \Phi(E(a) \phi, s) \equiv \exists\left(s^{\prime}: \text { Sit }\right) \cdot\left(s \rightarrow s^{\prime} \wedge \Phi\left(\phi, s^{\prime}\right)\right) \\
& \Phi(E \phi U \psi, s) \equiv \exists\left(s^{\prime}: \text { Sit }\right) \cdot\left(s \leq s^{\prime} \wedge \Phi\left(\psi, s^{\prime}\right) \wedge\right. \\
&\left.\forall\left(s^{\prime \prime}: \operatorname{Sit}\right) \cdot\left(s \leq s^{\prime \prime} \wedge s^{\prime \prime}<s^{\prime} \Rightarrow \Phi\left(\phi, s^{\prime \prime}\right)\right)\right) .
\end{aligned}
$$

The following proposition enables for characterisation of some first order formulas of the query logic by $C T L_{U}$. Thereby the proposition gives a hint to the expressive power of the (first-order) query logic originally proposed for Fluent Calculus and Situation Calculus domains [109].

Proposition 3.4.2 Given a model $\mathcal{M}$ of some domain description of some Fluent Calculus signature $\Sigma, X$ a variable declaration wrt $\Sigma, L \subseteq F_{(x: S i t), \Sigma}(X)$. For every formula $\phi$ of the temporal logic $C T L_{U}$ wrt $L$ and $A c t^{\mathcal{M}}$ there exists a formula $\phi^{\prime}$ in the logic $F O L\left(\{\leq \mathcal{M}\} \cup\left\{\xrightarrow{a}_{\mathcal{M}} \mid a \in A c t^{\mathcal{M}}\right\}, L\right)$, such that $K(\mathcal{M}, L), s 0^{\mathcal{M}} \models \phi$ iff $\mathcal{M} \models \phi^{\prime}$.

Proof 3.4.1 Consider a mapping $\Lambda$ of $C T L^{*}$ formulas to $M P L\left(\{\leq \mathcal{M}\} \cup\left\{{ }^{a}{ }_{\mathcal{M}} \mid\right.\right.$ $\left.\left.a \in A c t^{\mathcal{M}}\right\}, L\right)$ as in [57]. Then the following equivalences ensure that $\mathrm{E}(a)$ can be expressed without referring to branches in the tree:

$$
\begin{aligned}
& K(\mathcal{M}, L), s \models \mathrm{E}(a) \phi \\
& \quad \text { iff } \mathcal{M}, y \mapsto s \vDash \exists(x: \mathcal{B}) .\left(y \in x \wedge \exists\left(s^{\prime}: \text { Sit }\right) .\left(s^{\prime} \in x \wedge y \xrightarrow{a} s^{\prime} \wedge \Lambda\left(\phi, s^{\prime}\right)\right)\right) \\
& \text { iff } \mathcal{M}, y \mapsto s \vDash \exists\left(s^{\prime}: \text { Sit }\right) .\left(y \xrightarrow{a} s^{\prime} \wedge \Lambda\left(\phi, s^{\prime}\right)\right) \\
& \text { iff } \mathcal{M}, y \mapsto s \vDash \Phi(\mathrm{E}(a) \phi, y)
\end{aligned}
$$

The simplification is valid since from $y \xrightarrow{a} s^{\prime}$ and follows that there is a branch $x \in \mathcal{B}$ such that $y \in x$ and $s^{\prime} \in x$ (as $\mathcal{B}$ contains all branches of the tree).
Similarly $\mathrm{E} \phi U \psi$ can be expressed without referring to branches in the tree:

$$
\begin{gathered}
K(\mathcal{M}, L), s \models \operatorname{E} \phi U \psi \\
\quad \text { iff } \quad \mathcal{M}, y \rightarrow s \vDash \exists(x: \mathcal{B}) .\left(y \in x \wedge \exists\left(s^{\prime}: \text { Sit }\right) .\left(s^{\prime} \in x \wedge y \leq s^{\prime} \wedge \Lambda\left(\psi, s^{\prime}\right) \wedge\right.\right. \\
\left.\left.\forall\left(s^{\prime \prime}: \text { Sit }\right) .\left(s \leq s^{\prime \prime} \wedge s^{\prime \prime}<s^{\prime} \Rightarrow \Lambda\left(\phi, s^{\prime \prime}\right)\right)\right)\right) \\
\text { iff } \quad \mathcal{M}, y \rightarrow s \vDash \exists\left(s^{\prime}: \text { Sit }\right) \cdot\left(y \leq s^{\prime} \wedge \Lambda\left(\psi, s^{\prime}\right) \wedge\right. \\
\left.\forall\left(s^{\prime \prime}: \text { Sit }\right) .\left(s \leq s^{\prime \prime} \wedge s^{\prime \prime}<s^{\prime} \Rightarrow \Lambda\left(\phi, s^{\prime \prime}\right)\right)\right) \\
\text { iff } \quad \mathcal{M}, y \rightarrow s \vDash \Phi(\operatorname{E} \phi U \psi, y)
\end{gathered}
$$

Again, the simplification is valid since from $y \xrightarrow{a_{7}} s_{1}, s_{1} \xrightarrow{a_{2}} s_{2}, \ldots, s_{n-1} \xrightarrow{a_{n}} s^{\prime}$ follows that there is a branch $x \in \mathcal{B}$ such that $y \in x, s_{1} \in x, \ldots, s^{\prime} \in x$.
Let $\phi$ be a formula of $C T L_{U}$, then for the formula $\phi^{\prime} \equiv \exists(r:$ Sit $) .(\forall(s:$ Sit $) . r \leq$ $s \wedge \Phi(\phi, r))$ holds clearly $K(\mathcal{M}, L), s 0_{\mathcal{M}} \vDash \phi$ iff $\mathcal{M} \vDash \phi^{\prime}$.

Using the logic $C T L_{U}$ we may represent the planning problem as defined by Query 2.9 by satisfiability of the simple formula

$$
\begin{equation*}
\lambda_{0} \wedge E F \lambda_{e} \tag{3.1}
\end{equation*}
$$

The extended planning problem of Query 2.11 may be represented by validity of

$$
\begin{equation*}
\lambda_{0} \Rightarrow \mathrm{EF} \lambda_{e} \tag{3.2}
\end{equation*}
$$

Example 3.4.1 (Airport continued) Consider our airport domain of Example 2.5.4. Assume that in the initial state no plane has landed, no passenger has arrived yet, one runway and four bays are available (the number of planes queueing is unknown). We would like to know whether there is an action sequence that causes precisely 22 passenger units to arrive. This planning problem can be encoded as a $C T L_{U}$ formula as follows:

$$
\begin{aligned}
& \left.\frac{\text { Holds }\left(\text { runway } \circ \text { bay }^{4}\right) \wedge}{\text { Holds }(\text { runway }} \circ \circ \text { bay }^{5} \circ \text { passenger } \circ \text { plane___b } \circ \text { plane___s }\right)
\end{aligned}
$$

If we only like to know whether an action sequences exists which causes at least 22 passenger units to arrive then the question can be represented as a conjunctive planning problem, i.e. a planning problem without negative propositions in the goal:

$$
\begin{aligned}
& \left.\frac{\text { Holds }\left(\text { runway } \circ \text { bay }^{4}\right) \wedge}{\text { Holds }(\text { runway }}{ }^{2} \circ \text { bay }^{5} \circ \text { passenger } \circ \text { plane_ } \_ \text {b } \circ \text { plane_l_s }\right) \wedge \\
& \text { EFHolds }\left(\text { passenger }{ }^{2}\right) .
\end{aligned}
$$

Now let us assume that in the above initial state the exact number of available bays is unknown, but there is at least one. We would like to know whether there is an action sequence for each possible initial state that causes precisely 22 passenger units to arrive. This is an extended planning problem which can be represented in $C T L_{U}$ as follows:

Holds(runway o bay) ^
$\overline{H o l d s(r u n w a y}{ }^{2} \circ$ passenger o plane_l_bo plane_l_s) $\Rightarrow$ $E F\left(\right.$ Holds $\left(\right.$ passenger $\left.\left.{ }^{22}\right) \wedge \overline{H o l d s\left(\text { passenger }{ }^{23}\right)}\right)$.

Note that a decision procedure for satisfiability of $\phi \wedge \mathrm{EF} \psi$ may also be used to decide validity of $\phi \Rightarrow \mathrm{AG} \neg \psi$ and a decision procedure for validity of $\phi \Rightarrow \mathrm{EF} \psi$ to decide satisfiability of $\phi \wedge \mathrm{AG} \neg \psi$.
The characterisation of models of $\mathcal{F C}$ domain descriptions by transition systems together with the characterisation of queries by expressions of modal/temporal logics we are now ready to investigate suitable classes of transition systems, i.e. classes that suggest strong relations to particular $\mathcal{F C}$ fragments and for which many results concerning model checking have been achieved.

## Chapter 4

## The Fluent Calculus and Petri nets

The formal and graphical language of Petri nets has been developed in [116]. Petri nets are used to model concurrent systems. They allow the specification of infinite state systems and are true generalisations of finite state automata. After many years of research about Petri nets their theory is well developed. In this chapter we will establish tight relationships between $\mathcal{F \mathcal { C } _ { P L }}, \mathcal{F} \mathcal{C}_{P}$ and classes of Petri nets. As we will show in Chapter 5 , these relationships are very fruitful since they allow us to answer many decidability problems in the Fluent Calculus theory with the help of their Petri net counterparts.

### 4.1 Petri nets

In the following, basic concepts of Petri net theory are defined. The underlying idea is that a concurrent system consists of processes. For execution a process requires certain system resources. During execution the required resources are blocked by the executed process, i.e. they can not be used by other processes. After execution some of the blocked resources may not be available any more and new resources may have been created.

Definition 4.1.1 A tuple $\mathcal{P}=\left(P, T, E, W, m_{0}\right)$ is called a Petri net if

1. $P$ and $T$ are non-empty finite disjoint sets of vertices, elements of $P$ are called places and elements of $T$ are called transitions. $E \subseteq(P \times T) \cup(T \times P)$ is a set of edges.
2. $W: E \rightarrow \mathbb{N}^{+}$, which is called $a$ weight function.
3. A mapping $m: P \rightarrow \mathbb{N}$ is called a marking. $m_{0}$ is a marking, called the initial marking. The set $\mathbb{N}^{P}$ of vectors is understood as the set of all markings.

The set of transitions in Petri nets is used to model processes of the concurrent system and places represent different types of system resources. The weight function together with the set of edges expresses how many resources of what type are blocked, used and generated by some process. The actual amount of available resources of each type is modelled by a marking. Consequently, a marking denotes the state of a concurrent system where only the available resources are considered.
Petri nets are usually represented graphically by depicting places and transitions as vertices and edges as directed connections between them. Weights of edges are represented as labels if different from 1 . The number associated with a place by a marking is depicted by an appropriate number of so called tokens on this place.

Example 4.1.1 (Airport continued) Consider the airport model of Example 2.2.2 and Example 2.5.4. The number of small planes and big planes queueing is represented by the places plane_q_s and plane_q_ $b$. The transitions queue_s and queue_b model the arrival of the planes. The bay capacity is represented by the tokens on place bay. Landing is modelled by the transitions land_b and land_s for big and small planes, respectively. The tokens on the places plane_l_b and plane_l_s model the number of planes at the airport. Passenger units are modelled by the tokens on the place passenger. The takeoff is described by the transitions take_off_b (big plane) and take_offs (small plane). The runway is modelled by the place runway. In Figure 4.1 we consider the state of an airport system where three planes are queueing (two big planes and one small plane), four bays are available, no plane has got permission to land and one runway is available for takeoff.

The actual meaning of condition, effect and changing depends on the chosen semantics for Petri nets. Here, we consider only the most popular semantics in Petri net theory - interleaving. As it turns out, interleaving corresponds to the standard semantics of action execution in the Fluent Calculus.

## Interleaving

In the following we will also denote a marking as a vector $m \in \mathbb{N}^{P}$. We will also use a partial ordering on vectors of integers: $m \geq m^{\prime}$ for two markings $m$ and $m^{\prime}$ iff $m(p) \geq m^{\prime}(p)$ for all places $p \in P$.
According to the interleaving semantics, a marking may change only if there is a single transition causing this change.


Figure 4.1: The airport example as Petri net.

Definition 4.1.2 (Interleaving semantics) Let ( $P, T, E, W, m_{0}$ ) be a Petri net. Condition, effect and change are defined for each transition $t \in T$ and place $p \in P$ by

- $t^{-}(p)=W((p, t))$,
- $t^{+}(p)=W((t, p))$,
- $\delta t(p)=t^{+}(p)-t^{-}(p)$, respectively.

A transition $t \in T$ is enabled at a marking $m$ iff $t^{-} \leq m$. If an enabled transition $t$ is fired, for the new marking $m^{\prime}$ holds $m^{\prime}=m+\delta t$.

In the Example 4.1.1, the condition land_ $b^{-}$of firing transition land_ $b$ is given by land_b $b^{-}($bay $)=2$, land_ $b^{-}($plane_q- $b)=1$, land_ $b^{-}$(runway $)=1$, and land_- $b^{-}(p)=0$ for $p \in\{$ plane_q_s, plane_l_b, plane_l_b, passenger $\}$.
The effect land_b $b^{+}$is defined by land_b $b^{+}($runway $)=1$, land_ $b^{+}($passenger $)=5$, land_b ${ }^{+}($plane_l_b $)=1$, and land_ $b^{+}(p)=0$ for all other places $p$.
Consequently, for the change sland_b follows that $\delta$ land_b (passenger) $=5$, $\delta$ land_b $($ bay $)=-2$, סland_b $($ plane_q_ $b)=-1$, Sland_b $($ plane_l_ $b)=1$, and $\delta$ land_b $(p)=0$ for all other places $p$.
The above definitions can be generalised to describe the subsequent execution of several transitions. Like $t^{-}$describes the minimal marking for the transition $t$ to be enabled $\tau^{-}$describes the minimal marking for a sequence $\tau$ of transitions
to be enabled. For $\tau$ to be enabled in some marking the first transition must be enabled and the remaining transition sequence must be enabled after executing the first transition. Consequently, the minimal marking $\tau^{-}$is given by the minimal marking enabling both (characterised mathematically by componentwise max) the first transition and the remaining sequence adjusted by the effect of the first transition (which may produce or consume tokens required for the remaining sequence).

Definition 4.1.3 Let $\left(P, T, E, W, m_{0}\right)$ be a Petri net and $t \in T$. The transition of the marking $m$ to $m^{\prime}$ by firing the enabled transition $t$ is denoted as $m[t\rangle m^{\prime}$.

For finite transition sequences $\tau=t_{1} \cdots t_{n}$ with $t_{i} \in T$ for $1 \leq i \leq n$ we define $\delta,{ }^{+}$, - inductively:

1. if $n=0, \tau$ is enabled in any marking $m, \delta \tau=\tau^{-}=\tau^{+}=\overrightarrow{0}$,
2. if $n>0, \tau^{-}=\max \left(t_{1}^{-},\left(t_{2} \cdots t_{n}\right)^{-}-\delta t_{1}\right)$, $\delta \tau=\delta t_{1}+\delta\left(t_{2} \cdots t_{n}\right), \tau^{+}=$ $\delta \tau+\tau^{-} . \tau$ is enabled in the marking $m$ iff $t_{1}$ is enabled in $m$ and $t_{2} \cdots t_{n}$ is enabled in $m+\delta t_{1}$

We write $m[\tau\rangle m^{\prime}$ iff $m^{\prime}=m+\delta \tau$ and $\tau$ is enabled in $m .[\tau\rangle$ denotes the relation on $\mathbb{N}^{P} \times \mathbb{N}^{P}$ such that $\left(m, m^{\prime}\right) \in[\tau\rangle$ iff $m[\tau\rangle m^{\prime}$.

## Characterisations of Petri nets

All possible behaviours of a Petri nets system can be described by the notion of the reachability tree of the system if an initial marking is given. The set of reachable markings of a Petri net, which is part of the information contained in the reachability tree, is often used to classify the system.

Definition 4.1.4 Let $\mathcal{P}=\left(P, T, E, W, m_{0}\right)$ be a Petri net. We define the reachability tree, $R T(\mathcal{P})$, inductively as follows:

1. Let $m_{0}$ be the marking of the root node.
2. For every node $n$ of $R T(\mathcal{P})$ labelled by some marking $m$ and for every transition $t$ which is enabled in $m$, add a node $n^{\prime}$ marked $m^{\prime}$ such that $m[t\rangle m^{\prime}$ and add an arc from $n$ to $n^{\prime}$ labelled $t$.

The set $\Re\left(m_{0}, \mathcal{P}\right)$ of all markings of $R T(\mathcal{P})$ is called the reachability set of $\mathcal{P}$.

If the behaviour of a Petri net has to be investigated, many propositions about markings can be reduced to the question whether the marking covers another one as defined in the following:

Definition 4.1.5 Let $\left(P, T, E, W, m_{0}\right)$ be a Petri net. Then the mapping $\alpha$ : $\mathbb{N}^{P} \times \mathbb{N}^{P} \rightarrow\{T, \perp\}$ is defined for $m, n \in \mathbb{N}^{P}$ as follows: $\alpha(m, n)=T$ iff $m \leq n$. We say also $n$ covers $m$.
Let $K\left(\mathcal{P}, \mathbb{N}^{P}\right)=\left(\Re\left(m_{0}, \mathcal{P}\right), \rightarrow, T, \alpha\right)$, where $\rightarrow$ denotes the set of relations $\xrightarrow{t}$ with $\left(m, m^{\prime}\right) \in \xrightarrow{t}$ iff $m[t\rangle m^{\prime}$ for $m, m^{\prime} \in \Re\left(m_{0}, \mathcal{P}\right)$.

The significance of covering of some marking $m$ in Petri nets results from the fact that whenever a transition sequence can be fired in $m$ it can be fired in all markings $m^{\prime}$ which cover $m$, for example land_ $b$ can be fired in all markings covering $m$ with $m($ bay $)=2, m($ plane_q_ $b)=1, m($ runway $)=1$, and $m(p)=0$ for all other places $p$.
Clearly, a Petri net defines a $\mathbb{N}^{P}$-valued transition system according to Definition 2.7.1:

Proposition 4.1.1 Let $\mathcal{P}=\left(P, T, E, W, m_{0}\right)$ be a Petri net. Then $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ is a $\mathbb{N}^{P}$-valued transition system.

To distinguish an element $m$ of $\mathbb{N}^{P}$ with its algebraic properties from the proposition $m$ in a $\mathbb{N}^{P}$-valued transition system we write instead covered $(m)$ if we refer to $m$ being a proposition (where $\alpha(\operatorname{covered}(m), n) \stackrel{\text { def }}{=} \alpha(m, n)$ ).
In the following subsections we show correspondences between different Fluent Calculus fragments and appropriate instances of Petri nets. In particular, we will use the following definition of 1-safe Petri nets as it can be found in, e.g. [10].

Definition 4.1.6 A Petri net $\left(P, T, E, W, m_{0}\right)$ is called 1 -safe iff

1. $\forall m \in \Re\left(m_{0}, \mathcal{P}\right) . m \leq \overrightarrow{1}$
2. $\forall e \in E . W(e)=1$

We describe a 1-safe Petri net also as a tuple ( $\left.P, T, E, m_{0}\right)$.

### 4.2 Coverability Analysis of Petri nets

The coverability problem is a classical problem in Petri net theory and is also sometimes referred to as the control-state reachability problem. The question is: given a marking $m$ is there a marking $m^{\prime}$ in $\Re\left(m_{0}, \mathcal{P}\right)$ which covers $m$, i.e., $m^{\prime} \geq m$. We may represent this problem as a particular conjunctive planning problem wrt. the $\mathbb{N}^{P}$-valued transition system associated with some Petri net:

$$
\begin{equation*}
\operatorname{covered}\left(m_{0}\right) \wedge \neg\left(\bigvee_{p \in P} \operatorname{covered}\left(m_{0}+\epsilon^{p}\right)\right) \wedge E F \operatorname{covered}(m) \tag{4.1}
\end{equation*}
$$

Thereby $\epsilon^{p}$ denotes the mapping $P \rightarrow \mathbb{N}$ where $\epsilon^{p}(q)=0$ for all $q \in P$ with $q \neq p$ and $\epsilon^{p}(p)=1$. Consequently, the sub-formula $m_{0} \wedge \neg\left(\bigvee_{p \in P} \operatorname{covered}\left(m_{0}+\epsilon^{p}\right)\right)$ of Formula 4.1 before the temporal operator is valid for some marking $m^{\prime}$ of the transition system iff $m_{0}=m^{\prime}$. The sub-formula EF covered $(m)$ states that there is a branch where $m$ is covered, eventually.
This and many other interesting properties of Petri nets can be investigated using the so-called Karp-Miller tree resulting from the following algorithm ${ }^{1}$, first defined in [76]. The Karp-Miller tree is a finite abstraction of the set of reachable markings $\Re\left(m_{0}, \mathcal{P}\right)$ in the sense that every element of the possibly infinite set of reachable markings of the Petri net $\mathcal{P}$ is represented by some node in the finite Karp-Miller tree of $\mathcal{P}$. On the other hand, a node of the Karp-Miller tree may also represent markings that can not be reached. However, we can decide whether it is possible to cover some arbitrary marking $m^{\prime}$ in $\mathcal{P}$ simply by checking whether a node in the Karp-Miller tree covers $m^{\prime}$. Relevant information is not lost since a node in the Karp-Miller tree represents only a marking $m$ that cannot be reached if a marking $m^{\prime}$ can be actually reached which covers $m$. Also, from the Karp-Miller tree we cannot find the set of smallest covering markings, but we can find some covering marking if one exists.
The Karp-Miller tree uses abstract markings, called pseudo-markings to represent certain sets of markings. Pseudo-markings are functions from $P$ to $\mathbb{N} \cup\{\omega\}$. We also define $\forall n \in \mathbb{N}: \omega>n$ and $\omega+n=\omega-n=\omega+\omega=\omega$. Using this we also extend the notation $m\left[t_{1} \cdots t_{k}\right\rangle m^{\prime}$ for such markings in the obvious way.

## Algorithm 4.2.1 (Karp-Miller Tree)

Input: a Petri net $\mathcal{P}=\left(P, T, E, W, m_{0}\right)$, a name $r$ for the root node
Output: a tree $R T$ of nodes labelled by pseudo-markings
Initialisation: set $U:=\left\{\operatorname{node}\left(r, m_{0}\right)\right\}$ of unprocessed nodes
while $U \neq \emptyset$
select some $(k, m) \in U$;
$U:=U \backslash\{(k, m)\} ;$
if there is no ancestor node $\left(k_{1}, m_{1}\right)$ of $(k, m)$ with $m=m_{1}$ then
$m_{2}=m ;$
for all ancestors $\left(k_{1}, m_{1}\right)$ of $(k, m)$ such that $m_{1}<m$ do
for all places $p \in P$ such that $m_{1}(p)<m(p)$ do $m_{2}(p)=\omega$;
$m:=m_{2}$;
for every transition $t$ such that $m[t\rangle m^{\prime}$ do
create node ( $k^{\prime}, m^{\prime}$ );
create arc labelled $t$ from $(k, m)$ to $\left(k^{\prime}, m^{\prime}\right)$;

$$
U:=U \cup\left(k^{\prime}, m^{\prime}\right)
$$

[^19]The main idea of the algorithm is to simulate a Petri net $\mathcal{P}$ until one reaches a marking which is greater or equal than a preceding one. If the marking is strictly greater, then one will generalise the marking by inserting $\omega$ 's for all places where the number of tokens has actually increased. Simulation will then proceed using this new pseudo-marking. For example, if one can reach a marking $m_{2}=\langle 1,3,2,2\rangle$ from $m_{1}=\langle 1,0,2,1\rangle$ by firing a certain sequence of transitions $t_{1} \cdots t_{n}$, the algorithm will proceed from the pseudo-marking $\langle 1, \omega, 2, \omega\rangle$. The introduction of $\omega$ 's is justified by the monotonicity of Petri nets. I.e. whenever a transition sequence $\tau$ with $\delta \tau \geq \overrightarrow{0}$ is enabled in some marking $m$, then $\tau$ is enabled in the marking $m^{\prime}$ with $m[\tau\rangle m^{\prime}$. If, additionally, $\delta \tau(p)>0$ for some place $p$, then by repeatedly firing $\tau$ we may increase the number of tokens at place $p$ arbitrarily. In the above example, the repeated firing of the sequence $t_{1} \cdots t_{n}$ can be used to generate arbitrarily large number of tokens in the places 2 and 4.

## $4.3 \quad \mathcal{F C}_{P L}$ and Petri nets

Now we are ready to define a mapping from models $\mathcal{M}$ of domain descriptions $\mathcal{D}$ to Petri nets. Basically, fluents are mapped to places and actions are mapped to transitions. However, the weight function has to reflect both conditions and (positive and negative) effects of the execution of actions. Note that we cannot map domain descriptions to Petri nets, since they do not associate a particular state with the initial situation $s 0$.

Definition 4.3.1 ( $\mathcal{F} \mathcal{C}_{P L} \rightarrow$ Petri nets) Let $\mathcal{D}$ be a domain description in $\mathcal{F} \mathcal{C}_{P L}$ and let $\mathcal{M}$ be a model of $\mathcal{D}$. Then, by $\mathcal{P}(\mathcal{D}, \mathcal{M})$ we define a mapping of $\mathcal{M}$ and $\mathcal{D}$ to a Petri net $\left(P, T, E, W, m_{0}\right)$, such that

1. $P=F l^{\mathcal{M}}, T=A c t^{\mathcal{M}}$,
2. let $\operatorname{Fl}(g)$ denote the set of all fluents occurring in $g \in S t^{\mathcal{M}}$. For each $\operatorname{SUA}_{\mathcal{D}}^{a} \in \operatorname{SUA}_{\mathcal{D}}$ we define with the help of $F_{a}^{-}=F l\left(S t_{a}^{-}\right), F_{a}^{+}=F l\left(S t_{a}^{+}\right)$, $F_{a}^{=}=F l\left(S t_{a}^{-}\right)$the edges of the Petri net:

$$
E=\bigcup_{a \in A c t^{\mathcal{M}}}\left(F_{a}^{-} \cup F_{a}^{=}\right) \times\{a\} \cup \bigcup_{a \in A c t^{\mathcal{M}}}\{a\} \times\left(F_{a}^{=} \cup F_{a}^{+}\right)
$$

3. for each $(f, a) \in E, W((f, a))=\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{=}, f\right|$, and for each $(f, a) \in E$, $W((f, a))=\left|S t_{a}^{+}, f\right|+\left|S t_{a}^{=}, f\right|$.
For each $g \in S t_{\mathcal{M}}$ a marking $m_{\mathcal{M}}(g): S t_{\mathcal{M}} \rightarrow \mathbb{N}^{P}$ is defined as follows:

$$
m_{\mathcal{M}}(g)=\left\{f \rightarrow n\left|f \in F l_{\mathcal{M}} \wedge n=|g, f|\right\}\right.
$$

Accordingly, for each $s \in$ Sit $_{\mathcal{M}}$ a marking $m_{\mathcal{M}}(s):$ Sit $_{\mathcal{M}} \rightarrow \mathbb{N}^{P}$ is defined as $m_{\mathcal{M}}(s)=m_{\mathcal{M}}\left(\right.$ state $\left._{\mathcal{M}}(s)\right)$. In particular, $m_{0}$ is given by $m_{\mathcal{M}}\left(s 0_{\mathcal{M}}\right)$.

The following theorem establishes correctness of the above mapping, thereby enabling the reduction of many problems concerning models of $\mathcal{F} \mathcal{C}_{P L}$-descriptions to problems of Petri net theory! Note that the transition system associated with a model $\mathcal{M}$ of some $\mathcal{F} \mathcal{C}_{P L}$ domain $\mathcal{D}$ always forms a tree. But the transition system associated with the Petri net corresponding to $\mathcal{D}$ and $\mathcal{M}$ usually does not. Hence, the transition systems are in general not isomorphic but bisimilar.

Theorem 4.3.1 Let $\mathcal{M}$ be a model of some domain description $\mathcal{D}$ in $\mathcal{F C}_{P L}$ with signature $\Sigma$. Let $\mathcal{P}=\left(P, T, E, W, m_{0}\right)=\mathcal{P}(\mathcal{D}, \mathcal{M})$ be the corresponding Petri net. Then $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ are bisimilar.

Proof 4.3.1 To show bisimularity we need to prove 1) the existence of appropriate mappings between the propositions of the two transition systems, 2) that for each state of the first transition system exists a bisimilar state of the second system, and 3) that for each state of the second transition system exists a bisimilar state of the first system.

1) Mappings. Let's consider the mappings $\Psi_{\mathcal{M}}: L_{\Sigma} \rightarrow \mathbb{N}^{P}$ and $\Psi_{\mathcal{P}}: \mathbb{N}^{P} \rightarrow$ $L_{\Sigma}$ between propositions of $K\left(\mathcal{P}, \mathbf{N}^{P}\right)$ and $K\left(\mathcal{M}, L_{\Sigma}\right)$ :

$$
\begin{aligned}
\Psi_{\mathcal{M}}(\operatorname{Holds}(g)) & \stackrel{\text { def }}{=} \operatorname{covered}\left(m_{\mathcal{M}}(g)\right), \\
\Psi_{\mathcal{P}}(\operatorname{covered}(m)) & \stackrel{\text { def }}{=} \operatorname{Holds}\left(f_{1}^{m\left(f_{1}\right)} \circ f_{2}^{m\left(f_{2}\right)} \circ \ldots \circ f_{k}^{m\left(f_{k}\right)}\right)
\end{aligned}
$$

where $\left\{f_{1}, f_{2}, \ldots, f_{k}\right\}=P, \operatorname{Holds}(g) \in L_{\Sigma}$ and $m \in \mathbb{N}^{P}$. Since we consider Herbrand- $\mathrm{E}_{\mathcal{F} \mathcal{C}}$-models only, the situation $s 0^{\mathcal{M}}$ exists in every $\mathcal{M}$ and is predecessor (wrt $\leq^{\mathcal{M}}$ ) of all other $s \in \operatorname{Sit}{ }^{\mathcal{M}}$, hence $K\left(\mathcal{M}, L_{\Sigma}\right)$ is a rooted transition system. Since $K\left(\mathcal{P}(\mathcal{D}, \mathcal{M}), \mathbb{N}^{P}\right)$ is rooted as well (in $m_{0}\left(s 0^{\mathcal{M}}\right)$ ), it suffices to show the existence of a bisimulation $\Phi$ with $\left(s 0^{\mathcal{M}}, m_{0}\left(s 0^{\mathcal{M}}\right)\right) \in \Phi$ and the consistency of the mappings $\Psi_{\mathcal{P}}$ and $\Psi_{\mathcal{M}}$.
First, we show that for every situation $s \in \operatorname{Sit}^{\mathcal{M}}, \alpha_{\mathcal{M}}(\operatorname{Holds}(g), s)$ with $g \in$ $S t^{\mathcal{M}}$ is true iff $\alpha\left(\Psi_{\mathcal{M}}(\operatorname{Holds}(g)), m_{\mathcal{M}}(s)\right)$ is true. From the equational theory for the sort $S t^{\mathcal{M}}$, which must be fulfilled in every model of $\mathcal{D}$, follows that $\mathcal{M}=\operatorname{Holds}(g, s)$ iff for all $g^{\prime} \in S t^{\mathcal{M}}$, such that $\left|g^{\prime}, f\right|=|g, f|$ for all $f \in$ $\mathrm{Fl}^{\mathcal{M}}, \mathcal{M} \vDash \operatorname{Holds}\left(g^{\prime}, s\right)$. Furthermore, from the definition of $\operatorname{Holds}(g, s)$ follows that $\mathcal{M} \vDash \operatorname{Holds}(g, s)$ iff $|g, f| \leq \mid$ state $_{\mathcal{M}}(s), f \mid$ for all $f \in \operatorname{Fl}^{\mathcal{M}}$. From the definition of the corresponding Petri net follows $\left(m_{\mathcal{M}}(s)\right)(f)=\mid$ state $^{\mathcal{M}}(s), f \mid$ for all $f \in F l^{\mathcal{M}}$ and for markings $m^{\prime}$ with covered $\left(m^{\prime}\right)=\Psi_{\mathcal{M}}(\operatorname{Holds}(g))=$ $\operatorname{covered}\left(m_{\mathcal{M}}(g)\right)$ holds $m^{\prime}(f)=|g, f|$ for all $f \in F l^{\mathcal{M}}$. Hence, $\mathcal{M} \vDash \operatorname{Holds}(g, s)$ iff $m \leq m_{\mathcal{M}}(s)$ with $\operatorname{covered}(m)=\Psi_{\mathcal{M}}\left(\operatorname{Holds}(g)\right.$ ), i.e. (by definition of $\alpha_{\mathcal{M}}$ and $\alpha \alpha_{\mathcal{M}}(\operatorname{Holds}(g), s)$ is true iff $\alpha\left(\Psi_{\mathcal{M}}(\operatorname{Holds}(g)), m_{\mathcal{M}}(s)\right)$ is true.
Similarly, for every $m \in \Re\left(m_{0}, \mathcal{P}\right)$ and every $m^{\prime}: P \rightarrow \mathbb{N}, \alpha\left(\operatorname{covered}\left(m^{\prime}\right), m\right)$ is true iff $\alpha\left(\Psi_{\mathcal{P}}\left(\right.\right.$ covered $\left.\left.\left(m^{\prime}\right)\right), s\right)$ is true where $s \in S i t^{\mathcal{M}}$ and $m=m_{\mathcal{M}}(s)$. This follows from the definition of $\Psi_{\mathcal{P}}$ and the fact that every $s \in \operatorname{Sit}^{\mathcal{M}}$ with
$m=m_{\mathcal{M}}(s)$ fulfils $\mid$ state ${ }^{\mathcal{M}}(s), p \mid=m(p)$ for all $p \in P: \Psi_{p}\left(\operatorname{covered}\left(m^{\prime}\right)\right)=$ $\operatorname{Holds}\left(p_{1}^{m^{\prime}\left(p_{1}\right)} \circ p_{2}^{m^{\prime}\left(p_{2}\right)} \circ \ldots \circ p_{k}^{m^{\prime}\left(p_{k}\right)}\right)=\operatorname{Holds}(g), \alpha_{\mathcal{M}}(\operatorname{Holds}(g), s)$ is true for $s \in S i t^{\mathcal{M}}$ iff $|g, p| \leq\left|\operatorname{state}^{\mathcal{M}}(s), p\right|$ for all $p \in F l^{\mathcal{M}}$.
2) Bisimilarity I. Now let $(s, m) \in \Phi \subseteq \operatorname{Sit}^{\mathcal{M}} \times \Re\left(m_{0}, \mathcal{P}\right)$ such that $m_{\mathcal{M}}(s)=$ $m$. We prove that, for every action $a \in A c t^{\mathcal{M}}$ and $s \xrightarrow{a} \mathcal{M} s^{\prime}$, there exists a marking $m^{\prime}$ such that $m_{\mathcal{M}}\left(s^{\prime}\right)=m^{\prime}$ and $m \xrightarrow{a} m^{\prime}$. From the state update axioms follows for $s^{\prime}=d o^{\mathcal{M}}(a, s)$ that $\mathcal{M} \vDash \operatorname{state}(d o(a, s)) \circ S t_{a}^{-}=S_{S t}$ state $(s) \circ S t_{a}^{+}$(since $\mathcal{M} \vDash \operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{-}, s\right)$ if $\left.s \xrightarrow{\mathcal{M}} s^{\prime}\right)$.
From the above arguments follows $\mathcal{M} \neq \operatorname{Holds}^{\left(S t_{a}^{-} \circ S t_{a}^{=}, s\right) \text { iff }\left|S t_{a}^{-}, p\right|+~+~}$ $\left|S t_{a}^{=}, p\right| \leq m(p)$ for all $p \in P$. From the definition of $P$ we conclude that there is a transition $a \in T$ such that $W(p, a)=\left|S t_{a}^{-}, p\right|+\left|S t_{a}^{=}, p\right|$. Hence, $a$ is enabled in $m_{\mathcal{M}}(s)$ iff $\mathcal{M} \vDash \operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{=}, s\right)$. Furthermore, according to the state update axiom for $a \in \operatorname{Act}{ }^{\mathcal{M}}$ for all $f \in \operatorname{Fl}^{\mathcal{M}}:\left|\operatorname{state}^{\mathcal{M}}\left(d o^{\mathcal{M}}(a, s)\right), f\right|=$ $\mid$ state $^{\mathcal{M}}(s), f\left|-\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{+}, f\right|\right.$. If the transition $a$ is fired in $P, m \xrightarrow{a} m^{\prime}$, then for $m^{\prime}$ and all $f \in \mathrm{Fl}^{\mathcal{M}}$ holds

$$
\begin{aligned}
m_{\mathcal{M}}^{\prime}(f) & \left.=m_{\mathcal{M}}(f)-\left|S t_{a}^{-}, f\right|-\left|S t_{a}^{=}, f\right|\right)+\left|S t_{a}^{+}, f\right|+\left|S t_{a}^{=}, f\right| \\
& =m_{\mathcal{M}}(f)-\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{+}, f\right|=\left|\operatorname{state}_{\mathcal{M}}\left(s^{\prime}\right), f\right|
\end{aligned}
$$

3) Bisimilarity II. Analogously, for every transition $t \in T$ and $m \xrightarrow{t} m^{\prime}$, there exists $s^{\prime} \in \operatorname{Sit}^{\mathcal{M}}$ and $a \in \operatorname{Act}{ }^{\mathcal{M}}$ such that $m_{\mathcal{M}}\left(s^{\prime}\right)=m^{\prime}$ and $s^{\prime}=d o^{\mathcal{M}}(a, s)$. This follows from the one-to-one mapping of $T_{\Sigma, A c t}(\emptyset)$ to $T$ and from the above bidirectional correspondences. Since, for $\left(s 0^{\mathcal{M}}, m_{0}\right) m_{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)=m_{0}$ holds (see definition), it follows by induction that $s 0^{\mathcal{M}} \sim m_{0}$.

Example 4.3.1 $\left(\mathcal{F C}_{P L} \rightarrow\right.$ Petri net) Let $\mathcal{M}_{a}$ be a model of $\mathcal{D}_{a}$ of Example 2.5.4 such that state ${ }^{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)=$ st bay ${ }^{4}$ oplane_q- $b^{2}$ oplane_q_so runway. Then $\mathcal{P}\left(\mathcal{D}_{a}, \mathcal{M}_{a}\right)$ is isomorphic to the Petri net $\mathcal{P}$ of Example 4.1.1 where fluent names correspond with place names, and action names correspond with transition names. $K\left(\mathcal{M}_{a}, L_{\Sigma_{a}}\right)$ and $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ are bisimilar.

The above theorem will be applied in Section 5.3 to reduce satisfiability of the planning problem, i.e. the satisfiability of formulas like $\lambda_{0} \wedge E F \lambda_{e}$, to the (decidable) reachability problem in Petri nets.

However, the question arises whether we can establish a similar correspondence in the opposite direction, i.e. we want to show that for every Petri net, there exists a corresponding model of a domain description in $\mathcal{F} \mathcal{C}_{P L}$. To this end, we use the following mapping. Note that in this mapping we do not hard-wire the initial marking $m_{0}$ of a Petri net; this will enable us to examine richer classes of problems later on.

Definition 4.3.2 (Petri nets $\left.\rightarrow \mathcal{F C}_{P L}\right)$ Let $\mathcal{P}=\left(P, T, E, W, m_{0}\right)$ be a Petri net. Then by $\mathcal{D}(\mathcal{P})$ a mapping from a Petri net $\mathcal{P}$ to a domain description $\mathcal{D}$ is defined as follows:

1. The signature of $\mathcal{D}$ is given by a $\mathcal{F} \mathcal{C}_{P L}$ signature where the elements of Act and $F l$ are given by $F U N:\{(p: \rightarrow F l) \mid p \in P\},\{(t: \rightarrow A c t) \mid t \in T\}\}$
2. Let for each transition $t$

$$
\begin{aligned}
S t_{t}^{=}= & p_{1}^{\max \left(0, W\left(t, p_{1}\right)-W\left(p_{1}, t\right)\right)} \circ \cdots \circ p_{k}^{\max \left(0, W\left(t, p_{k}\right)-W\left(p_{k}, t\right)\right)} \\
S t_{t}^{+}= & p_{1}^{W\left(t, p_{1}\right)-\max \left(0, W\left(t, p_{1}\right)-W\left(p_{1}, t\right)\right)} \circ \cdots \circ \\
& p_{k}^{W\left(t, p_{k}\right)-\max \left(0, W\left(t, p_{k}\right)-W\left(p_{k}, t\right)\right)} \\
S t_{t}^{-}= & p_{1}^{W\left(p_{1}, t\right)-\max \left(0, W\left(t, p_{1}\right)-W\left(p_{1}, t\right)\right)} \circ \cdots \circ \\
& p_{k}^{W\left(p_{k}, t\right)-\max \left(0, W\left(t, p_{k}\right)-W\left(p_{k}, t\right)\right)}
\end{aligned}
$$

for $\left\{p_{1}, \ldots, p_{k}\right\}=P$. For every $t \in T, \mathcal{D}(\mathcal{P})$ contains the following pair of precondition and state update axioms:

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}(t, s) \Leftrightarrow \operatorname{Holds}\left(S t_{t}^{-} \circ S t_{t}^{=}, s\right)\right) \\
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}(t, s) \Rightarrow \operatorname{state}(\operatorname{do}(t, s)) \circ S t_{t}^{-}=\operatorname{sta} \operatorname{state}(s) \circ S t_{t}^{+}\right)
\end{aligned}
$$

Furthermore, for every domain description $\mathcal{D}$, we assume the domain independent axioms described in Section 2.2.

The following theorem establishes correctness of the above embedding of Petri nets into $\mathcal{F} C_{P L}$ and it will be the main tool to prove the undecidability of the $\mathcal{F}_{\mathcal{C}_{L}}$ entailment problem in Section 5.2. (The reason why the theorem does not hold for all models of $\mathcal{D}$ is that the Fluent Calculus encoding does not contain the initial marking of the Petri net. However, as evident from the proof, the particular model $\mathcal{M}$ can be isolated easily.)

Theorem 4.3.2 For every Petri net $\mathcal{P}=\left(P, T, E, W, m_{0}\right)$, there exists a domain description $\mathcal{D}$ wrt some signature $\Sigma$ in $\mathcal{F C}_{P L}$ and a model $\mathcal{M}$ of $\mathcal{D}$, such that the transition system $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ are bisimilar.

Proof 4.3.2 We consider the Herbrand- $\mathrm{E}_{\mathcal{F C}}-$ models defined by the marking $m_{0}: \mathcal{M} \vDash \operatorname{state}(s 0)=s_{t} p_{1}^{m_{0}\left(p_{1}\right)} \circ \cdots \circ p_{k}^{m_{0}\left(p_{k}\right)}$ where $P=\left\{p_{1}, \ldots, p_{k}\right\}$.

1) Mappings. Furthermore, the mappings $\Psi_{\mathcal{M}}$ and $\Psi_{\mathcal{P}}$ describe the mappings between labels of $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$.
2) Bisimilarity I. Now let $(s, m) \in \Phi \subseteq \operatorname{Sit}^{\mathcal{M}} \times \Re\left(m_{0}, \mathcal{P}\right)$ such that $s \in$ $\operatorname{Sit}^{\mathcal{M}}(m)$ where $\operatorname{Sit}^{\mathcal{M}}(m)$ denotes the set of all situations $s$ such that $m_{\mathcal{M}}(s)=$ $m$. We prove that for every transition $t \in T$ and $m \xrightarrow{t} m^{\prime}$, there exists a situation $s^{\prime}$ such that $m_{\mathcal{M}}\left(s^{\prime}\right)=m^{\prime}$ and $s \xrightarrow{t} \mathcal{M} s^{\prime}$ for all $s \in \operatorname{Sit}^{\mathcal{M}}(m)$. From the definition of $\mathcal{P}$ follows for the marking $m^{\prime}$, if $m \xrightarrow{t} m^{\prime}$,

$$
m^{\prime}(p)=m(p)+t^{+}(p)-t^{-}(p)=m(p)+W(t, p)-W(p, t)
$$

for all $p \in P$, since $t^{-}(p)=W(p, t) \leq m(p)$ for all $p \in P$.

From the definition of $\operatorname{Holds}(g, s)$ follows that $\mathcal{M} \vDash \operatorname{Holds}(g, s)$ with $g \in S t^{\mathcal{M}}$ iff $|g, p| \leq m_{\mathcal{M}}(s)(p)$ for all $p \in P$. From the definition of $\mathcal{D}$ we conclude that there is a state update axiom $S U A_{\mathcal{D}}^{t}$ with $t \in T_{\Sigma, A c t}(\emptyset)$ :

$$
\forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Holds}\left(S t_{t}^{-} \circ S t_{t}^{=}, s\right) \Rightarrow \operatorname{state}(\operatorname{do}(t, s)) \circ S t_{t}^{-}=S t \operatorname{state}(s) \circ S t_{t}^{+}\right)
$$

where, in every model of $\mathcal{D}$,

$$
\begin{aligned}
S t_{t}^{-} \circ S t_{t}^{=}=S t \quad & p_{1}^{W\left(t, p_{1}\right)-\max \left(0, W\left(t, p_{1}\right)-W\left(p_{1}, t\right)\right)} \circ \cdots \circ \\
& p_{k}^{W\left(t, p_{k}\right)-\max \left(0, W\left(t, g_{k}\right)-W\left(g_{k}, t\right)\right)} \\
& \circ p_{1}^{\max \left(0, W\left(t, p_{1}\right)-W\left(p_{1}, t\right)\right)} \circ \cdots \circ p_{k}^{\max \left(0, W\left(t, g_{k}\right)-W\left(g_{k}, t\right)\right)} \\
= & p_{1}^{W\left(p_{1}, t\right)} \circ \cdots \circ p_{k}^{W\left(p_{k}, t\right)}
\end{aligned}
$$

Hence, $\mathcal{M} \vDash \operatorname{Holds}\left(p_{1}^{W\left(p_{1}, t\right)} \circ \cdots \circ p_{k}^{W\left(p_{k}, t\right)}, s\right)$ iff $t$ is enabled in $m$.
If $t$ is fired, according to the state update axiom for $t$, for all $p \in F l^{\mathcal{M}}$ :

$$
\begin{aligned}
& \mid \text { state }^{\mathcal{M}}\left(d o^{\mathcal{M}}(t, s)\right), p \mid \\
& =\left|\operatorname{state}^{\mathcal{M}}(s), p\right|-\left|S t_{t}^{-}, p\right|+\left|S t_{t}^{+}, p\right| \\
& =\quad\left|\operatorname{state}^{\mathcal{M}}(s), p\right|-(W(p, t)-\max (0, W(t, p)-W(p, t))) \\
& \quad+W(t, p)-\max (0, W(t, p)-W(p, t))) \\
& =\left|\operatorname{state}^{\mathcal{M}}(s), p\right|+W(t, p)-W(p, t)
\end{aligned}
$$

3) Bisimilarity II. Analogously, for every action $a \in A c t^{\mathcal{M}}$ and $s \xrightarrow{a}_{\mathcal{M}} s^{\prime}$, there exists $m^{\prime} \in \Re\left(m_{0}, \mathcal{P}\right)$ and $t \in T$ such that $m_{\mathcal{M}}\left(s^{\prime}\right)=m^{\prime}$ and $m \xrightarrow{t} m^{\prime}$. This follows from the one-to-one mapping of $T$ to $T_{\Sigma, A c t}(\emptyset)$ and from the above bidirectional correspondences.
For ( $s 0^{\mathcal{M}}, m_{0}$ ) holds $m_{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)=m_{0}$. By induction follows $s 0^{\mathcal{M}} \sim m_{0}$.
It is well known that the class $\mathcal{C}_{F A}$ of transition systems defined by finite automata without acceptance condition is strictly contained in the class of transition systems defined by Petri nets [116]. As a consequence of the above theorem, $\mathcal{C}_{F A}$ is also strictly contained in the class of transition systems defined by $\mathcal{F} \mathcal{C}_{P L}$ domains. In [145] it has been shown that the set of transition systems definable by a restricted Situation Calculus fragment corresponds to $\mathcal{C}_{F A}$. Hence, in terms of the associated transition systems $\mathcal{F} \mathcal{C}_{P L}$ domains are strictly more expressive than Situation Calculus domains of [145].

## $4.4 \quad \mathcal{F C}_{P}$ and 1-safe Petri nets

As we show in this section a similar correspondence as between models of $\mathcal{F} \mathcal{C}_{P L}$ domains and Petri nets can be established between models of $\mathcal{F} \mathcal{C}_{P}$ domains and 1-safe Petri nets.

Definition 4.4.1 ( $\mathcal{F} \mathcal{C}_{P} \rightarrow 1$-safe Petri nets) Let $\mathcal{D}$ be a domain description in $\mathcal{F} \mathcal{C}_{P}$ and let $\mathcal{M}$ be a model of $\mathcal{D}$. Then, by $\mathcal{P}(\mathcal{D}, \mathcal{M})$ we define a mapping of $\mathcal{M}$ and $\mathcal{D}$ to a Petri net $\left(P, T, E, W, m_{0}\right)$ :

1. $P=\left\{\bar{f} \mid f \in\right.$ Fluent $\left.^{\mathcal{M}}\right\} \cup F l^{\mathcal{M}}$,
2. $T=\left\{a \in A c t^{\mathcal{M}}\right\}$,
3. let $F l(g)$ denote the set of all fluents occurring in $g \in S t^{\mathcal{M}}$ and let a $\in$ Act ${ }^{\mathcal{M}}$. Furthermore, let $F_{\underline{a}}^{-}=F l\left(S t_{a}^{-}\right), F_{a}^{+}=F l\left(S t_{a}^{+}\right), F_{a}^{=}=F l\left(S t_{a}^{=}\right)$, $F_{a}^{n}=F l\left(S t_{a}^{n}\right)$ and $\bar{G}=\left\{\left.\frac{\bar{a}}{f} \right\rvert\, f \in G\right\}$ for some set $G \subseteq F l^{\mathcal{M}}$. Then the edges of the Petri net are defined as:

$$
\begin{aligned}
E= & \bigcup_{a \in A c t \mathcal{M}}\left(F_{a}^{-} \cup F_{a}^{=} \cup \overline{F_{a}^{n}}\right) \times\{a\} \cup \\
& \bigcup_{a \in A c t \mathcal{M}}\{a\} \times\left(\overline{\left.\left(\left(F_{a}^{-} \cup F_{a}^{n}\right) \backslash F_{a}^{+}\right) \cup F_{a}^{+} \cup F_{a}^{=}\right)}\right.
\end{aligned}
$$

4. for each $e \in E, W(e)=1$.

For each $g \in S t^{\mathcal{M}}$ a marking $m_{\mathcal{M}}(g): S t^{\mathcal{M}} \rightarrow \mathbb{N}^{P}$ is defined as follows:

$$
m_{\mathcal{M}}(g)=\left\{f \rightarrow|g, f| \mid f \in F l^{\mathcal{M}}\right\} \cup\left\{\bar{f} \rightarrow 1-|g, f| \mid f \in F l^{\mathcal{M}}\right\}
$$

Accordingly, for each $s \in$ Sit $^{\mathcal{M}}$ a marking $m_{\mathcal{M}}(s):$ Sit $^{\mathcal{M}} \rightarrow \mathbb{N}^{P}$ is defined as $m_{\mathcal{M}}(s)=m_{\mathcal{M}}\left(\right.$ state $\left.^{\mathcal{M}}(s)\right)$. In particular, $m_{0}$ is given by $m_{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)$.

Instead of considering the set $\mathbb{N}^{P}$ of basic propositions as in Definition 4.1.1 we will use a restricted set of propositions which we define as $\mathbb{N}_{F l}^{P}$. Each element of $\mathbb{N}_{F l}^{P}$ is a function of the form:

$$
\left\{f \mapsto n \mid f \in F l^{\mathcal{M}} \wedge n \in \mathbb{N}\right\} \cup\left\{\bar{f} \rightarrow 0 \mid f \in F l^{\mathcal{M}}\right\}
$$

In the following we will show that in the Petri net resulting from the above mapping the place $\bar{f}$ is marked iff $f$ is not marked. As a consequence, all propositions covered $(m)$ of $\mathbb{N}^{P}$ mapping $\bar{f}$ to a number different from zero can be expressed by propositions of $\mathbb{N}_{F l}^{P}$ using negation, e.g., covered $(m)$ with $m(\bar{f})=1$ can be expressed by covered $(m) \wedge \neg \operatorname{covered}\left(m^{\prime}\right)$ where $m(p)=m^{\prime}(p)$ for all $p \in F l l^{\mathcal{M}}$ and $p \neq f$ and $m^{\prime}(f)=1$.
The following theorem establishes correctness of the above mapping and ensures that the result is indeed a 1 -safe Petri net.

Theorem 4.4.1 Let $\mathcal{M}$ be a model of some domain description $\mathcal{D}$ in $\mathcal{F C}_{P}$ with signature $\Sigma$. Let $\mathcal{P}=\left(P, T, E, W, m_{0}\right)=\mathcal{P}(\mathcal{D}, \mathcal{M})$ be the corresponding Petri net. Then

1. $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ are bisimilar,
2. $\mathcal{P}$ is 1 -safe.

## Proof 4.4.1

1) Mappings. We consider the mappings $\Psi_{\mathcal{M}}: L_{\Sigma} \rightarrow \mathbb{N}_{F l}^{P}$ and $\Psi_{\mathcal{P}}: \mathbb{N}_{F l}^{P} \rightarrow L_{\Sigma}$ between propositions of $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ :

$$
\begin{array}{ccc}
\Psi_{\mathcal{M}}(\text { Holds }(g)) & \stackrel{\text { def }}{=} & \text { covered }\left(\left\{f \mapsto|g, f| \mid f \in F l^{\mathcal{M}}\right\}\right. \\
& \left.\cup\left\{\bar{f} \mapsto 0 \mid f \in F l^{\mathcal{M}}\right\}\right), \\
\Psi_{\mathcal{P}}(\operatorname{covered}(m)) & \stackrel{\text { def }}{=} & \operatorname{Holds}\left(f_{1}^{m\left(f_{1}\right)} \circ f_{2}^{m\left(f_{2}\right)} \circ \cdots \circ f_{k}^{m\left(f_{k}\right)}\right)
\end{array}
$$

Since $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K\left(\mathcal{P}(\mathcal{D}, \mathcal{M}), \mathbb{N}^{P}\right)$ are both rooted, it suffices to show the existence of a bisimulation $\Phi$ with $\left(s 0^{\mathcal{M}}, m_{0}\left(s 0^{\mathcal{M}}\right)\right) \in \Phi$ and the consistency of the mappings $\Psi_{\mathcal{P}}$ and $\Psi_{\mathcal{M}}$.
First, we show that for every situation $s \in \operatorname{Sit}^{\mathcal{M}}, \alpha_{\mathcal{M}}(\operatorname{Holds}(g), s)$ with $g \in$ $S t^{\mathcal{M}}$ is true iff $\alpha\left(\Psi_{\mathcal{M}}(\operatorname{Holds}(g)), m_{\mathcal{M}}(s)\right)$ is true. From the equational theory for the sort $S t^{\mathcal{M}}$ follows that $\mathcal{M} \vDash \operatorname{Holds}(g, s)$ iff for all $g^{\prime} \in S t^{\mathcal{M}}$, such that $\left|g^{\prime}, f\right|=|g, f|$ for all $f \in F l^{\mathcal{M}}, \mathcal{M} \vDash \operatorname{Holds}\left(g^{\prime}, s\right)$. Furthermore, from the definition of $\operatorname{Holds}(g, s)$ follows that $\mathcal{M} \vDash \operatorname{Holds}(g, s)$ iff $|g, f| \leq$ $\mid$ state $^{\mathcal{M}}(s), f \mid$ for all $f \in F l^{\mathcal{M}}$. From the definition of the corresponding Petri net follows $\left(m_{\mathcal{M}}(s)\right)(f)=\mid$ state $^{\mathcal{M}}(s), f \mid$ for all $f \in F l^{\mathcal{M}}$ and for markings $m^{\prime}$ with $\operatorname{covered}\left(m^{\prime}\right)=\Psi_{\mathcal{M}}($ Holds $(g))$ holds $m^{\prime}(f)=|g, f|$ for all $f \in F l^{\mathcal{M}}$. Since $m^{\prime}(\bar{f})=0$ for all $f \in F l^{\mathcal{M}}$, these places do not influence the value of $\alpha . \mathcal{M} \models \operatorname{Holds}(g, s)$ iff for $m^{\prime}$ with covered $\left(m^{\prime}\right)=\Psi_{\mathcal{M}}(H o l d s(g))$ holds $m^{\prime} \leq m_{\mathcal{M}}(s)$, i.e. (per definition of $\alpha_{\mathcal{M}}$ and $\alpha$ ) $\alpha_{\mathcal{M}}(\operatorname{Holds}(g), s)$ is true iff $\alpha\left(\Psi_{\mathcal{M}}(\operatorname{Holds}(g)), m_{\mathcal{M}}(s)\right)$ is true.
Similarly, for every $m \in \Re\left(m_{0}, \mathcal{P}\right)$ and every $m^{\prime} \in \mathbb{N}_{F l}^{P}, \alpha\left(\operatorname{covered}\left(m^{\prime}\right), m\right)$ is true iff $\alpha\left(\Psi_{\mathcal{P}}\left(\operatorname{covered}\left(m^{\prime}\right)\right), s\right)$ is true where $s \in S i t^{\mathcal{M}}$ and $m=m_{\mathcal{M}}(s)$. This follows from the definition of $\Psi_{\mathcal{P}}$ and the fact that every $s \in S i t^{\mathcal{M}}$ with $m=m_{\mathcal{M}}(s)$ fulfils $\mid$ state ${ }^{\mathcal{M}}(s), p \mid=m(p)$ for all $p \in F l^{\mathcal{M}}: \Psi_{\mathcal{P}}\left(\operatorname{covered}\left(m^{\prime}\right)\right)=$ $\operatorname{Holds}\left(p_{1}^{m^{\prime}\left(p_{1}\right)} \circ p_{2}^{m^{\prime}\left(p_{2}\right)} \circ \cdots \circ p_{k}^{m^{\prime}\left(p_{k}\right)}\right)=\operatorname{Holds}(g), \alpha_{\mathcal{M}}(\operatorname{Holds}(g), s)$ is true for $s \in \operatorname{Sit}^{\mathcal{M}}$ iff $|g, p| \leq \mid$ state $^{\mathcal{M}}(s), p \mid$ for all $p \in F l^{\mathcal{M}}$.
2) Bisimilarity I. Now let $(s, m) \in \Phi \subseteq S i t^{\mathcal{M}} \times \Re\left(m_{0}, \mathcal{P}\right)$ such that $m_{\mathcal{M}}(s)=$ $m$. We prove that, for every action $a \in A c t^{\mathcal{M}}$ and $s \xrightarrow{a} \mathcal{M} s^{\prime}$, there exists a marking $m^{\prime}$ such that $m_{\mathcal{M}}\left(s^{\prime}\right)=m^{\prime}$ and $m \xrightarrow{a} m^{\prime}$. From the state update axioms follows for $s^{\prime}=d o^{\mathcal{M}}(a, s)$ that $\mathcal{M} \models$ state $(d o(a, s)) \circ S t_{a}^{-}={ }_{S t}$ state $(s) \circ S t_{a}^{+}$(since $\mathcal{M} \vDash \operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{=}, s\right)$ if $\left.s \xrightarrow{a} \mathcal{M} s^{\prime}\right)$.
From the above arguments follows $\mathcal{M} \mid=\operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{-}, s\right)$ iff $\left|S t_{a}^{-}, p\right|+$ $\left|S t_{a}^{=}, p\right| \leq m(p)$ for all $p \in F l^{\mathcal{M}}$. Furthermore, $\mathcal{M} \vDash \overline{\operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{n}, s\right)}$ iff $m(p)<\left|S t_{a}^{n}, p\right|$ for all $p \in F l^{\mathcal{M}}$ and $m(p)<\left|S t_{a}^{n}, p\right|$ iff $\left|S t_{a}^{n}, p\right| \leq m(\bar{p})$.
From the definition of $\mathcal{P}$ we conclude that there is a transition $a \in T$ such that $W(p, a)=\left|S t_{a}^{-}, p\right|+\left|S t_{a}^{=}, p\right|$ and $W(\bar{p}, a)=\left|S t_{a}^{n}, p\right|$ for all $p \in F l_{c a l M}$.

Hence, $a$ is enabled in $m_{\mathcal{M}}(s)$ iff $\mathcal{M} \vDash \operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{=}, s\right) \wedge \overline{\operatorname{Holds}\left(S t_{a}^{n}, s\right)}$. Furthermore, according to the state update axiom for $a \in$ Act for all $f \in F l^{\mathcal{M}}$ : $\mid$ state $^{\mathcal{M}}\left(d o^{\mathcal{M}}(a, s)\right), f|=|$ state $^{\mathcal{M}}(s), f\left|-\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{+}, f\right|\right.$. If the transition $a$ is fired in $\mathcal{P}, m \xrightarrow{a} m^{\prime}$, then for $m^{\prime}$ and all $f \in F l^{\mathcal{M}}$ holds

$$
\begin{aligned}
m^{\prime}(f) & \left.=m(f)-\left|S t_{a}^{-}, f\right|-\left|S t_{a}^{-}, f\right|\right)+\left|S t_{a}^{+}, f\right|+\left|S t_{a}^{=}, f\right| \\
& =m(f)-\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{+}, f\right|=\left|\operatorname{state}^{\mathcal{M}}\left(s^{\prime}\right), f\right|
\end{aligned}
$$

and

$$
\begin{aligned}
m^{\prime}(\bar{f}) & =m(\bar{f})-\left|S t_{a}^{n}, f\right|+\left|S t_{a}^{n}, f\right|+\left|S t_{a}^{-}, f\right|-\left|S t_{a}^{+}, f\right| \\
& =m(\bar{f})+\left|S t_{a}^{-}, f\right|-\left|S t_{a}^{+}, f\right|=1-\left|\operatorname{state}^{\mathcal{M}}\left(s^{\prime}\right), f\right|=1-m^{\prime}(f)
\end{aligned}
$$

3) Bisimilarity II. Analogously, for every transition $t \in T$ and $m \xrightarrow{t} m^{\prime}$, there exists $s^{\prime} \in S i t^{\mathcal{M}}$ and $a \in A c t^{\mathcal{M}}$ such that $m_{\mathcal{M}}\left(s^{\prime}\right)=m^{\prime}$ and $s^{\prime}=d o^{\mathcal{M}}(a, s)$. This follows from the one-to-one mapping of $T_{\Sigma, A c t}(\emptyset)$ to $T$ and from the above bidirectional correspondences. Since, for $\left(s 0^{\mathcal{M}}, m_{0}\right)\left(m_{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)\right)(f)=m_{0}(f)$ holds and $\left(m_{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)\right)(\bar{f})=m_{0}(\bar{f})$ for all fluents $f \in F l^{\mathcal{M}}$ (see definition), it follows by induction that $s 0^{\mathcal{M}} \sim m_{0}$.
Finally, by axiom (NM) in $\mathcal{F} \mathcal{C}_{P}$ it follows $m_{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)(f) \leq 1$ for all models $\mathcal{M}$ in the corresponding Petri net $\mathcal{P}$. By definition of $m_{\mathcal{M}}$ and the above equation $m^{\prime}(\bar{f})=1-m^{\prime}(f)$ which holds after firing any transition in $\mathcal{P}$ for all fluents $f \in F l^{\mathcal{M}}$, the Petri net $\mathcal{P}$ is 1 -safe.

This theorem will be applied in Section 5 to reduce satisfiability of formulas of the propositional $\mu$-calculus for $\mathcal{F} \mathcal{C}_{P}$ domains to satisfiability for 1 -safe Petri nets.

Example 4.4.1 ( $\mathcal{F C}{ }_{P} \rightarrow 1$-safe Petri net) Consider the domain of Example 2.5.6 and the model $\mathcal{M}_{o}$ where state $(s 0)=s_{s t}$ runway $\circ$ bay $\circ$ plane_q_ $b$ plane_q_s. The corresponding 1-safe Petri net is depicted in Figure 4.2. Note in particular the places $\overline{p l a n e-q-b}$ and $\overline{\text { plane_q_s which represent the non-existence }}$ of fluents plane_q-b and plane_q_s.

Again, we want to establish a similar correspondence in the opposite direction, i.e. we want to show that for every 1 -safe Petri net, there exists a corresponding model of a domain description in $\mathcal{F} \mathcal{C}_{P}$. To this end, we use the mapping given in Definition 4.3.2. It remains to be shown that axiom (NM) is fulfilled for all 1 -safe Petri nets.

Theorem 4.4.2 For every 1-safe Petri net $\mathcal{P}=\left(P, T, E, m_{0}\right)$, there exists a domain description $\mathcal{D}$ in $\mathcal{F} \mathcal{C}_{P}$ and a model $\mathcal{M}$ of $\mathcal{D}$, such that $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ are bisimilar.


Figure 4.2: The 1-safe Petri net corresponding to the domain of Example 2.5.6.

Proof 4.4.2 Consider the Herbrand $-E_{\mathcal{F} \mathcal{C}}$-models defined by the marking $m_{0}$ : $\mathcal{M} \vDash \operatorname{state}(s 0)=s t p_{1}^{m_{0}\left(p_{1}\right)} \circ \cdots \circ p_{k}^{m_{0}\left(p_{k}\right)}$ where $P=\left\{p_{1}, \ldots, p_{k}\right\}$. Furthermore, the mappings $\Psi_{\mathcal{M}}$ and $\Psi_{\mathcal{P}}$ of Proof 4.3.1 describe the mappings between labels of $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$. Following the Proof 4.3.1 for a marking $m^{\prime}$ with $m \xrightarrow{t} m^{\prime}, m^{\prime}(p)=m(p)+W(t, p)-W(p, t)$ and

$$
\mid \text { state }^{\mathcal{M}}\left(d o^{\mathcal{M}}(t, s)\right), p|=| \text { state }^{\mathcal{M}}(s), p \mid+W(t, p)-W(p, t)
$$

if $m^{\prime}(p)=\mid$ state $^{\mathcal{M}}(s), p \mid$ for all $p \in P$ and all $s \in S i t^{\mathcal{M}}$. Consequently, $\left|\operatorname{state}^{\mathcal{M}}\left(d o^{\mathcal{M}}(t, s)\right), p\right| \leq 1$ iff $m^{\prime}(p) \leq 1$ and axiom (NM) is valid if $\mathcal{P}$ is 1 -safe.

As a consequence of this theorem, $\mathcal{F \mathcal { C } _ { P }}$ is equally expressive as a further restricted fragment of $\mathcal{F} \mathcal{C}_{P}$ where precondition axioms must not contain expressions of the form $\overline{\operatorname{Holds}(g, s)}$. This follows from the above proof where the mapping from 1-safe Petri nets to $\mathcal{F} \mathcal{C}_{P}$ is defined using the mapping from Petri nets to $\mathcal{F} \mathcal{C}_{P L}$.
In this chapter we have shown that propositional Fluent Calculus domains, in particular $\mathcal{F \mathcal { C } _ { P L }}$ and $\mathcal{F C _ { P }}$ domains, are strongly related to Petri nets. It is well known (e.g., [141]) that the propositional $\mu$-calculus cannot distinguish between strongly bisimilar transition systems, i.e. all formulas that are valid for one transition system are also valid in all bisimilar systems. As we proved bisimulation equivalence between models of these Fluent Calculus domains and Petri nets, we can reduce satisfiability problems (of the propositional $\mu$-calculus) for $\mathcal{F \mathcal { C } _ { P }}$ and $\mathcal{F \mathcal { C } _ { P L }}$ to/from satisfiability problems in Petri nets.

## Chapter 5

## Decidability of Reasoning in the Fluent Calculus

In this chapter we investigate the possibilities for automatic reasoning in the Fluent Calculus using the concepts introduced in the previous chapters. In the following four sections we apply the correspondences between Fluent Calculus domains and Petri nets. We start by proving decidability of satisfiability of the most powerful class of query logic formulas for the weakest Fluent Calculus fragment considered here $-\mathcal{F} \mathcal{C}_{P}$. Then we show that satisfiability of the weakest query logic - $C T L_{U}$ - is already undecidable for $\mathcal{F} \mathcal{C}_{P L}$ - the fragment of $\mathcal{F C}$ that is more expressive than $\mathcal{F C}_{P}$ but weaker than all other fragments considered here. Having established boundaries for decidability of the entailment problem in this way, we prove in Section 5.3 and Section 5.4 decidability of the planning problem and the extended planning problem, respectively, for $\mathcal{F \mathcal { C } _ { P L }}$ domains. In Section 5.5 we show that these problems are not decidable in $\mathcal{F} \mathcal{C}_{L}$ domains. To this end we show that the halting problem for any deterministic two-counter machine can be reduced to a planning problem for a $\mathcal{F} \mathcal{C}_{L}$ domain. Similarly, in Section 5.6 we extend the result on undecidability of planning in $\mathcal{F C} \mathcal{C}_{\text {PLN }}$ domains of [67] to a propositional version of $\mathcal{F} \mathcal{C}_{L \leq}$.

### 5.1 Entailment in $\mathcal{F} \mathcal{C}_{P}$

Theorem 5.1.1 Let $\mathcal{D}$ be a domain description $\mathcal{D}$ in $\mathcal{F} \mathcal{C}_{P}$ with signature $\Sigma$ and $\phi$ a formula of the propositional $\mu$-calculus wrt $L_{\Sigma}$ and $T_{A c t, \Sigma}(\emptyset)$. Let $\phi^{\prime}$ denote the formula of the query logic corresponding to $\phi$ according to Corollary 3.2.2. Then it is decidable whether $\phi^{\prime}$ is satisfiable by some model $\mathcal{M}$ of $\mathcal{D}$.

Proof 5.1.1 To every 1 -safe Petri net $\mathcal{P}$ is associated a bisimilar finite automaton $\mathcal{A}_{\mathcal{P}}$ where $\mathcal{A}_{\mathcal{P}}$ consists simply of the reachability graph of $\mathcal{P}$, i.e. the
graph resulting from identifying nodes labelled by equivalent markings in the reachability tree of $\mathcal{P}$. This is due to the fact that there exist only $2^{|P|}$ possible markings in a 1 -safe Petri net with $P$ the set of places. Consequently, a finite automaton is also associated with every model $\mathcal{M}$ of a $\mathcal{F} \mathcal{C}_{P}$ domain description $\mathcal{D}$. Furthermore, since every model is up to bisimularity determined by the initial state, every domain description has only finitely many non-bisimilar models. As a consequence of [126] it follows that for any given finite automaton the satisfiability of any formula $\phi$ of the propositional $\mu$-calculus is decidable (for a discussion of algorithms cf. [30]). By Corollary 3.2.2 satisfiability of $\phi^{\prime}$ can be reduced to satisfiability of $\phi$.

Clearly, the decision procedure for satisfiability of some formula $\phi$ may be also used to decide validity of $\neg \phi$.
Instead of using the correspondence between $\mathcal{F} \mathcal{C}_{P}$ domain descriptions and 1safe Petri nets of Theorem 4.4.1, we may prove the above also by establishing a direct link between $\mathcal{F} \mathcal{C}_{P}$ and finite automata. However, for 1 -safe Petri nets efficient and more specialised model checking methods have been developed, e.g. [36]. By applying Theorem 5.1.1 we may apply these methods to $\mathcal{F C}_{P}$ domains with little additional effort.

### 5.2 Entailment in $\mathcal{F} \mathcal{C}_{P L}$

In this section we show that entailment for $\mathcal{F}_{\mathcal{C}_{P L}}$, the second weakest fragment investigated here, is already undecidable, even if we only consider the first order queries (formulas characterised by $C T L_{U}$ ). As the Fluent Calculus fragments $\mathcal{F} \mathcal{C}_{P L N}, \mathcal{F C}_{L}$ and $\mathcal{F} \mathcal{C}_{L N}$, respectively, are strictly more expressive than $\mathcal{F} \mathcal{C}_{P L}$, it follows that entailment of $C T L_{U}$ is undecidable in these fragments as well.

Theorem 5.2.1 Let $\mathcal{D}$ be a $\mathcal{F C}_{P L}$ domain description with signature $\Sigma$ and $\phi$ a $C T L_{U}$-formula wrt $L_{\Sigma}$ and $T_{A c t, \Sigma}(\emptyset)$. The question whether $\phi$ is satisfiable by $\mathcal{D}$, is undecidable.

Proof 5.2.1 In [34] with a correction in [35] the undecidability of the model checking problem of the following formula has been shown for Petri nets $\mathcal{P}=$ $\left(P, T, E, W, m_{0}\right)$ :

$$
\pi=\mathrm{AG}\left(\mathrm{E}\left(t_{A B}\right) T \Rightarrow \mathrm{E}\left(t_{A B}\right) \mathrm{EF} \text { Dead }\right)
$$

where $t_{A B} \in T$, Dead $=\bigwedge_{t \in T} \neg \mathrm{E}(t) T$. The formula can be read as: Whenever the transition $t_{A B}$ is enabled then eventually after firing $t_{A B}$ a marking is reached where no tranisition is enabled.

The model checking problem for a Petri net $\mathcal{P}=\left(P, T, E, W, m_{0}\right)$ is defined as the problem to decide whether the associated transition system $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ with the initial marking $m_{0}$ satisfies a formula $\phi$. Hence, to prove the claim, it is sufficient to show that for every Petri net there is a domain description $\mathcal{D}$ and a formula $\pi^{\prime}$ such that a model $\mathcal{M}$ of $\mathcal{D}$ satisfies $\pi^{\prime}$ iff $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ satisfies $\pi$ in $m_{0}$.
Note that the labels $\mathbb{N}^{P}$ of the transition system $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ can only represent lower bounds on the number of tokens of some marking. However, we may express upper bounds by using negation. Consequently, an initial marking $m$ can be completely characterised as the set of all markings $n$ such that for all $p \in P, m(p) \leq n(p) \wedge \neg(\bar{m}(p) \leq n(p))$ where $\bar{m}(p)=m(p)+1$. I.e., if $\mathcal{P}=\left(P, T, E, W, m_{0}\right)$ and $\mathcal{P}^{\prime}=\left(P, T, E, W, m_{0}^{\prime}\right)$ are two Petri nets and both associated transition systems satisfy for all $p \in P, m(p) \leq n(p) \wedge \neg(\bar{m}(p) \leq n(p))$ in $m_{0}$ and $m_{0}^{\prime}$, respectively, it follows $m_{0}=m_{0}^{\prime}=m$ and $\mathcal{P}$ and $\mathcal{P}^{\prime}$ are equivalent. Let $\hat{g}$ denote the term $p_{1}^{\left|g, p_{1}\right|+1} \circ \cdots \circ p_{n}^{\left|g, p_{n}\right|+1}$ for $p_{i} \in P, 1 \leq i \leq n$.
Assume, that $\mathcal{D}(\mathcal{P})$ is the domain description which corresponds to the Petri net constructed in Section 4.5 of [35]. Then a model $\mathcal{M}$ satisfies

$$
\begin{aligned}
\pi^{\prime}= & H o l d s(g) \wedge \overline{\operatorname{Holds}(\hat{g})} \wedge \\
& \mathrm{AG}\left(\mathrm{E}\left(t_{A B}\right) \mathrm{T} \Rightarrow \mathrm{E}\left(t_{A B}\right) \mathrm{EF} \wedge_{t \in T} \neg \operatorname{Holds}\left(S t_{\bar{t}}^{=} \circ S t_{t}^{-}\right)\right)
\end{aligned}
$$

where Holds $(g)=\Psi_{\mathcal{P}}(m)$ using the mapping of Proof 4.3.1 and $g \in T_{\Sigma, S t}(\emptyset)$, in situation $s_{\mathcal{M}}$ iff there is a model $\mathcal{M}^{\prime}$ of $\mathcal{D}(\mathcal{P})$ such that $s 0^{\mathcal{M}^{\prime}}$ satisfies $\pi^{\prime}$ (note, that any two $L$-labelled transition systems for $\mathcal{D}(\mathcal{P})$ rooted in $s_{\mathcal{M}}$ and $s 0^{\mathcal{M}^{\prime}}$, respectively, where $\mid$ state ${ }^{\mathcal{M}^{\prime}}\left(s 0^{\mathcal{M}^{\prime}}\right), f|=|$ state ${ }^{\mathcal{M}}\left(s_{\mathcal{M}}\right), f \mid$ for all $f \in T_{\Sigma, F l}(\emptyset)$ are isomorphic). The transition system $K\left(\mathcal{M}^{\prime}, L_{\Sigma}\right)$ is bisimilar to $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$, hence it satisfies $\pi^{\prime}$ iff $K\left(\mathcal{P}, \mathbb{N}^{P}\right)$ satisfies $\pi$.

Corollary 5.2.2 Let $\mathcal{D}$ be a $\mathcal{F C}_{P L}$ domain description with signature $\Sigma$ and $\phi$ a CT $L_{U}$ formula wrt $L_{\Sigma}$ and $T_{A c t, \Sigma}(\emptyset)$. The question whether $\phi$ is entailed by $\mathcal{D}$, is undecidable.

Proof 5.2.2 This follows easily from the fact, that for the above Petri net

$$
\begin{aligned}
\pi^{\prime \prime}= & (\operatorname{Holds}(g) \wedge \overline{\operatorname{Holds}(\hat{g})}) \Rightarrow \\
& \mathrm{AG}\left(\mathrm{E}\left(t_{A B}\right) \mathrm{F} \Rightarrow \mathrm{E}\left(t_{A B}\right) \mathrm{EF} \bigwedge_{t \in T} \neg \operatorname{Holds}\left(S t_{\bar{t}}^{=} \circ S t_{t}^{-}\right)\right)
\end{aligned}
$$

is entailed by $\mathcal{D}$ iff $\pi^{\prime}$ is satisfied by $\mathcal{D}$ (due to the isomorphism mentioned in the previous proof).

Note that the property described by the formula $\pi^{\prime \prime}$ in the above proof can be characterised as follows: "Whenever a certain action $a$ is executable, after the execution of $a$, it is possible to reach a terminal state". Such propositions
could, e.g., be of interest if the resource management of an operating system has to be verified. Furthermore, we can imagine a train entering a fail-safe mode. We might want to know, whether the train, after entering this mode, cannot change certain parameters anymore, e.g. increasing of speed is impossible. The undecidability of the entailment problem restricts the possibility of automated verification of such properties.
Note that the proof in [34] reduces undecidability of the above problem to undecidability of the question whether two Petri nets have the same reachability sets. This result has been shown by Rabin and a proof can be found in [56]. As a consequence of this result, equivalence between domain descriptions wrt some initial states is in general undecidable as well.

### 5.3 Planning Problems in $\mathcal{F} \mathcal{C}_{P L}$

Despite of the above undecidable entailment problems, important classes of $C T L_{U}$-formulas can be decided. To simplify the presentation of the following results we define the set $\Lambda_{\text {Holds }}$ as a subset of the boolean combinations of labels $L_{\Sigma}$ (see Definition 2.6.2).

Definition 5.3.1 Let $\Sigma$ be a $\mathcal{F C}$ signature.

$$
\Lambda_{\text {Holds }}=\left\{\operatorname{Holds}\left(g^{p}\right) \wedge \overline{\operatorname{Holds}\left(g^{n}\right)} \mid g^{p}, g^{n} \in T_{S t, \Sigma}(\emptyset)\right\}
$$

Theorem 5.3.1 Let $\mathcal{D}$ be an arbitrary domain description in $\mathcal{F C}_{P L}$. Then, the satisfiability of any formula of the form $\pi=\lambda_{0} \wedge E F \lambda_{e}$ where $\lambda_{0}, \lambda_{e} \in \Lambda_{H o l d s}$ is decidable.

Proof 5.3.1 In this proof we construct a domain $\mathcal{D}^{\prime}$ and a finite set of formulas $\Pi^{\prime}$, such that $\mathcal{D}^{\prime}$ satisfies some formula $\pi^{\prime} \in \Pi^{\prime}$ iff $\mathcal{D}$ satisfies $\pi$. Then, we show that the question whether $\mathcal{D}^{\prime}$ satisfies $\pi^{\prime}$ is decidable by reduction to the Petri net reachability problem which is known to be decidable ([103]).
Consider $g_{0}^{p}$ to be the term $g^{p}, g_{0}^{n}$ the term $g^{n}$ of the formula $\lambda_{0}$ and $g_{e}^{p}$ to be the term $g^{p}, g_{e}^{n}$ the term $g^{n}$ of the formula $\lambda_{e}$ respectively. Again, by $\hat{g}$ we denote for every state term $g$ the term $f_{1}^{\left|g, f_{1}\right|+1} \circ \cdots \circ f_{n}^{\left|g, f_{n}\right|+1}$ for all $f_{i}$ of $F l$.
We define $G_{0}^{n}$ to be the set of fluents not occurring in $g_{0}^{n}$ and $G_{e}^{n}$ the fluents not occurring in $g_{e}^{n}$. These sets contain those fluents which can appear arbitrarily often in the initial state described by $\lambda_{0}$ and in the final state described by $\lambda_{e}$. Now, we introduce a new signature $\Sigma^{\prime}$ containing the signature $\Sigma$ of $\mathcal{D}$ and additionally, two sets, $A_{0}=\left\{a_{0}^{f} \mid f \in G_{0}^{n}\right\}$ and $A_{e}=\left\{a_{e}^{f} \mid f \in G_{e}^{n}\right\}$, of new constants of type Act. We augment the domain description $\mathcal{D}$ by the following
pairs of precondition axiom and state update axiom and call the resulting domain description ${ }^{1} \mathcal{D}^{\prime}$ :

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) \cdot(\operatorname{Poss}(a, s) \Leftrightarrow T) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}\left(\operatorname{do}\left(a_{0}^{f}, s\right)\right)=\operatorname{St} \operatorname{state}(s) \circ f\right)
\end{aligned}
$$

for each $f \in G_{0}^{n}$, and

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}(f, s)) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow f \circ \operatorname{state}\left(\operatorname{do}\left(a_{e}^{f}, s\right)\right)=\operatorname{St} \operatorname{state}(s)\right)
\end{aligned}
$$

for each $f \in G_{e}^{n}$.
We call the first set of state update axioms (those for $G_{0}^{n}$ ) $\mathrm{SUA}_{0}$ and the second set of state update axioms (those for $G_{e}^{n}$ ) $\mathrm{SUA}_{e}$. Now, let $\Pi^{\prime}$ be the set of formulas

$$
\operatorname{Holds}\left(g_{0}^{\prime}\right) \wedge \overline{H o l d s\left(\hat{g_{0}^{\prime}}\right)} \wedge \mathrm{EF}\left(\operatorname{Holds}\left(g_{e}^{\prime}\right) \wedge \overline{\left.\operatorname{Holds}\left(\hat{g_{e}^{\prime}}\right)\right)}\right.
$$

for all $g_{0}^{\prime}, g_{e}^{\prime} \in T_{\Sigma, S t}(\emptyset)$ with $\left|g_{0}^{n}, f\right|>\left|g_{0}^{\prime}, f\right| \geq\left|g_{0}^{p}, f\right|$ for all $f \in T_{\Sigma, F l}(\emptyset)$ where $f \notin G_{0}^{n}$ and $\left|g_{0}^{\prime}, f\right|=\left|g_{0}^{p}, f\right|$ for all $f \in G_{0}^{n}$, and $\left|g_{e}^{n}, f\right|>\left|g_{e}^{\prime}, f\right| \geq\left|g_{e}^{p}, f\right|$ for all $f \in T_{\Sigma, F l}(\emptyset)$ where $f \notin G_{e}^{n}$ and $\left|g_{e}^{\prime}, f\right|=\left|g_{e}^{p}, f\right|$ for all $f \in G_{e}^{n}$.
Since for every $n \geq 0$ and fluent $f, \hat{f}^{n}$ contains fluent $f$ at least once, it follows that the set of all $g$ such that $\bigwedge_{f \in T_{\Sigma, F l}(\emptyset)} \forall(z: S t) . \hat{f^{n}} \circ z \neq S t f^{|g, f|}$ is finite (by definition of $\operatorname{Holds}(-,-))$, hence $\Pi^{\prime}$ is finite.
Now, we show that whenever $\mathcal{D}$ satisfies $\pi$ there is a $\pi^{\prime} \in \Pi^{\prime}$ such that $\mathcal{D}^{\prime}$ satisfies $\pi^{\prime}$. Assume, $\mathcal{D}$ satisfies $\pi$, i.e. there is a model $\mathcal{M}$ and a sequence of situations $s_{0}, s_{1}, \ldots, s_{n}$ in $K\left(\mathcal{M}, L_{\Sigma}\right)$ such that $\lambda_{0}$ is true in $s_{0}$ and $\lambda_{e}$ is true in $s_{n}$. Since we did not remove any state update axioms it suffices to show, that there is a $\pi^{\prime} \in \Pi^{\prime}$, with the corresponding $\lambda_{0}, \lambda_{e}$ denoted as $\lambda_{0}^{\pi^{\prime}}$ and $\lambda_{e}^{\pi^{\prime}}$, and a model $\mathcal{M}^{\prime}$ of $\mathcal{D}^{\prime}$ such that

1. there is a situation $s_{0}^{\prime}$ with $s_{-m}^{\prime} \xrightarrow{a_{-m}} s_{-m}^{\prime} \xrightarrow{a_{-m+1}} \cdots \xrightarrow{a_{-2}} s_{-1}^{\prime} \xrightarrow{a_{-1}} s_{0}^{\prime}$ such that $\lambda_{0}^{\pi^{\prime}}$ holds in $s_{-m}^{\prime}$ and $\mid$ state $^{\mathcal{M}}\left(s_{0}\right), f|=|$ state $^{\mathcal{M}^{\prime}}\left(s_{0}^{\prime}\right), f \mid$ for all $f \in$ $T_{\Sigma, F l}(\emptyset)$, and
2. there is a situation $s_{n+k}^{\prime}$ with $s_{n}^{\prime} \xrightarrow{a_{n}} s_{n+1}^{\prime} \xrightarrow{a_{n+1}} \cdots \xrightarrow{a_{n+k-2}} s_{n+k-1}^{\prime} \xrightarrow{a_{n}+1}$ $s_{n+k}^{\prime}$ such that $\lambda_{e}^{\pi^{\prime}}$ holds in $s_{n+k}^{\prime}$ and $\left|\operatorname{state}^{\mathcal{M}}\left(s_{n}\right), f\right|=\mid$ state $^{\mathcal{M}^{\prime}}\left(s_{n}^{\prime}\right), f \mid$ for all $f \in T_{\Sigma, F l}(\emptyset)$.

Assume, there is a situation $s_{0}$ fulfilling $\lambda_{0}$ and for a situation $s_{-m}^{\prime} \in S i t^{\mathcal{M}^{\prime}}$ for some model $\mathcal{M}^{\prime}$ of $\mathcal{D}^{\prime}$ the number $n_{f}$ of each fluent $f$ occurring in state ${ }^{\mathcal{M}^{\prime}}\left(s_{-m}^{\prime}\right)$ is given by $\left|g_{0}^{p}, f\right| \leq n_{f}<\left|g_{0}^{n}, f\right|$ if $f \in G_{0}$, and $\left|g_{0}^{p}, f\right| \leq n_{f}<\left|g_{0}^{p}, f\right|+1$ otherwise (clearly, such a model exists if a model $\mathcal{M}$ exists). Then a situation

[^20]$s_{0}^{\prime} \in \operatorname{Sit}^{\mathcal{M}^{\prime}}$ such that $\mid$ state $^{\mathcal{M}}\left(s_{0}\right), f|=|$ state $^{\mathcal{M}^{\prime}}\left(s_{0}^{\prime}\right), f \mid$ for all fluents $f$ can be reached by a finite number of transitions defined by axioms of $\mathrm{SUA}_{0}$ (describing the actions $a_{-1}, \ldots, a_{-m}$ ). Similarly assume, there is a situation $s_{n}$ fulfilling $\lambda_{e}$ and for a situation $s_{n+k}^{\prime} \in S i t{ }^{\mathcal{M}^{\prime}}$ for some model $\mathcal{M}^{\prime}$ of $\mathcal{D}^{\prime}$ the number $n_{f}$ of each fluent $f$ in state ${ }^{\mathcal{M}^{\prime}}\left(s_{n+k}^{\prime}\right)$ is given by $\left|g_{e}^{p}, f\right| \leq n_{f}<\left|g_{e}^{n}, f\right|$ if $f \in G_{e}$, and $\left|g_{e}^{p}, f\right| \leq n_{f}<\left|g_{e}^{p}, f\right|+1$ otherwise (again, the $\mathcal{M}^{\prime}$ exists if there is a model $\mathcal{M})$. Then a situation $s_{n}^{\prime} \in \operatorname{Sit}^{\mathcal{M}^{\prime}}$ such that $\left|\operatorname{state}^{\mathcal{M}}\left(s_{n}\right), f\right|=\left|\operatorname{state}^{\mathcal{M}^{\prime}}\left(s_{n}^{\prime}\right), f\right|$ for all fluents $f$ leads by a finite number of transitions defined by axioms of SUA $_{e}$ (describing actions $a_{n}, \ldots, a_{n+k-1}$ ) to the situation $s_{n+k}^{\prime}$. According to construction of $\Pi^{\prime}$, there is a $\pi^{\prime} \in \Pi^{\prime}$ such that $\lambda_{0}^{\pi^{\prime}}$ and $\lambda_{e}^{\pi^{\prime}}$ determine the number of fluents correspondingly.
As a second step, we prove that whenever there is a $\pi^{\prime} \in \mathrm{H}^{\prime}$ such that $\mathcal{D}^{\prime}$ satisfies $\pi^{\prime}, \mathcal{D}$ satisfies $\pi$. Suppose, that there is a model $\mathcal{M}^{\prime}$ and a situation $s_{n+k}^{\prime}=d o^{\mathcal{M}^{\prime}}\left(a_{n+k-1}, d o^{\mathcal{M}^{\prime}}\left(a_{n+k-1}, \ldots, d o^{\mathcal{M}^{\prime}}\left(a_{-m}, s_{-m}^{\prime}\right) \ldots\right)\right)$ in $\mathcal{M}^{\prime}$ such that $\lambda_{0}^{\pi^{\prime}}$ is true in $s_{-m}^{\prime}, \lambda_{e}^{\pi^{\prime}}$ is true in $s_{n+k}^{\prime}$ and to determine state $\mathcal{M}^{\prime}\left(s_{n+k}^{\prime}\right), m$ denotes the number of transitions which are described by axioms of SUA $A_{0}, k$ denotes the number of transitions which are described by axioms of $\mathrm{SUA}_{e}$ and $n$ denotes the number of transitions which are described by all remaining state update axioms. Then, the following propositions hold:

1. There is a situation $s_{0}^{\prime \prime} \in S i t^{\mathcal{M}^{\prime}}$ such that $s_{-m}^{\prime \prime} \xrightarrow{a_{-m}^{\prime}} s_{-m}^{\prime \prime} \xrightarrow{a_{-m+1}^{\prime}} \cdots \xrightarrow{a_{-2}^{\prime}}$ $s_{-1}^{\prime \prime} \xrightarrow{a_{-1}^{\prime}} s_{0}^{\prime \prime}$ where $a_{-1}^{\prime}, \ldots a_{-m}^{\prime}$ represent exactly those actions in $s_{n+k}^{\prime}$ with descriptions in $\mathrm{SUA}_{0}$ and $\mathcal{M}^{\prime} \vDash \operatorname{state}\left(s_{-m}^{\prime \prime}\right)=$ st state $\left(s_{-m}^{\prime}\right)$. This is due to the fact, that an application of an axiom of $S U A_{0}$ strictly increases the number of some fluent, only. Hence, applications of axioms which were possible in situations containing smaller amounts of this fluent, are still possible after increasing the number. Furthermore, clearly, $\lambda_{0}$ is true in all such $s_{0}^{\prime \prime}$.
2. There is a situation $s_{n}^{\prime \prime} \in \operatorname{Sit}^{\mathcal{M}^{\prime}}$ such that $s_{n}^{\prime \prime} \xrightarrow{a_{n}^{\prime}} s_{n+1}^{\prime \prime} \xrightarrow{a_{n+1}^{\prime}} \cdots \xrightarrow{a_{n+k-2}^{\prime}}$ $s_{n+k-1}^{\prime \prime} \xrightarrow{a_{n+k-1}^{\prime}} s_{n+k}^{\prime \prime}$ where $a_{n}^{\prime}, \ldots, a_{n+k}^{\prime}$ represent exactly those actions in $s_{n+k}^{\prime}$ with descriptions in $\mathrm{SUA}_{e}$ and $s_{n}^{\prime \prime}$ with $s_{0}^{\prime \prime} \xrightarrow{a_{9}^{\prime}} s_{1}^{\prime \prime} \xrightarrow{a_{9}^{\prime}} \cdots \xrightarrow{a_{n-2}^{\prime}} s_{n-1}^{\prime \prime} \xrightarrow{a_{n-1}^{\prime}}$ $s_{n}^{\prime \prime}$ where $a_{0}^{\prime}, \ldots, a_{n-1}^{\prime}$ represent exactly those actions in $s_{n+k}^{\prime}$ with descriptions in SUA in the same order as they appear in $s_{n+k}^{\prime}$. This is due to the fact, that an application of an axiom of $\mathrm{SUA}_{e}$ strictly decreases the number of some fluent, only. Hence, applications of axioms which were possible in situations containing greater amounts of this fluent, are still possible before decreasing the number. Note, that $\mathcal{M}^{\prime} \vDash \operatorname{state}\left(s_{n+k}^{\prime \prime}\right)=_{S t} \operatorname{state}\left(s_{n+k}^{\prime}\right)$ and clearly, $\lambda_{e}$ is true in all such $s_{n}^{\prime \prime}$.

Since, $s_{0}^{\prime \prime} \xrightarrow{a_{0}^{\prime}} s_{1}^{\prime \prime} \xrightarrow{a_{1}^{\prime}} \cdots \xrightarrow{a_{n-2}^{\prime}} s_{n-1}^{\prime \prime} \xrightarrow{a_{n-1}^{\prime}} s_{n}^{\prime \prime}$ contains only actions of $\mathcal{D}$ and any pair $s_{n}^{\prime \prime}$ and $s_{0}^{\prime \prime}$ fulfils $\lambda_{0}$ and $\lambda_{e}$, respectively, there is a model $\mathcal{M}$ of $\mathcal{D}$ and
$s_{0} \in \operatorname{Sit}^{\mathcal{M}}$ and $s_{n} \in \operatorname{Sit}^{\mathcal{M}}$ such that $\mid$ state $^{\mathcal{M}}\left(s_{0}\right), f|=|$ state $^{\mathcal{M}^{\prime}}\left(s_{0}^{\prime \prime}\right), f \mid$ and $\mid$ state $^{\mathcal{M}}\left(s_{n}\right), f|=|$ state $^{\mathcal{M}^{\prime}}\left(s_{n}^{\prime \prime}\right), f \mid$ for all fluents $f$ and $s_{0} \xrightarrow{a_{0}^{\prime}} s_{1} \xrightarrow[\rightarrow]{a_{n}^{\prime}} \cdots \xrightarrow{a_{n-2}^{\prime}}$ $s_{n-1} \xrightarrow{a_{n-1}^{\prime}} s_{n}$.
Finally, for every model $\mathcal{M}^{\prime}$ of $\mathcal{D}^{\prime}$ which satisfies some $\pi^{\prime} \in \Pi^{\prime}$ there is a model $\mathcal{M}^{\prime \prime}$ where $\pi^{\prime}$ is satisfied in $s 0^{\mathcal{M}^{\prime \prime}}$. Hence, there exists a Petri net where $\mathcal{P}\left(\mathcal{D}^{\prime}, \mathcal{M}^{\prime \prime}\right)=\left(P, T, E, W, m_{0}\right)$ such that using the mappings of Proof 4.3.1,

$$
\Psi_{\mathcal{M}^{\prime \prime}}\left(\operatorname{Holds}\left(g_{0}^{\prime}\right)\right)(f) \leq m_{0}(f)<\Psi_{\mathcal{M}^{\prime \prime}}\left(\text { Holds }\left(f^{\left|g_{0}^{\prime}, f\right|+1}\right)\right)(f)
$$

for all fluents $f$ (i.e. $m_{0}=m_{\mathcal{M}^{\prime \prime}}\left(g_{0}^{\prime}\right)$ ). The formula $\pi^{\prime}$ is true in $\mathcal{M}^{\prime \prime}$ iff there is a sequence of actions $a_{0}, \ldots, a_{n-1}$ with $n \in \mathbb{N}$ such that $\lambda_{e}^{\pi^{\prime}}$ holds in $s_{n} \in$ Sit $\mathcal{M}^{\prime \prime}$ with $s 0^{\mathcal{M}^{\prime \prime}} \xrightarrow{a_{0}^{\prime}} s_{1} \xrightarrow{a_{1}^{\prime}} \cdots \xrightarrow{a_{n}^{\prime}-2} s_{n-1} \xrightarrow{a_{n}^{\prime}-1} s_{n}$. Due to bisimularity, such an action sequence exists iff there is a corresponding transition sequence in $\mathcal{P}$ such that $m_{0} \xrightarrow{t_{0}} m_{1} \xrightarrow{t_{1}} \cdots \xrightarrow{t_{n}-1} m_{e}$ and $\Psi_{\mathcal{M}^{\prime \prime}}\left(H o l d s\left(g_{e}^{\prime}\right)\right)(f) \leq m_{e}(f)<$ $\Psi_{\mathcal{M}^{\prime \prime}}\left(\operatorname{Holds}\left(f^{\left|g_{e}^{\prime}, f\right|+1}\right)\right)(f)$ (i.e. $\left.m_{e}=m_{\mathcal{M}^{\prime \prime}}\left(g_{e}^{\prime}\right)\right)$. The latter problem is called the reachability problem for Petri nets and is known to be decidable [103].

Corollary 5.3.2 Let $\mathcal{D}$ be an arbitrary domain description in $\mathcal{F C}_{P L}$. Then, the satisfiability of any formula of the form $\pi=\lambda_{0} \wedge E F \lambda_{e}$ where $\lambda_{0}, \lambda_{e} \in \Lambda_{L_{\Sigma}}$ is decidable.

Proof 5.3.2 From Equation 2.7 it follows that for propositional $\mathcal{F C}$ domains any formula of $\Lambda_{L_{\Sigma}}$, i.e. the language of boolean combinations of elements of $L_{\Sigma}$ (see Definition 2.6.2), can be represented as a finite disjunction of formulas of $\Lambda_{\text {Holds }}$. Consequently, any planning problem for $\mathcal{F} \mathcal{C}_{P L}$ domains can be represented by a finite set of instances of the problem $\pi=\lambda_{0} \wedge E F \lambda_{e}$ where $\lambda_{0}, \lambda_{e} \in \Lambda_{\text {Holds }}$. These problems are decidable by Theorem 5.3.1.

Note that the algorithm of [103] to decide Petri net reachability problems also allows the computation of a transition sequence which leads from the initial marking to the final marking. It can thus be applied to compute an actual action sequence which solves the planning problem.
Since the conjunctive planning problem is an instance of the planning problem we may apply the Petri net reachability algorithm also to decide the conjunctive planning problem. However, the complexity of this algorithm is very high and precise complexity boundaries for solving the reachability problem are not yet established. Instead, to solve the conjunctive planning problem we can also use the much simpler Procedure 4.2 .1 of Karp-Miller. In Chapter 7 we propose an appropriately adapted method to this end and we show the completeness of the method for conjunctive planning problems for $\mathcal{F C}_{P L}$ domains.

Another question is whether it is possible to decide the extended planning problem in $\mathcal{F} \mathcal{C}_{P L}$. Deciding the extended planning problem is particularly interesting
when the initial situation is not completely known. In this case from the solution to the planning problem it might follow that there is a successful plan for some initial state. From the solution to an extended planning problem we may conclude whether there is a successful plan for every initial state. The decidability of the extended planning problem for $\mathcal{F \mathcal { C } _ { P L }}$ is examined in the next section.

### 5.4 Extended Planning Problems in $\mathcal{F} \mathcal{C}_{P L}$

Theorem 5.4.1 Let $\mathcal{D}$ be an arbitrary domain description in $\mathcal{F C}_{P L}$. Then the validity of any formula of the form $\pi=\lambda_{0} \Rightarrow E F \lambda_{e}$ where $\lambda_{0}, \lambda_{e} \in \Lambda_{\text {Holds }}$ is decidable.

Proof 5.4.1 Again, consider $g_{0}^{p}$ to be the term $g^{p}, g_{0}^{n}$ the term $g^{n}$ of the formula $\lambda_{0}$ and $g_{e}^{p}$ to be the term $g^{p}, g_{e}^{n}$ the term $g^{n}$ of the formula $\lambda_{e}$ respectively. By $\hat{g}$ we denote a state term associated with state term $g$ as defined in Proof 5.3.1.
We prove the claim by constructing a finite set $\Theta=\left\{\mathcal{P}^{\prime}{ }_{1}, \ldots, \mathcal{P}^{\prime}{ }_{n}\right\}$ of Petri nets $\mathcal{P}^{\prime}{ }_{i}=\left(P_{i}^{\prime}, T_{i}^{\prime}, E_{i}^{\prime}, W_{i}^{\prime}, m_{i}^{\prime}\right), 1 \leq i \leq n$, such that $\pi$ is true in all models of $\mathcal{D}$ iff the union of the reachability sets $\Re\left(m_{i}^{\prime}, \mathcal{P}^{\prime}\right)$ for all $1 \leq i \leq n$ contains the set $S$ of all markings $m$ with $\left|g_{0}^{p}, f\right| \leq m(f)<\left|g_{0}^{n}, f\right|$ for all fluents $f$ occurring in $g_{0}^{n}$ and $\left|g_{0}^{p}, f\right| \leq m(f)$, otherwise. The latter problem is decidable due to the following results.
According to [56], for every finite set $\Theta$ of Petri nets with equivalent places $P$ there exists a Petri net $\mathcal{P}_{\cup}^{\Theta}=\left(P^{\Theta}, T^{\Theta}, E^{\Theta}, W^{\Theta}, m^{\Theta}\right)$ such that $\left.\Re\left(m^{\Theta}, \mathcal{P}_{\cup}^{\Theta}\right)\right|_{P}=$ $\bigcup_{\mathcal{P}=(P, T, E, W, m) \in \Theta} \Re(m, \mathcal{P})$ where $\left.\Re\left(m^{\Theta}, \mathcal{P}_{\cup}^{\Theta}\right)\right|_{P^{\ominus} \backslash P}$ is finite. Consequently, the above problem can be reduced to the question whether for $\mathcal{P} \cup \cup,\left.\Re\left(m^{\Theta}, \mathcal{P}_{\cup}^{\Theta}\right)\right|_{P}$ contains $S$ (containment problem).
Note that $S$ can be represented as a finite union of linear sets (i.e., $S$ can be represented by a semi-linear set - for definitions of linear and semi-linear, see [29]) of markings given by the above conditions. Furthermore, for every linear set $L$ it is straightforward to construct a Petri net $\mathcal{P}_{L}=\left(P_{L}, T_{L}, E_{L}, W_{L}, m_{L}\right)$ such that $\Re\left(m_{L}, \mathcal{P}_{L}\right)=L$. As in [85] it is possible to effectively construct for every such Petri net $\mathcal{P}_{L}$ a Petri net $\mathcal{P}_{L}^{\Theta}=\left(P_{L}^{\Theta}, T_{L}^{\Theta}, E_{L}^{\Theta}, W_{L}^{\Theta}, m_{L}^{\Theta}\right)$ such that $\left.\Re\left(m_{L}^{\Theta}, \mathcal{P}_{L}^{\Theta}\right)\right|_{P_{L}}=\left.\Re\left(m_{L}, \mathcal{P}_{L}\right) \cap \Re\left(m^{\Theta}, \mathcal{P}_{\cup}^{\Theta}\right)\right|_{P_{L}}$, where $\left.\Re\left(m_{L}^{\Theta}, \mathcal{P}_{L}^{\Theta}\right)\right|_{P_{L}^{\Theta} \backslash P_{L}}$ is finite. Since $\Re\left(m_{L}, \mathcal{P}_{L}\right)$ is linear for all $\mathcal{P}_{L}$ and due to the construction of $\mathcal{P}_{L}^{\Theta}$ in [85], $\Re\left(m_{L}^{\Theta}, \mathcal{P}_{L}^{\Theta}\right)$ must be semi-linear if $\left.\Re\left(m_{L}, \mathcal{P}_{L}\right)\right|_{P_{L}}=\left.\Re\left(m_{L}^{\Theta}, \mathcal{P}_{L}^{\Theta}\right)\right|_{P L}$. Hence, the containment problem is decidable by using the following propositions which were shown in $[85,61]$ :

1. It is decidable whether the reachability set of an arbitrary Petri net is semi-linear, and
2. if the reachability set is semi-linear, it can be effectively computed.

Finally, the equivalence of semi-linear sets can be decided (see, e.g. [50]). Hence, it is possible to decide whether $\left.\Re\left(m^{\Theta}, \mathcal{P}_{\cup}^{\Theta}\right)\right|_{P_{L}}$ contains $\Re\left(m_{L}, \mathcal{P}_{L}\right)$ for every linear set $L$ of $S$ by verifying that $\Re\left(m_{L}, \mathcal{P}_{L}\right)=\left.\Re\left(m_{L}^{\Theta}, \mathcal{P}_{L}^{\Theta}\right)\right|_{P_{L}}$.
Now, we present the construction of the finite set $\Theta$ of Petri nets, such that the first claim holds. To this end note that there is a symmetry fulfilled by every domain description $\mathcal{D}$ of $\mathcal{F}_{P L}$, namely for every domain description $\mathcal{D}$ there is a reverse domain description $\hat{\mathcal{D}}$ such that for every model $\mathcal{M}$ of $\mathcal{D}$, situation $s \in S i t^{\mathcal{M}}, a \in A c t^{\mathcal{M}}$ and $s \xrightarrow{a} s^{\prime}$, there is a $\hat{\mathcal{M}}$ of $\hat{\mathcal{D}}$, situation $\hat{s} \in \operatorname{Sit}^{\hat{\mathcal{M}}}, \hat{a} \in \operatorname{Act}{ }^{\hat{\mathcal{M}}}$ and $\hat{s} \xrightarrow{\hat{a}} \hat{s}^{\prime}$ such that $\left|\operatorname{state}^{\mathcal{M}}(s), f\right|=\left|\operatorname{state}^{\hat{\mathcal{M}}}\left(\hat{s}^{\prime}\right), f\right|$ and $\mid$ state $^{\mathcal{M}}\left(s^{\prime}\right), f|=|$ state $^{\hat{\mathcal{M}}}(\hat{s}), f \mid$ for all fluents $f . \hat{\mathcal{D}}$ is given by the signature of $\mathcal{D}$ where each action symbol $a$ is substituted by some action symbol $\hat{a}$. Every pair of precondition and state update axiom

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{-}, s\right)\right) \\
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s)) \circ S t_{a}^{-}=S_{t} \operatorname{state}(s) \circ S t_{a}^{+}\right)
\end{aligned}
$$

in $\mathcal{D}$ is substituted by

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(S t_{a}^{+} \circ S t_{a}^{=}, s\right)\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(\hat{a}, s)) \circ S t_{a}^{+}=S t \operatorname{state}(s) \circ S t_{a}^{-}\right)
\end{aligned}
$$

From this and some observations given in the proof of Theorem 5.3.1 in this work, we conclude, the formula $\pi$ is valid in $\mathcal{D}$ iff for every number $n_{f}$ of fluents given by $\left|g_{0}^{n}, f\right|>n_{f} \geq\left|g_{0}^{p}, f\right|$ if $f$ occurs in $g_{0}^{n}$ and $n_{f} \geq\left|g_{0}^{p}, f\right|$ otherwise, exists a model $\hat{\mathcal{M}}$ of $\hat{\mathcal{D}}$ and situations $\hat{s}_{e}, s 0^{\hat{\mathcal{M}}}$ such that
 Act ${ }^{\dot{\mathcal{M}}}$, and
2. $\mid$ state $\hat{\mathcal{M}^{( }}\left(\hat{s_{e}}\right), f \mid=n_{f}$ for all fluents $f$, and
3. $\left|g_{e}^{n}, f\right|>\mid$ state $^{\hat{\mathcal{M}}}\left(s 0^{\hat{\mathcal{M}}}\right), f\left|\geq\left|g_{e}^{p}, f\right|\right.$ if $f$ occurs in $\left.g_{e}^{n},\right|$ state $^{\hat{\mathcal{M}}}\left(s 0^{\hat{\mathcal{M}}}\right), f \mid \geq$ $\left|g_{e}^{p}, f\right|$ otherwise.

The set of initial states described by the third condition may be not finite. To be able to reduce the above problem to a finite number of questions for Petri nets (where the initial marking corresponds to the initial state state ${ }^{\hat{\mathcal{M}}}\left(s 0^{\hat{\mathcal{M}}}\right)$ of a particular model $\mathcal{M}$ ) we apply the idea of the Proof 5.3 .1 and construct a new domain description $\hat{\mathcal{D}}^{\prime}$ by adding a set of new actions and appropriate pairs of precondition and state update axioms of the form:

```
\forall(s:Sit). (Poss(a,s)\LeftrightarrowT)
\forall(s:Sit). (Poss (a,s)=>\operatorname{state}(do(\hat{a}
```

for all $f \in G_{e}^{n}$ and $G_{e}^{n}=\left\{f|f \in F l \wedge| g_{e}^{n}, f \mid=0\right\}$. And finally, we investigate the (obviously finite) set $\Theta$ of Petri nets $\mathcal{P}\left(\hat{\mathcal{D}}^{\prime}, \hat{\mathcal{M}}^{\prime}\right)$, where $g=$ state $^{\hat{\mathcal{M}}^{\prime}}\left(s 0^{\hat{\mathcal{M}}^{\prime}}\right)$ fulfils $\left|g_{e}^{p}, f\right| \leq|g, f|<\left|g_{e}^{p}, f\right|+1$ for all fluents $f$. The state term $g$ determines the initial marking of $\mathcal{P}\left(\hat{\mathcal{D}}^{\prime}, \hat{\mathcal{M}}^{\prime}\right)$. Then, $\pi$ is valid iff the union of the reachability sets of Petri nets of $\Theta$ contains all markings corresponding to the second condition, i.e. all markings $m$ such that $m(f)=n_{f}$ for all fuents $f$ and all possible $n_{f}$.

Corollary 5.4.2 Let $\mathcal{D}$ be an arbitrary domain description in $\mathcal{F C}_{P L}$. Then, the validity of any formula of the form $\pi=\lambda_{0} \Rightarrow E F \lambda_{e}$ where $\lambda_{0}, \lambda_{e} \in \Lambda_{L_{\Sigma}}$ is decidable.

Proof 5.4.2 As for the planning problem, from Equation 2.7 it follows that any formula of $\Lambda_{L_{\Sigma}}$ for $\mathcal{F} \mathcal{C}_{P L}$ can be represented as a finite disjunction of formulas of $\Lambda_{\text {Holds }}$. Consequently, any extended planning problem for $\mathcal{F} \mathcal{C}_{P L}$ domains can be represented by a finite set of instances of the problem $\pi=\lambda_{0} \Rightarrow \mathrm{EF} \lambda_{e}$ where $\lambda_{0}, \lambda_{e} \in \Lambda_{\text {Holds }}$. These problems are decidable by Theorem 5.4.1.

Example 5.4.1 (Airport continued) For the airport domain of Example 2.5.4 all the queries of Example 3.4.1 are decidable.

### 5.5 Planning Problems in $\mathcal{F C}_{L}$

Unfortunately, as we show next for non-propositional Fluent Calculus domains the planning problem is undecidable.

Theorem 5.5.1 Let $\mathcal{D}$ be a $\mathcal{F C}_{L}$ domain description wrt signature $\Sigma, X$ some variable declaration and $\pi$ be a planning problem, i.e. a formula of the form $\lambda_{0} \wedge E F \lambda_{e}$ with $\lambda_{0}, \lambda_{e} \in \Lambda_{L_{\Sigma}(X)}$. The satisfiability of $\pi$ is undecidable.

We will prove the theorem by reducing the halting problem of deterministic two-counter machines to the above satisfiability problem. For deterministic twocounter machines the halting problem is undecidable [110]. Informally, a twocounter machine consists of two counters and a program which describes how the counters are decremented or incremented.

Definition 5.5.1 $A$ two-counter machine is a system $M=\left(2, Q, \delta, q_{0}, q_{f}\right)$, where $Q$ is a nonempty finite set of internal states, $q_{0} \in Q$ is an initial state, and $q_{f} \in Q$ is a final state. $M$ uses $\{Z, P\}$ as a tape alphabet. $\delta$ is a move relation which is a subset of $Q \times\{1,2\} \times\{Z, P,-, 0,+\} \times Q$ (where " - ", " 0 ", and " + " denote left-shift, no-shift, and right-shift of a head, respectively). Tapes are one-way (rightward) infinite. The leftmost squares of the tapes contain the symbol " $Z$ ", and all other squares contain " $P$ ". Each element of $\delta$ is of the form $\left[q, i, s, q^{\prime}\right]$ where $q, q^{\prime} \in Q, i \in\{1,2\}, s \in\{Z, P,-, 0,+\}$.

A configuration of $M$ is a tuple $\left(q, n_{1}, n_{2}\right) \in Q \times \mathbb{N}^{2}$. The transition relation $\rightarrow_{M}$ over configurations of $M$ is defined as follows:

$$
\left(q, n_{1}, n_{2}\right) \rightarrow_{M}\left(q^{\prime}, n_{1}^{\prime}, n_{2}\right) \quad \text { and } \quad\left(q, n_{1}, n_{2}\right) \rightarrow_{M}\left(q^{\prime}, n_{1}, n_{2}^{\prime}\right)
$$

iff one of the conditions 1-5 is satisfied.

1. $\left[q, i, Z, q^{\prime}\right] \in \delta$ and $n_{i}=n_{i}^{\prime}=0$.
2. $\left[q, i, P, q^{\prime}\right] \in \delta$ and $n_{i}=n_{i}^{\prime}>0$.
3. $\left[q, i,-, q^{\prime}\right] \in \delta$ and $n_{i}-1=n_{i}^{\prime}$.
4. $\left[q, i, 0, q^{\prime}\right] \in \delta$ and $n_{i}=n_{i}^{\prime}$.
5. $\left[q, i,+, q^{\prime}\right] \in \delta$ and $n_{i}+1=n_{i}^{\prime}$.

Let $c=\left(q, n_{1}, n_{2}\right)$ be a configuration and let $\Re(c, M)$ denote the set $\left\{c^{\prime} \mid c \xrightarrow{*}_{M}\right.$ $\left.c^{\prime}\right\} . c$ is called accepted iff there exists $\left(q, n_{1}^{\prime}, n_{2}^{\prime}\right) \in \Re(c, M)$ such that $q=q_{f}$.
$M$ is called deterministic if for all distinct elements $\left[q_{1}, i_{1}, x_{1}, q_{1}^{\prime}\right],\left[q_{2}, i_{2}, x_{2}, q_{2}^{\prime}\right] \in$ $\delta$ holds

$$
q_{1}=q_{2} \Rightarrow\left(i_{1}=i_{2} \wedge x_{1} \neq x_{2} \wedge x_{1}, x_{2} \in\{Z, P\}\right)
$$

A two-counter machine characterises a $L_{M}$-valued transition system. To this end we consider a set $L_{M}$ of atomic propositions to consist of some propositions that allow us to define the acceptance condition ${ }^{2}$.

$$
L_{M}=Q \cup\{(q, n, \leq, i) \mid q \in Q \wedge n \in \mathbb{N} \wedge i \in\{1,2\}\}
$$

Then we define the mapping $\alpha: L_{M} \times \Re(c, M) \rightarrow\{T, \perp\}$ accordingly such that $\alpha\left((q),\left(q^{\prime}, n_{1}^{\prime}, n_{2}^{\prime}\right)\right)=\mathrm{T}$ iff $q=q^{\prime}, \alpha\left((q, n, \leq, i),\left(q^{\prime}, n_{1}^{\prime}, n_{2}^{\prime}\right)\right)=\mathrm{T}$ iff $q=q^{\prime}$ and $n \leq n_{i}^{\prime}$, for $i \in\{1,2\}$.
Clearly, $K\left(M, L_{M}\right)=\left(\Re(c, M), \rightarrow_{M}, \delta, \alpha\right)$ is a $L_{M}$-valued transition system.
The halting problem for a two-counter machine $M$ is the problem to decide whether a configuration $c=\left(q, n_{1}, n_{2}\right)$ is accepted by $M$. It can be expressed as the satisfiability of the formula

$$
\begin{equation*}
\left(q, n_{1}, \leq, 1\right) \wedge \neg\left(q, n_{1}+1, \leq, 1\right) \wedge\left(q, n_{2}, \leq, 2\right) \wedge \neg\left(q, n_{2}+1, \leq, 2\right) \wedge \mathrm{EF}\left(q_{f}\right) \tag{5.1}
\end{equation*}
$$

To show that there exists a domain description such that satisfiability of $\pi$ is undecidable we show that a deterministic two-counter machine $M$ can be

[^21]encoded into a domain description $\mathcal{D}(M)$ of $\mathcal{F} \mathcal{C}_{L}$. To this end we consider the $\mathcal{F} \mathcal{C}_{L}$ signature $\Sigma_{c}$ which contains the domain specific sort $N$ and the functions:
$\left\{f_{q}: \rightarrow F l \mid q \in Q\right\} ; f_{1}: N \rightarrow F l ; f_{2}: N \rightarrow F l ;$
$o_{Z}: \rightarrow N ; o_{P}: N \rightarrow N ;\left\{a_{r}: N \rightarrow\right.$ Act $\left.\mid r \in \delta \wedge r \neq\left[q, i, Z, q^{\prime}\right]\right\} ;\left\{a_{r}: \rightarrow\right.$ Act $\mid$ $\left.r \in \delta \wedge r=\left[q, i, Z, q^{\prime}\right]\right\}$.

1. For every $r=\left[q, i, Z, q^{\prime}\right] \in \delta$ of the above form we add the axioms:

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}\left(a_{r}, s\right) \Leftrightarrow \operatorname{Holds}\left(f_{i}\left(o_{Z}\right) \circ f_{q}, s\right)\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}\left(a_{r}, s\right) \Rightarrow \operatorname{state}\left(\operatorname{do}\left(a_{r}, s\right)\right) \circ f_{q}=\operatorname{St} \operatorname{state}(s) \circ f_{q^{\prime}}\right) .
\end{aligned}
$$

2. For every $r=\left[q, i, P, q^{i}\right] \in \delta$ of the above form we add the axioms:

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}),(x: N) \cdot\left(\operatorname{Poss}\left(a_{r}(x), s\right) \Leftrightarrow \operatorname{Holds}\left(f_{i}\left(o_{P}(x)\right) \circ f_{q}, s\right)\right) \\
& \forall(s: \operatorname{Sit}),(x: N) \cdot\left(\operatorname{Poss}\left(a_{r}(x), s\right) \Rightarrow\right. \\
& \left.\operatorname{state}\left(\operatorname{do}\left(a_{r}(x), s\right)\right) \circ f_{q}=S t \operatorname{state}(s) \circ f_{q^{\prime}}\right) .
\end{aligned}
$$

3. For every $r=\left[q, i,-, q^{\prime}\right] \in \delta$ of the above form we add the axioms:

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}),(x: N) \cdot\left(\operatorname{Poss}\left(a_{r}(x), s\right) \Leftrightarrow \operatorname{Holds}\left(f_{i}\left(o_{P}(x)\right) \circ f_{q}, s\right)\right) \\
& \forall(s: \operatorname{Sit}),(x: N) \cdot\left(\operatorname{Poss}\left(a_{r}(x), s\right) \Rightarrow\right. \\
& \left.\quad \operatorname{state}\left(\operatorname{do}\left(a_{r}(x), s\right)\right) \circ f_{q} \circ f_{i}\left(o_{P}(x)\right)=\operatorname{St} \operatorname{state}(s) \circ f_{q^{\prime}} \circ f_{i}(x)\right) .
\end{aligned}
$$

4. For every $r=\left[q, i, 0, q^{\prime}\right] \in \delta$ of the above form we add the axioms:

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}),(x: N) \cdot\left(\operatorname{Poss}\left(a_{r}(x), s\right) \Leftrightarrow \operatorname{Holds}\left(f_{q}, s\right)\right) \\
& \forall(s: \operatorname{Sit}),(x: N) \cdot\left(\operatorname{Poss}\left(a_{r}(x), s\right) \Rightarrow\right. \\
& \left.\quad \operatorname{state}\left(\operatorname{do}\left(a_{r}(x), s\right)\right) \circ f_{q}=\operatorname{St} \operatorname{state}(s) \circ f_{q^{\prime}}\right) .
\end{aligned}
$$

5. For every $r=\left[q, i,+, q^{\prime}\right] \in \delta$ of the above form we add the axioms:

$$
\begin{aligned}
& \forall(s: \operatorname{Sit}),(x: N) \cdot\left(\operatorname{Poss}\left(a_{r}(x), s\right) \Leftrightarrow \operatorname{Holds}\left(f_{i}(x) \circ f_{q}, s\right)\right) \\
& \forall(s: \operatorname{Sit}),(x: N) \cdot\left(\operatorname{Poss}\left(a_{r}(x), s\right) \Rightarrow\right. \\
& \left.\quad \operatorname{state}\left(\operatorname{do}\left(a_{r}(x), s\right)\right) \circ f_{q} \circ f_{i}(x)=s_{s t} \operatorname{state}(s) \circ f_{q^{\prime}} \circ f_{i}\left(o_{P}(x)\right)\right) .
\end{aligned}
$$

Proof 5.5.1 To prove soundness of the above embedding we show that for any deterministic two-counter machine $M$ with initial configuration $c_{0}=\left(q^{0}, n_{1}^{0}, n_{2}^{0}\right)$ and the model $\mathcal{M}$ of $\mathcal{D}(M)$ with

$$
\operatorname{state}^{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)=f_{q^{0}} \circ f_{1}(\underbrace{o_{P}\left(\ldots o_{P}\left(o_{Z}\right) \ldots\right)}_{n_{1}^{0}} \circ f_{2}(\underbrace{o_{P}\left(\ldots o_{P}\left(o_{Z}\right) \ldots\right)}_{n_{2}^{0}}
$$

$K\left(\mathcal{M}, L_{\Sigma_{c}}^{\prime}(X)\right)$ and $K\left(M, L_{M}\right)$ are bisimilar.
Thereby we define the subset $L_{\Sigma_{c}}^{\prime}(X)$ of $L_{\Sigma_{c}}(X)$ as follows

$$
\begin{aligned}
L_{\Sigma_{c}}^{\prime}= & \left\{\operatorname{Holds}\left(f_{q}\right) \mid q \in Q\right\} \\
& \left\{\operatorname{Holds}\left(f_{i}(t) \circ f_{q}\right) \mid q \in Q \wedge i \in\{1,2\} \wedge t \in T_{N, \Sigma_{c}}\left(1^{\circ}\right)\right\} \\
& \{\exists(x: N) . \operatorname{Holds}(f_{i}(\underbrace{o_{P}\left(\ldots \left(o_{P}\right.\right.}_{n}(x)) \ldots)) \circ f_{q}) \\
& \mid q \in Q \wedge i \in\{1,2\} \wedge n \in \mathbb{N}\} \\
& \left\{\exists(x, y: N) . \operatorname{Holds}\left(f_{i}(x) \circ f_{i}(y)\right) \mid i \in\{1,2\}\right\}
\end{aligned}
$$

The mappings $\Psi_{\mathcal{M}}: L_{\Sigma_{\mathrm{c}}}^{\prime} \rightarrow L_{M}$ and $\Psi_{M}: L_{M} \rightarrow L_{\Sigma_{\mathrm{c}}}^{\prime}$ between propositions of $K\left(\mathcal{M}, L_{\Sigma_{\mathrm{c}}}^{\prime}\right)$ and $K\left(M, L_{M}\right)$ for $i \in\{1,2\}$ and $q \in Q$ :

$$
\begin{aligned}
& \Psi_{\mathcal{M}}\left(\text { Holds }\left(f_{q}\right)\right)=(q), \\
&\Psi_{\mathcal{M}}(\exists(x: N) . \text { Holds }(f_{i}(\underbrace{o_{P}\left(\ldots \left(o_{P}\right.\right.}_{n}(x)) \ldots)) \circ f_{q}))=(q, n, \leq, i) \\
& \Psi_{\mathcal{M}}\left(\exists(x, y: N) \cdot \operatorname{Holds}\left(f_{i}(x) \circ f_{i}(y)\right)\right)=\perp \\
& \Psi_{M}(q)=\operatorname{Holds}\left(f_{q}\right), \\
&\Psi_{M}(q, n, \leq, i)=\exists(x: N) \cdot \operatorname{Holds}(f_{i}(\underbrace{o_{P}\left(\ldots \left(o_{P}\right.\right.}_{n}(x)) \ldots)) \circ f_{q})
\end{aligned}
$$

Clearly $\Psi_{\mathcal{M}}$ and $\Psi_{M}$ are bijections and $\Psi_{\mathcal{M}}=\Psi_{M}^{-1}$ except for the mapping of $\exists(x, y: N)$. Holds $\left(f_{i}(x) \circ f_{i}(y)\right)$ for $i \in\{1,2\}$. As we will show in the following, in a model where state ${ }^{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)$ does not contain several copies of $f_{i}(-)$ there is no state associated with a subsequent situation of $s 0^{\mathcal{M}}$ which contains several copies of $f_{i}(-)$. Consequently, by restricting to only those models any proposition of the form $\exists(x, y: N)$. $\operatorname{Holds}\left(f_{i}(x) \circ f_{i}(y)\right)$ is assigned $\perp$ in every state. The appropriate restriction of the set of models is expressed in the query corresponding to the halting problem.
Furthermore, let $c=\left(q, n_{1}, n_{2}\right)$ be a configuration and

$$
\operatorname{state}^{\mathcal{M}}(c)=f_{q} \circ f_{1}(\underbrace{o_{P}\left(\ldots o_{P}\left(o_{Z}\right) \ldots\right)}_{n_{1}} \circ f_{2}(\underbrace{o_{P}\left(\ldots o_{P}\left(o_{Z}\right) \ldots\right)}_{n_{2}} \text {. }
$$

Then, from the definition of Holds follows for any $p \in L_{M}, \alpha(p, c)=\mathrm{T}$ iff $\alpha\left(\Psi_{M}(p)\right.$, state $\left.^{\mathcal{M}}(c)\right)=$ T. And, vice versa, for any $p \in L_{\Sigma_{c}}^{\prime}, \alpha\left(p\right.$, state $\left.^{\mathcal{M}}(c)\right)=$ Tiff $\alpha\left(\Psi_{\mathcal{M}}(p), c\right)=\mathrm{T}$.
Since $K\left(\mathcal{M}, L_{\Sigma_{c}}^{\prime}\right)$ and $K\left(M, L_{M}\right)$ are rooted in $m_{0}\left(s 0^{\mathcal{M}}\right)$, it suffices to show the existence of a bisimulation $\Phi$ with $\left(s 0^{\mathcal{M}},\left(q^{0}, n_{1}^{0}, n_{2}^{0}\right)\right) \in \Phi$.
Now let $(s, c) \in \Phi \subseteq \operatorname{Sit}^{\mathcal{M}} \times \Re(c, M)$ such that $s \in \operatorname{Sit}^{\mathcal{M}}(c)$ where $\operatorname{Sit}^{\mathcal{M}}(c)$ denotes the set of all situations $s$ where state ${ }^{\mathcal{M}}(s)=\operatorname{state}^{\mathcal{M}}(c)$. We prove that for every transition $t \in \delta$ and $c \rightarrow_{M} c^{\prime}$, there exists a situation $s^{\prime}$ such that state ${ }^{\mathcal{M}}\left(s^{\prime}\right)=$ state $^{\mathcal{M}}\left(c^{\prime}\right)$ and $s{\xrightarrow{a_{\mathcal{M}}}}_{\mathcal{M}} s^{\prime}$ for all $s \in \operatorname{Sit}^{\mathcal{M}}(c)$. To this end we investigate all cases of the transition relation in Definition 5.5.1 with $c=$ $\left(q, n_{1}, n_{2}\right)$ :

1. Let $r=\left[q, i, Z, q^{\prime}\right]$ and $c \xrightarrow[\rightarrow]{r}_{M} c^{\prime}$. Then $n_{i}=0$ and $n_{i}^{\prime}=0$ and state ${ }^{\mathcal{M}}(c)$ contains $f_{i}\left(o_{Z}\right)$ and $f_{q}$, i.e. $\mathcal{M} \vDash \operatorname{Holds}\left(f_{i}\left(o_{Z}\right) \circ f_{q}, s\right)$. Furthermore, $a_{r}$ is applicable and state ${ }^{\mathcal{M}}\left(d o^{\mathcal{M}}\left(a_{r}, s\right)\right)$ contains $f_{q^{\prime}}$ and $f_{1}\left(t_{1}\right)$ and $f_{2}\left(t_{2}\right)$ unchanged (for terms $t_{1}, t_{2}$, but not $f_{q}$. Consequently, $s^{\prime}=d o^{\mathcal{M}}\left(a_{r}, s\right)$ and state ${ }^{\mathcal{M}}\left(s^{\prime}\right)=s_{\text {state }}$ state $^{\mathcal{M}}\left(c^{\prime}\right)$.
2. Let $r=\left[q, i, P, q^{\prime}\right]$ and $c \xrightarrow{r} M c^{\prime}$. Then $n_{i}>0$ and $n_{i}^{\prime}=n_{i}$ and state ${ }^{\mathcal{M}}(c)$ contains $f_{i}\left(o_{P}(t)\right)$ (for some term $t$ ), i.e. $\mathcal{M} \vDash \operatorname{Holds}\left(f_{i}\left(o_{P}(t)\right) \circ f_{q}, s\right)$. Furthermore, $a_{r}(t)$ is applicable and state ${ }^{\mathcal{M}}\left(d o^{\mathcal{M}}\left(a_{r}(t)\right), s\right)$ contains $f_{q^{\prime}}$ and $f_{1}\left(t_{1}\right)$ and $f_{2}\left(t_{2}\right)$ unchanged (for some terms $t_{1}$ and $t_{2}$ ), but not $f_{q}$. Consequently, $s^{\prime}=d o^{\mathcal{M}}\left(a_{r}(t), s\right)$ and state ${ }^{\mathcal{M}}\left(s^{\prime}\right)={ }_{s t} s t a t e^{\mathcal{M}}\left(c^{\prime}\right)$.
3. Let $r=\left[q, i,-, q^{\prime}\right]$ and $c \xrightarrow{r}{ }_{M} c^{\prime}$. Then $n_{i}>0$ and $n_{i}^{\prime}=n_{i}-1$ and state ${ }^{\mathcal{M}}(c)$ contains $f_{i}\left(o_{P}(t)\right)$ (for some term $t$ ), i.e. $\mathcal{M} \vDash \operatorname{Holds}\left(f_{i}\left(o_{P}(t)\right) \circ\right.$ $\left.f_{q}, s\right)$. Furthermore, $a_{r}(t)$ is applicable and state $^{\mathcal{M}}\left(d o^{\mathcal{M}}\left(a_{r}(t), s\right)\right)$ contains $f_{q^{\prime}}$ and $f_{1}(t)\left(f_{2}(t)\right)$ and $f_{2}\left(t_{2}\right)\left(f_{1}\left(t_{1}\right)\right.$, respectively) unchanged (for some terms $t_{1}$ and $t_{2}$ ), but not $f_{q}$. Consequently, $s^{\prime}=d o^{\mathcal{M}}\left(a_{r}(t), s\right)$ and state ${ }^{\mathcal{M}}\left(s^{\prime}\right)=s_{t}$ state $^{\mathcal{M}}\left(c^{\prime}\right)$.
4. Let $r=\left[q, i, 0, q^{\prime}\right]$ and $c \stackrel{r}{\rightarrow} M c^{\prime}$. Then $n_{i}^{\prime}=n_{i}$ and state ${ }^{\mathcal{M}}(c)$ contains $f_{q}$, i.e. $\mathcal{M} \vDash \operatorname{Holds}\left(f_{q}, s\right)$. Furthermore, $a_{r}\left(t_{i}\right)$ is applicable and state ${ }^{\mathcal{M}}\left(d o{ }^{\mathcal{M}}\left(a_{r}\left(t_{i}\right), s\right)\right)$ contains $f_{q^{\prime}}$ and $f_{1}\left(t_{1}\right)$ and $f_{2}\left(t_{2}\right)$ unchanged (for some terms $t_{1}$ and $\left.t_{2}\right)$, but not $f_{q}$. Consequently, $s^{\prime}=d o^{\mathcal{M}}\left(a_{r}\left(t_{i}\right), s\right)$ and state $^{\mathcal{M}}\left(s^{\prime}\right)=$ st $^{\text {state }}{ }^{\mathcal{M}}\left(c^{\prime}\right)$.
5. Let $r=\left[q, i,-, q^{\prime}\right]$ and $\stackrel{r}{\xrightarrow{r}} c^{\prime}$. Then $n_{i}^{\prime}=n_{i}+1$ and state ${ }^{\mathcal{M}}(c)$ contains $f_{i}(t)$ (for some term $t$ ), i.e. $\mathcal{M} \vDash \operatorname{Holds}\left(f_{i}(t) \circ f_{q}, s\right)$. Furthermore, $a_{r}(t)$ is applicable and state ${ }^{\mathcal{M}}\left(d o^{\mathcal{M}}\left(a_{r}(t), s\right)\right)$ contains $f_{q^{\prime}}$ and $f_{1}\left(o_{P}(t)\right)$ $\left(f_{2}\left(o_{P}(t)\right)\right)$ and $f_{2}\left(t_{2}\right)\left(f_{1}\left(t_{1}\right)\right.$, respectively) unchanged (for some terms $t_{1}$ and $\left.t_{2}\right)$, but not $f_{q}$. Consequently, $s^{\prime}=d o^{\mathcal{M}}\left(a_{r}(t), s\right)$ and $s t a t e^{\mathcal{M}}\left(s^{\prime}\right)=s_{t}$ state $^{\mathcal{M}}\left(c^{\prime}\right)$.

Analogously, let $c_{\mathcal{M}}(s)$ for $s \in \operatorname{Sit}{ }^{\mathcal{M}}$ denote the configuration $\left(q, n^{1}, n^{2}\right)$ such that

$$
\operatorname{state}^{\mathcal{M}}(s)=s_{t} f_{q} \circ f_{1}(\underbrace{o_{P}\left(\ldots o_{P}\left(o_{Z}\right) \ldots\right)}_{n^{1}} \circ f_{2}(\underbrace{o_{P}\left(\ldots o_{P}\left(o_{Z}\right) \ldots\right)}_{n^{2}}) .
$$

Then for every action $a \in A c t^{\mathcal{M}}$ and $s \xrightarrow{a} \mathcal{M} s^{\prime}$, there exists $c^{\prime} \in \Re\left(c_{0}, M\right)$ and $t \in \delta$ such that $c_{\mathcal{M}}\left(s^{\prime}\right)=c^{\prime}$ and $c \xrightarrow{t} c^{\prime}$. This follows from the one-to-one mapping of $\delta$ to $T_{A c t, \Sigma}(\emptyset)$ and from the fact that $\Psi_{M}$ and $\Psi_{\mathcal{M}}$ are bijections. Furthermore, from the definition of the state update axioms it follows that there exists no situation where two distinct actions may be both executable, hence there is always a unique transition $t \in \delta$ associated with the execution of some action $a$ : by definition, the state associated with the initial situation contains exactly one fluent $f_{q}$ with $q \in Q$. In every state update axiom exactly one fluent $f_{q}$ is removed and exactly one fluent $f_{q^{\prime}}$ with $q, q^{\prime} \in Q$ is added. By induction it holds that every state associated with a reachable situations contains precisely one fluent $f_{q}$ with $q \in Q$. Consequently, only actions where the precondition axioms contain the same fluent $f_{q}(q \in Q)$ may be executable simultaneously. By definition of deterministic two-counter machines and their embedding in
$\mathcal{F} \mathcal{C}_{L}$ two actions $a_{1}, a_{2}$ may only share $f_{q}$ in the precondition axiom if the precondition axiom of $a_{1}$ contains additionally $f_{i}\left(o_{Z}\right)$ while the precondition axiom of $a_{2}$ contains additionally $f_{i}\left(o_{P}(x)\right)$ with $i \in\{1,2\}$. Since there is no ground term $t$ of sort $S t^{\mathcal{M}}$ such that $f_{i}\left(o_{Z}\right)$ and $f_{i}\left(o_{P}(x)\right)$ are unifiable with $t, a_{1}$ must correspond to the transition $\left[q, i, Z, q^{\prime}\right] \in \delta$ for some $q^{\prime} \in Q$, and $a_{2}$ must correspond to the transition $\left[q, i, P, q^{\prime}\right] \in \delta$ for some $q^{\prime} \in Q$.
For $\left(s 0^{\mathcal{M}}, c_{0}\right)$ holds $c_{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)=c_{0}$. By induction and the above relations it follows that $s 0^{\mathcal{M}} \sim c_{0}$.
Finally, the halting problem of two-counter machines can be encoded as a planning problem for $\mathcal{D}(M)$ using the mapping $\Psi_{M}$ :

$$
\begin{aligned}
& H o l d s(f_{1}(\underbrace{o_{P}\left(\ldots \left(o_{P}\right.\right.}_{n_{1}}(x)) \ldots)) \circ f_{q}) \wedge \\
& \neg \operatorname{Holds}(f_{1}(\underbrace{o_{P}\left(\ldots \left(o_{P}\right.\right.}_{n_{1}+1}(x)) \ldots)) \circ f_{q}) \wedge \neg \exists(x, y: N) . \operatorname{Holds}\left(f_{1}(x) \circ f_{1}(y)\right) \wedge \\
& \operatorname{Holds}(f_{2}(\underbrace{o_{P}\left(\ldots \left(o_{P}\right.\right.}_{n_{2}}(x)) \ldots)) \circ f_{q}) \wedge \\
& \neg \operatorname{Holds}(f_{2}(\underbrace{o_{P}\left(\ldots \left(o_{P}\right.\right.}_{n_{2}+1}(x)) \ldots)) \circ f_{q}) \wedge \neg \exists(x, y: N) . \operatorname{Holds}\left(f_{2}(x) \circ f_{2}(y)\right) \wedge \\
& \wedge_{r \in Q \wedge r \neq q} \neg \operatorname{Holds}\left(f_{r}\right) \wedge \operatorname{EFHolds}\left(f_{q_{f}}\right)
\end{aligned}
$$

Thereby the negative sub-formulas ${ }^{3}$ ensure that the initial state does not contain $f_{1}(-), f_{2}(-)$ multiple times, that the fluents $f_{1}(-), f_{2}(-)$ are uniquely determined, and that $f_{q}$ is the only fluent representing an element of $Q$.

Corollary 5.5.2 Let $\mathcal{D}$ be a $\mathcal{F C}_{L}$ domain description wrt signature $\Sigma, X$ some variable declaration and let $\pi$ be a formula describing a conjunctive planning problem, i.e. $\pi$ is of the form $\lambda_{0} \wedge E F \lambda_{e}$ with $\lambda_{0} \in \Lambda_{L_{\Sigma}(X)}$ and $\lambda_{e}=l_{1} \wedge \cdots \wedge l_{n}$ with $l_{1}, \ldots, l_{n} \in L_{\Sigma}(X)$. The satisfiability of $\pi$ is undecidable.

Proof 5.5.2 This follows simply from the fact that the planning problem of the above proof is also a conjunctive planning problem with $\lambda_{e}=\operatorname{Holds}\left(f_{q_{f}}\right)$.

Corollary 5.5.3 Let $\mathcal{D}$ be a $\mathcal{F C}_{L}$ domain description wrt signature $\Sigma, X$ some variable declaration and let $\pi$ be a formula describing an extended planning problem, i.e. $\pi$ is of the form $\lambda_{0} \Rightarrow E F \lambda_{e}$ with $\lambda_{0}, \lambda_{e} \in \Lambda_{L_{\Sigma}(X)}$. The validity of $\pi$ is undecidable.

[^22]Proof 5.5.3 Note that in the planning problem representing the halting problem of Proof 5.5.1 the initial state is completely specified. Hence, we may state the halting problem for two-counter machines also as the validity of

$$
\left(q, n_{1}, \leq, 1\right) \wedge \neg\left(q, n_{1}+1, \leq, 1\right) \wedge\left(q, n_{2}, \leq, 2\right) \wedge \neg\left(q, n_{2}+1, \leq, 2\right) \Rightarrow \operatorname{EF}\left(q_{f}\right)
$$

Using the mapping $\Psi_{M}$ we can transform this formula into a formula $\pi$. Deciding the validity of $\pi$ is an extended planning problem. Hence, from the proof of undecidability of the planning problem for $\mathcal{F \mathcal { C } _ { L }}$ domains follows also the undecidability of the extended planning problem for $\mathcal{F C} \mathcal{C}_{L}$ domains.

Furthermore, in the Proof 5.5.1 the state term associated with $s 0^{\mathcal{M}}$ may not contain any fluent more than once. Since none of the state update axioms may increase the number of copies of some fluent to become greater than one, it follows that the axiom (NM) of Definition 2.5.3 is fulfilled in all models of interest of domain $\mathcal{D}(M)$. Consequently, the planning problem as well as the extended planning problem are undecidable even if $\mathcal{F C}_{L}$ is additionally restricted by axiom (NM).

### 5.6 Planning Problems in $\mathcal{F C}_{\text {PLN }}$

It has been shown that the use of negation in precondition axioms is already sufficient to describe computationally complete systems:

Proposition 5.6.1 Let $\mathcal{D}$ be a $\mathcal{F}_{P L N}$ domain description wrt signature $\Sigma, X$ some variable declaration and $\pi$ be a planning problem, i.e. a formula of the form $\lambda_{0} \wedge E F \lambda_{e}$ with $\lambda_{0}, \lambda_{e} \in \Lambda_{L_{\Sigma}(X)}$. The satisfiability of $\pi$ is undecidable.

A proof of this theorem is given in [67]. Similarly to the proof of Theorem 5.5.1 it relies on the reduction of the halting problem of two-counter machines to $\mathcal{F C}_{\text {PLN }}$ domains. Since only constant fluents are allowed in $\mathcal{F} \mathcal{C}_{P L N}$ the counter value $n_{i} \in \mathbb{N}$ with $i \in\{1,2\}$ is represented by a term $\underbrace{f_{i} \circ \cdots \circ f_{i}}_{n_{i}}$,
Incrementing and decrementing of the counter is represented as adding and removing of a single fluent $f_{i}$, respectively. In contrast to $\mathcal{F} \mathcal{C}_{P L}$ domains the test of the counter for zero can be expressed using negation: $\neg \operatorname{Holds}\left(f_{i}, s\right)$. Consequently, this feature can be understood as being responsible for the expressive power gained by $\mathcal{F} \mathcal{C}_{P L N}$ wrt $\mathcal{F} \mathcal{C}_{P L}$.
Note that for the same reason as for $\mathcal{F} \mathcal{C}_{L}$ domains the extended planning problem and the conjunctive planning problem are both undecidable for $\mathcal{F} \mathcal{C}_{P L N}$ domains as well.

## The simple Fluent Calculus with specificity

As has been argued in Section $2.8, \mathcal{F C}_{L N}$ is more expressive than the simple Fluent Calculus with specificity relation $\mathcal{F C}_{L \leq}$ of [70]. Furthermore, for $\mathcal{F} \mathcal{C}_{P L N}$, the propositional version of $\mathcal{F C}_{L N}$, the planning problem has been shown to be undecidable. On the other hand, it is clear from Section 5.5 that since any two-counter machine can be represented as a $\mathcal{F \mathcal { C } _ { L }}$ domain, it can also be represented as a domain of the simple Fluent Calculus with specificity and, hence, the planning problem is undecidable in $\mathcal{F C}_{L \leq}$ as well. However, for $\mathcal{F} \mathcal{C}_{P L}$, the propositional version of $\mathcal{F} \mathcal{C}_{L}$, we have shown in Section 5.3 that the planning problem is in fact decidable. The question arises whether the planning problem is also decidable in the propositional version $\mathcal{F} \mathcal{C}_{P L \leq}$ of $\mathcal{F} \mathcal{C}_{L \leq}$ (we define $\mathcal{F C}_{P L \leq}$ domains simply as $\mathcal{F} \mathcal{C}_{L \leq}$ domains where all fluents and actions are constants). In the following we will show that this is not the case. To this end we will represent $\mathcal{F} \mathcal{C}_{P L N}$ domains as $\mathcal{F} \mathcal{C}_{P L \leq}$ domains. We will show bisimularity between the transition systems associated with models of the $\mathcal{F} \mathcal{C}_{P L N}$ domains and restricted versions of the transition systems associated with models of the $\mathcal{F} \mathcal{C}_{L \leq}$ domains. Such a restricted version results from removing all situations $s$ from a transition system where a particular fluent $\left(f_{c}\right)$ does not occur in state $(s)$. Then we show that every formula describing a planning problem for a $\mathcal{F} \mathcal{C}_{P L N}$ domain $\mathcal{D}$ can be extended to characterise the above restriction. Since it turns out that this extended formula describes a planning problem for the $\mathcal{F} \mathcal{C}_{P L \leq}$ domain that corresponds to $\mathcal{D}$, it follows that every planning problem for a $\mathcal{F C}_{P L N}$ domain can be represented as a planning problem for a $\mathcal{F} \mathcal{C}_{P L \leq}$ domain.
We define a $\mathcal{F C}_{P L \leq}$ domain to be a $\mathcal{F} \mathcal{C}_{L \leq}$ domain (see Definition 2.8.2) where all fluents and actions are constants. Now we describe how $\mathcal{F} \mathcal{C}_{P L N}$ domains are translated into $\mathcal{F} \mathcal{C}_{P L \leq}$ domains.

Definition 5.6.1 $\left(\mathcal{F C}_{P L N} \rightarrow \mathcal{F C}_{P L \leq}\right)$ Let $\mathcal{D}$ be a domain description in $\mathcal{F}_{\text {PLN }}$ wrt some signature $\Sigma$. We define $\Sigma_{\leq}$as the signature $\Sigma$ together with the additional definition $f_{c}: \rightarrow F l$ where $f_{c}$ does not appear in $\Sigma$. Furthermore, we define $\mathcal{D}_{\leq}$to denote a $\mathcal{F C}_{P L \leq}$ domain wrt $\Sigma_{\leq}$, such that for every action a and every pair of precondition and state update axioms of $\mathcal{D}$ of the form

$$
\begin{align*}
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{=}, s\right) \wedge \overline{{\operatorname{Holds}\left(S t_{a}^{n}, s\right)}}\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s), s) \circ S t_{a}^{-}=\operatorname{State}(s) \circ S t_{a}^{+}\right) \tag{5.2}
\end{align*}
$$

where for those fluents $f_{1}, \ldots, f_{k}$ of $\Sigma$ with $\left|S t_{a}^{n}, f_{i}\right|>0(i=1, \ldots, k) n_{i}=$ $\left|S t_{a}^{n}, f_{i}\right|-\left|S t_{a}^{-} \circ S t_{a}^{=}, f_{i}\right|>0$ also holds, $\mathcal{D}_{\leq}$contains the following $2^{k}+1$ pairs

of axioms:

$$
\begin{align*}
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=}, s\right)\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s), s) \circ S t_{a}^{-}=\operatorname{State}(s) \circ S t_{a}^{+}\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=} \circ f_{1}^{n_{1}}, s\right)\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Pass}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s), s) \circ f_{c}=\operatorname{St} \operatorname{state}(s)\right)  \tag{5.3}\\
& \vdots \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Pass}(a, s) \Leftrightarrow \operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=} \circ f_{1}^{n_{1}} \circ \cdots \circ f_{k}^{n_{k}}, s\right)\right) \\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Rightarrow \operatorname{state}(\operatorname{do}(a, s), s) \circ f_{c}=\operatorname{State}(s)\right)
\end{align*}
$$

The idea behind this mapping is based on viewing a statement like $\overline{\operatorname{Holds}\left(S t_{a}^{n}, s\right)}$ as a set of exceptions for the executability of action $a$. For every fluent $f_{i}$ occuring in $S t_{a}^{n}$ with $n_{i}>0, \overline{\operatorname{Holds}\left(S t_{a}^{n}, s\right)}$ describes one exception, i.e. the upper bound $\left|S t_{a}^{n}, f_{i}\right|$ of copies of fluent $f_{i}$ that must not be reached. Note that if $n_{i} \leq 0$ for some fluent $f_{i}$ then $\operatorname{Pass}(a, s)$ is not valid for every situation $s$ and the action $a$ is never executable. In $\mathcal{F} \mathcal{C}_{P L \leq}$ the case where no exception applies is represented by the precondition axiom which contains only the $\operatorname{Holds}\left(S t_{a}^{-} \circ S t_{a}^{=}, s\right)$ statement of the corresponding precondition axiom of the $\mathcal{F} \mathcal{C}_{P L N}$ domain. For every exception this axiom is overruled by another more specific precondition axiom. Since several exceptions may apply simultaneously we have to ensure that there is always one unique most specific precondition axiom for every combination of exceptions. However, in $\mathcal{F} \mathcal{C}_{L \leq}$ (and $\mathcal{F} \mathcal{C}_{P L \leq}$ ) domains it is not possible to prevent the executability of an action (see Section 2.8 ) explicitly. To label the situations that are not reachable in models of the $\mathcal{F} \mathcal{C}_{P L N}$ domain we introduce an additional fluent $f_{c}$ which is removed from a state whenever an exceptions has applied. Then, for every situation in a model for the $\mathcal{F} \mathcal{C}_{P L N}$ domain there exists a situation "labeled" by $f_{c}$ in the corresponding model of the $\mathcal{F} \mathcal{C}_{P L \leq}$ domain.

Proposition 5.6.2 Let $\mathcal{D}$ be a $\mathcal{F}_{P L N}$ domain description and $\mathcal{M}$ be a model of $\mathcal{D}$. Let $\mathcal{M}_{\leq}$denote the model of the $\mathcal{F C}_{P L \leq}$ domain $\mathcal{D}_{\leq}$where for all $f \in$ $F l l^{\mathcal{M}} \mid$ state $^{\mathcal{M}} \leq\left(s 0^{\mathcal{M}} \leq\right), f|=|$ state $^{\mathcal{M}}\left(s 0^{\mathcal{M}}\right), f \mid$ and $\mid$ state $^{\overline{\mathcal{M}} \leq}\left(s 0^{\mathcal{M}} \leq\right), f_{c} \mid=1$. Let $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$denote the transition system which is the result of removing all those situations $s$ from $K\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$where state ${ }^{\mathcal{M}}(s)$ does not contain the fluent $f_{c}$. Then $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$and $K\left(\mathcal{M}, L_{\Sigma}\right)$ are bisimilar.

Proof 5.6.2 Note first that none of the actions of $\mathcal{D}$ is executable in some situation $s$ if state ${ }^{\mathcal{M}} \leq(s)$ does not contain $f_{c}$. Consequently, those situations are leaves of $K\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$and, hence, $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$also forms a tree.
Furthermore, there may be several pairs of axioms describing preconditions and effects of some action $a$. According to the specificity relation the first pair is chosen in some situation $s$ iff $\operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=}, s\right)$ is satisfied but not $\operatorname{Holds}\left(f_{c} \circ\right.$
$\left.S t_{a}^{-} \circ S t_{a}^{=} \circ f_{i_{1}}^{n_{i_{1}}} \circ \ldots \circ f_{i_{m}}^{n_{i_{m}}}, s\right)$ for any $\left\{i_{1}, \ldots, i_{m}\right\} \subseteq\{1, \ldots, k\}$, i.e. iff with $n_{i}=\left|S t^{-} a \circ S t_{a}^{=}, f_{i}\right|+\left|S t_{a}^{n}, f_{i}\right|, i=1, \ldots, k$

$$
\begin{equation*}
\operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=}\right) \wedge \overline{\operatorname{Holds}\left(f_{1}^{n_{1}} \circ \cdots \circ f_{k}^{n_{k}}, s\right)} \tag{5.4}
\end{equation*}
$$

is satisfied. Another pair is chosen iff $\operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=}, s\right)$ but Proposition 5.4 is not satisfied. In this case the chosen pair is unique since for any set of precondition axioms

$$
\begin{align*}
& \forall(s: \operatorname{Sit}) \cdot\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=} \circ F_{1}, s\right)\right) \\
& \vdots  \tag{5.5}\\
& \forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=} \circ F_{n}, s\right)\right)
\end{align*}
$$

that are satisfied in $s$ there exists another pair of axioms with precondition

$$
\forall(s: \operatorname{Sit}) .\left(\operatorname{Poss}(a, s) \Leftrightarrow \operatorname{Holds}\left(f_{c} \circ S t_{a}^{-} \circ S t_{a}^{=} \circ F_{1} \circ \cdots \circ F_{n}, s\right)\right)
$$

which is satisfied and which overrules each precondition of the Set 5.5.
We consider the following mappings $\Psi_{\Sigma_{\leq}}: L_{\Sigma_{\leq}} \rightarrow L_{\Sigma}$ and $\Psi_{\Sigma}: L_{\Sigma} \rightarrow L_{\Sigma_{\leq}}$ between propositions of $K_{c}\left(\mathcal{M} \leq, L_{\Sigma_{\leq}}\right)$and $K\left(\mathcal{M}, L_{\Sigma}\right)$ for any $g \in S t_{\mathcal{M}}, m>1$ :

$$
\begin{aligned}
\Psi_{\Sigma_{\leq}}(\text {Holds }(g)) & =\text { Holds }(g), \\
\Psi_{\Sigma_{\leq}}\left(\text {Holds }\left(f_{c} \circ g\right)\right) & =\text { Holds }(g), \\
\Psi_{\Sigma_{\leq}}\left(\text {Holds }\left(f_{c}^{m} \circ g\right)\right) & =\perp \\
\Psi_{\Sigma}(\operatorname{Holds}(g)) & =\operatorname{Holds}(g)
\end{aligned}
$$

Note that Holds $\left(f_{c} \circ g, s\right)$ is satisfied in a situation $s$ of $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma}\right)$ iff Holds $(g, s)$ is satisfied. This is due to the fact that all states associated with situations of $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$contain precisely one copy of $f_{c}$. As another consequence, $\operatorname{Holds}\left(f_{c}^{m} \circ g, s\right)$ is not satisfied in $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$for any $m>1$. Since $\Psi_{\Sigma_{\leq}}$ respects these relations, $\alpha\left(\Psi_{\Sigma_{\leq}}(p), s\right)=\mathrm{T}$ iff $\alpha(p, s)=\mathrm{T}$ for all $p \in L_{\Sigma_{\leq}}$and, clearly, $\alpha\left(\Psi_{\Sigma}(p)\right.$, state $\left.^{\mathcal{M} \leq}(s)\right)=T$ iff $\alpha\left(p\right.$, state $\left.^{\mathcal{M}}(s)\right)=T$ for all $p \in L_{\Sigma}$.
Since $K_{c}\left(\mathcal{M} \leq, L_{\Sigma_{<}}\right)$and $K\left(\mathcal{M}, L_{\Sigma}\right)$ are rooted in $s 0^{\mathcal{M} \leq}$ and $s 0^{\mathcal{M}}$, respectively, it suffices to show the existence of a bisimulation $\Phi$ with $\left(s 0^{\mathcal{M} \leq}, s 0^{\mathcal{M}}\right) \in \Phi$.
We denote by $\operatorname{Sit}^{\mathcal{M}}\left(s_{\leq}\right)$for $s \leq \in \operatorname{Sit}^{\mathcal{M}} \leq$ the set of all situations $s \in \operatorname{Sit}^{\mathcal{M}}$ such that for all $f \in F l^{\mathcal{M}} \mid$ state $^{\mathcal{M}}(s), f|=|$ state $^{\mathcal{M}} \leq(s \leq), f \mid$.
Now let $\left(s, s_{\leq}\right) \in \Phi \subseteq \operatorname{Sit}^{\mathcal{M}} \times \operatorname{Sit}^{\mathcal{M}}{ }^{\mathcal{M}}$ such that $s \in \operatorname{Sit}^{\mathcal{M}}\left(s_{\leq}\right)$. We prove that for every action $a \in A c t{ }^{\mathcal{M}}$ and $s_{\leq} \xrightarrow{a} \mathcal{M}_{\leq} s_{\leq}^{\prime}$, there exists a situation $s^{\prime}$ such that $s \xrightarrow{a} \mathcal{M} s^{\prime}$ and for all $f \in \operatorname{Fl}^{\mathcal{M}} \mid$ state $^{\overline{\mathcal{M}}}\left(\frac{s^{\prime}}{}\right), f\left|=\left|\operatorname{state}^{\mathcal{M}}\left(s_{\leq}^{\prime}\right), f\right|\right.$. Since the Formula 5.4 is satisfied in some situation $s$ and some action $a$ iff the precondition of Axioms 5.2 is satisfied, we have the following cases:

1. Formula 5.4 is satisfied and, hence, the first pair of Axioms 5.3 is valid. Consequently, $s_{\leq} \xrightarrow{a} \mathcal{M}_{\leq} s_{\leq}^{\prime}$ for some situation $s_{\leq}$. Due to Axioms 5.2, $s \xrightarrow{a} \mathcal{M} s^{\prime}$ for some $s^{\prime}$. Furthermore for all $f \in F l^{\mathcal{M}}$ holds

$$
\begin{aligned}
\mid \text { state }^{\mathcal{M}}\left(s^{\prime}\right), f \mid & =\mid \text { state }^{\mathcal{M}}(s), f\left|-\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{+}, f\right|\right. \\
& =\mid \text { state }^{\mathcal{M}} \leq\left(s_{\leq}\right), f\left|-\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{+}, f\right|\right. \\
& =\mid \text { state }^{\mathcal{M}} \leq\left(s_{\leq}^{\prime}\right), f \mid
\end{aligned}
$$

2. Formula 5.4 is not satisfied, but (at least) one of the preconditions of the Axioms 5.3 is satisfied. Then $a$ is executable in $s_{\leq}$of $K\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$, but $\mid$ state $^{\mathcal{M} \leq}\left(s_{\leq}^{\prime}\right), f_{c}|=|$ state $^{\mathcal{M} \leq}\left(s_{\leq}\right), f_{c} \mid-1=0$. Hence, by definition of $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right), a$ is not executable in $s_{\leq}$of $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$.
3. Formula 5.4 is not satisfied and none of the preconditions of the Axioms 5.3 is satisfied. Then $a$ is not executable in $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$nor in $K\left(\mathcal{M}, L_{\Sigma}\right)$.

On the other hand, we denote by $\operatorname{Sit}{ }^{\mathcal{M}}(s)$ for $s \in \operatorname{Sit}^{\mathcal{M}}$ the set of all situations $s \leq \in S i t^{\mathcal{M}} \leq$ such that for all $f \in F l^{\mathcal{M}} \mid$ state $^{\mathcal{M}} \leq(s \leq), f\left|=\left|\operatorname{state}^{\mathcal{M}}(s), f\right|\right.$.
Then, for every action $a \in A c t^{\mathcal{M}} \leq$ and $s \xrightarrow{a} \mathcal{M} s^{\prime}$, there exists a situation $s_{\leq}^{\prime}$ such that $s_{\leq} \xrightarrow{a} \mathcal{M} s_{\leq}^{\prime}$ and for all $f \in \mathrm{Fl}^{\mathcal{M}} \mid$ state $^{\mathcal{M}} \leq\left(s_{\leq}^{\prime}\right), f|=|$ state $^{\mathcal{M}}\left(s^{\prime}\right), f \mid$. This is a consequence of

1. the fact that every state associated with some situation $s$ of $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$ contains precisely one copy of $f_{c}$,
2. the above mentioned correspondence between Formula 5.4 and the precondition of Axioms 5.2, and,
3. the relation between successor states of Case 1,

By induction and the above relations follows $s 0^{\mathcal{M}} \sim s 0^{\mathcal{M}} \leq$ for $K\left(\mathcal{M}, L_{\Sigma}\right)$ and $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$.

Now, to show that every planning problem $\phi=\lambda_{0} \wedge E F \lambda_{e}$ of domain $\mathcal{D}$ can also be represented as a planning problem $\phi^{\prime}$ of $\mathcal{D}_{\leq}$, we have to find a $C T L_{U}$ formula that reflects both, the planning problem of domain $\mathcal{D}$ and the restriction of the considered situations of $K\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$to those that appear also in $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$. Since for every model $\mathcal{M}$ of $\mathcal{D}$ exists a model $\mathcal{M}_{\leq}$such that
 substituting every atomic proposition $p$ occurring in $\lambda$ by $\Psi_{\Sigma}(p)$ ):

$$
K\left(\mathcal{M}, L_{\Sigma}\right) \models \lambda_{0} \wedge E F \lambda_{e} \quad \text { iff } \quad K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right) \models \Psi_{\Sigma}\left(\lambda_{0}\right) \wedge E F \Psi_{\Sigma}\left(\lambda_{e}\right)
$$

However, the formula $\phi^{\prime}$ has to take the following into account:

1. The formula $\phi^{\prime}$ should only be satisfied by those models $\mathcal{M}$ of $\mathcal{D}_{\leq}(\mathcal{D})$ where $\mid$ state $\left.^{\mathcal{M} \leq} \leq s^{\mathcal{M} \leq}\right), f_{c} \mid=1$. This is to ensure that $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$is defined and every branch of $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$is also a branch in $\bar{K}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$.
2. The formula $\phi^{\prime}$ should only be satisfied by those paths $\pi$ of $K\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$ where each state associated with some situation on $\pi$ contains $f_{c}$. Clearly, every such path of $K\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$is also a path of $K_{c}\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$. Only the state associated with the last situation on a path may not contain $f_{c}$.

A formula which fulfils these requirements is given as follows.

$$
\phi^{\prime}=\Psi_{\Sigma}\left(\lambda_{0}\right) \wedge \operatorname{Holds}\left(f_{c}\right) \wedge \overline{\operatorname{Holds}\left(f_{c}^{2}\right)} \wedge \mathrm{EF}\left(\Psi_{\Sigma}\left(\lambda_{e}\right) \wedge \operatorname{Holds}\left(f_{c}\right)\right)
$$

The additional statement Holds $\left(f_{c}\right) \wedge \overline{\operatorname{Holds}\left(f_{c}^{2}\right)}$ ensures that the initial situation is "labeled" by precisely one copy of $f_{c}$, i.e. it represents indeed a situation of some model $\mathcal{M}$ of the $\mathcal{F} \mathcal{C}_{P L N}$ domain. The statement $H o l d s\left(f_{c}\right)$ after the temporal operator EF ensures that the final situation represents also a situation of $\mathcal{M}$. Since $f_{c}$ may only disappear at a leaf of $K\left(\mathcal{M}_{\leq}, L_{\Sigma_{\leq}}\right)$, all situations on the path from the initial situation to the final situation represent situations of $\mathcal{M}$. Hence, the formula $\phi^{\prime}$ is satisfied in $\mathcal{D}_{\leq}$iff the planning problem $\phi$ is satisfied in $\mathcal{D}$.
Clearly, $\phi^{\prime}$ is itself a planning problem for domain $\mathcal{D}_{\leq}$. Consequently, any planning problem of $\mathcal{F C}_{P L N}$ and, hence, also the halting problem for two-counter machines can be represented as a planning problem in $\mathcal{F} \mathcal{C}_{P L \leq}$.

### 5.7 Summary of Results

The Table 5.1 summarises the results we proved in this chapter. Every position in the table determines a decision problem. The column determines a Fluent Calculus fragment and the line determines the class of queries considered. The character " + " represents a positive result, i.e. decidability of the decision problem. The character "-" represents general undecidability of the problem class. The results we have explicitly proven in this chapter are marked by $\theta$ and $\oplus$, respectively. The frame surrounding some lines and columns shows how the decidability/undecidability of other decision problems depends on the proven result. E.g., as a consequence of the undecidability of the planning problem in $\mathcal{F} \mathcal{C}_{L}$ the extended planning problem in $\mathcal{F} \mathcal{C}_{L N}$ is also undecidable. However, due to the two dimensions of the table, some dependencies could not be represented, e.g. undecidability of the extended planning problem in $\mathcal{F} \mathcal{C}_{L N}$ is also a consequence of undecidability of planning in $\mathcal{F C}_{P L \leq}$.
As mentioned before the undecidability of the planning problem for $\mathcal{F} \mathcal{C}_{P L N}$ domains (marked by " $\Theta^{*}$ ") has been shown in [67], which was developed independently of our work. The decision problems marked by "*" in the table are

|  | $\mathcal{\mathcal { C } _ { L N }}$ | $\mathcal{F C}_{L}$ | $\mathcal{F C}_{P L N}$ | $\mathcal{F} \mathcal{C}_{P L \leq}$ | $\mathcal{F \mathcal { C } _ { P L }}$ | $\mathcal{F \mathcal { C } _ { P }}$ |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Entailment ( $\mu$ ) | $-{ }^{*}$ | - | $-^{*}$ | - | - | $\oplus$ |
| Entailment (CTLU) | $-^{*}$ | - | $-^{*}$ | - | $\ominus$ | + |
| Extended Planning | $-^{*}$ | - | - | $-^{*}$ | - | $\oplus$ |
| Planing | $-{ }^{*}$ | $\ominus$ | $\ominus^{*}$ | + | + |  |
| Conjunctive Planning | $-^{*}$ | - | $-^{*}$ | - | $\oplus$ | $+{ }^{* *}$ |


| Fragment | Syntactic Properties |
| :--- | :--- |
| $\mathcal{F} \mathcal{C}_{L N}$ | linear, positive and negative preconditions |
| $\mathcal{F} \mathcal{C}_{L}$ | linear, positive preconditions |
| $\mathcal{F} \mathcal{C}_{P L N}$ | propositional, linear, positive and negative preconditions |
| $\mathcal{F} \mathcal{C}_{P L \leq}$ | propositional, linear, positive preconditions, specificity |
| $\mathcal{F} \mathcal{C}_{P L}$ | propositional, linear, positive preconditions |
| $\mathcal{F} \mathcal{C}_{P}$ | propositional, positive (and negative) preconditions |

Table 5.1: The table on top contains a summary of our results and some of their consequences. The table below recalls the syntactic properties of the fragments considered here.
also consequences of this result. Also in [67], it has been shown that monadic second-order queries are decidable for a so-called restricted Fluent Calculus. This fragment does not allow the expression of the kind of state equations as used in the Definition 2.4.1 of state update axioms. In state formulas of [67] their expression requires two free variables, but only one is allowed in the restricted Fluent Calculus. Hence, the decidability results concerning the restricted Fluent Calculus can not be compared with our results. Finally, it has been shown in [67], that first-order queries are decidable for propositional Fluent Calculus fragments equipped with the Axiom (NM). For the fragment $\mathcal{F \mathcal { C } _ { P }}$ this result is also a consequence of the decidability of the strictly more expressive $\mu$-calculus queries.
The planning problem for $\mathcal{F C}_{P}$ (marked by $+^{* *}$ ) has also been addressed in [69]. There it has been shown that the planning problem where the initial state is completely specified is decidable. To provide efficient decision procedures a representation using binary decision diagrams has been proposed.

## Part III

## Automatic Reasoning

## Chapter 6

## Fluent Calculus Domains as Logic Programs

### 6.1 Automatic Conjunctive Planning

From an automatic reasoning point of view the most interesting results of Table 5.1 are those concerning the decidability of (extended/conjunctive) planning problems for the fragment $\mathcal{F} \mathcal{C}_{P L}$. This is in particular the case if we keep in mind that $\mathcal{F} \mathcal{C}_{P L}$ allows the description of a much richer class of systems than $\mathcal{F} \mathcal{C}_{P}$ or the situation calculus fragment of [145], which enable the representation of finite state machines, only. However, as the proofs of decidability of reachability in [103] and semi-linearity in [85, 61] for Petri nets, respectively, show, the decision algorithms are complicated and computationally very expensive (in fact, at the time of writing the complexity boundaries are not even sufficiently explored). In contrast to this, the existence of a comparatively simple decision procedure for the conjunctive planning problem is guaranteed by its correspondence (see Section 6.3) to the coverability problem for Petri nets, which can be solved by Algorithm 4.2.1 (see Section 4.2). Hence, in this last part of this work we focus on developing an automatic reasoning procedure to decide the conjunctive planning problem for $\mathcal{F} \mathcal{C}_{P L}$ domains.

To enable general automatic reasoning about Fluent Calculus domain descriptions, it has been proposed in [68] to represent Fluent Calculus domains as definite E-programs (i.e. definite logic programs with an equational theory, see Definition 1.3.1 in Section 1.3). Definite E-programs do not allow the use of negation in the definition of clauses. Consequently, only domain descriptions of $\mathcal{F} \mathcal{C}_{L}$ and its propositional fragment $\mathcal{F} \mathcal{C}_{P L}$ can be represented in this way. However, as we demonstrate in this chapter, even for $\mathcal{F} \mathcal{C}_{P L}$ the application of a standard calculus for definite E-programs like SLDE-resolution does not lead to satisfying results, in particular it does not provide a decision procedure for
the CPP. Because of this, the method we will develop in Chapter 7 is based on program transformation techniques for definite logic programs. Hence, we may apply it also to some $\mathcal{F} \mathcal{C}_{L}$ domains. Further generalisation would require significant extensions of the underlying program transformation techniques.

## 6.2 $\quad \mathcal{F C}_{L}$ domains as definite E-programs

According to Section 2.3 we consider only Herbrand- $\mathrm{E}_{\mathcal{F} C}$-interpretations (see Section 2.3) for Fluent Calculus domain descriptions. Hence, in contrast to Herbrand-E-interpretations, the function state can be interpreted freely, rather than by the mapping to the term set $\left\{\operatorname{state}(s) \mid s \in T_{S i t, \Sigma}(\emptyset)\right\}$ according to Definition 1.1.10. Since for definite E-programs only Herbrand-E-interpretations are considered the function state has to be represented in a different way. It is well known that any function may be equivalently represented as a relation between the domain and the co-domain. As Herbrand-E-interpretations allow the free interpretation of predicates we may represent the function state in definite E-programs by some fresh predicate AssSt : Sit $\times$ St.
We may now rewrite the domain independent axioms $0_{\text {Sit }}$ (see Section 2.2) in a logic programming style, where we denote the representation of each Fluent Calculus predicate by a subscript 1 (Less represents the predicate $<$ ).

$$
\begin{align*}
& \operatorname{Less}_{1}\left(s_{1}, s_{2}\right) \leftarrow s_{2}=d o\left(x, s_{1}\right), \operatorname{Poss}_{1}\left(x, s_{1}\right) \\
& \operatorname{Less}_{1}\left(s_{1}, s_{2}\right) \leftarrow s_{2}=d o(x, s), \operatorname{Poss}_{1}(x, s), \operatorname{Less}_{1}\left(s_{1}, s\right) . \tag{6.1}
\end{align*}
$$

Due to Proposition 1.3 .1 shown in [72], every definite E-program has a smallest Herbrand-E-model. Note that in the smallest Herbrand-E-model the second axiom of $0_{S i t}$ and the " $\rightarrow$ "-part of the first axiom of $0_{S i t}$ are both valid.
Furthermore, if the selection rule of SLDE-resolution always selects the subgoal that is leftmost then the second clause defining Less $_{1}$ can be viewed as a backward interpreter in the sense that in every SLDE-refutation of some query $\operatorname{Less}_{1}\left(s_{1}, s_{2}\right)$ we have an ordered sequence of situations leading from $s_{2}$ to $s_{1}$ represented by the subgoals, as depicted in Figure 6.1 where $a_{1}, \ldots, a_{n}$ are some action terms and $s^{\prime}, \ldots, s^{(n)}$ some situation terms. The goal situation is decreased until it is a successor of the initial situation.

Instead of representing $D_{\text {Sit }}$ as a backward interpreter we may equally choose a forward interpreter, or any combination of the two. In the following chapter we will be particularly interested in applying the following forward interpreter:

$$
\begin{align*}
& \operatorname{Less}_{1}^{\prime}\left(s_{1}, s_{2}\right) \leftarrow s_{2}=d o\left(x, s_{1}\right), \operatorname{Poss}_{1}\left(x, s_{1}\right) \\
& \operatorname{Less}_{1}^{\prime}\left(s_{1}, s_{2}\right) \leftarrow s=\operatorname{do}\left(x, s_{1}\right), \operatorname{Poss}_{1}\left(x, s_{1}\right), \operatorname{Less}_{1}^{\prime}\left(s, s_{2}\right) . \tag{6.2}
\end{align*}
$$

Then SLDE-refutations of some query $\operatorname{Less}_{1}^{\prime}\left(s_{1}, s_{2}\right)$ contain the ordered sequence of subgoals depicted in Figure 6.2.

```
\leftarrow \operatorname { L e s s } _ { 1 } ( s _ { 1 } , s _ { 2 } )
\vdots
    {s2/do(\mp@subsup{a}{1}{},\mp@subsup{s}{}{\prime})}
\leftarrowess}\mp@subsup{}{1}{}(\mp@subsup{s}{1}{},\mp@subsup{s}{}{\prime}
\vdots
    {s/do(\mp@subsup{a}{2}{},\mp@subsup{s}{}{\prime\prime})}
\leftarrowess
    {s(n-1)}/do(\mp@subsup{a}{n-1}{},\mp@subsup{s}{}{(n)})
Less}\mp@subsup{\mp@code{l}}{1}{(s,
\vdots
    {s(n)}/do(\mp@subsup{a}{n}{},\mp@subsup{s}{1}{})
```

Figure 6.1: The sequence of subgoals encountered for query $\operatorname{Less}_{1}\left(s_{1}, s_{2}\right)$ using a backward interpreter.

In order to represent the domain dependent axioms we will redefine the shortcut Holds of Equation 2.2 to use the predicate AssSt instead of function state. We call the new shortcut Holds ${ }_{1}$ :

$$
\begin{equation*}
\operatorname{Hold}_{1}(z, s) \stackrel{\text { def }}{=} \operatorname{AssSt}_{1}\left(s, z_{1}\right), z \circ v=S_{t} z_{1} \tag{6.3}
\end{equation*}
$$

Every action precondition axiom of some $\mathcal{F} \mathcal{C}_{L}$ domain as defined in Definition 2.5.1 is represented in the following straightforward way:

$$
\begin{align*}
\operatorname{Poss}_{1}(x, s) \leftarrow & x=a(\bar{Y}), \operatorname{Holds}_{1}\left(S t_{a}^{-}(\bar{Y}), s\right),  \tag{6.4}\\
& \operatorname{Holds}_{1}\left(S t_{a, 1}^{=}, s\right), \ldots, \operatorname{Holds}_{1}\left(S t_{a, m_{a}}^{=}, s\right)
\end{align*}
$$

The representation of the state update axioms, which define the function state, causes several difficulties. On one hand, we have to ensure that AssSt is interpreted as a function. I.e. if there are states $z_{1}, z_{2}$ such that $\operatorname{AssSt}\left(s, z_{1}\right)$ and $\operatorname{AssSt}\left(s, z_{2}\right)$ are in the model, then $z_{1}={ }_{S t} z_{2}$. On the other hand, in the smallest Herbrand-E-model AssSt represents only a partial function, since it is only defined for those situations $d o(x, s)$ where $\operatorname{Poss}(x, s)$ is valid. The latter

```
\(\leftarrow \operatorname{Less}_{1}^{\prime}\left(s_{1}, s_{2}\right)\)
\(\vdots\)
\(\leftarrow \operatorname{Less}_{1}^{\prime}\left(d o\left(a_{n}, s_{1}\right), s_{2}\right)\)
\(\vdots\)
\(\leftarrow \operatorname{Less}_{1}^{\prime}\left(d o\left(a_{n-1}, d o\left(a_{n}, s_{1}\right)\right), s_{2}\right)\)
\(\leftarrow \operatorname{Less}_{1}^{\prime}\left(\operatorname{do}\left(a_{2}, \ldots d o\left(a_{n}, s_{1}\right) \ldots\right), s_{2}\right)\)
\(\vdots\)
```

Figure 6.2: The sequence of subgoals encountered for query $\operatorname{Less}_{1}^{\prime}\left(s_{1}, s_{2}\right)$ using a forward interpreter.
does not impose a serious restriction, since in the Definition 2.7.3 of the associated transition system, only situations $d o(x, s)$ where $\operatorname{Poss}(x, s)$ is valid are considered.

$$
\begin{gather*}
\operatorname{AssSt}_{1}(s, z) \leftarrow s=\operatorname{do}\left(a(\bar{Y}), s_{1}\right), \operatorname{Poss}_{1}\left(a(\bar{Y}), s_{1}\right), \operatorname{AssSt}_{1}\left(s_{1}, z_{1}\right),  \tag{6.5}\\
z \circ S t_{a}^{-}=S t z_{1} \circ S t_{a}^{+}
\end{gather*}
$$

By these axioms the state associated with some situation is determined precisely by the state associated with the preceding situation. But to ensure that AssSt is interpreted as a function we have to specify the state associated with the initial situation:

$$
\begin{equation*}
A s s S t_{1}(s, z) \leftarrow s=s 0, z==_{S t} g \tag{6.6}
\end{equation*}
$$

Where $g$ should be a ground term of sort $S t$. If $g$ would instead contain variables, all instances of $g$ are valid states associated with $s 0$, and hence, AssSt can not be interpreted as a function. Consequently, in the above representation of $\mathcal{F} \mathcal{C}_{L}$ domains it is not possible to solve planning problems where the initial state is not completely known.
Despite this, it is also possible to represent the function state in definite Eprograms implicitly rather than explicitly by the predicate AssSt. Note that every predicate which describes a relation $\mathcal{R}$ on a set $S$ of situations and sets $O_{1}, \ldots, O_{n}$ of other objects induces also a relation $\mathcal{R}^{\prime}$ on $S$, the states associated with $S$, and $O_{1}, \ldots, O_{n}$ where $\left(s_{1}, o_{1}, \ldots, o_{n}\right) \in \mathcal{R}$ iff $\left(s_{1}, \operatorname{state}\left(s_{1}\right), o_{1}, \ldots, o_{n}\right) \in$ $\mathcal{R}^{\prime}$. Consequently, we may extend every predicate such that it contains for every parameter which represents a situation also a parameter representing the associated state. However, we have to ensure that this state indeed corresponds to the one associated by the function state.

Since state update axioms define a particular relation between states that are associated with subsequent situations, we may also view them as defining a relation Succ: Sit $\times$ St $\times$ Sit $\times$ St, where $\left(s_{1}, z_{1}, s_{2}, z_{2}\right) \in \operatorname{Succ}$ if $z_{1}=\operatorname{state}\left(s_{1}\right)$, $z_{2}=\operatorname{state}\left(s_{2}\right), s_{2}=d o\left(a, s_{1}\right)$ and $\operatorname{Poss}\left(x, s, z_{1}\right)$ for some action term $x$. Using this relation we represent $O_{S i t}$ as the following forward interpreter (the subscript 2 denotes this new representation):

$$
\begin{align*}
& \operatorname{Less}_{2}\left(s_{1}, z_{1}, s_{2}, z_{2}\right) \leftarrow \operatorname{Succ}_{2}\left(s_{1}, z_{1}, s_{2}, z_{2}\right) . \\
& \operatorname{Less}_{2}\left(s_{1}, z_{1}, s_{2}, z_{2}\right) \leftarrow \operatorname{Succ}_{2}\left(s_{1}, z_{1}, s, z\right), \operatorname{Less}_{2}\left(s, z, s_{2}, z_{2}\right) . \tag{6.7}
\end{align*}
$$

We also define $H o l d s_{2}$ which redefines the shortcut Holds to contain an additional parameter to represent the state associated with situation $s$.

$$
\begin{equation*}
\operatorname{Holds}_{2}\left(z_{1}, s, z\right) \stackrel{\text { def }}{=}\left(z_{1} \circ v=_{S t} z\right) . \tag{6.8}
\end{equation*}
$$

Note that the parameter $s$ is actually not used in the definition of Holds $_{2}$.
All action precondition axioms which define the relation Poss are redefined to extend Poss with the additional state parameter. The new predicate is called Poss $_{2}$ :

$$
\begin{align*}
\text { Poss }_{2}(x, s, z) \leftarrow & x=a(\bar{Y}), \operatorname{Holds}_{2}\left(S t_{a}^{-}, s, z\right)  \tag{6.9}\\
& \operatorname{Holds}_{2}\left(S t_{a, 1}^{=}, s, z\right), \ldots, \text { Holds }_{2}\left(S t_{a, m_{a}}^{=}, s, z\right)
\end{align*}
$$

Again, the parameter $s$ is actually not required to define the relation $\mathrm{Poss}_{2}$. This is due to the fact that in $\mathcal{F} \mathcal{C}_{L}$ domains the executability of an action may not depend on the history of action executions (Markov property).
Finally, the state update axioms have to be modified to define the relation Succ rather than the function state:

$$
\begin{align*}
\operatorname{Succ}_{2}\left(s_{1}, z_{1}, s_{2}, z_{2}\right) \leftarrow & s=\operatorname{do}\left(a(\bar{Y}), s_{1}\right), \operatorname{Poss}_{2}\left(a(\bar{Y}), s_{1}, z_{1}\right), \\
& z_{2} \circ S t_{a}^{-}=S t z_{1} \circ S t_{a}^{+} . \tag{6.10}
\end{align*}
$$

Due to the Markov property, every action sequence leading from some situation with associated state $z_{1}$ to some other situation with associated state $z_{2}$ is also executable in any other situation with associated state $z_{1}$ and also leads to some situation with state $z_{2}$. Consequently, it is sufficient to define the predicate Less in terms of action sequences and the states associated with the initial and the goal situation, respectively. This allows us to simplify the above definite E-program further. The interpretation of Succ in a Herbrand-E-model (of the above representation of a $\mathcal{F} \mathcal{C}_{L}$ domain) does not depend on the structure of the situation $s_{1}$ but on the last executed action in situation $s_{2}$. Hence, we may simplify its representation by omitting the situation parameters and add a
new parameter which represents the last executed action. The predicate Less $_{3}$ redefines Less ${ }_{2}$ accordingly:

$$
\begin{align*}
& \operatorname{Less}_{3}\left(s_{1}, z_{1}, s_{2}, z_{2}\right) \leftarrow s_{2}=d o\left(x, s_{1}\right), \operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \\
& \operatorname{Less}_{3}\left(s_{1}, z_{1}, s_{2}, z_{2}\right) \leftarrow s=d o\left(x, s_{1}\right), \operatorname{Succ}_{3}\left(z_{1}, x, z\right), \operatorname{Less}_{3}\left(s, z, s_{2}, z_{2}\right) \tag{6.11}
\end{align*}
$$

Suppose we are particularly interested in queries $\operatorname{Less}_{3}\left(s_{1}, z_{1}, s_{2}, z_{2}\right)$ where $s_{1}$ and $s_{2}$ are uninstantiated, i.e. we only want to know whether there exist situations $s_{1}$ and $s_{2}$ such that there is an action sequence leading from $s_{1}$ to $s_{2}$ and the states associated with $s_{1}$ and $s_{2}$ are $z_{1}$ and $z_{2}$, respectively. Then we may also define a binary relation Reachable as

$$
\operatorname{Reachable}\left(z_{1}, z_{2}\right) \leftarrow \operatorname{Less}_{3}\left(s_{1}, z_{1}, s_{2}, z_{2}\right)
$$

which may equivalently be defined without referring to Less:

$$
\begin{align*}
& \text { Reachable }\left(z_{1}, z_{2}\right) \leftarrow S u c c_{3}\left(z_{1}, x, z_{2}\right) \\
& \text { Reachable }\left(z_{1}, z_{2}\right) \leftarrow S u c c_{3}\left(z_{1}, x, z\right) \text {, Reachable }\left(z, z_{2}\right) . \tag{6.12}
\end{align*}
$$

We will use the latter definition of Reachable to simplify the presentation of our approach for solving the CPP.
As mentioned before the definition of the shortcut Holds does not depend on the situation parameter, hence, we may omit it:

$$
\begin{equation*}
\operatorname{Holds}_{3}\left(z_{1}, z\right) \stackrel{\text { def }}{=} z_{1} \circ z_{2}=S t \tag{6.13}
\end{equation*}
$$

Equally, we may simply omit the situation parameter in all representations of precondition axioms Poss:

$$
\begin{align*}
\operatorname{Poss}_{3}(x, z) \leftarrow & x=a(\bar{Y}), \operatorname{Holds}_{3}\left(S t_{a}^{-}, z\right), \\
& \operatorname{Holds}_{3}\left(S t_{a, 1}^{=}, z\right), \ldots, \operatorname{Holds}_{3}\left(S t_{a, m_{a}}^{=}, z\right) \tag{6.14}
\end{align*}
$$

The successor state axioms are represented, as argued above, without situation parameters and an additional action parameter $x$.

$$
\begin{align*}
& \operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=a(\bar{Y}), \operatorname{Poss}_{3}\left(x, z_{1}\right), \\
& z_{2} \circ S t_{a}^{-}=S t  \tag{6.15}\\
& z_{1} \circ S t_{a}^{+} .
\end{align*}
$$

In the following chapter we will focus on two particular classes of such representations of $\mathcal{F} \mathcal{C}_{L}$ domains. The first class is the one which corresponds to $\mathcal{F} \mathcal{C}_{P L}$ domains, i.e. those $\mathcal{F} \mathcal{C}_{L}$ domains where actions are constants (the sequences $\bar{Y}$ of variables in all precondition and successor state axioms are empty). In this case we may use simpler clauses of the form

$$
\begin{equation*}
\operatorname{Poss}_{3}(x, z) \leftarrow x=a, \operatorname{Holds}_{3}\left(S t_{a}^{-} \circ S t_{a}^{=}, z\right) \tag{6.16}
\end{equation*}
$$

based on the Formula 2.4 to define Poss $_{3}(-,-)$. From Section 5.3 we know that the planning problem and in particular the conjunctive planning problem are decidable for such domains. The second class is the one which corresponds to simple Fluent Calculus domains, i.e. those $\mathcal{F} \mathcal{C}_{L}$ domains where for every action $a$ all terms $S t_{a, i}^{=}$that appear in the precondition axiom ${ }^{1}$ of $a$ are equal to $1^{\circ}$. However, from Section 5.5 we know that both, planning problem and conjunctive planning problem, are undecidable.

Example 6.2.1 (Airport domain as definite E-program) Consider the $\mathcal{F} \mathcal{C}_{P L}$ domain description of Example 2.5.4. We may represent this domain as the following definite E-program (we assume additionally the domain independent Clauses 6.11 and the shortcut defined in Formula 6.13):

```
Poss \(_{3}\left(q u e u e \_b, z\right) \leftarrow T\).
Poss \(_{3}\left(q u e u e \_s, z\right) \leftarrow T\).
Poss \(_{3}(\) land_b, \(z) \leftarrow H o l d s\left(\right.\) bay \(^{2}\) o plane_q_b \(\circ\) runway, \(z\) ).
\(P_{0 s s_{3}}(\) land_s,\(z) \leftarrow\) Holds \((\) bay \(\circ\) plane_q_s \(\circ\) runway, \(z)\).
\(P_{o s s_{3}}(\) take_off_b, \(z) \leftarrow\) Holds (plane_l_b o runway, \(z\) ).
Poss \(_{3}(\) take_off_s, \(z) \leftarrow\) Holds \((\) plane_l_s o runway, \(z)\).
\(\operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=q u e u e_{-} b, \operatorname{Poss}_{3}\left(x, z_{1}\right), z_{2}==_{S t} z_{1} \circ\) plane_q_b.
Succ \(3_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=q u e u e \_s\), Poss \(_{3}\left(x, z_{1}\right), z_{2}=\) St \(_{1} z_{1} \circ\) plane_q_s.
\(\operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=\) land_b, \(\operatorname{Poss}_{3}\left(x, z_{1}\right)\),
    \(z_{2} \circ\) bay \(^{2} \circ\) plane_q_ \(b=S_{t} z_{1} \circ\) plane \(l_{-} b \circ\) passenger \({ }^{5}\).
\(\operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=\) land_s \(^{2} \operatorname{Poss}_{3}\left(x, z_{1}\right)\),
    \(z_{2} \circ\) bay \(\circ\) plane_q_s \(=_{S t} z_{1} \circ\) plane_ \(l_{-} \circ\) \(\circ\) passenger \({ }^{3}\).
\(\operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=\) take_off_b, \(\operatorname{Poss}_{3}\left(x, z_{1}\right)\),
    \(z_{2} \circ\) plane_l_ \(b==_{S t}\) state \((s) \circ\) bay \(^{2}\).
\(\operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=\) take_off_s, Poss \(_{3}\left(x, z_{1}\right)\),
    \(z_{2} \circ\) plane \(l_{s}=S t \operatorname{state}(s) \circ\) obay.
```

Example 6.2 .2 (Abstract $\mathcal{F} \mathcal{C}_{P L}$ domain as definite E-program) The following definite E-program (together with the usual domain independent clauses) corresponds to the $\mathcal{F} \mathcal{C}_{P L}$ domain $\mathcal{D}_{p}$ of Example 2.5.5 wrt signature $\Sigma_{p}$.

```
Poss \(_{3}(x, z) \leftarrow x=a 1, \operatorname{Holds}_{3}(f 1, z)\).
Poss \(_{3}(x, z) \leftarrow x=a 2\), Holds \(_{3}(f 1, z)\).
Poss \(_{3}(x, z) \leftarrow x=a 3\), Holds \(_{3}(f 2, z)\).
Poss \(_{3}(x, z) \leftarrow x=a 4\), Holds \(_{3}(f 3, z)\).
Poss \(_{3}(x, z) \leftarrow x=a 5\), Holds \(_{3}(f 4, z)\).
Poss \(_{3}(x, z) \leftarrow x=a 6\), Holds \(_{3}(f 5, z)\).
```

[^23]```
Succ}\mp@subsup{3}{3}{}(\mp@subsup{z}{1}{},x,\mp@subsup{z}{2}{})\leftarrowx=a1,\mp@subsup{\mathrm{ Poss }}{3}{}(x,\mp@subsup{z}{1}{}),\mp@subsup{z}{2}{}\circf1=St=\mp@subsup{z}{1}{}\circf2
Succ}3(\mp@subsup{z}{1}{},x,\mp@subsup{z}{2}{})\leftarrowx=a2,\mp@subsup{\operatorname{Poss}}{3}{}(x,\mp@subsup{z}{1}{}),\mp@subsup{z}{2}{}\circf1=\mp@subsup{S}{t}{}\mp@subsup{z}{1}{}\circf4
Succ}\mp@subsup{3}{}{(}(\mp@subsup{z}{1}{},x,\mp@subsup{z}{2}{})\leftarrowx=a3,\mp@subsup{Poss}{3}{}(x,\mp@subsup{z}{1}{}),\mp@subsup{z}{2}{}\circf2=St=\mp@subsup{S}{1}{}\circf3\circf3
Succ}\mp@subsup{3}{3}{}(\mp@subsup{z}{1}{},x,\mp@subsup{z}{2}{})\leftarrowx=a4,\mp@subsup{\operatorname{Poss}}{3}{}(x,\mp@subsup{z}{1}{}),\mp@subsup{z}{2}{}\circf3=St\mp@subsup{z}{1}{}\circf2
Succ}\mp@subsup{3}{3}{}(\mp@subsup{z}{1}{},x,\mp@subsup{z}{2}{})\leftarrowx=a5,\mp@subsup{\mathrm{ Poss }}{3}{}(x,\mp@subsup{z}{1}{}),\mp@subsup{z}{2}{}\circf4=St=\mp@subsup{z}{1}{}\circf5\circf5
Succ}33(\mp@subsup{z}{1}{},x,\mp@subsup{z}{2}{})\leftarrowx=a6,\mp@subsup{\operatorname{Poss}}{3}{}(x,\mp@subsup{z}{1}{}),\mp@subsup{z}{2}{}\circf5=St\mp@subsup{z}{1}{}\circf4
```

Example 6.2.3 (Brick domain as definite E-program) Consider the $\mathcal{F C}_{L}$ domain description of Example 2.5.1. We may represent this domain as the following definite E-program:

$$
\begin{aligned}
\operatorname{Poss}_{3}(x, z) \leftarrow x= & \operatorname{mv-brick}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), \operatorname{Holds}\left(\operatorname{brick}-a t\left(x_{1}, y_{1}\right), z\right) . \\
\operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow & x=\operatorname{mv\_ brick}\left(x_{1}, y_{1}, x_{2}, y_{2}\right), \operatorname{Poss}_{3}\left(x, z_{1}\right), \\
& z_{2} \circ \operatorname{brick-at}\left(x_{1}, y_{1}\right)==_{S t} z_{1} \circ \operatorname{brick} a t\left(x_{2}, y_{2}\right) .
\end{aligned}
$$

Example 6.2.4 (Abstract $\mathcal{F} \mathcal{C}_{L}$ domain as definite E-program) The following definite E-program (together with the usual domain independent clauses) corresponds to the $\mathcal{F} \mathcal{C}_{L}$ domain $\mathcal{D}_{l}$ of Example 2.5.2 wrt signature $\Sigma_{l}$.

$$
\begin{aligned}
& \operatorname{Poss}_{3}(x, z) \leftarrow x=a 1, \operatorname{Holds}_{3}(f 1, z) . \\
& \operatorname{Poss}_{3}(x, z) \leftarrow x=a 3(y), \operatorname{Holds}_{3}(f 2, z) . \\
& \operatorname{Poss}_{3}(x, z) \leftarrow x=a 4(y), \operatorname{Holds}_{3}(f 3(y), z) . \\
& \\
& \operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=a 1, \operatorname{Poss}_{3}\left(x, z_{1}\right), z_{2} \circ f 1=S t z_{1} \circ f 2(0) . \\
& \operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=a 3(y), \operatorname{Poss}_{3}\left(x, z_{1}\right), \\
& \\
& \quad z_{2} \circ f 2(y)=S_{t} z_{1} \circ f 3(f \circ o(y)) \circ f 3(f \circ \circ(f \circ \circ(y))) . \\
& \operatorname{Succ}_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=a 4(y), \operatorname{Poss}_{3}\left(x, z_{1}\right), z_{2} \circ f 3(y)=S t z_{1} \circ f 2(y) .
\end{aligned}
$$

### 6.3 Conjunctive Planning by SLDE-resolution

In [68] it has been shown that SLDE-resolution is sound and complete for an instance of CPP in simple $\mathcal{F C}$ domains, i.e. every solution of such a CPP is entailed by SLDE-resolution. However, even for $\mathcal{F} \mathcal{C}_{P L}$ domains represented as definite E-programs the SLDE-tree may contain infinite derivations and consequently, the search for a plan may not terminate. To demonstrate this we represent the Formula 2.10 which is used to state planning problems as two queries. If there is
a correct answer to one of them, the CPP can be solved and the corresponding plan can be deduced from the corresponding SLDE-refutation. Here, we define the particular class of CPP's considered in [68] by two queries. Let $g_{1}$ and $g_{2}$ denote state terms which describe the initial and the goal state, respectively.
The first query has a correct answer substitution iff the initial state is already a goal state (in this case the plan is empty):

$$
\begin{equation*}
\leftarrow z_{1}=S_{t} g_{1}, z_{2}=S_{t} g_{2} \circ z, z_{1}={ }_{S t} z_{2} \tag{6.17}
\end{equation*}
$$

The second query has a correct answer substitution iff there is a situation $s_{1}$ and a situation $s_{2}$ such that $s_{1}<s_{2}$ and $g_{1}$ is the state associated with $s_{1}$ and $\operatorname{Hold}_{3}\left(g_{2}, z_{2}\right)$ where $z_{2}$ is the state associated with $s_{2}$.

$$
\begin{equation*}
\leftarrow z_{1}=S_{t} g_{1}, z_{2}=S_{t} g_{2} \circ z, \operatorname{Reachable}\left(z_{1}, z_{2}\right) \tag{6.18}
\end{equation*}
$$

In $\mathcal{F} \mathcal{C}_{P L}$ domains $g_{1}$ and $g_{2}$ should be both ground. There it is also sufficient to consider the single ground term $g_{2}$ as a description of the goal state, since by Equation 2.3 any conjunction of Holds-statements, which may characterise the goal state, can be transformed into a single one ( $\operatorname{Holds}_{3}\left(g_{2}, z_{2}\right) \Leftrightarrow z_{2}=S_{t} g_{2} \circ z$ in the queries for CPP). On the other hand, if $g_{1}$ is considered to contain some variable $z^{\prime}$ such that $g_{1}=$ St $g_{1}^{\prime} \circ z^{\prime}$, then the CPP would be trivially solvable according to the first query: the resulting equation $g_{1}^{\prime} \circ z^{\prime}={ }_{S t} g_{2} \circ z$ has always a simple correct answer substitution $\left\{z^{\prime} / g_{2}, z / g_{1}^{\prime}\right\}$. In fact, any conjunctive planning problem wrt $\mathcal{F} \mathcal{C}_{P L}$ domains using the atomic propositions $L_{\Sigma}$ can be reduced to a finite number of Queries 6.17 and 6.18: According to Section 5.3 it is sufficient to consider a finite number of (conjunctive) planning problems where each initial state description is of the form $\operatorname{Holds}\left(g^{p}\right) \wedge \overline{H o l d s}\left(g^{n}\right)$ for some ground state terms $g^{p}, g^{n}$. Additionally, from the Proof 5.3 .1 we know that an $\mathcal{F} \mathcal{C}_{P L}$ domain can be transformed such that only a finite number of reachability problems (where the initial marking is completely specified) needs to be checked ${ }^{2}$.
The following example demonstrates that there are indeed infinite derivations possible if conjunctive planning problems have to be solved.

Example 6.3.1 (Example 6.2.2 continued) Let $g_{1}=f 2$ and $g_{2}=f 4$. If we repeatedly apply the actions $a_{3}$ and $a_{4}$ in alternation, we obtain an infinite

[^24]derivation for the second CPP query (we use the leftmost selection rule):

```
\(\leftarrow\) Reachable \((f 2, f 4 \circ z)\)
\(\leftarrow \underline{S u c c_{3}}(f 2, x, z)\), Reachable \(\left(z, f 4 \circ z^{\prime}\right)\)
        \(\left\{x / a 3, z / f_{3} \circ f_{3}\right\}\)
\(\leftarrow\) Reachable \(\left(f 3 \circ f 3, f 4 \circ z^{\prime}\right)\)
\(\leftarrow \underline{\operatorname{Succ}_{3}}(f 3 \circ f 3, x, z), \operatorname{Less}_{3}\left(z, f 4 \circ z^{\prime}\right)\)
        \(\{x / a 4, z / f 2\}\)
\(\leftarrow\) Reachable \(\left(f 3 \circ f 2, f 4 \circ z^{\prime}\right)\)
\(\leftarrow \underline{S u c c_{3}}(f 3 \circ f 2, x, z)\), Reachable \(\left(z, f 4 \circ z^{\prime}\right)\)
        \(\{x / a 3, z / f 3 \circ f 3 \circ f 3\}\)
```

Indeed, for but the most trivial examples, SLDE-resolution will loop if no plan exists, and will (due to depth-first exploration) often fail to find a plan if one exists. Note that the problem is not specific to SLDE-resolution. An alternative way of implementing $\mathcal{F C}$ domains would be to represent the equational theory as a rewrite system [4] and then use narrowing. But, for the same reasons as SLDE-resolution, narrowing will not always terminate. On one hand, infinite derivations can be caused by applying action sequences which do not alter the state of the system. In principle, such loops could be automatically detected and avoided, for instance by tabling methods [133]. But, on the other hand, the above example shows that derivations might be infinite even when they do not contain this kind of loops. Infinite derivations as in Example 6.3.1 may occur due to the potentially infinite state space in $\mathcal{F} \mathcal{C}_{P L}$ : the number of terms of sort $S t$ that are not equivalent wrt the equational theory ACl is not bounded. If in the above example the action sequence $a 3, a 4$ is executed $n$-times in a situation with associated state $f 2$, the state associated with the final situations is equivalent to $f 2 \circ f 3^{n}$.

To enable the solution of the CPP or similar problems despite of potentially infinite SLDE-derivations we propose in the next chapter to use certain program transformation techniques.

## Chapter 7

## Conjunctive Planning by Partial Deduction

In recent years there has been considerable interest in model checking of systems with infinite state spaces, also called infinite model checking (e.g., [1, 111, 35, $32,157,26])$. Since the conjunctive planning problem for $\mathcal{F} \mathcal{C}_{P L}$ domain is a particular model checking problem of a certain class of infinite state systems, general results about infinite model checking apply also to CPP for $\mathcal{F} \mathcal{C}_{P L}$.
One of the key issues of model checking of infinite systems is abstraction [21]. Abstraction allows to approximate an infinite system by a finite one, and if proper care is taken the results obtained for the finite abstraction will be valid for the infinite system. However, an important question when attempting to perform infinite model checking in practice is: How can one automatically obtain an abstraction which is finite, but still as precise as required? A potential solution to this problem is to apply existing techniques for the automatic control of (logic) program specialisation [91] and many others. The aim of program specialisation is to improve the efficiency of a program by pre-evaluating it for particular parameters. In the context of logic programming program specialisation is also called partial deduction. Similar to model checking of infinite systems, in program specialisation in general and partial deduction in particular, one faces the following (quite extensively studied) problem: To be able to produce efficient specialised programs, infinite computation trees have to be abstracted in a finite but also as precise as possible way.
To apply partial deduction the system to be verified has to be modelled as a logic program by means of an interpreter [52, 96]. Thereby, the interpreter describes how the states of the system change by executing transitions. By applying partial deduction to the interpreter we expect a finite abstraction of the possibly infinite state space of the system to be generated. This abstraction may then be used to verify system properties of interest. This approach proved already to be quite powerful as it was possible to obtain decision procedures for the
coverability problem, if "typical" existing specialisation algorithms are applied to logic programs that encode Petri nets [94]. It is even possible to precisely mimic well known Petri net algorithms (by Karp-Miller [76] and by Finkel [39]) when the program specialisation techniques are slightly weakened. The results of [94] refer to forward algorithms only, i.e. algorithms which construct, beginning from some initial state, an abstract representation of the whole reachability tree of a Petri net. However, for some classes of systems such exhaustive algorithms are not necessary or even not precise enough to decide coverability [1, 40, 41]. In such cases partial deduction may often be successfully applied as well [93], thereby mimicking well known backward algorithms [40].

According to Section 4.3, we may try to apply algorithms from the Petri net theory to $\mathcal{F} \mathcal{C}_{P L}$ domains in order to tackle the conjunctive planning problem. We may also apply the partial deduction methods of [93, 94] to the logic programming representation ${ }^{1}$ of the Petri net that correspond to the $\mathcal{F} \mathcal{C}_{P L}$ domain in question. The disadvantage of these approaches is that they hardly scale up to other $\mathcal{F C}$ domains. In contrast to this, the partial deduction approach in general applies to any system that can be represented as a definite logic program. Applying partial deduction directly on logic programming representations of $\mathcal{F C}$ domains is thus more promising, as it is not restricted to $\mathcal{F}_{P L}$ domains, but works with any $\mathcal{F C}$ domain that can be represented as a definite logic program (although it might no longer provide a decision procedure). Thus, the idea of this chapter is to apply partial deduction to fluent calculus domains in order to decide the conjunctive planning problem for $\mathcal{F} \mathcal{C}_{P L}$ specifications and to provide a useful procedure for more general $\mathcal{F C}$ domains. To this end, there are several problems that need to be solved for this approach to work:

- $\mathcal{F C}$ domains rely on AC1-unification, but unification under an equational theory is not directly supported by partial deduction as used in [94] and one would have to apply partial deduction to a meta-interpreter implementing AC1-unification. Although this is theoretically feasible, this is still problematic in practice for efficiency and precision reasons (see, e.g., [92]). A more promising approach is to extend partial deduction so that it can handle an equational theory.
- Another problem is connected to an inherent limitation of "classical" partial deduction, which relies on a rather crude domain for expressing calls: in essence a term represents all its instances. This was sufficient for handling Petri nets in [94] (where a term such as [ $0, s(X)$ ] represents all Petri net markings with no tokens in place 1 and at least 1 token in place 2), but it is not sufficient to handle $\mathcal{F C}$ domains whose state expressions are more involved. To solve this we propose to use so called abstract partial deduction [90] with an abstract domain based upon regular types [158], and extend it to cope with equational theories.

[^25]Although in this work we are mainly interested in applying partial deduction to the $\mathcal{F C}$ domains based upon $\mathrm{AC1}$, we present the generalised partial deduction independently of the particular equational theory (as long as it is finitary). However, the use of this general method in practice relies on an efficient unification procedure. If such a procedure cannot be provided and/or one wishes to specialise the underlying equational theory, other approaches, e.g., based on narrowing [60, 3], should be considered. The reason we extend classical partial deduction for SLDE-resolution rather than building on top of [3], is that we actually do not wish to modify the underlying equational theory. As we will see later in this chapter, this leads to a simpler theory with simpler correctness results, and also results in a tighter link with classical partial deduction used in [94]. This also means that it is more straightforward to integrate abstract domains as described in [90] (no abstract specialisation exists as of yet for narrowing-based approaches).
In the remainder of the chapter, we thus develop a partial deduction method which considers both equational theories and regular type information. The method will then enable us to solve conjunctive planning problems in the simple Fluent Calculus. In particular, we show that our method is actually complete for conjunctive planning problems in $\mathcal{F C}_{P L}$. We believe that our approach can also be used for more complex systems, without changing much of the algorithm, e.g., in cases where completeness can not be guaranteed due to general undecidability.

Note that it has been proposed to use partial deduction already in [24] for the failure dedection in theorem proving, and in [25] specifically for the detection of unsolvable conjunctive planning problems and to solve postdiction problems in the Fluent Calculus. Similarly to our approach, the method utilises the idea of regular approximation. However, although [25] can only deal with $\mathcal{F} \mathcal{C}_{P L}$ domains, it is not a decision procedure for conjunctive planning problems. In contrast to that, our approach provides a decision procedure and scales up to non-propositional domains (the simple $\mathcal{F C}$ ).

### 7.1 Partial Deduction for definite E-Programs

The general idea of partial deduction of ordinary logic programs [101] is to construct, given a query $\leftarrow Q^{\prime}$ of interest, a finite number of finite but possibly incomplete SLD-trees which "cover" the possibly infinite SLD-tree for $D \cup\{\leftarrow$ $\left.Q^{\prime}\right\}$ (and thus also all SLD-trees for all instances of $\leftarrow Q^{\prime}$ ). The derivation steps in these SLD-trees are the computations which have been pre-evaluated and the clauses of the specialised program are then extracted by constructing one specialised clause (called resultant) per branch.

While the initial motivation for partial deduction was program specialisation, one can also use partial deduction as a top-down flow analysis of the program under consideration. Indeed, partial deduction will unfold the initial query of interest until it spots a dangerous growth, at which point it will generalise the
offending calls and restart the unfolding from the thus obtained more general call. Provided a suitably refined control technique is used (e.g., $[95,23]$ ), one can guarantee termination as well as a precise flow analysis. As was shown in [93] such a partial deduction approach is powerful enough to provide a decision procedure for coverability problems for (reset) Petri nets and bears resemblance to the Karp-Miller procedure [76]. In the context of the CPP, the initial query of interest would be Query 6.18 (we do not need to consider Query 6.17 as it can not result in an infinite derivation)

$$
\leftarrow \operatorname{Reachable}\left(g_{1}, g_{2} \circ z\right)
$$

where $g_{1}$ and $g_{2}$ are the initial and the goal state respectively and one would hope to obtain as a result a flow analysis from which it is clear whether the CPP has a solution.

The abstraction in "classical" partial deduction techniques relies on the relation "instance-of" and the associated most speciflc generalisation.

Definition 7.1.1 Let $\Sigma=(S O R T, \preceq, F U N, R E L)$ be a signature, $X$ a variable declaration wrt $\Sigma$. Furthermore, let $P \subseteq A_{\Sigma}(X)$. We call some $p \in A_{\Sigma}(X) a$ most specific generalisation ( msg ) of $P$ if

1. every $q \in P$ is an instance of $P$, and
2. if for some $p^{\prime} \in A_{\Sigma}(X)$ every $q \in P$ is an instance of $p^{\prime}$, then $p$ is also instance of $p^{\prime}$.

For any two atoms of the same predicate there exists always a unique (up to variants) most specific generalisation. For example, we have that the msg of $\{\operatorname{Less}(z e r o, \operatorname{succ}(z e r o)), \operatorname{Less}(z e r o, \operatorname{succ}(\operatorname{succ}(z e r o)))\}$ is Less $(z e r o, \operatorname{succ}(x))$. The $m s g$ can be easily computed [120, 87]; this process is also referred to as antiunification or least general generalisation. It has the important property, that for every atom $A$, there are no infinite chains of strictly more general atoms [71].
Unfortunately, as it has been demonstrated in [93] among others, "classical" partial deduction techniques may not be precise enough if state descriptions are complex. Similar problems occur if states are represented using non-empty equational theories, since abstractions just based on the "instance-of" relation and the associated most specific generalisation may be too crude (c.f., also [90]).

Example 7.1.1 (Example 6.2.2 continued) The msg of Reachable ( $f 2, z_{1}$ ) and Reachable (f3०f2, $z_{2}$ ) is Reachable ( $f 2 \circ x, z^{\prime}$ ). This is quite unsatisfactory, as $x$ can represent any term, i.e., also terms containing other fluents such as $f 4$. In the context of CPP this means that any action can potentially be executed from $f 2 \circ x$, and we have thrown away too much information for the generalisation to be useful. For example, if our goal state is f4, we would not be able to prove that we cannot solve the CPP from the initial state $f 2$.

In classical partial deduction there is no way of overcoming this problem, due to its inherent limitation that a call must represent all its instances (the same holds for narrowing-based partial evaluation [3]). Fortunately, this restriction has been lifted, e.g., in the abstract partial deduction framework of [90] and [45]. In essence, partial deduction and conjunctive partial deduction [23] are extended by working on abstract conjunctions on which abstract unfolding and abstract resolution operations are defined:

- An abstract conjunction is linked to the concrete domain of "ordinary" conjunctions via a concretisation function $\gamma$. In contrast to classical partial deduction, $\gamma$ can be much more refined than the "instance-of" relation. For example, an abstract conjunction can be a couple $(Q, \tau)$ consisting of a concrete conjunction $Q$ and some type ${ }^{2}$ information $\tau$, and $\gamma((Q, \tau))$ would be all the instances of $Q$ which respect the type information $\tau$. We could thus disallow $f_{4}$ to be an instance of $x$ in Example 7.1.1 by defining the type of $x$ to be the set of terms which can be constructed using the constant $f_{3}$ and the function $\circ$, only.
- An abstract unfolding operation maps an abstract conjunction $A$ to a set of concrete resultants $H_{i} \leftarrow B_{i}$, which have to be totally correct for all possible calls in $\gamma(A)$.
- For each such resultant $H_{i} \leftarrow B_{i}$ the abstract resolution will produce an abstract conjunction $Q_{i}$ approximating all the possible resolvent goals which can occur after resolving an element of $\gamma(A)$ with $H_{i} \leftarrow B_{i}$.

It is to this framework, suitably adapted to cope with SLDE-resolution, that we turn to remedy our problems. We will actually only consider abstract atoms consisting of a concrete atom together with some type information. The latter will be represented by deterministic regular unary logic (RUL) programs [158, 46] extended for equational theories. To extend $R U L$ programs to an SLDEsetting, we want to take the standard definition of an $R U L$ program and simply examine it in the context of our equational theory. Unfortunately, this is slightly problematic. Indeed, take a simple $R U L$ program $R$ that represents the type $\{f 1 \circ f 2\}$. Now, the interpretation of $R$ in AC1 will represent the type $\{f 1 \circ$ $f 2, f 2 \circ f 1\}$, which is not tuple-distributive ${ }^{3}$ (it does not contain $f 1 \circ f 1$ nor $f 2 \circ f 2$ ). This will have implications for decidability and efficiency (the main reason for using $R U L$ programs) and we solve this by using just those $R U L$ programs where the equational theory is already compiled in:

Definition 7.1.2 A canonical regular unary clause is a clause of the form

$$
t_{0}\left(f\left(x_{1}, \ldots, x_{n}\right)\right) \leftarrow t_{1}\left(x_{1}\right) \wedge \cdots \wedge t_{n}\left(x_{n}\right)
$$

[^26]where $n \geq 0$ and $x_{1}, \ldots, x_{n}$ are distinct variables. A canonical regular unary $\operatorname{logic}(R U L)$ program is a program $R$ consisting of a finite set of regular unary clauses, in which no two different clause heads have a common instance.
Let E be an equational theory. We call $R$ E-compatible if for all terms $s$, whenever $R \models t(s)$ then for all terms $s^{\prime}$ with $s={ }_{\mathrm{E}} s^{\prime}$, also $R \models t\left(s^{\prime}\right)$.
The set of ground terms $r$ such that $R \models t(r)$ is denoted by $\tau_{R}(t)$. A ground term $r$ is of type $t$ in $R$ iff $r \in \tau_{R}(t)$. Given a (possibly non-ground) conjunction $T$, we write $R \models \forall(T)$ iff for all ground instances $T^{\prime}$ of $T, R \cup\left\{\leftarrow T^{\prime}\right\}$ has an SLD-refutation.

So, to solve Example 7.1 .1 one could use the following AC1-compatible $R U L$ program, representing all states using just the fluent $f 3$, and give the variable $x$ in Example 7.1.1 the type $t_{3}:$

$$
\begin{aligned}
& t_{3}\left(1^{\circ}\right) \\
& t_{3}(f 3) \\
& t_{3}(x \circ y) \leftarrow t_{3}(x) \wedge t_{3}(y)
\end{aligned}
$$

Given two $R U L$-programs $R_{1}, R_{2}$, there exist efficient procedures for checking inclusion, computing the intersection and computing an upper bound using well known algorithms on corresponding automata [158]. Because of our definition, we can simply re-use the first two procedures to efficiently decide inclusion and compute the intersection of $R U L$ programs (the intersection of E-compatible $R U L$ programs will still be E-compatible). Given two $R U L$ programs $R_{1}, R_{2}$ and two types $t_{1}, t_{2}$, we will denote by $\left(R_{1}, t_{1}\right) \cap\left(R_{2}, t_{2}\right)$ the couple $\left(R_{3}, t_{3}\right)$ obtained by the latter procedure (i.e., we have $\tau_{R_{3}}\left(t_{3}\right)=\tau_{R_{1}}\left(t_{1}\right) \cap \tau_{R_{2}}\left(t_{2}\right)$ ). We will not make use of the upper bound and provide our own generalisation mechanism.

Definition 7.1.3 Given some $R U L$ program $R$, a type conjunction (in $R$ ) is simply a conjunction of the form $t_{1}\left(x_{1}\right) \wedge \cdots \wedge t_{n}\left(x_{n}\right)$, where all the $x_{i}$ are variables (not necessarily distinct) and all the $t_{i}$ are defined in $R$. We also define the notation types $_{T}(x)=\left\{t_{j} \mid t_{j}(x) \in \operatorname{atoms}(T)\right\}$.
E.g., let $T=t(x) \wedge t^{\prime}(z)$ be a type conjunction, where $t$ and $t^{\prime}$ are defined by some $R U L$ program $R$. Then types $t_{(x) \wedge t^{\prime}(z)}(z)=\left\{t^{\prime}\right\}$.
We now define the abstract domain used to instantiate the framework of [90]:
Definition 7.1.4 We define the $R U L E$-domain $(\mathcal{A Q}, \gamma, \mathrm{E})$ to consist of an equational theory E , abstract conjunctions of the form $\langle Q, T, R\rangle \in \mathcal{A} \mathcal{Q}$ where $Q$ is a concrete conjunction, $R$ an E-compatible RUL-program, and $T$ a type conjunction in $R$ such that $T=t_{1}\left(x_{1}\right) \wedge \cdots \wedge t_{n}\left(x_{n}\right)$, where $\operatorname{Vars}(Q)=\left\{x_{1}, \ldots, x_{n}\right\} .{ }^{4}$ The concretisation function $\gamma$ is defined by: $\gamma(\langle Q, T, R\rangle)=\{Q \theta \mid R \models \forall(T \theta)\}$.

[^27]We now define simplification and projection operations for type conjunctions. This will allow us to apply substitutions to abstract conjunctions as well as to define an (abstract) unfolding operation. As the above definition requires every variable to have exactly one type, the type of a variable $z$ occurring in a substitution such as $\{x / z, y / z\}$ has to be determined by type intersection.

Definition 7.1.5 Let $R$ be some $R U L$ program. The relation $\sim_{R}$ which maps type conjunctions to type conjunctions is defined as follows:

- $t_{1} \wedge t_{2} \sim_{R} s_{1} \wedge s_{2} \quad$ if $\quad t_{1} \leadsto_{R} s_{1}, t_{2} \leadsto \sim_{R} s_{2}, s_{1} \neq$ fail, and $s_{2} \neq$ fail
- $t(x) \sim_{R} t(x)$ if $x$ is a variable
- $t(c) \sim_{R}$ true if $c$ is a constant with $c \in \tau_{R}(t)$
- $t\left(f\left(r_{1}, \ldots, r_{n}\right)\right) \sim_{R} s_{1} \wedge \cdots \wedge s_{n} \quad$ if $\quad t\left(f\left(x_{1}, \ldots, x_{n}\right)\right) \leftarrow t_{1}\left(x_{1}\right) \wedge \cdots \wedge$ $t_{n}\left(x_{n}\right) \in R$ and $t_{i}\left(r_{i}\right) \leadsto R s_{i}$, for $i=1, \ldots, n$
- $t(r) \sim_{R}$ fail otherwise.

We define a projection which projects a type conjunction $T$ in the context of a $R U L$ program on a concrete conjunction $Q$, resulting in new abstract conjunction: $\operatorname{proj}(Q, T, R)=\left\langle Q, S^{\prime}, R^{\prime}\right\rangle$, where $T w_{R} S$ and

- $S^{\prime}=S, R^{\prime}=\emptyset \quad$ if $S=$ fail or $\operatorname{Vars}(Q)=\emptyset$,
- otherwise $S^{\prime}=t_{1}\left(x_{1}\right) \wedge \cdots \wedge t_{n}\left(x_{n}\right)$ where $\operatorname{Vars}(Q)=\left\{x_{1}, \ldots, x_{n}\right\}$ and with types $_{S}\left(x_{i}\right)=\left\{t_{i_{1}}, \ldots, t_{i_{k}}\right\},\left(R_{i}, t_{i}\right)=\left(R, t_{i_{1}}\right) \cap \cdots \cap\left(R, t_{i_{k}}\right)$ for $i=1, \ldots, n$. In this case $R^{\prime}=R_{1} \cup \cdots \cup R_{n}$.

We now define the application of substitutions to abstract conjunctions:

$$
\langle Q, T, R\rangle \theta=\operatorname{proj}(Q \theta, T, R)
$$

For example, using the $R U L$ program $R$ above, we have $t_{3}(f 3 \circ z \circ z) \sim_{R}$ true $\wedge$ $t_{3}(z) \wedge t_{3}(z)$. We would thus have for $\theta=\{x /(f 3 \circ z \circ z)\}$ that $\left\langle p(x), t_{3}(x), R\right\rangle \theta$ $=\left\langle p(f 3 \circ z \circ z), t_{3}(z), R\right\rangle$.
To extend the notion of instantiation pre-order of Definition 1.1.16 to abstract conjunctions the subset relation between types has to be considered:

Definition 7.1.6 Let $A=\langle Q, T, R\rangle, A^{\prime}=\left\langle Q^{\prime}, T^{\prime}, R^{\prime}\right\rangle$ be abstract conjunctions in the RULE domain $(\mathcal{A Q}, \gamma, E)$. We call $A^{\prime}$ a $R U L E$-instance of $A$, denoted by $A^{\prime} \leq_{R U L E} A$ iff

1. there exists a substitution $\theta$ such that $A \theta=\left\langle Q^{\prime}, T^{\prime \prime}, R^{\prime \prime}\right\rangle$ and
2. for all $x \in \operatorname{Vars}\left(Q^{\prime}\right)$ with types $_{T^{\prime}}(x)=\left\{t^{\prime}\right\}$ and $^{\text {types }} T_{T^{\prime \prime}}(x)=\left\{t^{\prime \prime}\right\}$, we have $\tau_{R^{\prime}}\left(t^{\prime}\right) \subseteq \tau_{R^{\prime \prime}}\left(t^{\prime \prime}\right)$.

We define $<_{\text {RULE }}$ and $=$ RULE accordingly.

In the above example, $\left\langle p(f 3 \circ z \circ z), t_{3}(z), R\right\rangle<_{R U L E}\left\langle p(x), t_{3}(x), R\right\rangle$.

Definition 7.1.7 An unfolding rule is a function which, given a definite Eprogram $(D, \mathrm{E})$ and a goal $\leftarrow Q$, returns a finite, non-trivial ${ }^{5}$ and possibly incomplete $S L D E$-tree for $(D, E)$ and $\leftarrow Q$.
Let $\tau$ be a finite (possibly incomplete) SLDE-tree for $(D, \mathrm{E}), \leftarrow Q$. Let $\leftarrow G_{1}, \ldots$, $\leftarrow G_{m}$ be the goals in the leaves of the non-failing branches of $\tau$. Let $\theta_{1}, \ldots, \theta_{n}$ be the computed answer substitutions of the SLDE-derivations from $\leftarrow Q$ to $\leftarrow G_{1}, \ldots, \leftarrow G_{n}$, respectively. Then the set of SLDE-resultants, resultants $(\tau)$, is defined to be the set of clauses $\left\{Q \theta_{1} \leftarrow G_{1}, \ldots, Q \theta_{n} \leftarrow G_{n}\right\}$.

We can now define an abstract unfolding and an abstract resolution in the $R U L E$-domain. When a conjunction of the $R U L E$ domain is unfolded, the information concerning the types of variables can be used to reduce the number of resultants. Additionally, we will use Definition 7.1.5 to determine the types of leaf conjunctions.

Definition 7.1.8 Let ( $D, \mathrm{E}$ ) be a definite E-program, $\langle Q, T, R\rangle$ an abstract conjunction in the RULE domain $(\mathcal{A Q}, \gamma, \mathrm{E}), U$ an unfolding rule. We define the abstract unfolding and resolution operations aunf(-), ares(-) as follows:

- aunf $(\langle Q, T, R\rangle)=\left\{Q \theta \leftarrow B \mid Q \theta \leftarrow B \in \operatorname{resultants}(U(Q)) \wedge T \theta \not \not_{R}\right.$ fail $\}$
- $\operatorname{ares}(\langle Q, T, R\rangle)=\{\operatorname{proj}(B, T \theta, R) \mid Q \theta \leftarrow B \in \operatorname{aunf}(\langle Q, T, R\rangle)\}$

The following is a generic algorithm for abstract partial deduction, which structures the abstract conjunctions to be specialised in a global tree (see also e.g. [95]). The abstract conjunction associated with some node $L$ is denoted by label $(L)$. The algorithm is parametrised by a covering test covered, a whistle detecting potential infinite loops, an a generalisation operation abstract and a function partition to separate conjunctions into sub-conjunctions.

Algorithm 7.1.1 (generic partial deduction algorithm)
Input: a definite E-program $(D, \mathrm{E})$, an abstract conjunction $A$ of $\langle\mathcal{A Q}, \gamma, \mathrm{E}\rangle$.
Output: a set of abstract conjunctions $\mathcal{A}$, a specialised program $D^{\prime}$, a global tree $\lambda$

[^28]Initialisation: $\lambda:=\mathrm{a}$ "global" tree with a single unmarked node, labelled $A$ repeat

$$
\text { pick an unmarked or abstracted leaf node } L \text { in } \lambda
$$

if covered $(L, \lambda)$ then mark $L$ as processed
else
if whistle $(L, \lambda)=\top$ then
mark $L$ as abstracted
$\operatorname{label}(L):=\operatorname{abstract}(L, \lambda)$
else
mark $L$ as processed
for all $A \in \operatorname{ares}(l a b e l(L))$ do
for all $A^{\prime} \in \operatorname{partition}(A)$ do
add a new unmarked child $C$ of $L$ to $\lambda$
$\operatorname{label}(C):=A^{\prime}$
until all nodes are processed
output $\mathcal{A}:=\{\operatorname{aunf}(\operatorname{label}(A)) \mid A \in \lambda\}, D^{\prime}:=\{\operatorname{aunf}(A) \mid A \in \mathcal{A}\}$, and $\lambda$

Now, we define a particular instance of the above algorithm which is suitable to solve conjunctive planning problems for Fluent Calculus domains. To this end we instantiate the Algorithm 7.1.1 in such a way that it imitates the Algorithm 4.2.1. In Section 7.2 we will prove that our instantiation is indeed correct.

Algorithm 7.1.2 (a partial deduction algorithm for the Fluent Calculus)

## unfolding

According to Definition 7.1.8, aunf(-) requires an unfolding rule $U(-)$. In terms of model checking the unfolding of a goal that represents a state of some (infinite) state system describes which immediate successor states the system may reach and how this can be achieved ${ }^{6}$. For the Fluent Calculus we use the following simple unfolding rule: Let $\langle Q, T, R\rangle$ be an abstract conjunction in the $R U L E$ domain and $(D, E)$ be a definite E-program. We define $U(Q)$ to be the maximal SLDE-tree $\tau$ such that every predicate $p$ except the equality symbol defined by $\mathrm{E}\left(=_{S t}\right.$ in the example) is selected at most once in every branch of $\tau$. Clearly, the resulting SLDE-tree is finite if the equational theory is finitary.

[^29]

Example 7.1.2 (Example 6.2.2 continued) We define $\Delta_{\Sigma_{p}}$ as the RULE domain ( $\mathcal{A Q}, \gamma, \mathrm{AC} 1)$ where every abstract conjunction $C \in \mathcal{A} \mathcal{Q}$ is of the form $\langle$ Reachable $(g, v), T, R\rangle$. Thereby $v=y_{1} \circ \cdots \circ y_{5}$ where each variable $y_{i}$ for $i=1, \ldots, 5$ is restricted by the type conjunction $T$ such that $t_{f i} \in$ atoms $(T)$. The term $g$ is of sort St and for all variables $x \in \operatorname{Vars}(g), t_{f}(x) \in \operatorname{atoms}(T)$ for some fluents $f \in F l_{\Sigma_{p}} . R$ consists of predicates $\left(t_{f}\right)$ for each fluent $f \in F l_{\Sigma_{p}}$ :

$$
\begin{aligned}
& t_{f}\left(1^{\circ}\right) \\
& t_{f}(f) \\
& t_{f}(x \circ y) \leftarrow t_{f}(x) \wedge t_{f}(y) .
\end{aligned}
$$

The SLDE-tree computed by $U$ (using the leftmost selection rule) for the abstract conjunction $\left\langle\operatorname{Reachable}\left(f 1, y_{1} \circ \cdots \circ y_{5}\right), t_{f 1}\left(y_{1}\right) \wedge \cdots \wedge t_{f 5}\left(y_{5}\right), R\right\rangle$ wrt the definite E-program corresponding to domain $\mathcal{D}_{p}$ is depicted in Figure 7.1 (we use Definition 6.12 of $\operatorname{Reachable}(-,-))$.

With this particular unfolding rule we ensure that every goal of the form Reachable $\left(g_{1}, g_{2}\right)$ is unfolded in such a way that every incomplete leaf node of the resulting SLDE-tree consists of a subgoal of the same form. In the next section we will use this property to prove completeness of our partial deduction algorithm by showing a correspondence between the subgoals of the form Reachable $\left(g_{1}, g_{2}\right)$ with pseudo-markings in Petri net algorithms.

## covered

In partial deduction algorithms the function covered is used to check whether some subgoal has been already encountered before. This ensures termination of the analysis and, if covered is defined appropriately, it often may reduce the number of subgoals to be visited, considerably. Here, we define covered simply using the equivalence relation on abstract conjunctions to ensure termination: Let $L$ be a node labelled by an abstract conjunction in the $R U L E$ domain $(\mathcal{A Q}, \gamma, \mathrm{E})$ and $\lambda$ a tree labelled by elements of $\mathcal{A Q}$. Then we define covered $(L, \lambda)$ as true iff there is an ancestor $L^{\prime}$ of $L$ such that $\operatorname{label}\left(L^{\prime}\right)=R U L E \operatorname{label}(L)$.
Instead of using this check for equivalence with ancestors, only, we may use a more refined approach. On one hand, we may compare the subgoal $L$ to all subgoals $L^{\prime}$ in the tree. On the other hand, in $\mathcal{F} \mathcal{C}_{P L}$ domains it is sufficient that label $\left(L^{\prime}\right) \leq_{R U L E} \operatorname{label}(L)$ for $L$ to be covered. This is possible due to the monotonicity property of Petri nets (see [39] and [94] for details). It has been shown that this more sophisticated approach may help reducing the size of the final tree enormously.
whistle
The function whistle is used to detect whether the repeated extension of an incomplete derivation (by unfolding the last subgoal) might result in an infinite
derivation. Due to the undecidability of the halting problem, which can be encoded as a definite logic program, it is not always possible to precisely predict infinite derivations ${ }^{7}$. Consequently, to ensure that all infinite SLDE-derivations are detected (which is required for the partial deduction algorithm to terminate) whistle will have to recognise unfolding of some subgoals as dangerous, even when they do not result in infinite derivations. To this end, for partial deduction this "over-approximation" is is often defined in terms of a homeomorphic embedding relation [140]. The homeomorphic embedding relation is defined on the set of atoms of the definite logic program. In principle, we could employ this relation in a Fluent Calculus setting as well. However, as we use an equational theory, it is more natural to extend the homeomorphic embedding accordingly:

Definition 7.1.9 Let $A=\langle Q, T, R\rangle, A^{\prime}=\left\langle Q^{\prime}, T^{\prime}, R^{\prime}\right\rangle$ be abstract conjunctions in the $R U L E$ domain $(\mathcal{A Q}, \gamma, E)$. For the purposes of this definition we suppose that $\wedge$ is handled by E as an associative, commutative and idempotent function symbol. Let $=_{s}$ be the equality symbol defined by E . We say that $A$ is homeomorphically embedded in $A^{\prime}, A \unlhd_{E} A^{\prime}$, iff $Q \unlhd_{E} Q^{\prime}$ where $\unlhd_{E}$ on expressions is inductively defined as follows:

1. $x \unlhd_{E} y$ if $x, y$ variables with $\tau_{R}\left(\right.$ types $\left._{T}(x)\right) \subseteq \tau_{R^{\prime}}\left(\right.$ types $\left._{T^{\prime}}(y)\right)$
2. $c \unlhd_{E} y$ for all variables $y$ and constants $c$, with $c \in \tau_{R}\left(\right.$ types $\left._{T^{\prime}}(y)\right)$
3. $r \unlhd_{E} f\left(s_{1}, \ldots, s_{n}\right)$ if there exists $s^{\prime}$ with $\mathrm{E} \vDash s^{t}=_{S} r$ and there exists $f^{\prime}, s_{1}^{\prime}, \ldots, s_{m}^{\prime}$ with $\mathrm{E} \vDash f^{\prime}\left(s_{1}^{\prime}, \ldots, s_{m}^{\prime}\right)={ }_{S} f\left(s_{1}, \ldots, s_{n}\right)$ such that $s^{\prime} \unlhd_{E} s_{i}^{\prime}$ for some $1 \leq i \leq m$
4. $f\left(r_{1}, \ldots, r_{m}\right) \unlhd_{E} g\left(s_{1}, \ldots, s_{n}\right)$ if there exists $f^{\prime}, r_{1}^{\prime}, \ldots, r_{k}^{\prime}$ with $\mathrm{E} \vDash$ $f^{\prime}\left(r_{1}^{\prime}, \ldots, r_{k}^{\prime}\right)=s f\left(r_{1}, \ldots, r_{n}\right)$ and $\mathrm{E} \vDash f^{\prime}\left(s_{1}^{\prime}, \ldots, s_{k}^{\prime}\right)=s \quad g\left(s_{1}, \ldots, s_{n}\right)$ and $\forall i \in\{1, \ldots, k\}: r_{i}^{\prime} \unlhd_{E} s_{i}^{\prime}$.

Note that for point 3. we may have $n=0$, and for point 4. $m, n, k$ can be 0 . Intuitively, $s \unlhd_{E} t$, means that we can obtain $s$ from $t$ by "striking out" certain sub-terms and by using the equational theory to re-write $s$ and $t$. E.g., for $E$ equals AC1, we have $f \circ g \unlhd_{E} g \circ h \circ f$ and $f \circ g \unlhd_{E} g \circ h \circ x$ for $t y p e s_{T^{\prime}}(x)=t_{f}$ where $R^{\prime}$ is a $R U L$ program as in Example 7.1.2. Note that in general, an equational theory might define two terms also to be equal even when they are constructed using different function symbols. This is taken into account in Definition 7.1.9 by considering a function $f^{\prime}$ in point 3 . and 4 .
Of course, $\unlhd_{E}$ will be quite expensive to compute ([102]). Although in the context of AC1 and in particular $\mathcal{F} \mathcal{C}_{P L}$ we may introduce a lot of optimisations to obtain an efficient implementation (e.g. sorting fluents and defining a normal form for terms), there will be a trade-off between the computational effort to

[^30]detect infinite derivations, which may reduce the size of the resulting tree, and the speed of the partial deduction algorithm.
The original homeomorphic relation (and, if $\subseteq$ is a well-quasi order on the set of types, also our refined homeomorphic relation of Definition 7.1.9) is a wellquasi order and can thus be used to ensure termination of program specialisation techniques [140]. We apply $\unlhd_{E}$ as follows. Let $L$ be a node labelled by an abstract conjunction in the $R U L E$ domain ( $\mathcal{A Q}, \gamma, \mathrm{E}$ ) and $\lambda$ a tree labelled by elements of $\mathcal{A Q}$. We define whistle $\unlhd_{E}(L, \lambda)=\top$ iff $L$ is not marked as abstracted and there is an ancestor $L^{\prime}$ of $\bar{L}$ such that $\operatorname{label}\left(L^{\prime}\right) \unlhd_{E} \operatorname{label}(L)$.

## abstract

If an incomplete derivation was recognised as being "dangerous" by the function whistle, some of the possibly infinite derivations need to be represented in a finite way. However, for most applications of partial deduction considered so far it is sufficient to represent only the (possibly infinite) set of subgoals the information about their order as described by any particular derivation is discarded. To represent this set of subgoals in a finite way a single, more general subgoal is used. This subgoal is chosen based on the condition that many of the subgoals occurring on an infinite derivation (as predicted by whistle) should be instances of the new more general subgoal. On one hand, this condition should ensure termination by allowing only a finite number of generalisation steps before all subgoals are covered. On the other hand, if the new subgoal is chosen such that it covers also many subgoals which do not occur on an infinite derivation (as predicted by whistle), important information about the actually reachable subgoals might be lost. In classical partial deduction the new subgoal is an atom which represents the most specific generalisation wrt a subset of the subgoals encountered on the "dangerous" derivation. As we have argued, to adapt the approach to the Fluent Calculus, we have to increase the precision of the most specific generalisation by introducing a type system. Since our abstraction mechanism may in general introduce new types during the partial deduction process we have to ensure that abstractions of types may occur only finitely often, i.e. the type system should be well-founded. Additionally, to ensure that $\unlhd_{E}$ is a well-quasi order, the relation $\subseteq$ must be a well-quasi order on the type system.

Definition 7.1.10 Let E be an equational theory and $\mathcal{T}$ a set of tuples $(t, R)$ where $R$ is a RUL program and $t$ a predicate defined in $R$. We call $\mathcal{T}$ a wellformed type system iff

1. there is no infinite sequence $\left(t_{1}, R_{1}\right),\left(t_{2}, R_{2}\right), \ldots$ of elements of $\mathcal{T}$ such that $\tau_{R_{i}}\left(t_{i}\right) \subset \tau_{R_{i+1}}\left(t_{i+1}\right)$ for all $i \geq 1$, and
2. there is no infinite sequence $\left(t_{1}, R_{1}\right),\left(t_{2}, R_{2}\right), \ldots$ of elements of $\mathcal{T}$ such that $\tau_{R_{i}}\left(t_{i}\right) \nsubseteq \tau_{R_{j}}\left(t_{j}\right)$ for all $i \neq j$.

Now we can define a generalisation and a most specific generalisation in the $R U L E$-domain for some well-formed type system:

Definition 7.1.11 Let E be an equational theory, $\mathcal{T}$ be a well-formed type system and $\mathcal{A}$ a set of abstract conjunctions in $(\mathcal{A Q}, \gamma, \mathrm{E})$. The abstract conjunction $M=\langle Q, T, R\rangle$ is called a $R U L E$-generalisation of $\mathcal{A}$ wrt $\mathcal{T}$ iff

1. for all $t(x) \in T$ we have $(t, R) \in \mathcal{T}$,
2. for all $A \in \mathcal{A}, A \leq_{R U L E} M$.

Furthermore, $M$ is called a most specific $R U L E$-generalisation of $\mathcal{A}$ wrt $\mathcal{T}$, denoted by $M \in \operatorname{msg}_{\mathcal{T}}(\mathcal{A})$, iff there exists no $M^{\prime}$ such that conditions 1 , 2 hold for $M^{\prime}$ and $M^{\prime}<_{R U L E} M$.

For example, $\mathcal{A}=\{\langle f 3$, true, $\emptyset\rangle,\langle f 3 \circ f 3$, true,$\emptyset\rangle\}$ and using the single type defined by the $R U L$ program $R$ for $t_{3}$ we get $m s g_{\left\{\left(t_{3}, R\right)\right\}}(\mathcal{A})=\left\{\left\langle f 3 \circ x, t_{3}(x), R\right\rangle\right\}$.
Again, for other equational theories than (AC1) and more complicated type systems a most specific generalisation might be difficult to compute (and may not be unique). To accelerate convergence (and to simplify our completeness proof for CPP later on), we actually choose an element $M^{\prime}=\langle Q, T, R\rangle$ of $m s g_{\mathcal{T}}(\mathcal{A})$ and then remove the maximum number of sub-terms from $Q$ so that the resulting abstract conjunction is still more general than $M^{\prime}$ (in the sense of $\left.\leq_{R U L E}\right)$. We will denote the result by $n m s g_{\mathcal{T}}(\mathcal{A})$. For example, we would instead of using $M^{\prime}=\left\langle f 3 \circ x, t_{3}(x), R\right\rangle$ use the more general $n m s g_{\mathcal{T}}(\mathcal{A})=\left\langle x, t_{3}(x), R\right\rangle$. This loses some precision, but convergence is accelerated, and actually no vital information for the CPP is lost!

Let $L$ be a node labelled by an abstract conjunction in the $R U L E$ domain $(\mathcal{A Q}, \gamma, \mathrm{E})$ and $\lambda$ a tree labelled by elements of $\mathcal{A Q}$. Let $\mathcal{L}$ denote the set of all ancestors of $L$ in $\lambda$ such that $L^{\prime} \in \mathcal{L}$ iff $\operatorname{label}\left(L^{\prime}\right) \unlhd_{E}$ label $(L)$. Furthermore, let $\mathcal{A}$ denote the set of labels of $\mathcal{L}$. Then we define $\operatorname{abstract}(L, \lambda)=n m s g_{\mathcal{T}}(\mathcal{A})$.

## partition

For definite logic programs in general, the unfolding of some atom representing a subgoal might result in a tree where some leaf is labelled by a conjunction of atoms rather than by a single atom. However, by using the unfolding rule as defined above all leaf nodes are guaranteed to be single atoms in Fluent Calculus domains. Consequently, we define partition ( - ), which is used in classical partial deduction to split the conjunctions into atoms, simply as follows:

Definition 7.1.12 Let $A=\langle Q, T, R\rangle$ be an abstract conjunction in $(\mathcal{A Q}, \gamma, \mathrm{E})$ and $\mathcal{T}$ a well-formed type system. Then partition $(A)=\operatorname{atoms}\left(n m s g_{\mathcal{T}}(\{A\})\right)$.

To solve the problem of conjunctions appearing in leaf nodes in a more general way, we may follow alternatively the approach of conjunctive partial deduction [23].

### 7.2 Completeness wrt $\mathcal{F} \mathcal{C}_{P L}$

In Section 4.3 we have shown that Petri net algorithms can be used to decide temporal properties of propositional Fluent Calculus domains. In particular, to every propositional $\mathcal{F C}$ domain with completely defined initial state there exists a bisimilar Petri net. Furthermore, the conjunctive planning problem for the propositional $\mathcal{F C}$ can be expressed as a formula in the temporal logic CTL (CTL respects bisimulation). The same formula is known to describe coverability properties of Petri nets. Coverability problems can be decided using the Karp-Miller tree (see Section 4.2). In this section we will show that this tree can also be generated by the partial deduction Algorithm 7.1.1 using the instantiations of Algorithm 7.1.2. By doing so, we prove that the proposed partial deduction method is complete for conjunctive planning problems for $\mathcal{F} \mathcal{C}_{P L}$ domains.

Theorem 7.2.1 Let $\mathcal{D}$ be a $\mathcal{F}_{P L}$ domain description wrt some signature $\Sigma$, $\Delta$ the RULE domain $(\mathcal{A Q}, \gamma, \mathrm{AC1})$ where every abstract conjunction $C \in A \mathcal{Q}$ is of the form $\langle$ Reachable $(g, v), T, R\rangle$. Thereby $v=y_{1} \circ \cdots \circ y_{n}$ where for each $f_{i} \in\left\{f_{1}, \ldots, f_{n}\right\}=T_{\Sigma, F l}(\emptyset), t_{f_{i}}\left(y_{i}\right) \in$ atoms $(T)$ (with $i=1, \ldots, n$ ). Let the term $g$ be of sort St and for all variables $x \in \operatorname{Vars}(g), t_{f}(x) \in$ atoms $(T)$ for some fluent $f \in T_{\Sigma, F l}(\emptyset) . R$ consists of predicates $\left(t_{f}\right)$ for each fluent $f \in T_{\Sigma, F l}(\emptyset)$ :

$$
\begin{aligned}
& t_{f}\left(1^{\circ}\right) \\
& t_{f}(f) \\
& t_{f}(x \circ y) \leftarrow t_{f}(x) \wedge t_{f}(y)
\end{aligned}
$$

Furthermore, let $S_{\text {init }}$ be some ground term of sort $S t$ and $\mathcal{M}$ a model of $\mathcal{D}$ where state ${ }^{\mathcal{M}}\left(s 0^{\mathcal{M}}\right)=s t S t_{\text {init }}$. Then the partial deduction algorithm applied to the definite E-program $(P, E)$ representing $\mathcal{D}, \Delta$ and $A=\left\langle\right.$ Reachable $\left(S t_{i n i t}, v_{1} \circ\right.$ $\left.\left.\cdots \circ v_{n}\right), t_{f_{1}}\left(v_{1}\right) \wedge \cdots \wedge t_{f_{n}}\left(v_{n}\right), R\right\rangle$ will produce a global tree $\lambda$ which is isomorphic to a Karp-Miller coverability tree of the Petri net $\mathcal{P}(\mathcal{D}, \mathcal{M})$.

We will now formally prove that the algorithm 7.1.1 with the instantiation of Algorithm 7.1.2 can be used to decide coverability problems. For this we need to establish a link between pseudo-markings in the Karp-Miller tree and abstract conjunctions produced by partial deduction.
Let $\mathcal{D}$ be some $\mathcal{F} \mathcal{C}_{P L}$ domain wrt signature $\Sigma,(D, E)$ the definite E-program corresponding to $\mathcal{D}$ and $\mathcal{M}$ some model of $\mathcal{D}$. Let $T_{\Sigma, F l}(\emptyset)=\left\{f_{1}, \ldots, f_{n}\right\}$ be the fluents and $T_{\Sigma, A c t}(\emptyset)=\left\{a_{1}, \ldots, a_{m}\right\}$ the actions defined in $\Sigma$. According to Section 4.3, the Petri net $\mathcal{P}(\mathcal{D}, \mathcal{M})=\left(P, T, E, W, m_{0}\right)$ is given by associating an unique place $P(f) \in P$ to each $f \in T_{\Sigma, F l}(\emptyset)$. To every state update axiom $\mathcal{D}$, and thereby to every pair of clauses clause of the form

$$
\begin{aligned}
& \operatorname{Poss}_{3}(x, z) \leftarrow x=a, \operatorname{Holds}_{3}\left(S t_{a}^{-} \circ S t_{a}^{-}, z\right) . \\
& S u c c_{3}\left(z_{1}, x, z_{2}\right) \leftarrow x=a, \operatorname{Poss}_{3}\left(x, z_{1}\right), z_{2} \circ S t_{a}^{-}=S t z_{1} \circ S t_{a}^{+}
\end{aligned}
$$

in ( $D, \mathrm{E}$ ), for $a \in T_{\Sigma, A c t}(\emptyset)$ a transition $T(a) \in T$ is associated. The set E of edges and the weight function $W$ are defined wrt the fluents appearing in the state update axioms as described in Section 4.3.
Let $\Delta$ be the $R U L E$ domain $(\mathcal{A Q}, \gamma, A C 1)$ where every abstract conjunction $C \in \mathcal{A Q}$ is of the form $\langle\operatorname{Reachable}(g, v), T, R\rangle$ where $v=y_{1} \circ \cdots \circ y_{n}, g$ is a term of sort $S t$ and for all variables $x \in \operatorname{Vars}(g)$ and $y \in \operatorname{Vars}(v) t_{f}(x) \in \operatorname{atoms}(T)$ and $t_{f^{\prime}}(y) \in \operatorname{atoms}(T)$ for some fluents $f, f^{\prime} \in T_{\Sigma, F l}(\emptyset) . R$ consists of the clauses defining $\left(t_{f}\right)$ for each fluent $f \in T_{\Sigma, F l}(\emptyset)$. Then, we define the pseudo-marking $C^{\mu}$ such that for each $f \in T_{\Sigma, F l}(\emptyset)$ :

$$
C^{\mu}(f)= \begin{cases}\omega & \text { if } \exists x .\left(x \in \operatorname{Vars}(g) \wedge t_{f}(x) \in \operatorname{atoms}(T)\right) \\ |g, f| & \text { otherwise }\end{cases}
$$

Accordingly, the initial marking corresponding to some ground state term $S t_{\text {init }}$ is given by

$$
\left\langle\operatorname{Reachable}\left(S t_{i n i t}, y_{1} \circ \cdots \circ y_{n}\right), t_{f_{1}}\left(y_{1}\right) \wedge \cdots \wedge t_{f_{n}}\left(y_{n}\right), R\right\rangle^{\mu}
$$

Additionally, we associate with every pseudo-marking $m$ and $R U L E$ program $R$ as defined above an abstract conjunction $m^{\alpha}=\langle\operatorname{Reachable}(g, v), T, R\rangle$ such that for every fluent $f \in T_{\Sigma, F l}(\emptyset)$, the term $g$ contains $f$ exactly $m(P(f))$ times if $m(P(f)) \neq \omega$. For every $f \in T_{\Sigma, F l}(\emptyset)$ with $m(P(f))=\omega, g$ contains a variable $x$ and $T$ a type declaration $t_{f}(x)$. Additionally, $v=y_{1} \circ \cdots \circ y_{n}$ and $t_{f_{i}}\left(y_{i}\right) \in \operatorname{atoms}(T)$ for all $1 \leq i \leq n$.
To prove that the tree generated by our partial deduction algorithm is isomorphic to the Karp-Miller tree, we show that any node generated by the partial deduction procedure is also generated by the Karp-Miller procedure and vice versa. To this end we establish correspondences between the relations used in the definition of Algorithm 7.1.2 and the relations used in the defintion of Algorithms 4.2.1. Then we show that the steps performed by one algorithm are also performed by the other.

Lemma 7.2.2 Let $L_{1}, L_{2}$ be some nodes of the tree $\lambda$ which is labelled by abstract conjunctions of $\Delta$. Let $C_{1}=\left\langle\operatorname{Reachable}\left(g_{1}, v\right), T_{1}, R\right\rangle=\operatorname{label}\left(L_{1}\right)$ and $C_{2}=\left\langle\right.$ Reachable $\left.\left(g_{2}, v\right), T_{2}, R\right\rangle=\operatorname{label}\left(L_{2}\right)$. Then $C_{1}=R U L E C_{2}$ iff $C_{1}{ }^{\mu}=C_{2}{ }^{\mu}$.

Proof 7.2.2 This follows using the mappings ${ }_{-}^{\alpha}$ and ${ }^{\mu}$ between markings and abstract conjunctions as defined above and the fact that $\left(C^{\mu}\right)^{\alpha}={ }_{R U L E} C$ for markings $C=\langle\operatorname{Reachable}(g, v), T, R\rangle$ and from the Definition 7.1.6, $C_{1}={ }_{R U L E}$ $C_{2}$ iff for all fluents $f$ holds either 1. the number of $f$ in $g_{1}$ and $g_{2}$ must be equal, or 2. there are variables $x$ in $g_{1}$ and $y$ in $g_{2}$ such that $t_{f}(x) \in T_{1}$ and $t_{f}(y) \in T_{2}$.

Lemma 7.2.3 Let $L$ be some node of the tree $\lambda$ which is labelled by abstract conjunctions of $\Delta$. Let $C=\langle\operatorname{Reachable}(g, v), T, R\rangle=\operatorname{label}(L)$ and $C_{0}, C_{1}, \ldots, C_{n}$
is the sequence of labels of the ancestors of $L$ in $\lambda$ where $C_{0}$ is the label of the root node. whistle $(L, \lambda)=\top$ iff there is some $L_{k}$ labelled $C_{k}, 0 \leq k \leq n$, with $C_{k}{ }^{\mu} \leq C^{\mu}$.

Proof 7.2.3 According to the definition, whistle returns $T$ iff there is some ancestor $L_{k}$ of $L$ labelled $C_{k}$ such that $C_{k} \unlhd_{E} C$. If $g$ does not contain a variable of type $t_{f}$ for fluent $f \in T_{\Sigma, F l}(\emptyset)$ and $C_{k} \unlhd_{E} C$, then from case 4 of the definition of $\unlhd_{E}$ follows $C_{k}{ }^{\mu}(P(f)) \leq C^{\mu}(P(f))$, otherwise, by case 1 and 2 , follows $C_{k}{ }^{\mu}(P(f)) \leq C^{\mu}(P(f))$ if the corresponding subterm of $C_{k}$ consists only of $f$ or some variable of type $t_{f}$. Now, let $C_{k}=\left\langle\operatorname{Reachable}\left(g_{k}, v_{k}\right), T_{k}, R\right\rangle$ be an abstract conjunction in $\Delta_{\Sigma}$ with $C_{k} \unlhd_{E} C$. Then either, for each fluent $f$, case 4 can be applied $C_{k}{ }^{\mu}(P(f))$ times, or case 1 or 2 can be applied where $x$ is of type $t_{f}$. Considering the equational theory AC 1 , case 4 can only be applied if both function symbols are identical, i.e. $C^{\mu}(P(f))$ contains $f$ at least $C_{k}{ }^{\mu}(P(f))$ times. On the other hand, case 1 or 2 can be applied only if $C^{\mu}(P(f))=\omega$ and if the corresponding subterm of $C_{k}$ consists only of copies of $f$ or of a variable of type $t_{f}$.

Lemma 7.2.4 Let $L$ be some node of the tree $\lambda$ which is labelled by abstract conjunctions of $\Delta$. Let $C=\langle\operatorname{Reachable}(g, v), T, R\rangle=\operatorname{label}(L)$ and $\left\{C_{1}, \ldots, C_{n}\right\}$ is the sequence of labels of ancestors of $L$ in $\lambda$ such that $C_{i} \unlhd_{E} C$ for all $1 \leq i \leq n$. Let the type system $\mathcal{T}$ consist of all pairs $(t, R)$ such that $t$ is a predicate in $R$. $C^{\prime}=$ abstract $(L, \lambda)$ iff $C^{\prime \mu}=m^{\prime}$ and $m^{\prime}$ is defined as follows: if for some fluent $f$ there exists an ancestor $C_{k}$ of $C$ in $\lambda$ such that $C_{k}{ }^{\mu}<C^{\mu}$ and $C_{k}{ }^{\mu}(f)<C^{\mu}(f)$, $m^{\prime}(f)=\omega$, otherwise $m^{\prime}(f)=C^{\mu}(f)$.

Proof 7.2.4 Note that $\mathcal{T}$ is a finite set such that for any two $\left(t_{1}, R\right),\left(t_{2}, R\right) \in \mathcal{T}$, $\tau_{R}\left(t_{1}\right) \cap \tau_{R}\left(t_{2}\right)=\emptyset$. Furthermore, every $\tau_{R}(t)$ with $(t, R) \in \mathcal{T}$ consists only of terms constructed by combining one particular fluent $f \in T_{\Sigma, F l}(\emptyset)$ using $\circ$. Hence, from the definition of abstract and $n m s g_{\mathcal{T}}$ follows that $C^{\prime}$ contains a variable of type $t_{f}$ iff there is some ancestor $L_{k}$ of $L$ labelled $C_{k}$ such that $C_{k} \unlhd_{E} C$ and $C_{k}{ }^{\mu}(f)<C^{\mu}(f)$. On one hand, condition 2 in Definition 7.1.11 ensures that $C$ and $C_{k}$ are both instances of $C^{\prime}=\left\langle\operatorname{Reachable}\left(g^{\prime}, v\right), T^{\prime}, R\right\rangle$. This is true iff $C_{k}{ }^{\mu}(f)<C^{\prime \mu}(f)$ and $C^{\mu}(f)<C^{\prime \mu}(f)$ and hence, $g^{\prime}$ must contain a variable of type $t_{f}$ if $C_{k}{ }^{\mu}(f)<C^{\mu}(f)$. Furthermore, from definition of $n m s g_{\mathcal{T}}$, a fiuent $f$ must not occur in $g^{\prime}$ if $g^{\prime}$ contains a variable of type $t_{f}$. On the other hand, from Definition 7.1.11 follows, that $g^{\prime}$ must not contain a variable of type $t_{f}$ if $C_{k}{ }^{\mu}(f)=C^{\mu}(f)$ for all ancestors with label $C_{k}$ and $C_{k}{ }^{\mu}<C^{\mu}$. In this case, since $C \unlhd_{E} C^{\prime}$, the same number of copies of fluent $f$ occur in $g^{\prime}$ as in $g$.

Lemma 7.2.5 Let $L_{1}, L_{2}$ be some nodes of the tree $\lambda$ which is labelled by abstract conjunctions of $\Delta$. Let $C_{1}=\left\langle\operatorname{Reachable}\left(g_{1}, v\right), T_{1}, R\right\rangle=\operatorname{label}\left(L_{1}\right)$ and $C_{2}=\left\langle\operatorname{Reachable}\left(g_{2}, v\right), T_{2}, R\right\rangle=\operatorname{label}\left(L_{2}\right) . C_{2} \in \operatorname{partition}\left(\operatorname{ares}\left(\operatorname{aunf}\left(L_{1}\right)\right)\right)$ iff there is an action a such that $C_{1}{ }^{\mu}[T(a)\rangle C_{2}{ }^{\mu}$.

Proof 7.2.5 The procedures $\operatorname{ares}()$ and $\operatorname{aunf}()$ can be simplified, since a variable may never have two or more types, conjunctions of types do not have to be computed. ares () and aunf() unfold and ensure type of variables, only. According to the unfolding rule, which unfolds until every occurring predicate is unfolded once, an atom Reachable $\left(g_{1}, v\right)$ can be unfolded iff there is an action $a$ such that $\operatorname{Poss}_{3}\left(a, g_{1}\right)$ is fulfilled (i.e. it is unfolded into the empty goal). If Reachable $\left(g_{1}, v\right)$ can be unfolded, then the single subgoal Reachable $\left(g_{1}^{\prime}, v\right)$ where $g_{1}=S t v \circ S t_{a}^{-}$and $g_{1}^{\prime}=S t v \circ S t_{a}^{+}$is generated. According to the AC1 unification, $P o s s_{3}\left(a, g_{1}\right)$ is fulfilled iff $g_{1}=S t v \circ S t_{a}^{-} \circ S t_{a}^{=}$iff either $\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{=}, f\right| \leq\left|g_{1}, f\right|$ or there is a variable of type $t_{f}$ in $g_{1}$, for each $f \in T_{\Sigma, F l}(\emptyset)$. Consequently, by definition of $W$ for $\mathcal{P}(\mathcal{D}, \mathcal{M})$ in Section 4.3, $g_{1}=_{S t} v \circ S t_{a}^{-} \circ S t_{a}^{=}$iff $T(a)$ is enabled in $C_{1}{ }^{\mu}$. Furthermore, if $g_{1}$ does not contain a variable of type $t_{f}$, it holds $\left|g_{1}^{\prime}, f\right|=\left|g_{1}, f\right|-\left|S t_{a}^{-}, f\right|+\left|S t_{a}^{+}, f\right|$. Otherwise, the co-domain of any mgeu for $g_{1}$ and $v \circ S t_{a}^{-}$must contain a variable $x$ such that $t_{f}(x)$. Let $T_{1}^{\prime}$ be the set of such type declarations. Then, with $C_{1}^{\prime}=\left\langle\operatorname{Reachable}\left(g_{1}^{\prime}, v\right), T_{1}^{\prime}, R\right\rangle$, it follows $C_{1}{ }^{\mu}[T(a)\rangle C_{1}^{\prime \mu}$. However, $g_{1}^{\prime}$ may contain copies of a fluent $f$ even if there is a variable $x$ in $g_{1}^{\prime}$ with $t_{f}(x) \in T_{1}^{\prime}$. Using the partition function with $n m s g_{\mathcal{T}}, g_{2}$ is defined as $g_{1}^{\prime}$ where such additional copies are removed. By this it is ensured that for every marking $m$ with $C_{1}{ }^{\mu}[T(a)\rangle m, m^{\alpha}={ }_{R U L E} C_{2}$.

Finally, using the lemmas above we can prove the main theorem by showing that our partial deduction procedure imitates each step of the Karp-Miller procedure.

Proof 7.2.1 (Theorem 7.2.1) According to definition of Algorithm 4.2 .1 holds $U=\left\{\operatorname{node}\left(r, m_{0}\right)\right\}$ where we set $m_{0}=A^{\mu}$. Now, we show the correspondence between each step in Algorithm 4.2.1 and Algorithm 7.1.2. First, both algorithms terminate if no unprocessed nodes remain. Second, in Algorithm 7.1.2 a selected node $L$ is marked processed if covered $(L, \lambda)$ is true. Let $(k, m)$ be the selected node by Algorithm 4.2 .1 with $m=\operatorname{label}(L)^{\mu}$. According to Lemma 7.2.2, covered $(L, \lambda)$ iff there is an ancestor node $\left(k_{1}, m_{1}\right)$ with $m=m_{1}$. In this case ( $k, m$ ) is marked processed by Algorithm 4.2 .1 (i.e. removed from the list of unprocessed nodes). Third, Algorithm 7.1.2 calls abstract $(L, \lambda)$ if whistle $(L, \lambda)=$ $T$. Using Lemma 7.2 .3 whistle $(L, \lambda)=T$ iff there is some ancestor $L_{k}$ of $L$ such that label $\left(L_{k}\right)^{\mu} \leq \operatorname{label}(L)$. In Algorithm 4.2.1, abstraction is performed for every ancestor $\left(k_{1}, m_{1}\right)$ of ( $k, m$ ) with $m_{1}<m$. Since the case $m_{1}=m$ and label $\left(L_{k}\right)=$ RULE label $(L)$, respectively, has already been checked, it remains to be shown, that $C^{\prime}=a b s t r a c t(L, \lambda)$ iff $C^{\prime \mu}=m^{\prime}$ and $m^{\prime}$ is defined as follows: if for some fluent $f$ there exists an ancestor $L_{k}$ of $L$ in $\lambda$ s.t. label $\left(L_{k}\right)^{\mu}<\operatorname{label}(L)^{\mu}$ and $\operatorname{label}\left(L_{k}\right)^{\mu}(f)<\operatorname{label}(L)^{\mu}(f), m(f)=\omega$, otherwise $m(f)=\operatorname{label}(L)^{\mu}(f)$. This has been shown in Lemma 7.2.4. Finally, from Lemma 7.2 .5 follows that $C_{2} \in \operatorname{partition}\left(\operatorname{ares}\left(\operatorname{aunf}\left(L_{1}\right)\right)\right)$ iff there is an action $\mathcal{A}$ such that $C_{1}{ }^{\mu}[T(a)\rangle C_{2}{ }^{\mu}$.

### 7.3 Applications

## Conjunctive Planning Problems in $\mathcal{F} \mathcal{C}_{P L}$

Now we are ready to apply our partial deduction Algorithm 7.1.2 to $\mathcal{F C}_{P L}$ domains. To encode conjunctive planning problems we use the scheme of Clause 6.18. Since the definition of predicate Reachable (-, - ) by the Clauses 6.12 describes a forward interpreter the unfolding performed by our algorithm will only depend on the first parameter, never on the second. Consequently, instead of encoding the goal state in the second parameter we may simply apply our algorithm to $\left\langle\operatorname{Reachable}\left(g_{1}, v\right), T, R\right\rangle$, where $g_{1}$ is the ground term describing the initial state, $v$ describes the set of all state terms, i.e. it is a term of the form $x_{1} \circ \ldots \circ x_{n}$ which contains precisely one variable $x_{i}$ for each fluent $f_{i}$ of the domain. Accordingly, $T$ is a type conjunction $t_{1}\left(x_{1}\right) \wedge \cdots \wedge t_{n}\left(x_{n}\right)$ and $R$ contains a $R U L$ program describing $t_{f}$ as in Example 6.2.2 for each fluent $f$. Then, the global tree $\lambda$ generated by our partial deduction algorithm will in fact contain the solutions to all CPP's for the initial state $g_{1}$. To verify if there is a plan leading from $g_{1}$ to a particular state $g_{2} \circ z$ we simply check for $\lambda$ containing a node $L$ such that $\left\langle\operatorname{Reachable}\left(g_{2}, v\right), T, R\right\rangle \unlhd_{E} \operatorname{label}(L)$ (where $v, T$, $R$ are defined as above). If there is such a node $L$, then the CPP has a solution.

Example 7.3.1 (Example 6.2.2 continued) We define the type system $\mathcal{T}=$ $\left\{\left(t_{f}, R\right) \mid f \in F l_{\Sigma_{p}}\right\}$. Additionally to the actions of Example 6.2.2 and the domain independent clauses, let the initial state be defined as $g_{1}=f 1$. Then, the tree of Figure 7.2 is generated by our partial deduction algorithm with input $\Sigma_{p}, \Delta_{\Sigma_{p}}$ and initial abstract conjunction $\left\langle R e a c h a b l e\left(f 1, y_{1} \circ \cdots \circ y_{5}\right), t_{f 1}\left(y_{1}\right) \wedge\right.$ $\left.\cdots \wedge t_{f 5}\left(y_{5}\right), R\right\rangle$.
To simplify the picture the RUL programs and some of the type information have not been represented. The RUL programs do not change in this example for the initial abstract conjunction and the type information has been depicted as follows: $v$ represents $y_{1} \circ \cdots \circ y_{5}$ and the type conjunction $T_{j}$ for each node labelled $\left\langle\right.$ Reachable $\left._{j}(u, v), T_{j}, R\right\rangle$ contains $T=t_{f 1}\left(y_{1}\right) \wedge \cdots \wedge t_{f 5}\left(y_{5}\right) . t_{f 1}, \ldots, t_{f 5}$ are defined by the corresponding RUL programs of Example 7.1.2.

For example, we can conclude from the tree that every fluent can be generated arbitrary often. But, e.g., it is impossible to reach a state where both, fluents $f 2$ and $f 4$ exist. Furthermore, we can conclude that it is impossible to reach a state containing $f 4$ from the state $f 2$ (Example 6.3.1) as none of the descendent nodes of $\langle$ Reachable $(f 2, v), T, R\rangle$ is labelled by an abstract conjunction $L$ such that $\langle\operatorname{Reachable}(f 4, v), T, R\rangle \unlhd_{E} L$.

## How to compute a plan

If a CPP has a solution as indicated by some node $L$ then the substitutions on the path from the root node to $L$ describe the actions which have to be


Figure 7.2: Example 7.3.1.
executed. However, this sequence of actions does not represent a correct plan since it might contain subsequences that have to be executed several times to actually reach some of the states characterised by label $(L)$. More precisely, every introduction of a new variable by abstract on the path from the root node to $L$ is justified by some action sequence which can be executed arbitrary often. E.g., in Figure 7.2 abstract has introduced a new variable in node $\left\langle\right.$ Reachable $_{11}(f 2 \circ$ $\left.\left.x_{1}, v\right), T \wedge t_{f 3}\left(x_{3}\right), R\right\rangle$ based on the fact that executing the action sequence $a 3, a 4$ increases the number of copies of $f 3$ in any state that contains at least one $f 2$. Furthermore, even when an action sequence can be executed arbitrary often, the number of possible executions might depend on the number of executions of some other action sequence that can be executed arbitrary often. E.g., in Figure 7.2 the action $a 4$ may be executed arbitrary often in the states represented by $\left\langle\right.$ Reachable $\left._{11}\left(f 2 \circ x_{1}, v\right), T \wedge t_{f 3}\left(x_{3}\right), R\right\rangle$, thereby creating an unlimited number of copies of $f 2$. However, as executing $a 4$ arbitrarily often requires an unlimited number of copies of $f 3$, the number of previous executions of the sequence $a 3, a 4$ determines how often $a 4$ may be executed at most.

Consequently, in order to compute an actual plan, we have to

1. identify those action sequences on the path from the root to $L$ that can be executed arbitrarily often, and
2. determine how often each repeatable action sequence has to be executed to fulfil the constraints imposed by subsequent repeatable action sequences and the goal state.

The first step can be realised simply by collecting some information during the execution of our partial deduction algorithm. In the following, let each $B_{i}$, for $i=1, \ldots, m$, denote the action sequence which justifies the introduction of some variable, in the order of there appearance, of type $t_{f_{i}}$ where $f_{i}$ is a fluent.
For the second step we represent each action sequence described by the path from the root to $L$ in the global tree as follows

$$
A_{1} B_{1}^{n_{1}} A_{2} B_{2}^{n_{2}} \ldots A_{m} B_{m}^{n_{m}} A_{m+1}
$$

Thereby $A_{i}(i=1, \ldots, m+1)$ are action sequences such that $A_{1}, \ldots, A_{m+1}$ is the sequence of actions on the path from root to $L$ and the end of each subsequence $A_{i}(i=1, \ldots, m)$ is determined by the node where a new variable has been introduced.
Let $A$ be some action sequence $a_{1}, \ldots, a_{k}$ and $f$ some fluent. Then, we define ${ }^{8}$

$$
|A, f|=\sum_{j=1}^{k}\left(\left|S t_{a_{i}}^{+}, f\right|-\left|S t_{a_{i}}^{-}, f\right|\right)
$$

[^31]$|A, f|$ simply denotes the change of the number of fluents $f$ if $A$ is executed.
Then, to fulfil the constraints described above, we solve a system of inequations, $i=1, \ldots, m$ :
$$
n_{i} \geq \frac{\left|g_{2}, f_{i}\right|-\left|g_{1}, f_{i}\right|-\sum_{j=1}^{m+1}\left(\min \left(0,\left|A_{j}, f_{i}\right|\right)-\sum_{j=i}^{m} \min \left(0,\left|B_{j}, f_{i}\right|\right) n_{j}\right.}{\left|B_{i}, f_{i}\right|}
$$

Clearly, a set of $n_{1}, \ldots, n_{m}$ exists, since the system of inequalities has triangular form. Note that we may simplify the system further, e.g. by omitting the divisor $\left|B_{i}, f_{i}\right|$. However, the solutions may become bigger which might be undesirable.

Example 7.3.2 (Example 6.2.2 continued) Consider again the domain of Example 6.2.2. Let $g_{2}=f 3^{13} \circ f 2^{9}$. According to the tree of Figure 7.2 the conjunctive planning problem has several solutions, some of them are represented by the node $L$ labelled $\left\langle\right.$ Reachable $\left._{14}\left(x_{1} \circ x_{2}, v\right), T \wedge t_{f_{3}}\left(x_{1}\right) \wedge t_{f_{2}}\left(x_{2}\right), R\right\rangle$. The action sequences from the root node to $L$ can be represented by

$$
A_{1} B_{1}^{n_{1}} A_{2} B_{2}^{n_{2}} A_{3}=a 1 a 3 a 4(a 3 a 4)^{n_{1}} a 3 a 4(a 4)^{n_{2}}
$$

Thereby, note that $A_{3}$ is an empty sequence. With

$$
\begin{aligned}
& \left|A_{1}, f_{3}\right|=1,\left|A_{1}, f_{2}\right|=1,\left|A_{2}, f_{3}\right|=1,\left|A_{2}, f_{2}\right|=0, \\
& \left|B_{1}, f_{3}\right|=1,\left|B_{1}, f_{2}\right|=0,\left|B_{2}, f_{3}\right|=-1,\left|B_{2}, f_{2}\right|=1
\end{aligned}
$$

we can derive the following system of inequations:

$$
\begin{aligned}
& n_{1} \geq 13+n_{2} \\
& n_{2} \geq 9
\end{aligned}
$$

A solution is $n_{2}=9, n_{1}=22$, which results in the plan

$$
a 1 a 3 a 4(a 3 a 4)^{22} a 3 a 4(a 4)^{9}
$$

that leads to the state $f 3^{15} \circ f 2^{10}$, which contains the goal $f 3^{13} \circ f 2^{9}$.
Example 7.3.3 (Airport domain continued) Consider the airport domain of Example 2.5.4 and the conjunctive planning problem of Example 3.4.1. From the tree (not depicted due to its size) generated by our partial deduction algorithm we can find a successful action sequence from the root node 〈Reachable(runwayo bay ${ }^{4}, v$ ), $T, R$ ) (where $v, T, R$ are defined as in the previous example but for all the fluents of the Airport domain) to some node $\left\langle\right.$ Reachable(runwayo bay ${ }^{4} \circ x_{1} \circ$ $\left.\left.x_{2}, v\right), T \wedge t_{\text {plane-q-b }}\left(x_{1}\right) \wedge t_{\text {passenger }}\left(x_{2}\right), R\right\rangle$ :

$$
A_{1} B_{1}^{n_{1}} A_{2} B_{2}^{n_{2}} A_{3}=q u e u e \_b^{n_{1}}(\text { land_b take_off })^{n_{2}}
$$

Thereby, note that $A_{1}, A_{2}, A_{3}$ are empty sequences. With

$$
\begin{aligned}
& \mid B_{1}, \text { plane_q- } b|=1,| B_{1}, \text { passenger } \mid=0, \\
& \mid B_{2}, \text { plane_q- } b|=-1,| B_{2}, \text { passenger } \mid=5
\end{aligned}
$$

we can derive the following system of inequations:

$$
\begin{aligned}
& n_{1} \geq n_{2} \\
& n_{2} \geq 22
\end{aligned}
$$

A solution is $n_{2}=5, n_{1}=5$, which results in the plan

$$
q u e u e \_b^{5}(\text { land_b take_off })^{5}
$$

that leads to the state passenger ${ }^{25} \circ$ runway $\circ$ bay ${ }^{4}$, which contains the goal passenger ${ }^{22}$.

## Conjunctive Planning Problems in the simple $\mathcal{F C}$

We may also apply our partial deduction Algorithm 7.1.2 to some simple $\mathcal{F C}$ domains. To encode conjunctive planning problems we use the scheme of Clause 6.18. However, there are conjunctive planning problems for simple $\mathcal{F C}$ domains using atomic propositions of $L_{\Sigma}$ that can not be expressed in this way as $g_{1}$ of Clause 6.18 must be ground. We might relax this condition by allowing $g_{1}$ to contain variables which must be typed appropriately in $T$ of the initial abstract conjunction $\left\langle\operatorname{Reachable}\left(g_{1}, v\right), T, R\right\rangle$. But in general the set of formulas defined in this way is strictly weaker than $\Lambda_{L_{\Sigma}}$ (as defined in Section 2.6). In the following we assume $g_{1}$ to be ground.
Similarly to $\mathcal{F C}_{P L}$ domains $v$ in (Reachable $\left.\left(g_{1}, v\right), T, R\right\rangle$ describes the set of all state terms, e.g. it might be a term of the form $x_{1} \circ \ldots \circ x_{n}$ which contains precisely one variable $x_{i}$ for each fluent function $f_{i}: O b j^{i} \rightarrow F l$ of the domain. But, since we can not provide a complete method for simple $\mathcal{F C}$, we have to choose a structure of $v$ which appears to be reasonable for the particular CPP (see Example 7.3.4). Accordingly, $T$ is a type conjunction and $R$ consists of appropriate $R U L$ programs. Again, the global tree $\lambda$ generated by our partial deduction algorithm will contain the solutions to several CPP's for the initial state $g_{1}$. To verify if there is a plan leading from $g_{1}$ to a particular state $g_{2} \circ z$ we have to check for $\lambda$ containing a node $L$ such that $\left\langle\operatorname{Reachable}\left(g_{2}, v\right), T, R\right\rangle \unlhd_{E}$ label $(L)$ (where $v, T, R$ are defined as above). Note that in contrast to $\mathcal{F} \mathcal{C}_{P L}$ domains, the term $g_{2}$ might contain variables as well. If there is such a node $L$, then the CPP has a solution.

Example 7.3.4 (Example 6.2 .4 continued) Additionally to the actions as defined in Example 6.2.4 and the domain independent clauses, let the initial state be defined as $S t_{i n i t}=f_{1} . B y F l_{\Sigma_{s}}$ we denote the set of fluents in $\Sigma_{s}$.

We define $\Delta_{\Sigma_{s}}$ to be the RULE domain $(\mathcal{A Q}, \gamma, \mathrm{AC1})$ where every abstract conjunction $C \in \mathcal{A Q}$ is of the form $\langle R$ Rachable $(g, v), T, R\rangle$. Thereby $v=y_{1} \circ \cdots \circ y_{5}$, $g$ is a term of sort St and for all variables $x \in \operatorname{Vars}(g)$ and $y \in \operatorname{Vars}(v)$, $t_{f}(x) \in \operatorname{atoms}(T)$ or $t_{f o o}(x) \in \operatorname{atoms}(T)$, and $t_{f^{\prime}}(y) \in \operatorname{atoms}(T)$ for some fluents $f, f^{\prime} \in F l_{\Sigma_{s}}$. $R$ consists of $\left(t_{f i}\right)$ of Example 7.1.2 for $i=1,4,5$, and for $i=2,3$ and $t_{\text {foo }}$, respectively:

$$
\begin{array}{lll}
t_{f_{i}}\left(1^{\circ}\right) & & t_{f o o}(0) \\
t_{f_{i}}\left(f_{i}(X)\right) & :-t_{f o o}(X) . & t_{f o o}(s(X)):-\quad t_{f o o}(X) \\
t_{f_{i}}(Y \circ X) & :-t_{f o o}(Y), t_{f_{i}}(X) . &
\end{array}
$$

Assume that we are not interested in whether we can reach particular instances of $t_{f 2}$. Instead we want to answer questions like: Is it possible to reach a state where at least four fluents $f_{2}\left(t_{1}\right), f_{2}\left(t_{2}\right), f_{2}\left(t_{3}\right), f_{2}\left(t_{4}\right)$ exist, but $t_{1}, \ldots, t_{4}$ might represent different sub-terms? In this case we could specify the goal state simply as $g_{2}=f_{2}\left(x_{1}\right) \circ f_{2}\left(x_{2}\right) \circ f_{2}\left(x_{3}\right) \circ f_{2}\left(x_{4}\right) \circ z$. By defining our type system accordingly, we may abstract away from the particular instance of $f_{2}(-)$. To this end we define the type system as $\mathcal{T}=\left\{\left(t_{f}, R\right) \mid f \in F l_{\Sigma_{s}}\right\} \cup\left\{\left(t_{\text {foo }}, R\right)\right\}$. Then, the tree in Figure 7.3 is generated by our partial deduction algorithm with input $\Sigma_{s}$, $\Delta_{\Sigma_{s}}$ and initial abstract conjunction $\left\langle R e a c h a b l e\left(S t_{i n i t}, y_{1} \circ \cdots \circ y_{n}\right), t_{f 1}\left(y_{1}\right) \wedge\right.$ $\left.\cdots \wedge t_{f 5}\left(y_{5}\right), R\right\rangle$,
Again, to simplify the picture the RUL programs and some of the type information have not been represented. RUL programs do not change in this example and the type information has been depicted as follows: v represents $y_{f 1} \circ \cdots \circ y_{f 5}$ and the type conjunction $T_{j}$ for each node labelled $\left\langle\right.$ Reachable $\left._{j}(u, v), T_{j}, R\right\rangle$ contains atoms $T=t_{f 1}\left(y_{1}\right) \wedge \cdots \wedge t_{f 5}\left(y_{5}\right) . t_{f 1}, \ldots, t_{f 5}, t_{f o o}$ are defined by the corresponding RUL programs $\left(t_{f_{i}}\right)$ and $\left(t_{f o o}\right)$.
For example, we can conclude from the tree that it is indeed possible to generate states containing four, and in fact arbitrary many, instances of the fluent f2 (for example by the node labelled 13). But we cannot conclude whether we can generate a state containing arbitrary many copies of one particular instance of $f 2$.

## What we get for "free"

Since the partial deduction method proposed in this chapter is a program transformation technique the result is a new program. Like the old program, this new program represents a sound and complete forward interpreter for the original domain description. It is specialised for the chosen particular initial state (or set of initial states) characterised by the initial abstract conjunction. Hence, once we have computed the global tree $\lambda$ for some domain and some initial state then, on one hand, we have an accelerated interpreter, and on the other hand, the solutions for any CPP (some CPP's, in case of the simple $\mathcal{F C}$ ) can easily be extracted from $\lambda$.
$\left\langle\right.$ Reachable $\left._{1}(f 1, v), T, R^{\prime}\right\rangle$ $a 6$

$\left\langle\right.$ Reachable $\left._{10}(f 3(f o o(0)) \circ f 3(f o o(f o o(0))), v), T, R^{\prime}\right\rangle \quad\left\langle\right.$ Reachable $\left._{5}(f 5 \circ f 5, v), T, R^{\prime}\right\rangle$ ${ }_{a 4(f o o(0))}$

Figure 7.3: Example 7.3.4.

$$
\left\{\begin{array}{l}
\left.f 4, v), T, R^{\prime}\right\rangle \\
a 5
\end{array}\right.
$$

## Conclusion

The main goal of this thesis was the investigation of the possibilities for automatic reasoning in the Fluent Calculus. To achieve this goal we pursue a systematic approach for the analysis of reasoning about Fluent Calculus domains. The approach relates reasoning about Fluent Calculus domains to model checking of dynamic systems. To this end we have distinguished between the representation of knowledge describing a dynamic system and the representation of knowledge describing dynamic properties we wish to infer. The former knowledge is represented using a scheme of extended first-order languages ( $\mathcal{F C}$ domains). The latter knowledge is represented using a scheme of monadic second order languages over trees (query logic $\mathcal{Q L}$ ). Both schemes are connected by common semantics, namely Herbrand- $\mathcal{E F C}_{\mathcal{F}}$-models. We have defined several fragments of $\mathcal{F C}$ domains by their syntactic properties and their relation to Fluent Calculus fragments proposed in the literature. We have focused on deterministic domains. The most general $\mathcal{F C}$ fragment we have considered is the non-propositional fragment $\mathcal{F} \mathcal{C}_{L N}$ which allows the use of negation in precondition axioms. The fragment of $\mathcal{F} \mathcal{C}_{L N}$ where negation in precondition axioms is disallowed has been defined as $\mathcal{F C _ { L }}$. The propositional versions of $\mathcal{F} \mathcal{C}_{L N}$ and $\mathcal{F C}_{L}$ have been denoted as $\mathcal{F} \mathcal{C}_{P L N}$ and $\mathcal{F C}_{P L}$, respectively. By restricting the state terms to contain only single copies of fluents we have defined $\mathcal{F} \mathcal{C}_{P}$ as a fragment of $\mathcal{F} \mathcal{C}_{P L N}$.

As we have shown, Herbrand- $E_{\mathcal{F C}}$-models can be characterised by a class of transition systems where transitions as well as states carry labels. Most dynamic properties of interest in reasoning about dynamic systems are invariant for bisimilar transition systems. Hence, we have proposed to compare the models of Fluent Calculus domains by means of bisimulation to investigate their expressive power. Applying this idea we have proven that $\mathcal{F \mathcal { C } _ { L N }}$ domains are more expressive than $\mathcal{F} \mathcal{C}_{L}$ domains equipped with a specificity relation $\left(\mathcal{F C}_{L \leq} \leq\right.$ domains). We have also shown that if we are interested only in the solutions of planning problems many non-deterministic domain descriptions can be transformed into deterministic ones.

In the second part of this work we have demonstrated that the characterisation of Herbrand- $E_{\mathcal{F} \mathcal{C}}$-models by transition systems and the notion of bisimulation can also be used, on one hand, to establish relations between $\mathcal{F C}$ domains and well-
known computational models, and on the other hand, to characterise formulas of the query logic by formulas of modal/temporal logics. Although we believe these relations are already interesting themselves we have applied them to show several new results concerning the possibilities of automatic reasoning about Fluent Calculus domains:

1. By using the equivalence of the propositional $\mu$-calculus and the bisimulation invariant fragment of $\mathcal{Q L}$ and the bisimulation equivalence between models of $\mathcal{F \mathcal { C } _ { P }}$ domains and 1 -safe Petri nets we have shown that the entailment of formulas of the propositional $\mu$-calculus is decidable for $\mathcal{F C}_{P}$ domains.
2. By characterising a first-order fragment of $\mathcal{Q L}$ by the temporal logic $C T L_{U}$ and by applying the bisimulation equivalence between models of $\mathcal{F} \mathcal{C}_{P L}$ domains and Petri nets we have proven that the entailment of first-order formulas for all $\mathcal{F C}$ fragments except $\mathcal{F} \mathcal{C}_{P}$ is undecidable. We have published this result in [88].
3. Again, by applying the bisimulation equivalence between models of $\mathcal{F C}_{P L}$ domains and Petri nets we have shown that both the planning problem and the extended planning problem (which can be expressed in $C T L_{U}$ ) are decidable. The result on the decidability of the planning problem has also been published in [88].
4. We have shown that the halting problem for any deterministic two-counter machine can be expressed as planning problems for a $\mathcal{F C} \mathcal{C}_{P L N}$ domain, a $\mathcal{F C}_{L}$ domain and a $\mathcal{F} \mathcal{C}_{P L \leq}$ domain (the propositional version of $\mathcal{F} \mathcal{C}_{L \leq}$ ), respectively. For all three fragments follow as consequences that the planning problem, the extended planning problem and the conjunctive planning problem are undecidable.

In the third part we have developed a method for solving conjunctive planning problems in logic programming representations of $\mathcal{F \mathcal { C } _ { L }}$ and $\mathcal{F \mathcal { C } _ { P L }}$ domains. The method is based on an approach for checking coverability of Petri nets by partial deduction which we have published in [94]. To apply partial deduction on $\mathcal{F C}$ domains we have extended the approach to handle an equational theory and to incorporate regular type approximation. By proving that our algorithm is complete for $\mathcal{F} \mathcal{C}_{P L}$ domains, we have provided the first complete automatic reasoning method that solves conjunctive planning problems in $\mathcal{F C}_{P L}$. Of course, as we have shown, to solve conjunctive planning problems in $\mathcal{F} \mathcal{C}_{P L}$ it is also possible to apply the Karp-Miller procedure to $\mathcal{F C}_{P L}$ domains translated into Petri nets. However, in contrast to the Karp-Miller procedure, our partial deduction method scales up to $\mathcal{F} \mathcal{C}_{L}$ domains. Although it is impossible to find a general method to decide conjunctive planning problems in $\mathcal{F} \mathcal{C}_{L}$ domains, partial deduction can produce useful results. As a side-effect our partial deduction method can also be applied to automatically generate optimised interpreters for
$\mathcal{F} \mathcal{C}_{P L}$ and $\mathcal{F C}_{L}$ domains which are specialised for particular (sets of) initial situations. We have published these results in [89].
We hope that our results, based on the analysis of the computational properties implied by the structure of the represented knowledge in Fluent Calculus domains, may indeed help to develop effective highly specialised automatic algorithms for important problems of common sense reasoning.

## Further Work

There are several areas in which this work can be continued. The Fluent Calculus has been extended to allow the representation of many more aspects of action and change than the ones investigated here. The extensions by indirect effects [149] and actions that cause continuous change [151] seem to be particularly interesting from an automatic reasoning point of view. Furthermore, there are many dynamic properties which are of interest in common sense reasoning (some of them have been mentioned in Section 2.1) while our work has been focused only on (extended/conjunctive) planning problems. If we wish to infer dynamic properties of continuous systems (e.g., if actions that cause continuous change are considered) it might also be necessary to extend the query logic.
Considering the similarities between propositional Fluent Calculus fragments and Petri nets it is promising to analyse the relation between non-propositional Fluent Calculus fragments and more powerful net models, e.g. predicate transition systems and coloured Petri nets. On the other hand, it might be interesting to investigate whether Fluent Calculus fragments defined by their relation to certain computational models can be used for common sense reasoning. For example, many dynamic properties like the planning problem are decidable for pushdown automata. The corresponding decision procedures could be easily adapted for an appropriately defined Fluent Calculus fragment.

Our partial deduction method of the last part can be extended as well. In [93] we have shown that partial deduction can be used to decide coverability for more general systems, e.g. Petri nets with reset arcs and well-structured transition systems. Hence, we might be able to improve our method to handle more complicated Fluent Calculus domains. Additionally, we have shown in [94] that partial deduction cannot only be used to calculate the Karp-Miller tree but also to generate the so-called minimal coverability graph. This graph contains similar information as the Karp-Miller tree but is often considerably smaller. For practical applications an adaption of our method of Part III to generate the minimal coverability graph could be very important.

In Section 3.4 we showed that certain formulas of the first-order logic over trees can be characterised by the temporal logic $C T L_{U}$. It would be interesting to find out whether the whole bisimulation invariant fragment of this first-order logic can be characterised by a simple temporal logic like $C T L_{U}$.
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[^0]:    ${ }^{1}$ We believe that the search for such an universal concept cannot be fruitful.

[^1]:    ${ }^{2}$ Note that there have also been attempts to relate the two approaches, e.g. [138, 136, 74].

[^2]:    ${ }^{1} \mathrm{By} \operatorname{Vars}(s, t)$ we denote the set $\operatorname{Vars}(s) \cup \operatorname{Vars}(t)$.

[^3]:    ${ }^{2}$ Where $\operatorname{Vars}\left(\leftarrow A_{1}, \ldots, A_{m}\right)=\bigcup_{i=1}^{m} \operatorname{Vars}\left(A_{i}\right)$.
    ${ }^{3}$ SLDE is an abbreviation for "linear resolution with selection function on definite clauses with equality".

[^4]:    ${ }^{1}$ Since [109] doesn't contain a formal language definition, it is unclear whether the exclusive use of finite domains was intended. In [107], however, the use of domain specific function symbols and the possibility of reification has been discussed.

[^5]:    ${ }^{2}$ This is actually also the way, non-autonomous systems (i.e. systems which are described by difference equations that depend on time explicitly) are translated into autonomous systems (difference equations that do not depend on time explicitly).

[^6]:    ${ }^{3}$ Note that in the original Situation Calculus fluents are called propositional fluents and the term describing the performing of an action is called situational fiuent, [109].

[^7]:    ${ }^{4}$ See e.g. $[134,129]$ for introductions on sub-structural logics.

[^8]:    ${ }^{5}$ For the problems of Reasoning about Action and Change considered in this work such a parameter could easily be added.
    ${ }^{6}$ A solution to this problem was given by using negation-as-failure for non-monotonic reasoning instead of circumscription [37].

[^9]:    ${ }^{7}$ Reiter's notion of independence is given by the assumption that the following axiom is true: $\neg \exists \vec{x}, a, s . \gamma_{F}^{+}(\vec{x}, a, s) \wedge \gamma_{F}^{-}(\vec{x}, a, s)$. Here, $\gamma_{F}^{+}$and $\gamma_{F}^{-}$describe the conditions for fluent $F$ to hold and $F$ not to hold in some situation $d o(a, s)$, respectively. Both $\gamma_{F}^{+}(\vec{x}, a, s)$ and $\gamma_{F}^{-}(\vec{x}, a, s)$ may only refer to the values of fluents in situation $s$, not e.g. do $(a, s)$.

[^10]:    ${ }^{8}$ By applying deductive systems to solve planning problems one usually hopes to find an appropriate action sequence as a side effect. And in some cases (e.g. for $\mathcal{F C}_{P L}$, see Section 2.5 and 5.3) such a sequence is indeed already computed by the considered decision procedure.
    ${ }^{9}$ E.g., most deductive planning systems generate only linear plans, while non-deductive ones can also generate non-linear plans, e.g. [156].
    ${ }^{10}$ We may also think of an even more extended planning problem: Is there a single plan which can be successfully applied in all situations where $\lambda_{0}$ holds?

[^11]:    ${ }^{11}$ These are axioms ensuring that sorts are interpreted only using explicitly named elements.

[^12]:    ${ }^{12}$ With the exception of fluents that change as indirect effects of actions to solve the (representational) ramification problem. However, state equations describing these effects are usually considered to be of the above form [147].

[^13]:    ${ }^{13}$ Independently of our work, this has also been investigated in [69]. See Section 5.7 for some details.

[^14]:    ${ }^{14}$ Note that according to this definition a transition system may have several roots, e.g. if the system contains two states $z_{1}, z_{2}$ and there are transitions from $z_{1}$ to $z_{2}$ and from $z_{2}$ to $z_{1}$, respectively.

[^15]:    ${ }^{15}$ Note that such systems do not fulfil the Markov property.
    ${ }^{16}$ Equally, we can define $\left(s, s^{\prime}\right) \in \stackrel{a}{\rightarrow} \mathcal{M}$ iff $\mathcal{M} \models \operatorname{Poss}(a, s)$ and $s^{\prime}={ }_{\text {Sit }} d o^{\mathcal{M}}(a, s)$, without considering the definition of $<$.

[^16]:    ${ }^{17}$ If they are not disjoint we have to solve disequations as described on Page 49. Thereby $\Gamma$ can be transformed into a disjunction of $\Gamma_{j}$ such that their free variables are disjoint. However, this disjunction might then consist of an infinite number of elements and so does the resulting deterministic domain description.

[^17]:    ${ }^{1}$ Here we mean "adequate" in the sense of [12].

[^18]:    ${ }^{2}$ Although model checking is a well-known area of research we are not aware of a similar attempt to reduce reasoning about action and change explicitly to model checking problems. However, in [67] and in particular in [145] model checking results are applied implicitly.

[^19]:    ${ }^{1}$ The algorithm presented here differs slightly from the original.

[^20]:    ${ }^{1}$ Note that in all models and for all situations $\operatorname{Holds}\left(1^{\circ}, s\right)$ is assigned $T$.

[^21]:    ${ }^{2}$ Our choice of $L_{M}$ is based on its simplicity and its sufficient expressive power wrt a subset of $L_{\Sigma}$.

[^22]:    ${ }^{3}$ Note that instead of allowing atomic propositions based on Holds (-) only, we may additionally consider state equations in $L_{\Sigma_{c}}^{\prime}$. Then we may simply write e.g. state $(s)=S_{t} f_{1}\left(o_{P}\left(o_{Z}\right)\right) \circ$ $f_{2}\left(o_{Z}\right) \circ f_{q}$ to define the initial state. It would be interesting to investigate whether such expressions actually increase the expressive power of $L_{\Sigma}$.

[^23]:    ${ }^{1}$ Note that due to Equation $2.3 \mathcal{\mathcal { F }} \mathcal{C}_{P L}$ domains may also be represented in this way. The corresponding precondition and state update axioms are defined by $S t^{\prime-}{ }_{a}=S t_{a}^{-} \circ S t_{a}^{=}$and $S t_{a}^{\prime+}=S t_{a}^{+} \circ S t_{a}^{=}$.

[^24]:    ${ }^{2}$ Recall: For every fluent $f$ not bounded by $\overline{H o l d s\left(g^{n}\right)}$ we introduce a new action producing $f$ and introduce a new limit for $f$ by modifying $g^{n}$. Then we check all initial markings defined by the lower bounds and the new upper bounds on the fluents for reachability.

[^25]:    ${ }^{1}$ A program which contains another program (e.g., a Petri net) as data is also called Metaprogram. See for example [65] for applications of Meta-programming in artificial intelligence using logic programs.

[^26]:    ${ }^{2}$ A type is simply a decidable set of terms closed under substitution.
    ${ }^{3} \mathrm{~A}$ set $T$ of terms is tuple-distributive if whenever $f(a, b), f(c, d) \in T$, also $f(a, d), f(b, c) \in$ $T$ holds.

[^27]:    ${ }^{4}$ When writing, e.g., $\operatorname{Vars}(Q)=\left\{x_{1}, \ldots, x_{n}\right\}$ we assume that all $x_{i}$ are distinct.

[^28]:    ${ }^{5}$ A trivial SLDE-tree has a single node where no literal has been selected for resolution.

[^29]:    ${ }^{6}$ In general unfolding may also preselect states that do not have to be processed.

[^30]:    ${ }^{7}$ Note that for $\mathcal{F} \mathcal{C}_{P L}$ domains it is in fact possible to predict precisely when a derivation is potentially infinite while already for simple $\mathcal{F C}$ domains it is not.

[^31]:    ${ }^{8}$ This is equivalent to $\delta t(p)$ for the interleaving semantics in Petri nets, see Section 4.1.

