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ABSTRACT 
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Some studies of small reactive intermediates with ultraviolet 

Photoelectron Spectroscopy 

By Nicole Hooper 

The work presented in this thesis concerns the study of small reactive molecules by 
ultraviolet photoelectron spectroscopy. The molecules were produced by rapid atom-
molecule and molecule-molecule reactions in the gas phase using several different inlet 
systems. The experimental techniques as well as the ab initio calculations used to assist the 
assignment and interpretation of the photoelectron spectra recorded are described. 

The Hel photoelectron spectra of the BrO and BrOa radicals, produced by the Br + O3 and 
the O + Br2 reactions, were recorded. From the O + Br] reaction the band at 10.26 ± 0.02 eV 

can be assigned to the BrOjix^B^^ ionisation using the computed adiabatic 

ionisation energies and Franck-Condon factor simulations performed in this study. The first 
adiabatic ionisation energy of BrO, produced from the Br + O3 reaction, is measured as 
10.46 ± 0.02 eV. 

The Hel photoelectron spectrum of the CF radical, produced by the F + CH3F reaction, is 
presented. The first and second bands of CF are recorded, where the first band is in good 
agreement with that previously published. The second band has an adiabatic ionisation 
energy of 13.94 ± 0.02 eV, and analysis of the vibrational structure gives ©e and r̂  as 1614 
± 30cm"' and 1.213 ± 0.005 A respectively in the ionic state. 

The Hel photoelectron spectra, matrix isolation infrared spectra and thermal decomposition 
of 2-azidoethanol and 2-azidoethylacetate are presented. Ab initio calculations were 
performed in order to help interpret and assign the spectra recorded. Two mechanisms of 
decomposition are proposed, 2-azidoethylacetate decomposes via a concerted process 
through a cyclic transition state whereas 2-azidoethanol decomposes via a stepwise 
mechanism through an imine intermediate, which remains undetected. 

The Hel photoelectron spectra of molecules that are formed from the reactions of different 
atomic and molecular halogens with dimethylsulphide, dimethyldisulphide and diethylether 
are presented. The photoelectron spectra of the DMSrCla complex is presented as well as 
suggested reaction mechanisms for all the reactions studied. Ab initio calculations have also 
been performed in order to help interpret and assign the spectra obtained. 
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Chapter 1 

Introduction 

1.1 Introduction to Photoelectron Spectroscopy 

Photoelectron spectroscopy (PES) studies the electrons ejected irom occupied molecular 

orbitals of a molecule in the gaseous or solid phase after interaction with short wavelength 

radiation. The ionisation energies, abundances and angular distributions measured are all 

specific to the molecular orbital from where the ejected electrons have originated [1], PES 

was developed by Turner et. al. [2] and Vilesov et. al. [3] in the early 1960's using vacuum 

ultraviolet radiation 

PES is based on the photoelectric effect which was related to Planck's quantum hypothesis 

in 1906 by Einstein [4, 5]. The photoelectric effect was first demonstrated when electrons 

were emitted from the surface of a metal when subjected to ultra-violet radiation. Ejection 

of electrons will only occur once a certain frequency of radiation has been obtained. After 

exceeding this frequency, the kinetic energy {KE) of the ejected electrons varies linearly 

with the frequency of radiation, i.e. electrons will be ejected when the incoming radiation 

has sufficient energy to overcome the work function 0 of the metal. Any excess energy is 

converted into KE of the ejected electrons. The photon energy {hv), the work function (®) 

and the electron kinetic energy are related via the equation 

A v = <5 + KE 1.1 

In a photoelectron spectrometer, a beam of monochromatic VUV radiation ionises gaseous 

molecules or atoms within the ionisation chamber ejecting electrons [1]. 

M + hv-^ 1.2 

In each orbital of an atom or molecule the electrons have a specific binding energy, i.e. the 

minimum amount of energy required to eject the electron to infinity. So for the above 

process when a photon ionises an atom and one electron is ejected, part of the photon is 

used to overcome the binding energy, or ionisation energy {IE), of the electron in the orbital 

1 



and the rest is converted into electron kinetic energy {KE), (Figure 1.1). It is usual to assume 

that the change in KE between M and is very small and that therefore the electron takes 

away all the excess energy as KE. 

1. 

Experimentally, the ejected photoelectrons are separated in an electron energy analyser, 

detected and counted according to their kinetic energies. As the ionising radiation, hv, is 

known and the KE is measured, the IE to each ionic state can be evaluated. 

Figure 1.1 - Schematic diagram showing ionisation of an atom or molecule, X. 

For closed shell molecules, the ionisation energies measured by this technique can be used 

to estimate the orbital energies of a molecule by use of Koopmans' theorem [2, 6], This 

states that for a closed shell molecule, each vertical ionisation energy, lEj, is equal in 

magnitude to the negative of the orbital energy, Sj, from where the ejected electron 

originated. 

1.4 

where sj is obtained from a molecular orbital calculation at the Hartree-Fock limit. Using 

Koopmans' theorem the photoelectron spectrum of a closed shell molecule is therefore a 

straightforward representation of the molecular orbital energy diagram. However, 

Koopmans' theorem is only an approximation as it neglects electron reorganisation and 

changes of electron correlation upon ionisation. Not only does the spectrum yield orbital 



energies but changes in the geometry of a molecule after ionisation can also be estimated 

from the spectrum giving an indication of the character of the orbital (bonding, anti-bonding 

or non-bonding) and the geometrical parameters of the molecule in each ionic state. 

If a molecule is ionised, vibrational or rotational excitation can also occur on ionisation. So 

the energies of the photoelectrons produced can be written as:-

KE = hv- - A £ 1 . 5 

where and are the changes in vibrational and rotational energy on ionisation. 

However the resolution of the technique is normally between 20 - 30meV (160 - 240 cm"'). 

Hence rotational structure cannot normally be resolved but vibrational structure can usually 

be observed in each photoelectron band. At room temperature all the molecules may be 

considered in the vibrational ground state (v" = 0) of the electronic ground state with the 

population of higher vibrational levels low, as given by a room temperature Boltzmann 

distribution. Therefore any vibrational structure observed is associated with vibrational 

changes in the cation and not the neutral molecule (e.g. Figure 1.2). 

Within a vibrationally resolved photoelectron band, the separation of the vibrational 

components depends upon the vibrational frequencies of the ionic state. If the ionic state is 

assumed to be an anharmonic oscillator, the vibrational energy levels are:-

E 
Sv — 

he 

f l ' f n 2 
y COe — V + — 

I 2 , V 2J 
1.6 

The separation of successive vibrational levels is then given by:-

=:6)'e-2A)g%'e(v'4-l) L? 

where v' is the vibrational quantum number in the ionic state and co'e and coex^e are 

vibrational spectroscopic constants in the ionic state. When a bonding electron is removed 

from a diatomic, the bond becomes weaker so that the force constant of the bond is reduced 

compared to the neutral molecular ground state; therefore the vibrational frequency will be 

lower in the ionic species. This produces a longer equilibrium bond length (re) for the ion as 



Potential 
Energy 

Cation AB (B) 
Increase in equilibrium 
bond length upon _ 
ionization 

Cation AB^ (A) 
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Neutral diatomic 
AB(X) 

Internuclear distance (r,) 

Figure 1.2 - Schematic potential energy curves showing 

ionisation of a diatomic molecule. 

shown in Figure 1.2. Similarly removal of an antibonding electron results in a larger 

vibrational Aequency in the cation with a decrease in re; thereAre a larger separation of the 

vibrational lines in the photoelectron band will be observed. 



In a vibrationally resolved photoelectron band two ionisation energy positions are measured. 

The first is the adiabatic ionisation energy (AIE), which corresponds to the energy 

difference between the neutral molecule and the cation both in their ground vibrational and 

rotational states. The AIE is measured as the first component in a vibrationally resolved 

band. The second position measured is the vertical ionisation energy (VIE) which is the 

most intense component of a band. This corresponds to the energy difference between the 

neutral and cation when they have the same geometry. 

The relative intensity of a photoelectron band is equal to the relative probability of 

ionisation to the positive ion in its different states i.e. the relative partial ionisation cross 

sections. The relative intensities of the vibrational components in a photoelectron band are 

controlled by the Franck - Condon principle [5] and are proportional to the square of the 

transition dipole moment, the Franck - Condon factor (FCF), (See Chapter 3). 

Several selection rules apply to photoelectron spectroscopy these are:-

i) Only one electron ionisations are allowed, producing a singly charged cation M^. 

ii) The total spin angular momentum quantum number, S, should be unchanged 

between the initial (neutral) and final (ion + free electron) states, i.e. AS = 0. 

iii) The selection rule on the change of orbital angular momentum upon ionisation 

means that the free electron can carry away whatever angular momentum is 

necessary to satisfy this rule. 

PES has been used to study gas phase molecules and solid surfaces. The photon source used 

in this work is in the vacuum ultraviolet region, VUV, (21.22 eV, He (I) line 

This is sufficient to ionise electrons from only the valence shell of gas phase molecules. To 

study core electrons photons of higher energy are required. This would require X-rays and is 

called X-ray photoelectron spectroscopy (XPS) first developed by Siegbahn in the mid 

1950'srn. 



1.2 An Overview of the Study of Reactive Intermediates with 

Ultraviolet Photoelectron Spectroscopy 

Over the past twenty-five years photoelectron spectroscopy (PES) has played an important 

part in the study of reactive intermediates. In particular atmospherically important species 

have played a major part in this area of research. 

From PES, information on the molecular electronic structure of low lying positive ionic 

states of radicals, transient and stable species can be obtained. Many of these molecules and 

molecular ions have not been previously characterised by any other techniques. The ions are 

characterised in terms of their vibrational frequencies and energies relative to the neutral 

ground state. Information on the dissociation energies, bond lengths and bond angles, using 

PES and ab-initio calculations can also be gained, hence ionic state potential energy curves 

can be determined which are used by optical spectroscopists to identify regions in which 

allowed transitions of molecular ions occur. Other techniques such as infrared and Raman 

spectroscopy only give information relating to the ground and excited electronic states of 

the neutral molecule, not the ion. Trends in bonding and orbital interactions can also be 

deduced and models can be tested which deal with chemical reactivity. Reactions can also 

be followed indicating which reaction route occurs when molecules decompose or react. 

Temperatures for different decomposition channels can be determined as well as the 

characterisation of main products, and conditions can easily be altered to improve the yield 

of a product. 

The adiabatic ionisation energy and the electron affinity of a reactive intermediate provide a 

link to several thermochemical cycles [8 - 10], which allow bond dissociation energies to be 

determined. For example, if the heat of formation of the neutral molecule has been 

accurately determined by other studies, then an accurate heat of formation of the positive 

ion is obtained from an adiabatic ionisation energy [8 - 10]. The derived heats of formation 

can be used to determine bond dissociation energies and these quantities can be used in 

models of combustion, atmospheric reactions and frames. Measuring an ionisation energy 

using PES is more reliable than that from photoionisation mass spectroscopy (PIMS) and 

electron impact mass spectroscopy (EIMS) with the second, third and ionisation energies 

more easily determined. 



Using simulated vibrational structure from electronic structure calculations and comparing 

with an experimental spectrum, the identity of a reactive intermediate can be identified. 

Two important factors are taken into account when using PES as a way of studying reactive 

intermediates. Firstly the reactive intermediates must be generated in a high enough 

concentration in the photon beam to be detected and secondly the lifetime of the molecule 

also needs to be taken into consideration. Several methods have been developed in order to 

produce these short-lived molecules. These include microwave discharge of a flowing gas 

mixture, rapid atom-molecule reaction, pyrolysis, photolysis and gas-solid reactions. 

Several reviews have been published discussing each of the different techniques used to 

produce short-lived species and the results obtained [11 - 15]. Specific examples have been 

presented of using pyrolysis to produce radicals, carbenes and biradicals [8], high 

temperature pyrolysis to produce SiS [9], F atom abstraction (rapid atom-molecule reaction) 

to i%%)diice (ZHzF and (IHaĈ HDF froin (^lisFzmd (ZHjCHiF [9] zuid and FXZljjCHF 

[10]. 

The series of atmospherically important radicals involved in the catalytic destruction cycle 

of ozone, CIO, BrO and 10, have also been studied by related techniques such as resonance 

enhanced multiphoton ionisation spectroscopy (REMPI) and cavity ring down spectroscopy 

[16 - 20]. A review of multiphoton spectroscopy of molecular species can be found in 

reference [21]. 

1.3 Project Aims 

The main aim of this project was to study selected short-lived molecules that are 

atmospherically important in the gas phase by photoelectron spectroscopy (PES) and ab-

initio calculations. 

The study of short-lived molecules using PES has been developed by the Southampton PES 

group over the past twenty years [22 - 24]. Chapter 2 of this thesis discusses the basic 

spectrometer, inlet systems and techniques used to prepare and study reactive gas phase 

molecules and Chapter 3 deals with the fundamental principles used to analyse spectra. 

Several techniques were used to generate the molecules studied. This has included the fast 

atom-molecule reaction of bromine atoms and ozone to produce BrO (Chapter 4). BrO is an 



atmospherically important species believed to play a part in the catalytic destruction of 

ozone [25]. This is the first time that the photoelectron spectrum of this radical has been 

studied and the first and second photoelectron bands were recorded with vibrational 

resolution. 

Chapter 5 describes a new way of producing the CF radical using fluorine atom abstraction 

of hydrogen from a suitable parent molecule. CF^ is an abundant ion present in 

semiconductor processing [26]. 

The thermal decomposition of organic azides is an attractive synthetic method [27] and the 

photoelectron spectra recorded here (Chapter 6) give an insight into the mechanism of 

decomposition. 

Chapter 7 discusses the reactions of dimethylsulphide (DMS) and dimethyldisulphide 

(DMDS) with atomic and molecular chlorine. These reactions with DMS and DMDS are 

believed to be important in the atmosphere [28, 29]. Chapter 8 describes the analogous 

reactions of atomic and molecular bromine. 

As part of this study ah initio molecular orbital calculations were also performed on the 

molecules investigated in order to help interpret the experimental spectra obtained. The 

theoretical techniques used and the underlying principles of these calculations are described 

in Chapter 3. Ionic and neutral equilibrium geometries, harmonic vibrational frequencies 

and the vertical and adiabatic ionisation energies were calculated for the molecules studied. 

Using results of these calculations, spectroscopic and thermodynamic data from the 

literature, as well as the variation of the photoelectron bands as a function of the reaction 

time, the photoelectron bands have been assigned and the major chemical pathways for each 

reaction studied have been established. 

The apparatus used to carry out these studies is described in the next chapter. 
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Chapter 2 

Experimental Details of the Photoelectron Spectroscopic 

Work 

2.1 Introduction 

In order to study the short-lived molecules and the reactions listed in chapter 1, a single 

detector photoelectron spectrometer was used [1]. 

The spectrometer consists of several different regions. The first region is where the short-

lived molecules of interest are prepared and transferred to the ionisation region where 

photoionisation takes place. The short-lived molecules have to be present in sufficient 

partial pressure so that they will be detected. In the ionisation region a high intensity 

vacuum ultraviolet photon source ionises the molecules produced in the reactions studied. 

Some of the photoelectrons produced then pass into the electron analyser, where the 

electrons are separated according to their kinetic energy, and then on to a detector, a 

channeltron electron multiplier [2]. The general design of a photoelectron spectrometer has 

been discussed in several reviews in the literature and will not be presented in great detail 

here [3-5] . 

The techniques used in this work to prepare short-lived species for PES study have included 

pyrolysis, fast atom-molecule and molecule-molecule reactions. PES has a lower limit of 

detection of ~ 10'° molecules.cm'^ [6] and, with the apparatus used, this means that the rate 

constants of the bimolecular reactions used to make the short-lived species should be in the 

range of 10"'̂  to lO'^'cm^.molecule"'.s'^ and any secondary reactions should be slow [6]. All 

the atom-molecule reactions studied in this work meet these requirements apart from the 

fluorine atom reactions where the primary and secondary reactions are fast [7 - 10]. 

For the gas-phase reactions studied, the reagent partial pressures and mixing distances above 

the photon beam have been optimised in order to maximise the photoelectron intensity of 

the short-lived molecule of interest. For fast atom-molecule and molecule-molecule 

reactions the mixing distance of reagents above the point of ionisation can be varied so 

primary and secondary products can be observed and the reaction can be followed as a 

11 



function of time. Observation and identification of bands of secondary products can be 

useful evidence in assigning bands associated with primary products. Many of the reactions 

used can lead to contamination of the ionisation and analyser regions and regular cleaning 

of these regions is often required. 

All of the species present in a reaction mixture will contribute to the UV photoelectron 

spectrum and band overlap can be a problem in identifying bands associated with short-

lived reaction products. However, many of the short-lived molecules of interest have a first 

ionisation energy which is lower than that of the parent and product molecules and therefore 

do not suffer from band overlap. For the second and higher bands of a short-lived molecule, 

spectral subtraction of contributions from reagents or known stable products has proven 

useful. 

All the gas-phase reactions, as well as the low temperature pyrolysis work carried out with a 

resistive heater system, have been performed on a single detector photoelectron 

spectrometer designed and built by Dr. Alan Morris of the Southampton PES group [11]. 

Some high temperature pyrolysis was also performed on a second single detector 

instrument, also designed and built by Dr. Morris [12], which used radio frequency induction 

heating as the heating method. This second apparatus was capable of heating solid and 

vapour samples to much higher temperatures than could be achieved by resistive heating. 

2.2 The Basic Spectrometer 

The basic spectrometer consists of a source of ionising radiation, an ionisation chamber, an 

electron energy analyser and an electron detector. A vertical section through the main 

spectrometer used is shown in Figure 2.1. The spectrometer consists of three differentially 

pumped chambers. The two main chambers are the ionisation and analyser chambers and 

the smaller chamber is the helium UV lamp. 

Each chamber is pumped to a sufficiently low pressure in order to enable passage of 

electrons from the point of ionisation through the entrance slits into the analyser region and 

on to the detector without undergoing inelastic collisions. 
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Figure 2.1 - Schematic diagram of a vertical cross section of the spectrometer. 

Once the molecules of interest have been generated, the sample vapour is pumped into the 

reaction cell held in the ionisation chamber (see Figure 2.1). A photon beam is then passed 

through the reaction cell and the sample is ionised. A portion of the emitted photoelectrons 

pass through the knife-edged slits of the reaction cell and are sampled at 90° to the photon 

beam. The photoelectrons then pass through the entrance slits into a 150° hemispherical 

electrostatic deflection analyser where they are separated according to their kinetic energy 

by varying the potential between the two concentric hemispheres. The number of electrons 

at each kinetic energy is then detected using a channeltron electron multiplier. A plot of 

electron kinetic energy versus intensity is obtained by sweeping the voltage on the 

hemispheres and recording the number of electrons reaching the detector per second at each 

kinetic energy. 

In order for the electrons to be detected the pressure must be sufficiently low for the 

inelastic mean tree path of the electrons to be greater than the distance they travel. The 
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pressure within the analyser chamber is typically in the region of ~ 5 x 10"̂  mbar. This is 

achieved by both the ionisation and analyser chamber being pumped by two 6 inch diffusion 

pumps (1400 l.s"') which are backed by rotary pumps. The ionisation chamber is also 

pumped by a 100mm diffusion pump (300 l.s"') backed by a rotary pump which aids the 

differential pumping. The photon source is also differentially pumped by a rotary pump. The 

differential pumping enables rapid transport of the sample into the ionisation region and 

helps to prevent diffusion of the sample into the analyser chamber. This minimises 

contamination to the hemispheres and damage to the detector, especially when using 

fluorine atom abstraction as a method of generating short-lived molecules. The larger 

diffusion pump attached to the ionisation chamber is also fitted with a liquid nitrogen trap in 

order to increase the pumping efficiency. The differential pumping also prevents helium 

from the photon source entering the ionisation region. Using this pumping system with no 

throughput of sample gas the pressure in the ionisation chamber is in the order o f - 2 x 10"̂  

mbar. 

When detecting electrons it is important that all stray magnetic and electric fields are 

minimised as these will affect the paths of the photoelectrons produced. The Earth's 

magnetic field and other local fields are eliminated by surrounding the spectrometer with 

three mutually perpendicular sets of Helmholtz coils. Current is passed through each of 

these coils to neutralise the components of the local field. The current through each of these 

coils is optimised by monitoring the intensity of the Ar^ (^Ps/a) <- Ar ('%) band arising from 

the (3p)'' ionisation of Ar atoms as a function of the current flowing through each pair of 

coils. Inside the spectrometer contact potentials and local charging effects are minimised by 

coating all the surfaces, exposed to electrons which travel from the ionisation chamber to 

the detector, with colloidal graphite. This creates a homogeneous surface potential with the 

spectrometer earthed. As contamination of this coating occurs when making short-lived 

species, the spectrometer is designed as a modular system enabling easy and quick access to 

each area for cleaning, coating, re-assembly and evacuation. 

The main components of the spectrometer will now be described in greater detail. 
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2.3 The VUV Photon Source 

In order to obtain a photoelectron spectrum the photon source used must provide high 

intensity, highly monochromatic radiation which is of sufficient energy to ionise the valence 

electrons of the sample. To satisfy these conditions rare gas discharge lamps are commonly 

used [13, 14]. In this study a DC capillary discharge lamp has been used to generate Hel 

radiation. Hel has a wavelength of 584 nm (21.22 eV) and satisfies all the above conditions. 

Hel lamps have been previously well documented [3, 5, 14]. The lamp used in this work 

consists of a 1mm quartz capillary supported by a boron nitride sleeve held between two 

water cooled stainless steel electrodes. A d. c. discharge is maintained across the capillary 

which contains the flow of helium or other rare gas. In the discharge, the rare gas atoms are 

excited on electron impact and they then emit radiation of a characteristic wavelength upon 

returning to the ground state. For He, the discharge forms He (ls2p) and the resulting 

emission, 'P —> ^S, generates Hela radiation. There are also higher members of the transition 

series. He Isnp ('P) ^ He Is^ ('S), present in the discharge output and these are termed 

Help, Hely etc. Even though these lines are present, their intensities are very low compared 

to the Hela line. The approximate relative intensities of the He resonance lines are shown in 

Table 2.1. The photoelectron spectra produced by the Help and Hely radiation are known as 

'shadow' spectra. 

Helium resonance line Energy /eV Approximate Relative Intensities [3] 

! Hel . 21.218 100 
Help 23.084 2 
Hely 23.742 0.5 

He(H) 40.814 <1 

Table 2.1 - Resonance lines in a He discharge lamp. 

A series of lines can also be observed from ionised helium, He(II). The He(II) (40.81 eV) 

ionisation of He (ionisation energy 24.58 eV) appears in a Hel photoelectron spectrum at 

4.99 eV apparent ionisation energy and was sometimes used as a calibrant in this study. 

Because the capillary used in the inert gas discharge is narrow, a narrow directional beam of 

VUV radiation is produced. Under experimental conditions the fraction of He(II) radiation 

produced in the overall photon output is very small. 
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As the radiation produced by this lamp is of a short wavelength, no suitable window 

material is available to separate the photon source from the ionisation chamber. This means 

that differential pumping needs to be employed in the lamp region in order to prevent the 

helium gas from reaching the ionisation chamber. This also has the advantage that the 

absorption of Hel radiation by ground state helium atoms in the path of the photon flux is 

minimised. This is classed as self-reversal and increases the effective line width of the 

emitted radiation [15]. 

2.4 The Electron Energy Analyser and Detector 

The electron energy analyser used in this work is a 150° hemispherical electrostatic 

deflection analyser. The analyser is composed of two concentric hemispheres. For the 

spectrometer used for most of the work in this thesis, the mean radius was 10 cm. The 

spectrometer used for very high temperature pyrolysis has two concentric hemispheres with 

a mean radius of 20 cm. A schematic diagram of the energy analyser is shown in Figure 2.2. 

An electron energy analyser separates photoelectrons according to their electron kinetic 

energy and allows electrons to pass through to the detector with a narrow energy band 

width. This results in an intense and well resolved spectrum. In order to obtain higher 

resolution narrow slit widths are used. This results in a decrease of intensity so a balance 

between the intensity and resolution is necessary. Resolution and transmission are both very 

important requirements when considering which type of analyser to use. The photoelectrons 

that are produced upon ionisation exit the reaction cell, pass through the entrance slits and 

enter into the analyser. The entrance slits are used to reduce the acceptance angle of the 

analyser and improve the spectral resolution. 

There are three reasons for using a 150° analyser. Firstly the source point of the 

photoelectrons (S), where the photon beam intersects the sample gas, and the detector can 

be placed at the focal points of the analyser. Secondly the source point (S), the centre of the 

hemispheres (O) and the focus (F) all lie in the same plane. This allows easy construction of 

the analyser as there is no need for ion lenses to focus the electrons because the source and 

detector can be placed at the focal points of the analyser. Finally the path which the 

electrons travel shown in Figure 2.2 is not the only one available. The electrons can travel 

around the spheres in many different planes; this produces the effect known as 'double 

focusing' [3, 14] and results in high transmission. 
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Figure 2.2 - Schematic diagram of the electron energy analyser. 
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The analyser separates the electrons by applying an equal and opposite potential between 

the hemispheres. A positive potential is applied to the inner hemisphere and a negative 

potential applied to the outer hemisphere. Once a particular set of voltages have been 

applied, only electrons of a particular kinetic energy can pass through the analyser to the 

detector. Therefore if the voltages on the hemispheres are scanned linearly then a linear 

energy scale is generated for the photoelectron spectrum and this is assumed when 

calibrating the spectra. In practice, when calibrating a spectrum two well known calibration 

points are taken as close as possible to the band being calibrated in order to minimise the 

calibration errors. Typical calibrants used are argon, methyl iodide or water [16], which are 

usually added to the sample in the ionisation region at the time of measurement. 

After the electrons have been transmitted by the analyser, they pass through the exit slits 

and are focused onto a single channeltron detector. 2.5 kV is placed across the detector and 

a current pulse is generated for each incident electron. These pulses are fed into a 

preamplifier and then they are amplified and counted using a ratemeter. The ratemeter 

output signal is then fed into a recording device, which for this work was a chart recorder. A 

photoelectron spectrum is obtained by linearly sweeping the hemisphere voltages and the 

chart recorder records the signal intensity as a function of electron kinetic energy. 

The transmission of the analyser gives an indication of its efficiency. This has been shown 

to be dependent on the kinetic energy of the electrons transmitted [17, 18]. For the main 

spectrometer used in this work the variation of the efficiency of transmission of the 

electrons with respect to kinetic energy is linear in the range 1 - 10 eV [19]. Below 1 eV 

non-linear transmission of the electrons occurs as the low-energy kinetic electrons are very 

sensitive to small electric and magnetic local fields. In practice, the transmission of the 

spectrometer is measured by recording the Hel photoelectron spectrum of O2. If all five 

vibrational components of the band are observable and with 

correct relative intensities, and the intensity of this band and the fourth band, 

O; relative to the first band, O2 O2 is good, the 

transmission is said to be acceptable [19]. Once the experimental relative band intensities 

have been corrected for the variation in analyser transmission, they can be equated to 

relative photoionisation cross sections. 

As mentioned previously the resolution of the spectrometer is very important to obtain an 
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acceptable spectrum. In practice the full - width half-maximum (FWHM) of the Ar^ (^Ps/a) 

Ar ('So) band should be as low as possible, consistent with obtaining a reasonable 

intensity. In this work the resolution of the spectrometer was typically 25-30 meV under 

standard operating conditions. The contributing factors to the resolution of the spectrometer 

are from the geometrical parameters of the slits and analyser, and more fiindamental 

contributions. In practice the slits and analyser geometrical parameters are the major 

contributions to the resolution [20]. This can be calculated as follows:- for an electron 

moving in an orbit of radius R, the orbit will only be stable if the electrostatic force acting 

on the electron is balanced by the centripetal force. This can be expressed as:-

where e and m are the electron charge and mass respectively, F is the electric field, v is the 

electron velocity and R is the electron orbit radius. Only electrons of a particular kinetic 

energy will be allowed to reach the detector for a particular field strength so, from equation 

2.1, the electron kinetic energy can be written as 

1 , 1 
E-—mv =—eFR 2.2 

2 2 

The electrons enter the hemispheres through the entrance slit. Therefore a small range of 

electron energies, AE (the base width of the resolution), is allowed to reach the detector for 

a given value of F. This causes a contribution to the resolution and the energy range is 

related to F and R by 

2 

and 

AE dT; 
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If the entrance slit has a width of dRi and the exit slit has a width of dR2 then equation 2.4 

becomes 

E ' 2 a " 2^ 

where S is the total slit width. Pouline and Roy [21] measured the electron energy 

distributions — - and — — , where is the base width of the resolution and AE,,; is 
K E 

the full width at half height, for a range of 180° electrostatic analyser dimensions and 

determined parameterised relations to determine the ratio AEgiAE,,; for any hemispherical 

analyser size. For the dimension of the analyser used in this work, the ratio is 

approximately 2.3 : 1. For example if the spectrometer has entrance and exit slits of 1mm 

each, then for an energy analyser with a mean radius of 10 cm and electrons with kinetic 

energy of 5 eV, the contribution to the resolution will be ~ 20 meV. 

Other smaller factors, which contribute to the overall resolution, are conservation of 

momentum between the ion and the electron, the velocity of motion of the target molecule, 

line broadening in the light source and the lifetime of the ionic state. Each of these factors 

will now be taken in turn. 

Taking into consideration the factor of conservation of momentum between the ion (mass 

M) and the ejected electron (mass m), it is assumed that the free electron carries all the 

liberated energy E. When M > 20 the error in assuming that the free electron carries all the 

liberated energy, is less than 1 part in 10000. The error can be calculated as: 

As the target molecules have velocity, they also have thermal energy, therefore the observed 

electron energy is altered. This effect is analogous to Doppler broadening and the error can 

be calculated as [20]: 

AuE = 21 ------- == 0.-72:1 ---- 2.7 
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e.g. for IQ0,E= 10 eV and T= 300° K 

AE=0.004eF 

This error becomes more significant for lighter molecules. 

The factors contributing to the line width of the light source are natural, Doppler 

broadening, and self reversal. Natural broadening is dependent on the lifetime of the 

resonant state, e.g. for the 'P(ls2p) state of Hel an energy spread of 1 x 10"̂  eV is obtained. 

Doppler broadening results from the motions of the light source molecules and is in the 

order of 1 x 1 0 ^ - 1 x 1 0 ^ eV. Self reversal is where unexcited He absorbs photons in the 

path of the photon flux. As the flux travels down the capillary the central core is more 

highly absorbed than the outside 'wings'. The 'wings' intensity builds with the length of the 

capillary and can contribute an energy spread of 1 - 2 x 10'̂  eV. 

For valence electrons radiative transitions to lower ionic states have a lifetime of ~ 10'̂  

seconds which gives AE ~ 10"̂  eV. For stable ionic states this lifetime is a small 

contribution to the loss of resolution. 

Taking all these factors into consideration, the contribution to the resolution from the 

analyser is the main contributing factor with the other fundamental factors making a smaller 

contribution. In practice, the geometrical properties of the slits and analyser contribute ~ 20 

meV to the overall resolution ( )- Other factors are small, but non - uniform potentials 

in the ionisation region can lead to extra broadening to give an overall resolution of 25 - 30 

meV. 
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2.5 Methods of Generation of Short Lived Species and the Inlet 

Systems Used 

Several different methods were used to generate the short - lived species studied in this 

work. These have included fast atom-molecule and molecule-molecule reactions as well as 

pyrolysis. For each of the different reactions a slightly different type of inlet system was 

also used as described in the section 2.5.1. 

For each of the reactions studied in this work different inlet systems were used but they 

were all based around a general inlet system as shown in Figure 2.3. 

A 
\ / 

B 

Figure 2.3 - Schematic diagram of the basic inlet system. 

In Figure 2.3, A is a 9 mm inner diameter side arm in which the atoms or molecules are 

generated attached to a 12 mm outer diameter inlet tube. Bis a 3 mm outer diameter inner 

inlet tube where the second reagent is introduced. The inlet system is designed so that the 

distance between the end of the inner tube and the point of photoionisation can be varied. If 

the flow rate of the reactants is known then a measured mixing distance can be converted 

into an approximate reaction time. On the basis of work performed previously in the 

Southampton PES group [6], it was found that for the pumping conditions used for a 1 cm 

mixing distance, the approximate reaction time was 0.3 ms. So molecules with a lifetime 

greater than 0.3 ms can be studied under these conditions provided they are present in 

sufficient concentration. As the end of the outer tube is close to the photon beam this may 

lead to some charging problems, so to overcome this, the end of the outer tube is coated 

with colloidal graphite and earthed. 
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For the fast atom-molecule reactions, atoms were produced in the side arm of each inlet 

system. For the Br + O3 reaction {k = (1.2 + 0.2) x 10"'̂  cm^molecule''s''} [22], bromine 

atoms were produced by a microwave discharge (2.45 GHz) of a flowing SiBr4 / Ar mixture. 

Similarly for the O + Bn reaction {k = (1.2 ± 0.4) x 10"" cm^molecule'^s"^} [22], oxygen 

atoms were also produced by flowing O2 and Ar through a microwave discharge. For the 

production of the CF radical, fluorine atom abstraction was used. Here the fluorine atoms 

were produced by flowing a 5% mixture of fluorine in helium through a microwave 

discharge, where the discharge was seated upon a piece of alumina tubing, which formed 

part of the side arm. This was necessary to stop the fluorine attacking the glass. Atomic 

chlorine for the CI + DMS / DMDS reactions was produced by flowing a mixture of CI2 and 

Ar through the microwave discharge. 

To minimise recombination of the atoms on the walls of the inlet system several different 

coatings were used. These included teflon, phosphoric acid and boric acid. Full details of 

each of the inlet systems used for the reactions studied are discussed in section 2.5.1. 

For the pyrolysis reactions two different methods of heating were used. These were resistive 

heating and radio frequency induction heating. Both these methods are described in section 

2.5.2. 

2.5.1 IVTodified Inlet Systems Used 

BrO and BrOi 

For these reactions the basic glass inlet system was used, as seen in Figure 2.3. The distance 

between the inner tube and point of photoionisation could be varied between 0 - 3 0 cm. For 

the Br + O3 reaction, the inner surface of the outer tube and the outer surface of the inner 

tube were pre-treated with phosphoric acid to minimise surface catalysed recombination 

reactions. For the Brz + O reaction the surfaces were coated with boric acid. 

These reactions were studied after taking into consideration the primary and secondary rate 

constants as follows:-
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Br + Og BrO + 0% k = (1.2 ± 0.2) x 10"'̂  cm^ molecule"'s"' [22] 

BrO + O3 ^ Br + 2O2 k = < 2 x 10'" cm^ molecule"'s"' [22] 

and 

O + B r 2 B r O + Br k = (1.2 ± 0.4) x 10"" cm^ molecule"'s"' [22] 

BrO + O —> Br + O2 k = 4.1 x 10"" cm^ molecule"' s"' [22] 

CF 

For this reaction fluorine atoms are generated. Therefore the basic inlet system was 

modified so that the side arm was formed from a piece of alumina on which the discharge 

was centred. The distance between the inner tube and point of photoionisation could be 

varied between 0 - 1 5 cm. To minimise internal surface reactions, the inlet system was 

coated with teflon. 

The reaction CH3F + F was chosen as the most appropriate to study CF as discussed in 

Chapter 5. 

CH3F + F -> CH2F + HF k = 5.3 X 10"̂ ' cm^ molecule's ' [23] 

k = (2.8 ± 0.6) X 10"" cm^ molecule"' s"' [24] 

Reactions of halogens with dimethylsulphide (DMS), dimethyldisulphide 

(DJVIDS) and diethylether 

For the atomic halogen reactions the basic inlet system was used and the distance between 

the inner tube and point of photoionisation could be varied between 0 - 5 0 cm. All the 

internal surfaces were coated with boric acid. 

For the molecular halogen reactions with DMS and DMDS, the basic inlet system was used, 

as described above, and the inlet system was also modified as shown in Figure 2.4. This 

modified design allowed increased reaction times. 
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Figure 2.4 - Schematic diagram of modified inlet system. 

Several inlet systems were made each with a different hole size, e.g. 2 mm, 1 mm, 0.5 mm. 

The smaller exit hole enabled the reactants to mix at a higher pressure, therefore effectively 

increasing the reaction time. The internal surfaces were left un-coated as no atoms were 

involved in the reactions. 

The rate constants and references for some of the reactions studied are shown below: 

CI + DMS k = (3.22 ± 0.3) X 10"'® cm^ molecule"' s - 1 -1 

k = (3.61 ± 0.21) X 10"'° cm^ molecule"' s - ] -1 

[25] 

[26] 

CI? + DMS —>• k = (7.1 ± 2.0) X 10"'̂  cm^ molecule"' s -1 «-i [27] 

CI + DMDS > CH3SSCH2 k = 6.86 x 10"'̂  cm^ molecule" s 

^ CH3CISCH3 k = 2.03 X 10"'° cm^ molecule"' s -1 „-i 

CH3SCI + CH3S 

[28] 

[28] 

Br + DMS + M BrSCCHs): + M k = (1.3 + 0.2) x 10"'° cm^ molecule " s -1 „-i [29] 
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2.5.2 Methods of Pyrolysis 

Two different types of heater were used to pyrolyse the azides studied in this work. These 

are described below. 

Resistive heater 

A resistive heater was used to pyrolyse azidoethanol (See Figure 2.5). It consists of a quartz 

outer tube and a quartz inner tube. The inner tube has resistive heating wire, made of 

molybdenum, non-inductively wound around it and connected to two of the tungsten feed-

throughs. The other two tungsten feed-throughs were connected to a chromel-alumel 

thermocouple. In practice the maximum operating temperature of this heating system was 

850°K. 

A variac was connected to the tungsten feedthroughs where the d.c. current produced could 

be varied. This allowed a series of temperatures to be used so that the onset of 

decomposition through to complete decomposition could be studied. 

The vapour pressure of the azidoethanol was sufficient to obtain a photoelectron spectrum 

with good signal to noise ratio by direct pumping on a liquid sample in a bulb held outside 

the ionisation chamber. 

When a current is applied to the molybdenum wire heater, magnetic and electric fields are 

produced. As the current increases these fields also increase leading to an interference with 

the collection of the electrons as discussed previously (Chapter 2.2) and a loss in resolution. 

Therefore to obtain a spectrum with reasonable intensity and resolution only temperatures 

up to 850°K could be used. 
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Figure 2.5 - Schematic diagram of the resistive heater. 

Radiofrequency induction (r.f.) heating [19, 30] 

This heating method could achieve temperatures much greater than 850°K with much less 

loss of resolution. 

The principle of this heating method is as follows:- If a current is passed through an 

electrical conductor, a magnetic field is created around the conductor. This magnetic field is 

greatly increased in strength if the conductor is wound helically. If an alternating current is 

flowed through the conducting helix, a fluctuating magnetic field is created within the 

centre of the coils. If a susceptor (a second electrical conductor) is placed within the centre 

of the helix, electrical currents are induced within it by the changing magnetic field. The 

work required to overcome the intrinsic resistivity of the susceptor gives rise to the heating 

effect. This is the basis of the r.f induction heating method [19, 30]. 
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In the apparatus used in this work, the r.f. was supplied by a home built generator, operating 

at a frequency of 1 MHz. A furnace is suspended inside the induction coils, which is held 

inside the ionisation chamber and acts as the susceptor. The r.f. supply is pulsed and the 

detection electronics is gated in order that the photoelectron signal is detected in a window 

180° out of phase with the r.f pulse so that the r.f does not interfere with the detection 

electronics. This is a distinct advantage over resistive heating, which causes large fields, 

although it is difficult to measure the temperature inside the furnace. One advantage of this 

form of heating is that the heated work-piece is isolated from the main body of the 

spectrometer and can only lose heat by radiation. 

The furnace assembly used in this work is shown in Figure 2.6. It is constructed of a thin 

tantalum sheet around an alumina rod held down the centre of the r.f coils. 

Sample + Argon 

Thin tantalum 
sheet 

End coated 
with graphite 

Thin tantalum 
heat shield 

0 
0 
0 

Ceramic 0 
]0 0 
0 0 
0 0 
0 < -

Pyrolysed sample 
vapour 

Brass outer 
cooling 

jacket with 
cooling 

coUs 

RF heating 
coils 

UV Photon 
beam 

Figure 2.6 - Schematic diagram of the furnace assembly. 
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The furnace acts as the susceptor and is heated inductively by r.f. heating. The r.f. induces a 

current in the surface of the susceptor which is kept thin so that heating by conduction is 

minimised. Typically the susceptor is made from thin tantalum sheet [31, 32]. The heat from 

the tantalum sheet then radiates to an alumina rod which is placed in the centre of the 

cylindrical sheet as shown (Figure 2.6). The end of the alumina rod is coated with graphite 

in order to aid the absorption of heat. 

This apparatus was used to study the decomposition of azidoethylester. In practice, the 

vapour pressure of azidoethylester was sufficient so that with direct pumping on a liquid 

sample held outside the ionisation chamber, a high enough flow was obtained to record a 

photo electron spectrum with good signal to noise ratio. The azide, mixed with argon, flowed 

down the alumina rod and was heated at increasing temperatures in order to observe the 

onset of decomposition and to follow the pyrolysis to completion. The products exited the 

furnace through a small hole in the tantalum sheet heat shield, as shown in the bottom of 

Figure 2.6, into the ionisation chamber, where photoionisation occurs. 

2.6 The Reaction Cell 

The reaction cell is used to increase the pressure of the reaction products in the path of the 

ionisation beam. All of the inlet systems used fit into the top of the reaction cell where the 

products are retained for a longer period of time. The main advantage of the reaction cell is 

that it confines the pyro lysis products or reaction mixture and allows the products to be 

pumped away rapidly without the entrance slits becoming contaminated. It consists of a 

cylindrical brass tube of ~lcm diameter placed coaxially with the photon beam. It has one 

pair of knife-edges aligned with the spectrometer entrance slits, which enables the 

photoelectrons produced to pass through to the entrance slits, and an exit hole to ensure 

rapid removal of products. A schematic diagram of the reaction cell can be seen in Figure 

2.7. As with all other surfaces that are in the ionisation chamber, the reaction cell is also 

coated with graphite to prevent charging. 
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Figure 2.7 - Schematic diagram of the reaction cell. 

All these precautions reduce the possibility of severe surface contamination of the entrance 

slits, ionisation chamber and hemispheres, enabling a longer time of operation before the 

resolution deteriorates. 

All the experimental studies carried out in this work, described in Chapters 4-8, were 

completed using the photoelectron spectrometers and different inlet systems described in 

this chapter. In order to interpret the photoelectron spectra recorded, ab-initio molecular 

orbital calculations were carried out and the methods used are described in next chapter. 

Chapter 3. 
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Chapter 3 

Theoretical Methods in Photoelectron Spectroscopy 

3.1 Introduction 

Photoelectron spectroscopy has been proven to be an extremely useful method for probing 

the electronic structure of atoms and molecules [1]. A photoelectron (PE) spectrum consists 

of a number of bands, each corresponding to the removal of an electron from an orbital of 

the atom or molecule investigated. 

In a molecular photoelectron band, two ionisation energies, the adiabatic and vertical, are 

measured. Each provides information on the energies of the cationic electronic state relative 

to the ground state of the neutral molecule. Vibrational structure is usually resolved in each 

band for small light molecules, and this gives further information, most importantly 

vibrational intervals and the relative intensities of each vibrational component in the band. 

The overall envelope of the band also provides information on the equilibrium geometry 

change on ionisation, and the relative shapes of the potential energy surfaces of the neutral 

and cation. 

The relative intensities of the vibrational components in a PE band are governed by the 

Franck-Condon principle [2]. This states that the intensity of a vibrational component is 

proportional to the square of the modulus of the overlap of the initial and final vibrational 

wavefunctions and . i.e. 

... «: I 
2 

3.1 

The most intense vibrational component of a PE band corresponds to the component with 

maximum overlap between the initial (ground) and the final (ionic) vibrational 

wavefunctions. For example if no change in equilibrium bond length occurs on ionisation, 

then the overlap integral between the vibrational wavefunctions in the v"= 0 and v - 0 levels 

will be large, and all those between v"= 0 and v'> 0 will be small. When a change in the 
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equilibrium bond length occurs on ionisation, the largest overlap integral is between v"= 0 

and v'> 0 as seen in Figure 1.2 of Chapter 1. 

Although information on ionic vibrational energy separations and change in equilibrium 

bond length can be obtained from a photoelectron band, this is not normally sufficient to 

allow an assignment of the band to the ionic state obtained on ionisation from the neutral 

molecule. In practice electronic structure calculations are needed to help assign the spectral 

bands observed. 

In this work, for each molecule studied, ab initio molecular orbital (MO) methods were 

used. The main calculations carried out have made use of the Hartree-Fock (HF) method 

and extensions to it (Section 3.2). The main methods used in this study are Hartree-Fock, 

M0ller-Plessett (MP2) and QCISD methods as performed by the Gaussian 94 program. The 

Gaussian 94 program was used to obtain total electronic energies, optimised geometries and 

vibrational frequencies for molecular and ionic states. Once the total electronic energy had 

been calculated for the neutral molecule and the ion, the difference was then taken to give 

the ionisation energy. 

The principles of the different methods used will now be described. 

3.2 The Roothaan Hartree-Fock (SCF) Method and 

Koopmans' Theorem 

The Hartree-Fock self consistent field (HF SCF) method is a numerical variational method 

used to provide an approximate solution to the Schrodinger equation for a closed shell 

system. The method includes electron exchange effects and is the starting point of many ab 

initio methods. 

The procedure was first proposed by Hartree [3], improved by Fock [4] and is known as the 

Hartree-Fock (HF) SCF theory [5]. It was extended to molecules by Roothaan [6] to give 

the Roothaan Hartree-Fock method. 

Several assumptions are made in the Hartree-Fock method in order to obtain approximate 

solutions of the Schrodinger equation. The first assumption is the Bom-Oppenheimer 

approximation [7]. This approximation can be justified because of the difference in mass of 
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the nuclei and electrons. As the electrons are so much lighter, they can respond 

instantaneously to displacement of the nuclei. This means that the nuclei can be considered 

as fixed in position on an electronic time scale. Another assumption made is that each 

electron moves in a potential which is an average of the potential of all the other electrons 

and nuclei. This assumption gives rise to the electron correlation error, which will be 

described later. 

Using the Variation Theorem (Section 3.3.1), the best n-electron determinantal 

waveftinction is found, by minimising the total energy of the system (Section 3.3.1). This 

gives the Hartree-Fock equations for each individual spin-orbital. The Hartree-Fock 

equation for a spin-orbital, (l), is then 

3.2 

where is the orbital energy of the spin-orbital and / ] is the Fock operator. 

3.3 
J 

where /z, is the core hamiltonian for electron 1 with the sum running over all spin orbitals. 

The Coulomb operator, J -, takes into account the Coulombic repulsions between electrons 

and the exchange operator, K^, takes into account the effect of the interaction between 

electrons of the same spin. These are described in greater detail in section 3.3. 

Each spin-orbital is obtained by solving equation 3.2. This means that to set up the HF 

equations / , must already be known. As this is not feasible an iterative procedure is carried 

out. A trial set of spin-orbitals is composed and used to obtain a Fock operator. The HF 

equations are then solved to obtained a new set of spin-orbitals. This set of spin-orbitals is 

then used to calculate a new Fock operator and the cycle is then repeated. The cycle is 

repeated until a convergence criterion is satisfied. This criterion could be that the final 

wavefunctions obtained do not differ significantly from the wavefunctions of the previous 

cycle. More commonly the convergence criterion is on the total energy, i.e. the total energy 

does not diflfer by more than a pre-set tolerance from the total energy computed in the 

previous cycle. Once convergence is obtained the solutions are self consistent and this gives 

rise to the name self-consistent field (SCF). The wavefiinction obtained is believed to be a 
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good approximation to the true many-electron wavefunction. The HF SCF methods for 

closed and open shell systems are described further in sections 3.3 and 3.4. 

Once an ab initio Hartree-Fock calculation has been performed for a closed shell molecule, 

the experimental photoelectron spectrum can be interpreted using Koopmans' theorem [8]. 

Koopmans' theorem states that to a good approximation the vertical ionisation energy, 1-, is 

equal to the negative of the orbital energy, s-, from an SCF calculation at the Hartree-Fock 

limit. i.e.:-

/ ° = - c 3.4 

where s- is the one-electron energy and is calculated by the HF SCF procedure. It should be 

noted that, /° is an approximation being related to the experimental vertical ionisation 

energy, I-, via:-

== 7° - JC t C 3.5 

where R is the reorganisation energy on ionisation and C is the correlation energy change 

between the molecule and ion. This theorem is therefore only an approximation as it 

neglects the fact that the remaining electrons rearrange their distributions upon ionisation 

and it neglects the electron correlation change on ionisation. In practice computed vertical 

ionisation energies are usually too high. In general R and C are of the same magnitude and 

therefore approximately cancel each other out. Various studies have been undertaken which 

have compared the results of vertical ionisation energies obtained using Koopmans' theorem 

and experimental values [9 - 11]. It has been found that on average vertical ionisation 

energies obtained using Koopmans' theorem are too high by 8%. Therefore this scaling 

factor can be applied to orbital energies obtained by ab initio calculations to obtain more 

accurate values of vertical ionisation energies using Koopmans' theorem, i.e. each 

calculated ionisation energy needs to be multiplied by a factor of 0.92. 

To obtain a more accurate value of the vertical ionisation energy, molecular reorganisation 

must be taken into account and allowance for changes in electron correlation on ionisation 

must be made. Therefore if the energies of the neutral and the ionic species are calculated, 

allowing for the electron correlation in each state, the difference between these will give a 
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more accurate vertical ionisation energy. The methods in which electron correlation can be 

taken into account are described in section 3.7. 

3.3 Closed Shell Systems 

All molecular orbital (MO) calculations aim to approximately solve the time independent 

Schrodinger equation [12]. 

Equation 3.6 cannot be solved exactly for any atom or molecule larger than a hydro gen-like 

atom, therefore approximations have to be introduced. The first to be introduced is the 

Bom-Oppenheimer approximation [7] where the nuclei are considered to be fixed in 

position on the time scale of electronic motion as they are much heavier than the electrons. 

Nuclear and electronic motion can therefore be separated and the molecular wavefunction, 

, can be expressed as: 

T,,./ ^ 7 

where is the electronic wavefunction and is the nuclear wavefunction. As on an 

electronic time scale, the nuclei are fixed, equation 3.6 becomes: 

3.8 

This is the electronic Schrodinger equation. 

The second approximation introduced is the MO or 'one electron' approximation. A product 

of one electron wavefiinctions, called spin orbitals, is taken to represent the total electronic 

wavefunction, where each electron in the system is represented by a one electron spin 

orbital, 1,. In using this approximation most electron motion is not properly correlated and 

the recovery of this correlation is discussed in section 3.7. The total electronic wavefunction 

must also obey the Pauli exclusion principle [13] and be-antisymmetric with respect to the 

interchange of any pair of electrons. 
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This condition can be met by writing the total electronic wavefiinction in the form of a 

single Slater determinant [14]: 

AO) .... 

1 .... .... 

.... .... 

3.9 

where N is the total number of electrons in the molecule. Each spin orbital consists of a 

spatial component, (j)^, and a spin function, a or P for 5 = ^ and s = - ^ respectively, 

giving, for example and Xj = , where both the spatial and the spin functions 

are orthonormalised. 

Taking into account the Bom-Oppenheimer approximation, the molecular electronic 

Hamiltonian can be expressed in atomic units as: 

+ 3.10 

where i and j refer to the electrons and a refers to the nuclei. The first term in equation 

3.10 is the kinetic energy operator for the electrons, the second term represents the electron 

- nuclear attractive potential and the third term represents the electron - electron interaction 

potential. The presence of this third term means that equation 3.6 cannot be solved exactly 

for a system containing more than one electron. A fourth term representing the nuclear -

nuclear repulsion interaction, > , is omitted as the nuclei are fixed in the above 

approach. The contribution of nuclear-nuclear interactions to the total energy can be added 

at the end of the calculation. 

The electric hamiltonian can be divided into a one electron part, and a two 
i 

electron part, —, where:-
K/ ^ 
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+ 3 . n 

and 

3.12 

The two electron part in equation 3.11 gives rise to coulomb, and exchange terms, 

in the total energy expression of the system. For a closed shell molecule with N 

electrons, the expression for the total energy can be derived as [3, 4, 15]:-

3,13 
i i ] 

N 

where i and j run from 1 to — space orbitals, is the one-electron energy possessed by 

an electron in orbital i, and J^ and can be written as follows:-

J,, = /JfS; O K (2) y *. (1)^, (2)df 3.14 

(2) j- <!>, (iM 3.15 

The Variation Theorem (section 3.3.1) [16, 17] states that the total electronic energy 

calculated from an approximate solution to the Schrodinger equation will always be greater 

than or equal to the lowest energy solution for a given symmetry. So the best single 

determinantal wavefunction may be found for a closed shell molecule by calculating 

from equation 3.13 for successive sets of orthonormal trial spatial orbitals, , until a 

minimum value for is found. In order to minimise E^ in equation 3.13, the Lagrange 

method of undetermined multipliers is used subject to the constraint S ĵ = (̂/)*(/)jdT = Ŝ j 

with respect to (j).. This leads to the HF integro - differential equations [15]. 
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f ( # , ( l ) = '',A(0 3.16 

where 

^1) = ^ , ( 0 + 1 ( 2 ^ / 1 ) - (])) 3.17 
j 

In this equation F(1) , J - (l) and Kj (l) are the one electron Fock, Coulomb and exchange 

operators and the s- 's and (j)- 's are the MO energies and MO wavefunctions respectively. 

The second term in equation 3.17 gives the average coulomb and exchange potentials felt by 

electron 1 due to all the other electrons. 

In order to solve the HF differential equations, iteration is necessary. Initially an estimate of 

the MO's, (Z),, is made and a trial Fock operator is determined. Equation 3.16 is then solved 

to give a new set of 's which are then compared to the initial <j). 's. This process is 

repeated until no change between the initial and final (j)- 's occurs or if no change in the 

computed total energy on successive iterations within a pre-set tolerance occurs. This is 

called the self consistent field (SCF) method. 

In order to solve these equations for molecules, Roothaan [6] proposed that the space 

orbitals, , could be expanded as a linear combination of a set of one electron atomic like 

functions known as basis functions, Xq • 

3.18 

where the 's are the expansion coefficients and the Xq's are the basis functions that are 

centred on the individual nuclei of the system. This is known as the linear combination of 

atomic orbitals (LCAO) approximation and called the Hartree-Fock-Roothaan method [6]. If 

equation 3.18 is substituted into equation 3.16, then the Roothaan-Hall secular equations can 

be derived [6]. 

^ 9 = 1,2. M kl9 
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where 

3.20 

Sp^ is the overlap integral between basis functions Xp and Xq, and M is the total number of 

basis functions. Non-trivial solutions of this equation only exist if 

d e t ^ 0 122 

is satisfied. The roots of this secular determinant give the orbital energies, s-, and the 

coefficients, , may then be found from equation 3.19 for each e.. 

Once again the Hartree-Fock-Roothaan equations need to be solved iteratively. This is 

called the LCAO-SCF method. In this method, the operator F is defined in terms of the 

basis functions Xq, which are chosen at the beginning of a calculation. The coefficients are 

estimated initially and a trial Fock operator is calculated. Equation 3.22 is then solved to 

obtain s. and for each , the c,̂  are re-determined. This is repeated until either the total 

energy, the eigenvalues s., or the eigenvectors converge. If a large number of basis 

functions is used, a better description of the one electron MO's is obtained. These large 

basis sets will result in near complete flexibility and this limit is called the HF limit. In 

practice though, the basis sets have to be truncated in order to make the calculation feasible. 

The choice of basis set therefore has a major effect on the quality of the calculation as 

discussed in section 3.5. 
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3.3.1 Variation Theorem [16,17] 

The Variation Theorem is used in the iterative procedure adopted in the Hartree-Fock-

Roothaan SCF procedure to find the approximate solutions of equation 3.6. The variational 

method can be summarised as follows. A true wavefunction of a system, with the 

Hamiltonian operator H will satisfy: 

=2^^^ 123 

A trial wavefunction, , can be written as a linear combination of the true 

eigenflinctions, of the Hamiltonian: 

WTrial 3 . 2 4 

j 

If the ground state wavefunction, is substituted into equation 3.23 and both sides are 

multiplied by y/J, integrated over all space and rearranged, the following Rayleigh Ratio is 

obtained: 

^ 0 = r . ^ 

where is the true ground state energy. A value for the trial energy , can be similarly 

calculated: 

^Trial — r , 3.26 

Substituting equation 3.24 into equation 3.26 and combining with equation 3.25 gives: 

1 4 
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As is the lowest possible eigenvalue, E^ >0 . Furthermore a*a^ > 0 , and therefore 

it follows that - EQ>0 i.e. > E^ 

So in practice the value of is minimised to obtain the best estimate of the ground state 

energy. This is done in the LCAO Hartree-Fock method by varying the coefficients in 

equation 3.18 to obtain the lowest total energy. The accuracy of the variational method 

therefore depends on the trial functions chosen. 

3.4 Open Shell Systems [18,19] 

For open shell systems a different but similar SCF procedure must be performed. Two 

different approaches to treat open shell molecules can be used. The first is spin restricted HF 

(RHF) theory and the second is unrestricted HF (UHF) theory. 

For RHF a single set of MO's is used. These are either singly or doubly occupied. For high 

spin, half filled open shell systems these can be described by a single RHF determinantal 

wavefunction. The calculations performed in this study were of this type, with systems 

consisting of a doublet state with a single unpaired electron or a triplet state with two 

unpaired electrons outside a closed shell. In general the wavefunction of an open shell 

system is represented by a linear combination of restricted determinants. These linear 

combinations are called configurational state functions (CSF's). 

The expectation value of the electronic Hamiltonian is made up of three terms 

corresponding to the total energy of the closed shell, the total energy of the open shell and 

the interaction between the two [18]. 

k,i 

2 ^ + / E ( 2 0 ^ - bK) + 2Y(2J-K) ;.28 

^ Y ^ 

energy of the open shell 

energy of the closed shell closed-open interaction 
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where k and I refer to the closed shell MO's, m and n refer to the open shell orbitals and h,m 

are one electron integrals. In this equation, the coupling coefficients a and b depend on the 

spin state being considered and / is the fractional occupation of the open shell. For high 

spin, half filled open shells / = %, a = 1 and b = 2. 

It is much more difficult to minimise the total energy by spatial variation of MO's for an 

open shell system than for a closed shell system. This is because different energy conditions 

apply to the singly and doubly occupied orbitals and orthogonality between them must be 

maintained during the variational procedure [19, 20]. The methods now widely used to 

achieve this are called partitioned HF methods [20 - 24]. In these partitioned methods the 

basis sets of MO's are partitioned into sub-spaces and the optimisation of energy within the 

sub-spaces is considered successively. The space is divided into singly occupied (SOMO), 

doubly occupied (DOMO) and virtual (VMO) molecular orbitals. Orthogonal 

transformations of MO's within these sub-spaces do not alter the total wavefunction and 

therefore do not alter the total electronic energy. The main problem is dividing the total 

space into three mutually orthogonal sub-spaces so that the total electronic energy is 

stationary with respect to small deviations from the partitions separating the sub-spaces. The 

widely used ATMOL method [23 - 25] partitions the Hamiltonian into six Hamiltonians 

representing the closed, open and virtual orbitals and their interactions. The Fock operator is 

defined so that it has vanishing matrix elements connecting molecular orbitals in different 

categories when the conditions for a stationary energy are satisfied. 

The second type of MO theory often used for open shell systems is spin unrestricted HF 

theory (UHF) [20, 26]. In this method a and electrons are assigned to independent sets of 

spatial orbitals and the two sets of MO's are defined by two sets of coefficients whilst using 

the same basis functions, Xq • 

3.29 

3 J 0 
1 

Each set of coefficients is varied independently and this gives rise to the UHF 

generalisations of the Roothaan-Hall equations (equation 3.19), one a set for the a electrons 
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and one set for the P electrons, with the Fock matrix elements of each set of secular 

equations dependent on both sets of coefficients. 

The RHF wavefiinction is a special case of the UHF wavefiinction and the UHF SCF total 

electronic energy will be lower than the RHF SCF energy. However, UHF wavefiinctions 

have the disadvantage in that they are not eigenfunctions of the total spin operator but 

they are only eigenfunctions of the & operator [20]. Therefore a UHF wavefiinction with an 

unpaired electron may not be a pure doublet and may be contaminated by higher spin 

multiplicities. The amount of contamination is evaluated by comparing the expectation 

value of the ^ operator with the value expected for the pure spin state. The UHF 

wavefunction is considered a good approximation if the (5^) value lies within 10 % of the 

expectation value (0.75 for a doublet state). 

Normally for open shell systems RHF wavefunctions are used because of the spin 

contamination problem with the UHF wavefunctions. However Meller-Plesset perturbation 

theory uses Hartree-Fock wavefunctions to go beyond the HF level of theory. It can use 

RHF or UHF wavefunctions [20, 27, 28]. The Mgller-Plesset method includes electron 

correlation and provides better approximate solutions to the Schrodinger equation. It will be 

described in section 3.9 in greater detail. The UHF MP2 method was mainly used in this 

thesis for the calculations involving open shell systems. 

3.5 Basis Sets [20,29] 

The choice of basis sets used for ab initio calculations are controlled by two factors. The 

first being the accuracy of the results and the second being the computational cost. For 

example an initial approximate determination of equilibrium transition state geometrical 

parameters on a potential energy surface can be made with a small basis set. This can then 

be made more accurate by using a larger basis set. 

In order to represent the spin-orbitals exactly a complete set of basis functions are required. 

If an infinite number of functions are used then the Hartree-Fock energy calculated would 

equal the energy given by the variational expression (equation 3.25) i.e. the Hartree-Fock 

limit. This limit though is not the exact ground state energy as it does not include electron 

correlation. A complete set of basis functions is computationally impracticable, therefore a 
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finite basis set is used. The error produced by this finite basis set is called the basis-set 

truncation error. In order to achieve a small basis-set truncation error, the number of basis 

functions needs to be large. However, this leads to a large number of two-electron integrals 

to evaluate and a compromise must therefore be made. 

Initially Slater type orbitals (STO's) [30] were used to approximate the set of atomic 

orbitals used to model the wavefunction. Cartesian Slater type orbitals can be described as:-

ZAm. = eaqpf-^r) 3.31 

where N is a normalisation constant and ^ is the orbital exponent. For an atomic SCF 

calculation, STO's are centred on each of the atomic nuclei whereas for molecules, STO's 

are centred on each of the atoms. STO's are physically reasonable representations of exact 

atomic functions but the two-electron integrals involving STO's cannot be evaluated 

analytically, they have to be evaluated numerically. For Hartree-Fock calculations on 

molecules with three or more atoms the evaluation of the two electron integrals is very time 

consuming. In order to make these ah initio calculations computationally efficient Gaussian 

type orbitals (GTO's) [31] were introduced. Cartesian Gaussian orbitals have the form:-

e]qp(--^/'2) 3.3:2 

The main advantage of these orbitals is that the product of two Gaussians at different centres 

is equivalent to a single Gaussian function centred at a point between the two centres. So the 

two electron integrals involving functions on three or four different atomic centres can be 

reduced to integrals over two different centres, which is therefore much easier to calculate. 

These integrals can be evaluated analytically. One disadvantage is that a GTO is a poorer 

representation of an orbital at an atomic nucleus, so a larger basis set has to be used to 

obtain the same accuracy as when using STOs. 

To reduce this problem contracted Gaussian functions are used as approximations to atomic 

orbitals. Each contracted Gaussian, j , is a fixed linear combination of the primitive 

Gaussian functions, g, centred on an atomic nucleus [29]. 

Z, Z 4 & 3-33 
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with the contraction coefficients, dj,, and the parameters characterising g held fixed during 

the calculation. The spatial orbitals are then expanded in terms of the contracted Gaussians: 

3 34 
j 

Using contracted Gaussians, the number of unknown coefficients c ., to be determined 

during the calculation are reduced and therefore large savings in computer time can be 

obtained, which can be of great benefit. The computer time used is mainly dependent on the 

number of basis functions used. For Gaussian primitives the integral evaluation goes as the 

fourth power of the number of Gaussian primitives [29]. So considering K identical atoms 

each with n doubly occupied orbitals and N unoccupied orbitals, the SCF step increases as 

(n + Ny K* and the full transformation of the integrals over the original basis functions to 

integrals over molecular orbitals goes as {n + nY [29]. Using the MP2 method, the SCF 

step scales as but requires nN'^K^ integral transformations. In contrast, a single 

and double configuration interaction (CI) HF calculation has configurations, 

Hamiltonian matrix elements of which will be non-zero. 

A minimal basis set is the simplest type of basis set. Here one function is used to represent 

each occupied orbital in valence theory. i.e. one function for H and He (Is orbital), five 

basis functions for Li to Ne (Is, 2s and three 2p orbitals), nine functions for Na to Ar and so 

on. A calculation using only a minimal basis set though does not give SCF wavefunctions 

and total energies close to the Hartree-Fock limit. To obtain more accurate wavefiinctions 

and total energies a larger basis set is required. 

Double-zeta basis sets [20] are also used which replace each basis function in the minimal 

basis set with two basis functions. Similarly the triple-zeta basis set [20] replaces each basis 

function with three basis functions. This is computationally demanding so a split-valence 

basis set is a compromise between the minimal basis set and the double and triple-zeta basis 

sets [20]. Here each valence atomic orbital is represented by two basis functions and each 

inner shell atomic orbital is represented by a single basis function. For split-level valence 

basis sets, simultaneous optimisation of the exponents and contraction coefficients based on 

atomic SCF energies can be performed. The basis sets of the m-npG form, which are used in 

this work, also have the additional constraint of shared orbital exponents between primitives 
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in the same atomic shell [29]. Increasing the number of primitives attached to the core and 

first valence function improves upon the total energies obtained for a basic 3-21G basis and 

the m-npG*l m-npG** basis sets. 

When bonds are formed in molecules the atomic orbitals are polarised, or distorted, by 

neighbouring atoms. Allowance for this can be included in the basis set by incorporating p-

type basis fiinctions for the distortion of a Is orbital and J-type functions for p-orbitals. 

These are classed as polarisation functions [20]. These describe the distortion of the atomic 

orbitals in a molecular environment. 

In order to keep the computational time to a reasonable value and obtain good accuracy of 

results, the basis sets used for the calculations in this work were of the split-valence form m-

npG* or m-npG** type. Here the inner atomic orbital consists of one contracted Gaussian 

consisting of m primitives and each valence shell atomic orbital consists of two contracted 

Gaussians ofn and p primitives respectively. One * indicates <i-type polarisation functions 

are included for non-hydrogen atoms and the second * indicates that p-type polarisation 

functions are included for hydrogen atoms. For some of the calculations ++ functions were 

also included. These denote diffuse functions included for the hydrogen and non-hydrogen 

atoms i.e. for all atoms. For example the 6-3IIG** basis set is used for calculations on 

azidoethanol, azidoethylester and their decomposition products and also in the study of the 

reactions CI2/CI + DMS and CI2/CI + DMDS. This basis (single zeta core, triple zeta basis 

and polarisation functions on all atoms) performs well at the MP2 level, which is mainly 

used in this work. Pople et. al. [32] compared the geometrical parameters obtained using this 

basis at the MP2 level with the results from an uncontracted (8s, 4p, Id / 4s, Ip) basis and 

found that they agreed almost exactly with each other. 

One other type of basis set, the cc-pVQZ basis, was used for the BrO calculations. This was 

recommended by Dunning [33] for use in correlated molecular calculations. The cc-pVQZ 

basis is classed as a correlation consistent quadruple zeta basis set and by expanding the size 

of the basis set the results obtained can be extrapolated to the complete basis set limit. These 

type of basis sets include several built-in polarisation functions of the p and d type as well as 

those with higher angular momentum. 
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3.6 lonisation Energies 

One of the most useful pieces of information for photoelectron spectroscopy that can be 

obtained from ab initio calculations is an ionisation energy. The simplest way of obtaining 

the vertical ionisation energy of a closed shell molecule is to use Koopmans' theorem [8]. 

This states that to a first approximation the ith VIE is equal to the negative of the associated 

orbital energy, s-, obtained from a calculation performed at the HF limit. One problem with 

this is that it neglects changes in electron correlation and reorganisation on ionisation, 

although it does produce reasonable results. This is because these two effects tend to cancel 

each other in most cases. 

If separate SCF calculations are carried out for the neutral and cation at the equilibrium 

geometry of the neutral, the difference between the SCF total energies of the neutral and 

cation gives an improved vertical ionisation energy. This method incorporates electron 

reorganisation from the neutral to the cation but does not include changes in electron 

correlation [15]. The adiabatic ionisation energy is obtained when an SCF calculation is 

carried out for the cation to obtain the equilibrium geometry. The difference between the 

neutral and cation total energies is then calculated at their respective equilibrium geometries 

and this gives the adiabatic ionisation energy. This is known as the ASCF method. 

To include the change in electron correlation on ionisation various methods are now 

available. These include configuration interaction (CI) [34], multi-configurational SCF 

method [35], M0ller-Plesset perturbation theory [36] and coupled electron pair theory [37]. 

For the calculations carried out in this thesis second order M0ller-Plesset perturbation 

theory calculations and configuration interaction calculations were used. 
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3.7 Electron Correlation 

The Hartree-Fock method does not take into account the instantaneous interactions between 

the electrons. It does not take into account fully the effects of electron interaction as it treats 

this in an average way. Each electron is assumed to interact with the other electrons in an 

average way. This is not a true representation of the instantaneous electron interaction in 

molecules. Methods such as configuration interaction and Meller-Plesset perturbation 

theory are now widely used in order to allow for electron correlation and will now be 

described. 

The electron correlation energy of a molecule, ) , is defined as the difference between 

the exact energy non-relativistic eigenvalue of the electronic Schi'odinger equation, ) , 

and the Hartree-Fock energy limit, ). 

^corr ^ exact ^HF 3 . 3 5 

Correlation effects can be separated into dynamical and non-dynamical effects. Dynamical 

correlation is largely structure independent and can be allowed for by excitations from the 

reference wavefunction that have small contributions to the wavefunction. The non-dynamic 

correlation energy effect occurs when the state studied is close in energy to another state and 

interaction occurs, i.e. non-dynamic correlation arises from the degeneracy or near-

degeneracy of configurations involving valence orbitals [38]. 

Two other factors also have to be taken into account when deciding which level of theory is 

to be used for the system in question. These are size consistency and if the calculated 

electronic energy is variational. If a calculation is performed on atom A and then on atom B, 

and then the total energies are then added together, then the method is size consistent if the 

result is the same as for the energy obtained for the molecule AB at infinite separation. This 

is not easy to achieve and plays a major role in the selection of the methods used to 

calculate the correlation energy. The other requirement is that the calculated electronic 

energy is variational, i.e. it should correspond to an upper bound to the total energy that 

would be derived from the exact solution of the Schrodinger equation. This is true if the 

energy is calculated as an expectation value of the Hamiltonian according to the Variation 

theorem. The main advantage of variational methods is that they provide a criterion by 

which the quality of the theoretical method can be judged. 
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If electron correlation is incorporated in the theoretical method used, all these requirements 

cannot always be satisfied. For the following methods described, allowance for dynamic 

correlation, non-dynamic correlation, size consistency and if they are variational will be 

summarised in section 3.7.2. 

3.7.1 Configuration Interaction [34] 

Configuration interaction is another method used in ab initio calculations. The basis of 

configuration interaction (CI) is that a wavefunction can be more accurately described by a 

linear combination of several Slater determinants, where each determinant represents a 

particular electronic configuration. 

The CI calculation most commonly used for a closed shell molecule initially solves the 

Hartree-Fock equations using a given basis set for a single determinantal wavefixnction y/^. 

This wavefunction is known as the reference determinant. The number of MO's of the 

system considered can be split into occupied and virtual (or empty) MO's. Excitation of one 

or more electrons from formally occupied to virtual orbitals lead to the excited 

configurations etc. Each if/- is classed as a configuration state ftinction or 

configuration function. If a full CI calculation is performed (i.e. all the possible excitations 

considered), a trial wavefunction can be written as: 

==aoV'o 3.36 
>̂0 

where the summation is over all the substituted determinants. Only configuration functions 

of the same symmetry as the state of interest are included in this expansion. A set of secular 

equations is then obtained by applying the variational method to the trial wavefunction 

(equation 3.36). 

E ( » . . = 0 3-37 

where is a configurational matrix element. 
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= j 3.38 

where E, is an energy, n is the number of electrons and is the Kronecker delta. 

The lowest root of equation 3.37 gives the energy of the electronic ground state. If the full 

CI method was used with a complete basis set then the exact solution of the non-relativistic 

Schrodinger equation would be obtained. Unfortunately the full CI method demands a huge 

amount of computation time and storage space. In practice, therefore, it is only possible for 

very small systems and the expression in equation 3.36 needs to be truncated for larger 

systems. 

The best way to restrict the size of the CI expansion is to include only the configuration 

functions that have a significant contribution to the wavefunction of the state of interest. 

Usually the largest contributor is the reference configuration. Brillouin's Theorem [52] 

states that for a closed shell system, the configurational matrix element between the 

unexcited reference configuration and a singly excited configuration is zero. This leads to 

no improvement in the HF total energy. The only non-zero elements are between the 

reference configuration and excited configuration flinctions for double and higher 

substitutions. However, non-zero matrix elements are also present between singly excited 

and doubly excited configurations. The most common calculation therefore involves both 

the single and double excitations (CISD). Quadruple excitations also contribute to the total 

energy and these also need to be taken into account. Langhoff and Davidson [39] derived an 

expression for this correction to the total energy;-

^correaion " ^0 )^CISD 3.39 

where is the coefficient of the reference determinant in a CISD calculation and l^ciso is 

the correlation energy correction at the CISD level. A calculation involving all these terms 

is classed as a CISD-Q calculation and usually corrects for most of the correlation energy. 

The configuration interaction method is variational but not size-consistent. 

Another method including CI is the complete active space SCF method (CASSCF [2]). For 

this approach a selected set of determinants is used instead of a single determinant. These 

are generated automatically by defining an active space. In this case a set of relevant 
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occupied and virtual orbitals are selected and, within this set of orbitals, all possible 

excitations are considered. At the same time the rest of the orbitals are kept doubly occupied 

or vacant. This approach is referred to as the complete active space SCF method. CASSCF 

yields a set of MO's that are usually very good for evaluating the correlation energy not 

recovered at the CASSCF level, most of which usually involves the electrons in MO's 

outside of the active space. 

In a multi-reference CI (MRCI) calculation, substitutions are made with respect to a 

specified set of configurations. MRCI takes into account the number of reference 

determinants produced (e.g. from a single SCF calculation) and considers the CI between 

excited configurations generated from these references. For each of the reference 

determinants, electrons are moved from occupied spin orbitals to unoccupied spin orbitals in 

order to create more determinants to be included in the CI expansion. Then CI is performed, 

optimising all the coefficients of the determinants included. Single and double excitations 

from the reference determinants are included. Therefore the final MRCI wavefiinction 

includes triply and quadruply excited determinants. This significantly reduces the size 

inconsistency error in CIS and CISD calculations. 

Another extension of the CI method is coupled cluster theory [20]. This is based on the 

reformulation of the wavefunction in an exponential form. A way to get around the size 

consistency problem is to choose the following form of the wavefunction: -

= 3.42 

where the operator f contains 7 ,̂7 ,̂7*3... components. i.e. 

^2 ^3 
~ \ + T^- — + — + 3.43 

2! ^ 

Equation 3.43 can be expanded in terms of 71,7^,7%... to give 

rj^l rj^l rp2 rpS rpS ^3 

1 + 7 , + r , + 7 , + . . . . + ^ + ^ + ^ + . . . . + ^ + - ^ + ^ + . 

+7,7^ +r,7^+. . . .+-7; ,r / + - r , 7 ; ' + 

;.44 
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The determinants can be grouped according to the index of the operator f and each group 

will contain different levels of excitation. For example for 

= \ + + — f ^ + +.... 3.45 

This contains double excitations as well as fourfold, sixfold and higher substitutions. This 

gives rise to the CCSD method (coupled cluster with single and double excitations) and the 

CCSD(T) method (CCSD with triple excitations also included). 

Another method used in this work is the quadratic CI method or QCISD [20]. This was 

originally formed to eliminate the size consistency in the limited CI method. In this method 

a few non-linear terms quadratic in the expansion coefficients were included in the CI 

equations, i.e. in W = ^ . In its most often used variety (QCISD) the terms , 7 ^ , ^ ^ 
/ = ! 

1 
and — r, of the CCSD method are computed. This makes the secular equations non-linear 

and they can only be solved non-iteratively. This method is good for states which are 

dominated by a single configuration. Therefore non-dynamic electron correlation is not 

included but dynamic electron correlation is included. 

The CI method also has a disadvantage - it is not size consistent, i.e. the wavefunction and 

energy calculated for the atoms of a molecule at infinite separation is not identical as when 

calculated for the isolated atoms, although it does have the advantage of being variational. 

Some of the calculations performed for this work involved CIS and QCISD methods. 
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3.7.2 Moller-Plesset Perturbation Theory [36] 

Configuration interaction calculations are not size consistent although they are variational. 

Perturbation theory is an alternative method of allowing for electron correlation energy in a 

given state. These calculations are size consistent but are not variational. 

In M0ller-Plesset perturbation theory, in order to find the correlation energy for the ground 

state, the zero-order hamiltonian is taken irom the Fock operators of the Hartree-Fock SCF 

method. The zero-order Hamiltonian, is given by the sum of one-electron Fock 

operators: 

3.46 

The HF ground-state wavefunction, 1//̂ , is an eigenfunction of with eigenvalue , 

given by the sum of the orbital energies of all the occupied spin-orbitals. 

The perturbation is given by: 

3.47 
/ = ] 

where H is the electronic hamiltonian. The HF energy, , associated with the ground-

state HF wavefunction is the expectation value 

Jg,,, = (9/0 ) 3.41! 

= 3.49 

As ^0 is an eigenfunction of this gives 

3.50 
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So therefore ftom equations 3.48 - 3.50: 

3.51 

The first correction to the ground-state energy is given by second-order perturbation theory 

as:-

In order to calculate equation 3.52, the off-diagonal elements, , need to be 

evaluated first. Initially it can be noted that the matrix element 

= 0 3.53 

because y/̂  is an eigenfunction of and y/j and are orthogonal. Therefore matrix 

elements of this type are zero. This means that if 

(y/y|j%]y/o):=: 0 thexi = 0 3.54 

From Brillouin's theorem only the doubly excited determinants have non-zero matrix 

elements with y/̂  and so therefore only double excitations contribute to This 

incorporation of the second-order energy correction is classed as MP2. MP2 is the main 

level of theory used in the calculations in this work. MP theory can also be extended to 

include third and fourth-order energy corrections and is classed as MP3 and MP4 

respectively. 

In summary the theoretical method chosen for the system being studied needs to be well 

defined and applicable in a continuous maimer to any arrangement of nuclei and any 

number of electrons. It also must not lead to a rapid increase in computation time and 

storage with molecular size. Ideally, the method chosen should also be size consistent and 

the calculated electronic energy must be variational. Taking all these factors into account 

the HF SCF method satisfies all the requirements except that it does not take into account 
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electron correlation. The full CI method is also well defined, variational, size consistent and 

includes electron correlation. The only drawback is that it is only suitable for small systems. 

The limited CI methods such as CIS, CISD, QCISD and MRCI all have a problem with size 

consistency and include dynamic and some small non-dynamic correlation. The size 

consistency error can be reduced for CISD by incorporating the Davidson correction 

whereas the MRCI method automatically reduces the error. The main level of theory used 

in these calculations is MP2. This is size consistent but not variational. It includes 

significant dynamic correlation and a small amount of non-dynamic correlation. 

3.8 Geometry Optimisation and Vibrational Frequency 

Calculations 

The potential energy surface calculated by these methods is very useful for determining 

various molecular properties. The most important of these being the equilibrium molecular 

geometry. These calculated molecular structures are very useful in supporting experimental 

results such as from microwave spectroscopy, electron diffraction and photoelectron 

spectroscopy. 

In order to calculate the equilibrium structure, the derivative of the total energy with respect 

to nuclear co-ordinates is required. These derivatives can be computed numerically by 

calculating the total energy at many geometries and determining the change in energy with 

the variation in each nuclear co-ordinate. This is quite slow. However, gradient methods 

[40, 41], which determine the energy derivatives analytically, are much faster. Initially 

gradient methods were used for closed shell SCF calculations and they were then 

generalised for use with open shell RHF and UHF calculations. 

For a diatomic molecule the molecular potential energy, E, depends only on the intemuclear 

distance, R. In order to find a stationary point on the potential energy surface, i.e. a potential 

minimum, then ^ = 0 must be found. For larger molecules the potential energy is a 

function of many nuclear co-ordinates, q., and stationary points with respect to all these co-

ordinates must be found. For these larger molecules at the equilibrium geometry, each of the 

forces, y], exerted on the nucleus by electrons and other nuclei must vanish, i.e. 
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/ , = - ^ = 0 3.55 

So the equilibrium geometry is found by computing all the forces at a specific geometry and 

seeing if they all vanish. If they do not vanish then the geometry is varied until a zero 

gradient is obtained. In practice, the magnitude of the forces is computed and an iterative 

search is initiated which ends when a specific tolerance level in the gradient is reached. 

The starting point of these calculations is the selection of a co-ordinate system. This must be 

chosen so that the internal bond lengths, angles and torsional angles are easily optimised. 

The optimisation calculation is then performed. After obtaining a stationary point on the 

potential energy surface this can now be identified as a minimum, maximum or a saddle 

point using the second derivatives of the energy with respect to the nuclear co-ordinates. 

These second derivatives, , comprise the Hessian matrix 121. A minimum 

corresponds to a positive second derivative, a maximum to a negative second derivative, 

where all the eigenvalues of the Hessian matrix are either positive or negative respectively. 

A transition state, such as a first order saddle point, is where there is one negative 

eigenvalue and all the rest are positive in the Hessian matrix. 

A number of algorithms are available for locating stationary points on a potential surface. 

When choosing an algorithm, stability, reliability, computational cost and speed of 

convergence should all be considered. There are three main groups of algorithms. The first 

is a numerical method which uses only the energy to converge. This is slow but useful if 

analytical derivatives are not available. The second group uses both the energy and the 

analytical first derivatives. This is much faster to converge and improves if the initial 

estimate of the Hessian matrix is good, which can be obtained from lower level ah initio 

calculations. Finally the most accurate and efficient algorithms are those using the energy 

and both the first and second analytical derivatives. 

Other properties can also be determined using the energy derivatives. The second 

derivatives of the energy with respect to the nuclear co-ordinates are the force constants for 

normal mode frequencies within the harmonic approximation. The third, fourth and higher 

derivatives give anharmonic corrections to the vibrational frequencies. Derivatives can also 

be determined with respect to electric field components. If these are mixed, with one nuclear 
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co-ordinate and one electric field component, dipole moment derivatives can be obtained 

which are used to determine infrared intensities within the harmonic approximation. 

Several computer programmes were available that allow SCF, Meller-Plesset and 

configuration interaction calculations to be performed. These include Gaussian, GAMES S 

(General Atomic and Molecular Electronic Structure System), CADPAC (Cambridge 

Analytical Derivatives Package) and MOLPRO. For this work Gaussian 94 was used with 

mainly MP2 calculations. These calculations were both restricted and unrestricted Hartree-

Fock and MP2 calculations. The basis sets used were mainly split valence basis sets such as 

6-311G**. The calculations carried out in this work have helped to assign the experimental 

spectra obtained, and the different levels and basis sets used are described in each chapter. 

For example in order to interpret the BrO spectrum fully, ab initio calculations were carried 

out at the CASSCF / MRCI level using the cc-pVQZ basis set. These were performed for 

BrO, Br02 and BrzO in order to identify which molecules were contributing to the 

experimental photoelectron spectrum. For the calculations on several aliphatic azides the 

levels used were MP2 and QCISD with 6-3IG** basis sets. 

3.9 Franck-Condon Factor Calculations for Diatomic 

Molecules 

A vibrationally resolved photoelectron spectrum of a diatomic molecule can be used to 

calculate the change in equilibrium bond length between the molecule and ion. The relative 

intensities of the vibrational components within a photoelectron band are determined by the 

Franck-Condon factors (FCF) for the ionisations involved. The Franck-Condon principle 

states that the intensity of a vibrational component in an electronically allowed transition is 

proportional to the absolute square of the overlap integral of the vibrational wavefunctions 

of the initial and final states. This assumes that the electronic transition moment is constant 

over the band. These Franck-Condon factors can be calculated using 'best fit' or ab initio 

methods. 

When an electronic transition occurs in a molecule the nuclei are subjected to a change in 

coulombic force as a result of the redistribution of electronic charge that accompanies the 

transition. Simultaneous electronic and vibrational transitions are known as vibronic 

transitions. In 1925, before the Schrodinger equation, Franck [42] put forward qualitative 

arguments to explain the various intensity distributions found in vibronic transitions. These 
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were based on the 6ct that because the nuclei are so much more massive than the electrons, 

an electronic transition takes place faster than the nuclei can respond, i.e. an electronic 

transition is more rapid than a vibrational transition. The stationary nuclear framework 

readjusts once the electrons have adopted their final distribution. 

In 1928 Condon [42] refined the Franck-Condon principle by treating the intensities of the 

vibronic transitions quantum mechanically. This was used to calculate the intensities of the 

transitions to different vibrational levels of the electronically excited molecule (Figure 1.2). 

Franck-Condon factors can be determined by calculating the square of the modulus of the 

vibrational overlap integral of the vibrational wave&nctions in the initial and ionic states. A 

Morse potential can be used to represent the potential of a diatomic molecule as seen in 

equation 3.56. 

K = 3.56 

where the variables are V and r, is the depth of the potential well, is the equilibrium 

bond length and a is a constant. Substituting this potential into the vibrational Schrodinger 

equation gives the allowed vibrational energy levels as: 

r 1" ' 
jEL ==l V + 3-57 

Twtwsre (D, BKid caiitx: ex îressKxi uitenns()f zuid <3. 

Solving the Schrodinger equation with the Morse potential as the specified potential for 

and uses a computational procedure due to Cooley, Zare and Cashion [43 - 45]. 

In this work two different ways of calculating Franck-Condon factors were used. The first 

way was to perform an ah initio calculation at a specific level of theory (e.g. the CASSCF / 

MRCI / cc-pVQZ level of theory used for BrO in chapter 4). The potential energy surface 

computed is then fed into the LEVEL [46] program where the separations of the vibrational 

and rotational levels are determined. From these calculations values of , co ,̂ and for 

the neutral and ionic states are obtained and used to specify Morse potentials for each state. 

The Franck-Condon program is then used to calculate the vibrational wavefunctions for 
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each state and hence the vibrational overlap integrals are computed. The Franck-Condon 

factors are then determined. 

The second method uses the experimental vibrational envelope to estimate the change in 

bond length on ionisation. Numerous spectra are recorded (20-30) and averaged to obtain 

values for the ionisation energies and vibrational separations for each ionic state. 

For the ground state of the neutral, the parameters r^, and are usually well 

established from microwave, infrared and / or electronic spectroscopy. Hence the Morse 

potential for this state can be readily constructed. For the ionic state, and can be 

determined from the separations in the vibrationally resolved spectrum. However, the 

equilibrium bond length in the ionic states is not known. This can, however, be determined 

in the following way:-

If a trial value of for the ionic state is entered into the FCF program a Morse potential 

can be constructed and the vibrational Schrodinger equation can be solved, calculating the 

vibrational waveftinctions and vibrational overlap integrals. The required FCF's can then be 

computed and compared to the experimental vibrational intensities. Initially a bond length 

for the ionic state is estimated to be (neutral) - 0.1 A] and the FCF's are calculated. The 

bond length is then increased in steps of 0.005A up to [0.1 A + (neutral)], calculating the 

FCF's for every step. The FCF's are then normalised and compared to the normalised 

experimental vibrational intensities. A least means method of comparison calculates how 

different the computed FCF's are from the experimental FCF's. This is done using the 

following equation:-

- F C F ^ , ) ' 3.58 
v = 0 

In order to locate the minimum value of , values from equation 3.58 are plotted vs . 

Once the minimum is located, around this minimum is changed in steps of 0.002A and 

the FCF's calculated again. Therefore a more accurate ionic state equilibrium bond length is 

obtained. 

Use of the Hel photoelectron spectra of NO, CO, 0% and CS to obtain and cô  for ionic 

states, where these values are well established from electronic spectroscopy, shows that the 

general result is that when vibrationally resolved photoelectron spectra of diatomics are 
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used to derive ionic spectroscopic parameters, values are obtained within ± O.OOSA and 

cô  is obtained within ± 30 cm"' of the spectroscopic values [47]. 

These procedures have both been used to analyse the vibrationally resolved photoelectron 

bands of BrO (in Chapter 4) and CF (in Chapter 5). 
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Chapter 4 

of IhrC) aind I&rĈ  IladKcals nith )/acuum 

Ultraviolet Photoelectron Spectroscopy 

4.1 Introduction 

The importance of bromine in the earth's atmosphere, particularly in reactions that lead to 

loss of ozone, is now widely recognised [1 - 3], Although less abundant than chlorine, it has 

a greater potential to destroy stratospheric ozone since catalytic cycles involving BrO are 

more efficient than those involving CIO. These cycles have been implicated in the formation 

of the spring-time Antarctic ozone hole [2, 4] and Arctic ozone loss [5, 6] and they can be 

summarised as follows:-

Br + (% BrO + O2 
BK) + 0 Br + O2 

O3 + 0 - > 2O2 

BrO can also couple with CIO in the catalytic cycle:-

BrO + CIO —̂  Br + CI + O2 
Cl + (% _+ CK) + Cb 
Br + O3 —> BrO + O2 

2O3 ^ 30% 

An understanding of the consequences of bromine-oxidant reactions requires a knowledge 

of the properties of the molecules involved such as their ionisation energies, electron 

affinities, equilibrium structures and vibrational constants. These quantities are valuable in 

thermochemical cycles used to determine the heats of formation of bromine oxides, 

particularly BrO, BrOi and BrzO. 

The ground state of the BrO radical (by analogy with CIO) has the electronic configuration: 

...(16/(7(y)^(8c)^(9(T)^(10(T)^(47r/(57t)^ 
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This gives a 1̂13/2 ground state. The BrO radical has been the subject of many studies 

including microwave [7], infrared [8], and cavity ring down spectroscopy [9, 10]. It has also 

been studied by electronic structure calculations [11 - 15] in which calculated equilibrium 

bond lengths, vibrational frequencies and themochemical values have been reported. Similar 

studies have also been carried out on BriO and BrOz [16-22]. 

The ionisation energy of BrO was first reported in 1978 [23] when ultraviolet (UV) 

photoelectron spectroscopy was used to study the O + Br2 reaction. A sharp band associated 

with a reaction product, with the adiabatic component equal to the vertical component at 

10.29 ± 0.01 eV, was assigned to the first ionisation of BrO, the 

BrO* <— BrO(X^TT) ionisation. More recently a photoionisation mass spectrometric 

(PIMS) study of BrO, produced by the O + Bra reaction, disagreed with the earlier PES first 

ionisation value and determined the first adiabatic ionisation energy as (10.46 ± 0.02) eV 

[24]. 

Of the values for the first ionisation energy of BrO derived from molecular orbital 

calculations [11, 12], the most recent and reliable value is (10.455 ± 0.035) eV [11], 

obtained by performing CCSD(T) calculations with large atomic natural orbital basis sets 

and extrapolating the results to the one-particle basis set limit. For the triatomic bromine 

oxides, BriO and BrOi, the first adiabatic ionisation energy (AIE) of BraO has been 

measured as (10.26 ± 0.01) eV by PIMS [25] and the first AIE of BrOi has been calculated 

at the CCSD(T) level as (10.16 ± 0.013) eV [26]. BrOi is also known as a secondary 

product of the 0 + Bri reaction [27], and BriO has been prepared by passing bromine over 

solid mercuric oxide [17]. 

The aim of this work was to explain the reason for the discrepancy between the early PES 

value for the first AIE of BrO of (10.29 + 0.01) eV [23] and the more recent PIMS value of 

(10.46 ± 0.02) eV [24]. For this purpose, the reactions Br + O3 and O + Bra were studied at 

different reaction times by ultraviolet photoelectron spectroscopy. 

67 



4.2 Experimental 

Hel photoelectron spectra were recorded for the Br + O3 and O + Bri reactions using a 

single detector photoelectron spectrometer, specifically designed to study short-lived 

species in the gas phase. This has been described in Chapter 2.2. Under typical operating 

conditions the resolution as measured from the full width at half maximum (FWHM) of the 

Jr^(^^Fy2) ^^(^'SoX^p) ' photoelectron band was approximately 30meV. Spectra were 

calibrated using the known ionisation energies of the reactants and stable product species, 

notably O, Br and O2, as well as methyl iodide which was added to the ionisation region. 

In practice, it was found that a higher partial pressure of BrO could be produced from the Br 

+ O3 reaction than from the O + Brz reaction. This was because although the rate constant of 

the Br + O3 primary reaction (A:, ) is an order of magnitude less than that of the O + Bri 

reaction , the secondary reaction which removes BrO associated with reaction 4.1 

[reaction 4.3] is much slower than the secondary reaction which removes BrO associated 

with reaction 4.2 [reaction 4.4], as seen below. 

The rate constants for these reactions at 298°K [28] are:-

Br + O3 —> BrO + 0% = (l.2 + 0.2)%10cm^molecule'^s"' 4.1 

O + Bri -4̂  BrO + Br = (l.2 + 0.4)%10-'' cm^molecule's ' 4.2 

BrO + O3 Br + 202 3̂ < 2x10"'^ cm^molecule'^s"' 4.3 

BrO + 0 -> Br + 0% A:, = 4.1x10 " cm^molecule"'s"' 4.4 

To study the Br + O3 reaction, Br atoms were produced by passing a flowing mixture of 

SiBr4 and argon through a microwave discharge (2.45 GHz) in the side arm of a glass inlet 

tube as described in Chapter 2.5. Preliminary experiments showed that a microwave 

discharge of SiBr4 and argon did not produce any photoelectron signals other than those 

seen in a photoelectron spectrum of discharged Br]. SiBr4 was preferred as a source of Br 

atoms since good yields of Br atoms were obtained and problems associated with 

contamination of the ionisation region and signal stability over a long period were 

considerably less than those encountered when using Bri [29]. Ozone was produced by a 10 

kV silent discharge of flowing molecular oxygen and collected by adsorbing it onto silica 
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gel contained within a U-tube cooled to 195°K by use of a dry ice / acetone slush bath [30]. 

After several hours of ozone production, the U-tube was removed from the ozonizer and 

attached to the spectrometer, where the ozone was allowed to desorb by slowly raising the 

tube out of the slush bath. 

Virtually pure ozone was admitted into the spectrometer through a thin (3mm o.d.) inlet 

tube positioned down the centre of the tube used to carry the Br / Ar mixture (Chapter 2.5). 

The inner tube could be moved with respect to the outer tube, whilst maintaining the low 

pressure in the inlet system, so that the position at which O3 was introduced into the Br atom 

flow could be altered within the range 0 - 30 cm above the photon beam. This feature of the 

inlet system enabled the production of BrO and the secondary products produced from the 

Br + O3 reaction to be studied as a function of mixing distance. This mixing distance range 

corresponds approximately to reaction times in the range 0 - 15 ms (Chapter 2.5). All 

internal surfaces of the glass inlet system were carefully pre-treated with phosphoric acid in 

order to minimise surface catalysed recombination reactions. Experiments conducted in the 

absence of ozone showed that the Br atom yield was unaffected by the position of the 

moveable inlet tube. 

A similar inlet system was used to study the products of the O + Bri reaction as a function 

of mixing distance above the photon beam (Chapter 2.5). In these experiments O atoms 

were produced in the outer inlet tube by passing a flowing mixture of O2 and argon through 

a microwave discharge. Brz was introduced into the oxygen flow above the photon beam via 

the moveable inner tube. All internal surfaces of this glass inlet system were carefully pre-

treated with boric acid. 
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4.3 Computational Details 

Ab initio molecular orbital calculations were carried out on BrO, and a number of isomers of 

Br20 and OBrO, as well as their low-lying cationic states. Most of the calculations were 

carried out using the GAUSSIAN 94 and 98 suites of programs [31] and some of the 

calculations were performed with MOLPRO [32]. All quantum chemical calculations 

presented in this work were performed with the cluster of DEC 8400 machines at the 

Rutherford-Appleton Laboratory, EPSRC, United Kingdom. 

In order to aid assignment of the bands observed in the Br + O3 and O + Bri reactions 

associated with reaction intermediates, adiabatic ionisation energies and vertical ionisation 

energies, and Franck-Condon factors were computed for the photoelectron bands of BrO, 

BrOi and BrzO and other isomers. Details of the calculations performed for each molecule 

and the results obtained will be presented later in sections 4.4, 4.6 and 4.7. 
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4.4 Results of the Br + O3 Reaction 

4.4,1 Experimental Results 

A photoelectron spectrum recorded for O3 mixed with SiBr4 and Ar at a distance of 15 cm 

above the photon beam, is shown in Figure 4.1 (a). The ozone sample is virtually free from 

oxygen and hence the spectrum shows only a very small contribution from 0%. The first 

three bands of O3 can be seen in the ionisation energy range 12.5 - 14.0 eV [30] and the first 

four bands of SiBr4 are observed in the range 10.5 - 12.5 eV [33]. 

Figure 4.1 (b) shows the photoelectron spectrum recorded for the same gas sample but with 

the SiBr4 / Ar mixture being passed through a microwave discharge before it is mixed with 

O3 15 cm above the photon beam. There is no undissociated SiBr4 in this spectrum and the 

presence of Br atoms is confirmed by a band at 11.81 eV corresponding to the ionisation 

5r( ^^3/2) [29, 34]. The first band of oxygen is also clearly seen in this figure 

indicating that the reaction Br + O3 -> BrO + O2 is occurring. For reaction products to be 

observed, it was found that the concentration of O3 must be in considerable excess relative 

to the concentration of Br and as a result signals arising from Help (23.09 eV) ionisation of 

O3 were present in the 10.0 - 12.0 eV ionisation energy region of the Hela spectrum. This 

region was further complicated by signals arising from Brz, formed by recombination of Br 

atoms. lonisation to the second spin - orbit component of the ground ionic state of Brz^ 

gives a band at 10.91 eV. lonisation to the first spin - orbit component of the ground state of 

Bri^ gives a band at 10.55 eV, but this is overlapped by at least three additional features 

associated with a short-lived reaction intermediate. Another unidentified structured 

photoelectron band associated with a reaction intermediate is observed in Fig 4.1 (b) at 

approximately 11.2 eV ionisation energy. These two bands, which have been assigned to 

BrO on the basis of evidence which will be presented later, have AIEs of (10.46 ± 0.02) eV 

and (11.21 ± 0.02) eV. They showed the same intensity ratio under all experimental 

conditions of (1.3 ± 0.1), corrected for analyser transmission, which is in reasonable 

agreement with the 3:2 intensity ratio expected for the lowest ionisation energy ionisations 

of BrO, and 

Figure 4.2 (a) reproduces the 10.0 - 12.0 eV region of the Br + O3 spectrum recorded at a 

mixing distance of 15 cm (Figure 4.1 (b)). Beneath this, in Figure 4.2 (b), is an estimate of 
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the signals arising from Help ionisation of O3 and O2 in Figure 4.2 (a). This was obtained by 

taking the 12.0 - 14.0 eV ionisation energy region of the spectrum shown in Figure 4.1 (b), 

moving it to the lower ionisation energy on the Hela scale by 1.87 eV (the Hela - Help 

energy separation), and adjusting the intensity so that the intensity of the O2 first band 

features and the O3 third band match those observed in the 10.0 -12.0 eV region as Hel 

signals. Figure 4.2 (c) shows the result of subtracting the Help estimate [Figure 4.2 (b)] from 

the experimental spectrum [Figure 4.2 (a)]. The same procedure was adopted for the 

spectrum recorded at a mixing distance of 0 cm and this is shown, after subtraction of Help 

contributions, in Figure 4.2 (d). At this mixing distance, no reaction had occurred and the 

two bands assigned to BrO are absent. Also, the Br atom band at 11.81 eV in Figure 4.2 (d) 

is, as expected, considerably more intense at this mixing distance than that observed in the 

spectrum recorded at a mixing distance of 15 cm [Figure 4.2 (c)]. 

Having obtained the two spectra (Figures 4.2 (c) and 4.2 (d)) which are wholly attributable 

to Hela signals, the Bri contribution to the spectrum recorded at a mixing distance of 15 cm 

[Figure 4.2 (c)] was removed by subtracting the spectrum recorded at 0 cm [Figure 4.2 (d)]. 

The result is the spectrum shown in Figure 4.2 (e), in which the positive signals are those 

arising from reaction products and the reactants (only Br atoms, in this region of the 

spectrum) appear as negative features. It should be noted that this subtraction procedure has 

not introduced any structure which could not be observed in the original spectrum recorded 

for the Br + O3 reaction. The expanded ionisation energy region, 10.0-11.7 eV, of Figure 

4.2 (e) showing the new features in the spectrum can be seen in Figure 4.3. 
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Figure. 4.1- Photoelectron spectrum of a mixture of O3 and SiBr4. 

(a) Hel photoelectron spectrum recorded from a mixture of O3 and SiBr4. All signals on 

the low ionization energy side of the scale-break at around 12.45 eV are shown with 

four times the intensity of those on the high ionization side. 

(b) Hel photoelectron spectrum recorded from the same gas mixture, with SiBr4 

undergoing microwave discharge. Signals to the right of the scale-break at around 

11.9 eV are shown ten times the intensity of those on the left. 
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Figure 4.2 - Photoelectron spectrum for the Br + O3 reaction. 

(a) 10.0 - 12.0 eV ionisation energy region of the Hel photoelectron spectrum recorded 

for the Br + O3 reaction at a mixing distance of 15cm above the photon beam. 

(b) Help signals arising from O3 and O2. 

(c) The spectrum obtained by subtracting 4.2 (b) from 4.2 (a). 

(d) Hel photoelectron spectrum recorded for discharged SiBr4 / Ar showing bands 

arising from Bri and Br. 

(e) Hel photoelectron spectrum obtained by subtracting 4.2 (d) from 4.2 (c). 
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Figure 4.3 - The 10.0 - 11.7 eV ionisation energy region of Br + O3 

with all contaminating features removed. 

> a> 

> 1 

0) 
c 

LU 

"c 
o 

75 



The adiabatic ionisation energy for the first BrO photoelectron band, assigned to the 

ionisation, is measured as (10.46 ± 0.02) eV which is in 

excellent agreement with the PIMS value of (10.46 ± 0.02) eV [24]. Three regularly spaced 

vibrational components are observed. Measurement of the vibrational spacings led to an 

estimate of the vibrational constant, co ,̂ in the ionic state of (840 ±30) cm"'. The second 

photoelectron band of BrO, corresponding to the ionisation < - 5 r O ( x ^ n ) , is 

observed at an AIE of (11.21 ± 0.02) eV. Three vibrational components were observed in 

this band with the possibility of a fourth. Measurement of the vibrational spacings led to an 

estimate of the vibrational component, co ,̂ in the ionic state of (880 + 30) cm'\ 

The ground state electronic configuration of BrO is described in section 4.1. The first three 

photoelectron bands of BrO are expected to arise from the (5;t)~' ionisation, which gives 

rise to the a'A and ionic states. As the Stt molecular orbital is antibonding in 

character, the vibrational constants, co ,̂ in the first and second photoelectron bands are 

expected to be greater than the vibrational constant in the X^Il state of BrO (725.7 cm"' 

[8]), as is the case. Also, as the spin-orbit splitting in BrO X^Il is 815 cm"' [35], the 

population of the state relative to that of the state is expected to be very 

small at room temperature and as a result the observed bands are expected to arise only from 

ionisation of the X^Ii^u state. Unfortunately, the third band of BrO, corresponding to the 

BrO^{b^ ionisation, could not be observed because of overlap with more 

intense bands at the 11.6 - 12.1 eV region, notably bands of Br atoms, O2 and the third band 

of O3 recorded with Help radiation. 

Photoelectron spectra were recorded at constant reagent partial pressures at a range of 

mixing distances in the region 0 - 3 0 cm. The relative intensities of all reactant and product 

bands were measured at each mixing distance, from difference spectra obtained by the 

procedure outlined previously, and these are shown in Figure 4.4. As can be seen from this 

Figure, the relative concentrations of the reactants decrease with mixing distance while the 

stable product (O2) increases steadily. The mixing distance profiles of the two BrO bands 

closely resemble each other, supporting their assignment to ionisation of the same neutral 

species. The short-lived nature of the molecule associated with these bands is confirmed by 

the way that their intensities initially increase for short-mixing distances (<10 cm) and then 

decrease at mixing distances greater than 10 cm, corresponding to reaction times greater 
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than 5 ms. 
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Figure 4.4 - Variation of the intensity of the photoelectron bands of O3, O2, BrO and Br as a 

function of mixing distance above the photon beam, for the Br + O3 reaction, 

recorded at constant reagent partial pressure. 

Using the procedure outlined previously in Chapter 3.9, the relative intensity of the 

vibrational components in the first two bands of BrO was used to estimate the change in the 

equilibrium bond length on ionisation. This method assumed that each state was well 

represented by a Morse potential, which is determined by values of and . For 

the state of BrO these values are well established [7, 8, 35]. However, for each 

ionic state, cô  was determined from the experimental vibrational spacings. For each 

ionisation, Franck-Condon factors were computed for a range of possible ionic values 

and the computed vibrational profiles were compared to the experimental envelopes by 

means of a least squares procedure. Using this method, which is described in Chapter 3.9, 

the values of which give the best fit to the experimental envelopes were (1.633 ± 0.005) 
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A and (1.638 ± 0.005) A for the and a'A states of BrO^ respectively. The Franck-

Condon factors computed with these bond lengths are compared with the experimental 

relative vibrational intensities in Figure 4.5. 

The values obtained in this work for the spectroscopic constants and for the BrO^ 

state [(840 ± 30) cm"̂  and (1.633 ± 0.005) A] compare reasonably favourably with 

the corresponding values derived from CCSD(T) calculations [11] (854 cm"' and 1.640 A). 

78 



1.0 -

0.8 — 

0.6 -

0.4 -

0 0 2 ^ 
LL 

1 0.0 ^ 

£ 

1 . 0 -

0 . 8 — 

0 . 6 -

0.4 -

0 . 2 -

0.0 -

BrO+ X < - BrO X ^ n 
3/2 

BrO+ a 1A ^ BrO X ^ n 
3/2 

li 

Expt. FCF Best fit FCF ajO/M/oFCF y FCF R e n o 

Figure 4.5 - Comparison of the experimental vibrational component intensities in the first 

two photoelectron bands of BrO with the best-fit vibrational envelope, obtained by variation 

of the equilibrium bond length in the ionic state. 

Also shown are the Franck-Condon factors obtained from CASSCF / MRCI calculations 

performed as part of this work [36] and the CCSD(T) calculations of Reference [11]. 
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4.4.2 Ab initio Calculations on BrO 

Supporting the experimental results obtained by photoelectron spectroscopy CASSCF / 

MRCI potential curves were computed by E. P. F. Lee [36], of the Southampton PES group, 

using the cc-pVQZ basis set, as described in Chapter 3, for the X^U state of BrO and the 

a ' a and 6'Z* states of BrO^. The potential curves computed were used primarily 

to generate vibrational wavefunctions and then Franck-Condon factors for the ionisation 

processes and The CASSCF / 

MRCI calculations were carried out using the MOLPRO suite of programs [32]. 

Spectroscopic constants, , cô  and co^x ,̂ were derived from the potential curves using the 

program LEVEL [37], which solves the radial Schrodinger equation with a given potential 

curve to obtain rotational and vibrational eigenvalues. The spectroscopic constants, as well 

as the adiabatic ionisation energies obtained, are shown in Table 4.1 and Table 4.2. 

Parameter cô  / cm"' / cm"' / A 
State 

BrO 725J 4.74 1.7207 IR data [8] 

715.1 5^3 L728 CASSCF / MRCI calculations 
performed in support 

of this work - Dr. E. Lee 
728 - 1.725 CX:SEKT)caImUadons[ll] 

BrO+ Z Z 895 ±30 - 1.633 ±0.005 This work; see text 

875 5^3 L651 CASSCF/AfRCICakubdMB 
performed in support 

of this work - Dr. E. Lee 
854 - l^dO CCSD(T) calculations [11] 

BrO"̂  a 'A 875 + 30 - 1.638 ±0.005 This work; see text 

850 5^9 1.659 CASSCF / MRCI calculations 
performed in support 

of this work - Dr. E. Lee 
804 - L659 CCSD(T) calculations [11] 

BrO^ 6'2+ 794.6 6.66 1.673 CASSCF / MRCI calculations 
performed in support 

of this work - Dr. E. Lee 

Table 4.1 - Computed and experimental spectroscopic constants of BrO and BrO\ 
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AIE/eV AIE/eV AIE/eV 
lonisation Experimental 

This work 
CASSCF / MRCI 

Performed in 
support of this work 

(Dr. E. Lee) 

CCSD(T) 
Reference [11] 

arO' 10.46 ± 0.02 (a) 10.18(b) 10.455 ± 0.035 

BrO 11.21 ±0.02 10.93 1L42 

- 11.46 -

Table 4.2 - Computed and experimental adiabatic ionisation energies (AIEs) of BrO. 

(a) In reference [24], the first AIE of BrO, prepared from the O + Br2 reaction, has been 

measured by PIMS as (10.46 ± 0.02) eV. 

(t,) Trbev\J]3 oTbtaincxlzittiie RjC:(:!SI)(T)/ (s, I), dL, t *;) lei/el TAitliiZLAJSSClF /lV[RLC:i 

computed geometries is 10.34 eV. 

In each case, the computed vibrational constants are, within experimental error, in 

agreement with the experimental values. The computed equilibrium bond lengths are 

slightly longer ( by ~ 0.015 A) than the experimental values. The computed AIEs are both 

lower than the experimental values by ~ 0.25 eV, although the separation between the 

calculated values (0.75 eV) agrees well with the experimental separation [(0.75 ± 0.02) eV]. 

The spectroscopic constants derived from the CASSCF / MRCI calculations performed in 

this work have been used to compute the vibrational envelopes for the first two 

photoelectron bands of BrO. Franck - Condon factor calculations have also been performed 

using the results of the CCSD(T) calculations of reference [11] (Figure 4.5). As can be seen 

from Figure 4.5, the results obtained with both the CASSCF / MRCI calculations of this 

work and the CCSD(T) calculations of reference [11] show good agreement with the 

experimental envelope. 
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4.5 Results of the O + Brz Reaction 

Figure 4.6 (a) shows a photoelectron spectrum recorded for a mixture of O2 and Br2 under 

conditions where the Bri was introduced into an O2 flow 10 cm above the photon beam. The 

only significant signals in this spectrum are those associated with ionisation of 

in the 12.0 - 13.0 eV region and with ionisation of Bri in the 10.5 - 11.0 eV region. Figure 

4.6 (b) shows the spectrum recorded for the same mixture with the O2 discharged before it is 

mixed with the Bri. The microwave discharge produces a significant amount of 

and oxygen atoms Signals arising from ionisation of these discharge products can 

clearly be seen in the 11.0 - 12.0 eV region (corresponding to the O; 

ionisation) and at 13.61 eV (corresponding to the 0"'(''5') o(^P) ionisation). 

Experiments performed on discharged oxygen alone demonstrated that the intensity of the O 

atom signal at 13.61 eV was approximately equal to the most intense O2 signal, the 

= 1 <- v"= 0 feature. The intensity of the O atom signal at 13.61 

eV decreased as the O2 / O mixture is reacted with Br2 and this decrease is accompanied by 

the appearance of Br atom bands. In addition to these features, the spectrum recorded for 

Br: reacted with discharged oxygen [Figure 4.6 (b)] shows two features which were part of 

a short vibrational progression with an adiabatic ionisation energy of (10.26 ± 0.02) eV. 

This band was shown to arise from the O + Bra reaction by performing experiments in 

which the O atoms, but not the Oj j from the O2 discharge, were deactivated by using 

a glass-wool plug placed in the 0% discharge side arm. Spectra recorded under these 

conditions showed no evidence of reaction and the band at 10.26 eV was not observed. 

The spectrum presented in Figure 4.6 (b), as well as the position and envelope of the band at 

10.26 eV, agrees very well with that published in the original O + Brg PES study [23]. 

However, based on the results obtained from the Br + O3 reaction in this work, which placed 

the first AIE of BrO at (10.46 ± 0.02) eV, and the supporting theoretical and PIMS evidence 

[24], the assignment of the band at 10.26 eV to ionisation of BrO made in the earlier study 

[23] is clearly incorrect. 
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Figure 4.6 - Hel photoelectron spectra recorded in the 10.0 - 13.8 eV ionisation energy 

range for Br2 + O at a mixing distance of 10 cm above the photon beam. 

Figures (a) and (b) were recorded with the oxygen discharge off and on respectively. 
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In order to obtain the vibrational envelope of the band at 10.26 eV, in the absence of Bri and 

O2 features, the signals due to Bri and are subtracted off Figure 4.7 (a) is 

a reproduction of the 10.0 - 11.5 eV ionisation energy region of the O + Bra spectrum 

shown in Figure 4.6 (b). Figure 4.7 (b) shows a spectrum of discharged O2 recorded under 

approximately the same experimental conditions as Figure 4.7 (a). The first two vibrational 

components of the photoelectron band, O2 , are clearly 

seen in the 11.0 - 11.5 eV ionisation energy region and the second of these is used to 

normalise this spectrum to the (a'A^^ band in the O + Bra spectrum. Much weaker 

signals due to Help ionisation of are present at lower apparent ionisation energy. 

A photoelectron spectrum of the first band of Bra is shown in Figure 4.7 (c). This spectrum 

has been normalised so that the intensity of the second spin-orbit component is the same as 

that of the corresponding band in the O + Bra spectrum [Figure 4.7 (a)]. The result of 

subtracting the Bra and the discharged 0% spectra from the O + Bra spectrum is shown in 

Figure 4.7 (d). As can be seen, the vibrational envelope of the first band of the reaction 

product at 10.26 eV only shows two components clearly with the possibility of a third 

component, with the vertical ionisation energy the same as the adiabatic ionisation energy. 

The two components were separated by (820 + 30) cm"' and they maintained the same 

intensity ratio as the experimental conditions were changed. No evidence was obtained for 

another photoelectron band associated with this band. Very weak features were, however, 

observed at 10.46 eV and 11.21 eV which were assigned as the BrO bands, observed with 

more intensity in the Br + O3 reaction. 
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Figure 4.7 - Photoelectron spectrum for the O + Brz reaction. 

(a) Hel photoelectron spectrum recorded in the 10.0 - 11.5 eV region for the O + Brz 

reaction at 10 cm mixing distance above the photon beam. 

(b) Hel photoelectron spectrum of discharged O2 under the same experimental 

conditions. 

(c) Hel photoelectron spectrum of Bra, normalised so that the Brz band intensity is the 

same as in (a). 

(d) The resulting spectrum where (b) and (c) have been subtracted from (a). 
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The relative intensity of all the main observable features in the O + Bra reaction were 

monitored as a function of mixing distance at constant reagent partial pressure and the 

results obtained are summarised in Figure 4.8. 
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Figure 4.8 - Variation of the intensity of the photoelectron bands O, Bra and BrOi as a 

function of mixing distance above the photon beam for the reaction O + Bra. 

As expected the O atoms decrease with increasing mixing distance. The 10.26 eV band 

increases to ~ 5.0 cm mixing distance and then decreases, demonstrating that it is associated 

with a reaction product of limited lifetime under the conditions used. 
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4.6 T/gf/fo Calculations on BrO] 

As the band at 10.26 eV observed from the O + Bri reaction cannot be assigned to BrO, it is 

clear that it can only be associated with a secondary reaction product. As BriO has a first 

AIE of (10.26 ± 0.02) eV measured by PIMS [25] and BrOi is a known secondary product 

of the O + Brz reaction [27] with a computed first AIE at the CCSD(T) level of (10.16 ± 

0.13) eV [26], these were the two major candidates considered for assignment of the 

unknown 10.26 eV photoelectron band produced from the O + Brz reaction. In fact, the band 

at 10.26 eV could be unambiguously assigned to the ionisation of BrOa with a structure 

(see section 4.6.1). 

Ab initio calculations were performed in support of this work by E. P. F. Lee et. al. [36], for 

BriO and BrOi in order to compute their first AIEs. The results of these calculations are 

included in this Chapter as they support the assignments made. Other than comparing the 

computed AIEs and the harmonic vibrational frequencies of the cation with the observed 

values, spectral simulations were also carried out for comparison with the observed 

vibrational envelope, in order to obtain an unambiguous assignment for the observed 

photoelectron band at 10.26 eV. For both Br^O and BrOi, the Franck-Condon factor 

program was employed, as described previously in Chapter 3.9 and in ref [38], to compute 

the experimental vibrational envelopes. 

4.6.1 Ab Initio Calculations for OBrO (Civ) and its Cation 

Minimum energy geometries and harmonic frequencies were computed at several levels of 

theory with different basis sets for the ground states of BrOa and BrOz^. 

Initially it was noted that the first AIE of BrOi has been calculated at the CCSD(T) / 6-

311+G {2df) // CCSD(T) / 6-3llGi2dj) level as (10.16 + 0.13) eV and the symmetric 

stretching frequency of the cation had been computed as 822 cm"' at the CCSD(T) / TZ2P 

level [26]. Both the computed AIE and the vibrational frequency match reasonably well 

with the corresponding values obtained from the Hel O + Bri photoelectron spectrum for the 

10.26 eV band. However, the Hel photoelectron spectrum of OCIO has been reported [39, 

40] and the first band has a vibrational envelope which differs significantly from what is 

observed for the 10.26 eV band seen in the O + Bra reaction. 
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The results for BrOz and BrOi^ are summarised in Tables 4.3 - 4.7, where they are 

compared with the most recent computed values in the literature. Experimental values are 

available only for the neutral ground state seen in Table 4.3. It can be seen that the 

computed values are fairly sensitive to the level of calculation used. The computed 

minimum energy geometries, harmonic vibrational frequencies and force constants are 

required for the Franck - Condon factor calculations and spectral simulations. From Tables 

4.3 and 4.4 it appears that the QCISD / 6-3IIG {2d) level of calculation is the most 

appropriate for these calculations and simulations. This is because the computed results for 

the neutral ground state, where experimental values are available, of the geometrical 

parameters and harmonic vibrational frequencies obtained at this level of theory match best 

with experimental results. 

Method r, / OBrO Sym. Sym. Asym, Ref. 
/deg Str. Bend Str. 

/ cm"' / cm"' / cm"' 
MP2 / 6-31G* L672 116.6 874 320 894 This work 
QCISD / 6-31G* L684 115.4 770 308 845 This work 
QCISD / 6-311G {2d) L652 114.8 803 323 876 This work 
QCISD / 6-311+G {Mf) 1.634 113.7 917 337 852 This work 
CCSD(T) / TZ2P 1.660 114.8 797 317 845 [26] 
CCSD(T) / 6-311G (24/) 1.644 114.8 - - - [26] 
CCSD(T) / 6-311+G(3</y) 1.646 114.3 - - - This work 
CAS/MRCI/ECP, pVQZ l j a 6 114.7 806.5 31&5 86^4 [41] 
QCISD(T) / ECT+ (24/) 1.659 115.2 850 308 781 [21] 
Experimental 1.644 114.3 811.6 320.2 865^ [2] 
Experimental l j # 9 114.4 795.7 317X) 8452 [21] 
Experimental 1/W9 114.8 799.4 317.5 84&6 [26] 

This work - Dr. E. Lee 

Table 4.3 - jBrO; computed minimum energy geometries 

and harmonic vibrational frequencies. 



Method OBrO Sym. Sym. Asym. Ref. 
/deg Str. Bend Str. 

/ cm' / cm"' / cm' 
MP2 / 6-31G* 1.656 117.5 870 325 1161 This work 
QCISD / 6-31G* 1.638 116.0 812 330 899 This work 
QCISD / 6-311G ild) 1.603 116.1 866 350 968 This work 
QCISD / 6-311+G {Mf) 1.584 115.6 928 369 1029 This work 
CCSD(T) / TZ2P 1.619 115.8 822 332 910 [26] 
CCSD(T) / 6-311G {2df) 1.607 115.6 - - - [26] 
CCSD(T) / 6-311+G(3(y) 1.605 115.5 862 350 955 This work 
IFCA expt. 1.6135 117.5 820 - " This work 
This work - Dr. E. Lee 

Table 4.4 - BrO^ix^A^^ computed minimum energy geometries 

and harmonic vibrational frequencies. 

Method AIE/ VIE/ Reference 
eV eV 

MP2 / 6-31G* 9.29 - This Work 
QCISD / 6-31G* 9.98 - This Work 
QCISD / 6-31IG ( 2 4 10.00 - This Work 
QCISD / 6-311+G {Mf) 10.39 - This Work 
CCSD(T) / 6-311+G(3<//) 10.16 - This Work 
G2 10.33 - This Work 
RCCSD(T) / cc-pVQZ // QCISD / 6-311G (2df) 10.16 - This Work 
CCSD(T) / 6-311++G (3(0 // CCSD(T) / 6-31 IG (2<0 10.16 - [26] 
RCCSD(T) / cc-pVQZ // Expt. Geom. - 10.24 This Work 
Expt. 10.26 10.26 This Work 

lis work - Dr. E. Lee 

Table 4.5 - Computed AIE's and VIE's of 5r6>2 ) <— BrOj 

Method 
Parameter 

HF / 6-31G* MP2 / 6-31G* QCISD / 6-31G* 

OBr /A 1.733 1.728 1.757 
OBrO / deg 101.5 104.4 104.7 
Sym. Str. / cm"' 685 849 695 
Sym. Bend / cm"' 312 297 271 
Assym. Str. / cm ' 666 722 537 

Table 4.6 - BrOj calculated optimised geometries and harmonic vibrational 

frequencies. 
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Method AIE/eV VIE/ eV Reference 
MP2 / 6-31G* 11.57 This work 
MP2 / 6-311+G (3<(0 // MP2 / 6-31G* 12.37 This work, G2 
MP4 / 6-311G* // MP2 / 6-31G* 11.22 This work, G2 
MP4 / 6-311+G* // MP2 / 6-31G* 11.55 This work, G2 
MP4 / 6-311G ( 2 ^ // MP2 / 6-31G* 11.71 This work, G2 
G2 11.59 This work 
QCISD / 6-31G* 10.47 This work 
QCISD(T) / 6-311G* //MP2 / 6-31G* 10.70 This work, G2 
RCCSD(T) / cc-pVQZ // 11.56 This work 
QCISD / 6-31G*, 6-311G (2(f) 
RCCSD(T) / cc-pVQZ // eipL - 11.71 This work 

This work - Dr. E. Lee 

Table 4.7 - Computed ^ ionisation energies. 

The AIE and VIE for the ionisation were computed at various 

levels of theory, with different geometries and can be seen in Table 4.5. The RCCSD(T) / 

cc-pVQZ // QCISD / 6-31IG ( 2 ^ AIE is identical to the AIE computed in reference [26] of 

10.16 eV. This suggests that this value is close to the computational limit. The RCCSD(T) / 

cc-pVQZ VIE obtained using the experimental geometry of the neutral ground state is 10.24 

eV, which agrees weU with the experimental VIE of 10.26 eV. Looking at the conq)uted 

values for BrOz and BrO;^ (Tables 4.3 - 4.5), it appears that the computed minimum energy 

geometries for both the neutral and cationic ground states require a higher level of 

calculation. 

Calculations were also carried out on the lowest triplet state of BrOz^ in order to conSrm 

that the lowest singlet state is the true ground cationic state and to assist in the search for 

higher bands of BrO]. These results are shown in Tables 4.6 and 4.7. The optimised 

geometry of the state appears to be reasonably stable with respect to all levels of 

calculation used and corresponds to a large change in both the Br-0 bond length and the 

OBrO bond angle on ionisation to this state. This would lead to a broad photoelectron band 

showing structure in both the symmetric stretching and bending modes. It is e^gected that 

the QCISD / 6-3IG* computed harmonic frequencies are the most reliable (Table 4.7) with 

the highest stretching 6equency — 700 cm"'. From Table 4.7 it can be seen that the 

computed AIE and VIE values are very sensitive to the level of calculation used. 

Nevertheless, at the highest level of calculation used, the AIE and VIE to this triplet state 

are computed to be 11.59 eV and 11.71 eV respectively. Therefore, the photoelectron band 

corresponding to ionisation to the lowest triplet state of the cation would be expected to be 
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1.2 eV higher than the ionisation energy to the lowest singlet state. This can be compared 

with CIO2, where the state of C102^ is - 2 eV higher than the state. 

4.6.2 Spectral Simulation of the W,) <- (^^8,) lonisation 

The simulated spectrum obtained using the QCISD / 6-31IG (2^0 geometries and force 

constants are shown in Figure 4.9. It can be seen that the main vibrational progression, 

corresponding to the two components observed experimentally, arises due to excitation of 

the symmetric stretching mode in the cation, with very weak relative intensities of 

vibrational congxments corresponding to excitation of the symmetric bending mode. This is 

because the computed change in bond angle upon ionisation is small. 
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(a) 11 r r 1 1 1 1 1 1 (2,̂ 2 ,0) <-(0,0,0) 
0 
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(O.V; ,0) <- (0,0,0) 

I I I I j I I I I I 1 1 1 

10.0 10.2 10.4 10.6 10.8 11.0 11.2 

eV 

(b) 
(v,',1.0) <- (0,0,0) 

(v/,0,0) <- (0,0,0) 

10.0 10.2 10.4 10.6 

eV 

10.8 11.0 

Figure 4.9 - Simulations ofBrOi. 

(a) Simulation of the first BrO: band. Gaussian vibrational envelopes with a FWHM of 

10 meV were used in this simulation. 

(b) Simulation of the first band of BrOz, using the IFCA procedure and the experimental 

geometry of reference [42]. Gaussian vibrational envelopes with a FWHM of 65 

meV were used in this simulation. 
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It is of interest to note that the strongest vibrational component is the (0, 0, 0) - (0, 0, 0) 

ionisation and the AIE coincides with the VIE. This vibrational pattern is signiGcantly 

different from that of the first band in the Hel photoelectron spectrum of CIO2, where the 

most intense component is the second vibrational component. However, the computed BrOz 

envelope matches reasonably well that of the 10.26 eV band observed in the O + Br2 

photoelectron spectrum. 

Using the experimental geometry from reference [42] for the interactive 

Franck - Condon analysis (IFCA) procedure was performed by varying the cationic 

geometry to obtain the simulated spectrum which matches best with the experimental Hel 

photoelectron spectrum recorded in this work. The best simulated spectrum is shown in 

Figure 4.9 (b). An estimated experimental resolution of 65 meV was used with a Gaussian 

line shape in this simulation. The IFCA geometry used for the cationic state to produce 

Figure 4.9 (b) is = 1.6135 A and ^ = 117.5°. Although the vibrational components due 

to excitation of the bending mode were not resolved in the experimental spectrum, the 

simulations suggest that the shghtly asymmetric band shape observed in the Hel 

photoelectron spectrum [seen on the high energy side of Figure 4.7(d)] almost certainly 

arises 60m contributions 6om excitation of the bending mode. The bond angle change on 

ionisation was obtained by matching the asymmetry of the first two observed vibrational 

bands. The uncertainties in the IFCA derived ionic bond length and bond angle, based 

simply on the matching between the simulated and observed spectra are ± 0.0010 A and ± 

1.0 respectively. The large uncertainty in the bond angle is due to the unresolved bending 

mode contributions in the experimental spectrum. However, because of experimental 

uncertainties in the relative component intensities and the uncertainty in the experimental 

5)r the neutral state, the errors in and in the ionic state are estimated as ± 0.005 A and 

± 2.0 ° respectively. Comparison between the mzfzo computed geometrical parameters 

and the e)q)erimentaUy derived values suggests that there is an overestimate in the computed 

values in the decrease in the bond length and an underestimate of the increase in bond angle 

upon ionisation. 
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4.7 Calculations of BrzO 

akea&f bami ed 1026 okerw^ uithe O + B% roMdon am be 

unambiguously assigned to ionisation of Br02 (Qv). However, computed results obtained 

for different isomers of BrzO will now be presented to show that these cannot be assigned to 

the 10.26 eV band. The computed positions and envelopes may well be of use in identifying 

products of future experiments. 

4.7.1 Calculations of the Different Isomers of BriO 

Calculations were performed on: 

(a) Ĉ v BrOBr and Q singlet states, with ionisation to the lowest doublet ionic states. 

Singlet BrOBr (C^v) is known to be lower than singlet BrBrO by ~ 0.7 eV [43]. 

(b) Triplet BrBrO and triplet BrOBr states, with ionisation to the lowest doublet and 

quartet ionic states. These calculations were perArmed because the + 

reaction is expected to proceed on a triplet surface and may yield triplet 

BrzO as the final product. These open shell triplet states lie higher in energy than the 

corresponding closed - shell singlet states. 

In all cases the computed envelopes did not match that of the envelope of the band seen at 

10.26 eV 6om the O + Br2 reaction. Hence, only the results of the Ĉ v BrOBr and Q BrBrO 

calculations will be presented here. 

The optimised geometries and harmonic vibrational frequencies of both structures of BriO 

have been conqiuted by T. J. Lee [44]. More recently Kolm aZ. [43] reported a combined 

matrix isolation infrared spectroscopy and ab initio study on the photo initiated isomerisation 

between these two structures. In both studies, the BrOBr structure was 5)und to be lower in 

energy and the ground electronic states of both structures are closed - shell singlet states. As 

far as can be ascertained, no mffzo calculations have been per&rmed on the cationic 

states of BrOBr or BrBrO. Since BrOBr is the more stable, it may be expected that BrOBr 

would be the product when BriO is produced. However, BrBrO has a computed harmonic 

vibrational frequency of 793 cm"' for the BrO stretch [44], which is close to the vibrational 

separation observed for the 10.26 eV band observed in the O + Bri reaction, whereas the 

vibrational frequencies of BrOBr are all lower (the Sym. Str. Mode in BrOBr is 525 cm"', 

see Table 4.8). 
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Using the methods adopted in the BrOi calculations, minimum energy geometries and 

harmonic &equencies were computed at several levels of theory with diSerent basis sets, 6)r 

the ground electronic states of both the neutral and cationic states of both structures. The 

optimised geometries and harmonic vibrational 6equencies computed in support of this 

work are summarised in Tables 4.8 - 4.11. For BrOBr, the results obtained agree well with 

the values of T. J. Lee [44], suggesting in this case that both the ECP basis set and B3LYP 

method used are reasonable alternatives for the more demanding all electron basis sets and 

traditional correlation methods, respectively. On comparing with the available experimental 

values for [Table 4.8] and [Table 4.10], agreement is good 

except for the BrO bond length in BrOBr, where the computed values are consistently too 

large. For BrBrO, and the ground cationic states of both structures, the demand on theory 

seems to be higher, as the computed results vary with different levels of calculation. In 

particular, the MP2 level seems inadequate for the state of BrOBr\ where the 

mode has an imaginary value. 

Method BrO 
/ A / cm"' / em"' / cm"' 

MP2 / lanl2dz+2</ 1.880 111.7 516 181 647 
B3LYP / lanl2dz+2<f 1.873 114.5 526 178 598 
B3LYP / 6-311G (3gy) 1.854 114.7 535 183 616 
QCISD / lanl2dz+2</ 1.869 113.3 535 181 664 
CCSD(T) / TZ2P Ref [44] 1.865 112.9 513 180 613 
Microwave Ref [17] 1.83786 112.249 - - -

I R A r Ref [43] " - 525.3 - 622.2 

Table 4.8 - Calculated optimised geometries and harmonic vibrational frequencies 

of the state of BrOBr (Qv). 
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Method BrO 
/ A 

^ / ° 

/ cm^ 
^2(^1) 
/ cm"' 

1̂3 k ) 
/ cm"' 

UHF / W I G * 1.807 122.1 443 177 514 
CASSCF (5,5) / bml2dz+2(/ 1.887 116.5 422 166 566 
MP2 / 6-31G* 1.740 120.8 785 244 8461* 
MP2 / \&nl2Az+2d 1.738 121.1 793 240 1005 I* 
B3LYP/6-31G* 1.816 120.4 542 203 639 
B3LYP / Ianl2dz+2(f 1.814 121.2 548 198 622 
B3LYP / 6-311G (3<(^ 1.797 121.7 546 200 639 
QCISD / Ianl2dz+2<f 1.823 119.7 538 192 545 
QCISD / 6-31G* 1.835 119.3 535 191 555 
QCISD / 6-31G M 1.812 119.6 535 194 542 

Table 4.9 - Calculated optimised geometries and harmonic vibrational frequencies 

of the state of BrOBr^(C2v). 

I* - the I* indicates an imaginary 6equency 

Method BrO BrBr ^ / ° V, (BrO) V; (BrBr) V3 (bend) 
/ A / A / cm"' / cm"' / cm"' 

HF / 6-31G* 1.691 2.315 108.4 669 332 194 
CASSCF (8,7) / 6-31G* 1.711 2.548 113.3 774 131 179 
MP2 / 6-31+G* 1.659 2.466 113.85 1035 238 170 
MP2 / Ianl2dz+2rf 1.656 2.525 113.9 1030 228 160 
B3LYP / lanl2(k+2</ 1.687 2.489 112.4 801 240 166 
B3LYP / 6-31IG (3<0 1.669 2.434 111.9 844 253 175 
QCISD / lanl2dz+2</ 1.710 2.483 110.4 719 246 161 
QCISD/6-311G(2</) 1.693 1.470 111.6 737 247 165 
CCSD(I) / TZ2P Ref. [44] 1.690 2.510 113.1 793 215 153 
m (Ar) Ref. [45] - - - 804 235.8 -

m (Ar) Ret [43[ - - - 804.6 - -

Table 4.10- Calculated optimised geometries and harmonic vibrational frequencies 

of the state of BrBrO (Cj). 
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Method 
BrO 
/A 

BrBr 
/ A (BrO) 

/ cm 

^2 
(BrBr)/ 

cm"̂  

V3 (bend) 
//cm"' 

UHF / 6-31G* 1.740 2.281 102.8 632 332 214 
CASSCF (7,7) / 6-31G* 1.700 2.288 106.5 693 326 209 
CASSCF (7,7) / lanl2dz+2<f 1.784 2.398 101.7 536 274 176 
MP2 (fnll) / 6-31G* 1.701 2.288 106.1 - - -

MP2 / lanl2d2+2</ 1.678 2.239 106.8 700 300 200 
B3LYP / Ianl2dz+2</ 1.662 2.357 110.5 779 281 195 
B3LYP / 6-311G (3((^ 1.651 2.300 109.9 806 204 206 
QCISD / Ianl2dz+2</ 1.687 2.368 108.3 729 275 188 
QCISD / 6-311G (2gO 1.677 2.342 108.6 738 286 194 

Table 4.11- Calculated optimised geometries and harmonic vibrational frequencies 

of the state of BrBrO^(Q). 

In relation to the assignment of the 10.26 eV photoelectron band in the O + Bri reaction, the 

(ximpnikxi Tf&mitikynal freKpieiiciss gpnyurwi CBdicwiw) states ojFtiie two s&iiwchires aie 

particularly relevant, as no experimental values are available. From Tables 4.9 and 4.11, it 

has been concluded that the QCISD values should be reasonably reliable. Based on these 

computed vibrational frequencies, the energetically less stable BrBrO structure would be 

favoured for the assignment of the 10.26 eV photoelectron band over BrOBr, as 6 r BrBrO , 

the BrO stretching mode has a calculated harmonic frequency of over 700 cm' , while all the 

calculated vibrational frequencies of BrOBr^ are significantly less than the observed 

vibrational spacing of 820 cm'\ 

In Table 4.12, the computed first AIEs of both structures are summarised. For BrOBr, the 

first AIE at the RCCSD(T) / cc-pVQZ level, with the QCISD / 6-311+G (2^0 and 

experimental geometries for the cation [Table 4.9] and neutral [Table 4.8], respectively, 

have been computed. At this level of calculation, an AIE of 10.37 eV was obtained, Wiich 

can be compared with the first AIE of 10.34 eV, obtained at a similar level of theory for 

BrO. Therekre, based on the computed AIEs, the first bands of BrOBr and BrO would be 

expected to coincide, while that of BrBrO is ~ 0.44 eV lower in energy. With the measured 

first AIE of 10.46 eV for BrO from the photoelectron spectrum recorded in this work, these 

values lead to an expected AIE of 10.02 eV for BrBrO, while the measured value from the 

O + Br2 photoelectron spectrum is 10.26 eV. 
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Method B r O B r / e V BrBrO+ / eV 

HF / 6-31G* 9.80 8.20 
MP2(fuU)/6-31G* 10.41 9.75 
MP2 / lanl2dz+2</ 10.48 10.20 
B3LYP / lanl2dz+2(/ 10.01 9.78 
B3LYP / 6-31IG (3<0 9.97 9.59 
QCISD / lanl2dz+2rf 10.07 9.57 
QCISD / 6-311G - 9.42 
G2 10.37 9.93 

Table 4.12 - CoirQ)uted Grst adiabatic ionisation energies Ar BrOBr and BrBrO. 

In view of these considerations of the AIE positions, the assignment of the 10.26 eV band to 

either Civ BrOBr or Q BrBrO cannot be made. One is expected to be ~ 0.15 eV too high 

whilst the other is ~ 0.29 eV too low. Although in the case of BrO, it has been demonstrated 

[11] that extrapolation of CCSD(T) calculations to the basis set limit gave the best 

theoretical estimate of the AIE, which agreed with the experimental value to within ± 0.02 

eV, such an extrapolation to the basis set limit for Br20 is beyond our present computational 

capacity. 

4.7.2 Spectral Simulations for BriO, BrOBr and BrBrO Q 

Spectral simulations were carried out in support of this work using the QCISD values 

obtained with the largest basis sets, (Tables 4.8 - 4.11), for both BrOBr and BrBrO. The 

simulated spectra for the Ĉ v and the Q structures are shown in Figure 4.10 and 4.11. It can 

be seen that the simulated vibrational envelopes for the first bands of both BrOBr and 

BrBrO are much more complex than the rather simple observed band envelope of the 10.26 

eV band of a single progression showing only two, possibly three, vibrational con^nents 

[Figure 4.7 (d)]. The simulations show that structure in more than one vibrational mode is 

observed in the first photoelectron bands of BrOBr and BrBrO, in accordance with the 

computed changes in equilibrium geometry upon ionisation (Tables 4.8 - 4.11). Based on 

these simulations, it is clear that the first photoelectron band of BrOBr and BrBrO would 

not have a simple band envelope, as observed for the band at 10.26 eV in the O + Bri 

reaction. This photoelectron band therefore cannot be assigned to the ionisation of BrOBr 

or BrBrO Q. 
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Figure 4.10 - Simulated first photoelectron band of BrOBr Ĉ v using the QCISD values 

computed for the neutral and ionic states involved. 

Gaussian vibrational envelopes with a FWHM of 10 meV were used in this simulation. 
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Figure 4.11 - Simulated first photoelectron band of BrBrO using the QCISD values 

computed for the neutral and ionic states involved. 

Gaussian vibrational envelopes with a FWHM of 5 meV were used in this simulation. 
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4.7.3 Triplet BrO'Br and OBr*Br, and their Cationic States 

A large number of low-lying open-shell triplet neutral and quartet / doublet cationic states 

were also investigated in support of this work [36]. Most of them were found to have one 

short and one long bond (< 3.0 A) for both the neutral and cation. To achieve spectral 

assignment, only the lowest states have been considered. 

Geometry optimisation of the lowest triplet state of BrO'Br at the MP2 / 6-31+G* and 

QCISD / 6-3IG* levels led to both bent (Q) and (Qv) linear structures. Both minimum 

structures have short 1.77 A) and long ( - 2.70 A) Br-0 bonds. Spectral simulations 

performed for the ionisations BrO^ • BrO* Br['A") gave in each case a 

Franck - Condon envelope consisting of one broad band with vibrational structure in 

v'2 and 76c/M"'), showing very poor agreement with the envelope of the 

band at 10.26 eV seen in the O + Bri reaction. 

Similar results were obtained for OBr»Br. At the QCISD / 6-31+G* level one highly 

structured broad band has been conq)uted for the ionisation, 

OBr^ « Br{x*Y]^<r- OBr ® consisting of overlapped series in the Br-Br stretching 

mode for excitation to v = 0, 1, 2 and 3 in the Br-0 stretching mode 

(v'l» 740c;M"'). Again very poor agreement was obtained with the envelope of the 10.26 eV 

band observed &om the O + Bri reaction. 

This leads to the conclusion that the 10.26 eV band observed in the O + Brz reaction is the 

first photoelectron band of BrO .̂ 
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4.8 Mechanism of BrO] Production 

Although BrOa is clearly produced in the O + Bri reaction mixture, its production 

mechanism is not well established. There have been two suggestions for this mechanism in 

the literature [27,46 and 47]. 

The Grst [46] involves the reaction sequence: 

O + Br2 -» BrO + Br 4.2 

O + BrO —> Br + O2 4.4 

O + BrO + M BrOz + M 4.5 

The rapid reaction 4.4 competes with reaction 4.5, and Br atoms are observed as a 

secondary product of the O + Br2 reaction. 

More recently it has been proposed [27, 47] that BrOi is produced by reaction of 

vibrationally excited BrO (BrO') with itself or thermalised BrO i.e. 

BrO^ + BrO^ BrOi + Br 4.6 

BrO^ + BrO ^ Br02 + Br 4.7 

In our experiments, although BrOi was clearly seen in the O + Br; reaction, it was not 

observed in the Br + O3 reaction even when BrO was clearly present. These observations 

may be explained by noting that ground state BrOi reacts with ozone very slowly but 

vibrationally excited Br02 is at least three orders of magnitude more reactive towards ozone 

than ground state BrOi. If BrOz is produced via reactions 4.6 or 4.7 in the Br + O3 mixture, 

its partial pressure is kept low because the BrOi is produced vibrationally excited and is 

removed by reaction with ozone. Therefore, it is felt that, as proposed in reference [27], 

reactions 4.6 and 4.7 represent the most likely reactions 6)r Br02 production in the O + Br2 

reaction sequence. 
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4.9 Conclusion 

The main conclusion of this work is that the photoelectron band associated with a reaction 

product of the O + Brz reaction in the early PES work [23], and initially assigned to BrO, is 

actually associated with ionisation of the secondary reaction product BrOz. This band at 

(10.26 ± 0.02) eV ionisation energy can be Grrnly assigned as the 

BrO^{x^B^ ionisation on the basis of computed AIEs and Franck-Condon 

factor simulations performed in this work. The first photoelectron band of BrO, prepared 

6om reaction 4.1, is vibrationally resolved and allows the first AIE of BrO to be measured 

as (10.46 ± 0.02) eV in good agreement with previous measurements from photoionisation 

mass spectrometry [24]. Assuming dissociates to and , and 

dissociates to and then of (2.39 + 0.03) eV [48], 

and the first ionisation energy of atomic bromine, 11.81 eV [29, 34], can be combined with 

the frst ionisation energy of BrO of (10.46 ± 0.02) eV measured in this work to yield 

of (3.74 ± 0.05) eV. 
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Chapter 5 

A Photoelectron Spectroscopic Study of the Second 

lonisation of the CF Radical 

5.1 Introduction 

The group IV monohalides CF, CCl, SiF and SiCl are of interest because these molecules 

and their ions are present in plasmas used to etch or modify silicon semiconductor devices 

[1]. CF^ is of particular interest as it is one of the most abundant ions present in 

semiconductor processing [1, 2]. 

CF has been studied by a variety of spectroscopic and theoretical techniques. These have 

included electronic spectroscopy [3, 4], in&ared diode laser spectroscopy [5 - 7], gas-phase 

electron paramagnetic resonance (EPR) spectroscopy [8], laser magnetic resonance (LMR) 

spectroscopy [9], microwave spectroscopy [10], photoelectron spectroscopy [11], mass 

spectrometry [12 - 15], translational energy spectroscopy [16], ICR spectroscopy [17], 

DVM Xa calculations [18] and molecular orbital calculations [19 - 23]. 

The vibrational constants ©e, ©eXe and re for the CF (X^IT) ground state have been 

determined as (1308.1 ± 0.1) cm'̂  [3], (11.10 ± 0.05) cm ' [3] and 1.271977(17) A [5] 

respectively from electronic [3] and infrared diode laser spectroscopy [5]. Infrared diode 

laser spectroscopic studies [6] have also been performed on CF ,̂ giving spectroscopic 

constants (Oe, (OeXe and Tg 6)r the iGrst ionic state of CF^ (X'z^ as 1792.67 cm'\ 13.23 cm"' 

and 1.154272 A respectively. 

The previous PES study on CF [11] performed by the Southampton PES group only 

observed one photoelectron band 6)r CF determining the Srst adiabatic ionisation energy 

(AIE) as (9.11 ± 0.02) eV and the first vertical ionisation energy (VIE) as (9.55 ± 0.02) eV. 

In this vyork [11] CF was produced as a secondary product from the fluorine atom plus 

acetaldehyde reaction. The main products from this reaction were CF, CO, C2HF, C2H2, CFi 

and HF. Un&rtunately only the first band of CF was observed as CO, a reaction product, 

and un-reacted CH3CHO masked the region where the second band of CF is likely to occur 



(13.8 - 14.2 eV). Other reactions were also studied as sources of CF; these included F + 

acetone (CH3COCH3), F + acetonitrile (CH3CN) and F + acetylene (C2H2). In all cases only 

a low yield of CF was obtained. Unfortunately production of CO from these reactions along 

with reaction products (e.g. FCN from F + CH3CN) and / or the presence of unreacted 

starting compounds, gave signals which masked the ionisation energy of interest where the 

second band of CF is e)q)ected to occur. With the objective of using a CF production 

method which would not give bands in the 13.8 - 14.2 eV region, a new route of producing 

CF was selected. 

At the present time no experimental values are available for the CF^(a^n) <— CF(X^n) 

ionisation energy and no e]q}erimentally derived spectroscopic constants are available 6)r 

the second ionic state of CF^, (a^H). The only available spectroscopic constants on low 

lying states of CF^ arise from theoretical studies that have been performed on the ground, 

first and second ionic states. For the second ionic state, CF^ (a^IT), the following values 

were calculated me 1614 cm"' (MRDCI) [19] and 1615.7 cm"̂  (MRCI) [20], OeXe 14.3 cm"' 

(MRCI) [20] and r̂  1.227 A (MRDCI) [19] and 1.2124 A (MRCI) [20]. 

The purpose of this study was to record the first and second photoelectron bands of CF, 

avoiding overlapping bands observed in the earlier PES study of CF, and also to analyse the 

results of recent ab initio calculations (19) in order to confirm the assignment of the second 

band of CF. Comparison of the experimental constants measured can then be made with the 

results of recent MRDCI calculations (19 - 21). 

Three different reaction routes were studied. 

i) F + CH3CHO ^ CF,C0,C2HF,C2H2,CF2andHF. 

ii) F + CH3CN ^ CF, HF, FCN and HCN. 

iii) F + CH3F ^ CF,C2H2,C2HFandHF. 

Reaction i) and ii) both produced unwanted signals within the area of interest (CO, FCN and 

HCN). There&re the reaction chosen was F + CII3F, which produced CF, C2H2, C2HF and 

HF. These species do not produce any signals in the ionisation energy region of interest and 

the 6nal results are presented here. 
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5.2 Experimental 

Taking into account the experimental first adiabatic ionisation energy (AIE) of CF (9.11 ± 

0.02 eV) [11], the calculated Te (electronic term value) &)r the CF^(a^n) - CF^(X'Z^ 

transition (4.77 ± 0.05 eV) [20], the calculated coe and WeXe values for CF^(a^n) [20] and 

known coe and (OeXe values for CF^(X'Z^ [7], the second AIE of CF is expected to be at 

13.87 eV (Figure 5.1). The early ASCF calculations reported in reference [11] give the 

second AIE at 13.19 eV; this ASCF value is too low as the electron correlation energy 

change on ionisation has been neglected in these calculations. Previous photoelectron 

spectra of the first band of CF have been obtained from the reaction of fluorine atoms with a 

molecule chosen from acetaldehyde, acetone, acetonitrile or acetylene [11]. All these 

reactions produced a low yield of CF and also species such as CO (AIE 14.018 eV) which 

contribute to the region of interest around 13.8 - 14.2 eV. 

In this study the reaction F + CH3F was used to produce the short lived species CF, where 

the primary reaction F + CH3F CH2F + HF has a rate constant of (2.8 ± 0.6) x 10'" 

cm^molecule 's ' (24). F + CH3F produces the following species depending on the reaction 

time and the partial pressures of F and CH3F; CF, C2H2, C2HF and HF. In this reaction CO 

is still produced, probably from reaction of F atoms with the carbon coated glass surfaces of 

the inlet system, but only in a small amount; therefore the region of interest is relatively 

clear. 

Using the inlet system described in Chapter 2.5, F atoms were produced by passing a 

flowing mixture of F2 and He through a microwave discharge (2.45 GHz). This produced F 

atoms in high yield with no other significant features observed in the spectrum. The inlet 

system, as described in Section 2.5, was coated internally with PTFE to reduce the reaction 

of F atoms with the surface of the glass and the microwave cavity was positioned on the 

piece of alumina ceramic. CH3F (Fluorochem Ltd) was admitted into the spectrometer 

through a thin (3mm outer diameter (o.d.)) inner inlet tube positioned down the centre of the 

inlet tube used to carry the F / He mixture. The inner tube could be moved with respect to 

the photon beam, whilst maintaining the low pressure in the inlet system, so that the position 

at which the CH3F was introduced into the F atom flow could be altered in the range 0 - 1 5 

cm above the photon beam [25]. 
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This feature enabled the production of CF to be studied as a function of mixing distance and 

hence reaction time in the approximate range of 0 - 7.5 ms. Experiments conducted in the 

absence of CH3F showed that the yield of F atoms was unaffected by the position of the 

inner inlet tube. 

Te 

c r a'n 

C F x n 

Figure 5.1 - Schematic potential energy diagram 

for the electronic states of CF and CF\ 

Hel (21.22 eV) photoelectron spectra were recorded for the F + CH3F reaction using the 

single detector photoelectron spectrometer described in Chapter 2. Under typical operating 

conditions, the resolution as measured from the full width at half maximum (FWHM) of the 

Ar (̂̂ f3/2) <— Ar (%)(3p)"' photoelectron band was approximately 30 meV. Spectra were 

calibrated using known ionisation energies of the reactants and product species, notably CF 

(first VIE 9.55 ± 0.02 eV) [11] and HF (16.05 eV) [27], as well as the first bands of weak 

signals of O [28] and CO [27] which arose from reaction of fluorine atoms with uncoated 

glass sur6ces. 



5.3 Computational Details 

The ground state electronic configuration of CF may be written as lcT^2a^3a^4a^l7i'^5a^27i', 

where the 2?! and In molecular orbitals are composed essentially of antibonding and 

bonding combinations of carbon and fluorine 2p atomic orbitals, respectively. Previous 

calculations on CF (X^H) [11] indicate that the 27r, 5(T and Ivr levels should be accessible 

via one-electron ionisation from the neutral molecule with Hel (21.22 eV) radiation. This 

results in a state for ionisation from the 2n level, a 1̂1 and a ' n state for ionisation from 

the 5c level and six ionic states and 6r ionisation from the Ivr level. 

The potential energy curves published in ref [19] for the three lowest states of CF^ were 

analysed using the program LEVEL, version 7.1 [30]. This program fits a potential energy 

curve, defined by a series of potential energy bond length points, by a cubic spline 

interpolation procedure and then solves the radial ShrOdinger equation with this potential, 

producing values for the relative energies of the vibrational and rotational levels. From the 

results produced by this program, AIEs, VIEs, ®c, ®cXc, Be and rc were calculated for the 

and a^H states of CF^ from the potential energy curves published in reference [19] 

obtained by the MRDCI method. 

Franck-Condon factors (FCF's) for the first two photoelectron bands of CF have been 

calculated in this present work, as described in Chapter 3, using the ab-initio values for 

coe, MeXe and rg determined by MRCI calculations [20], for the CF^(X'e^) and CF^(a^n) 

states, with e}q)erimental values being used 5)r the ground state CF(X^n) [3]. In these 

calculations a Morse potential is assumed for each electronic state of the neutral and ion 

determined by the parameters coe, ODgXe and re. The computed FCF's were then compared 

with the experimental vibrational relative intensities in each photoelectron band. The 

experimental relative vibrational intensities of each band were then used to estimate the 

change in the equilibrium bond length between the molecule and ion [29]. The parameters 

©e, ffleXe and Tc are known for the neutral molecule [3, 5] whereas cOe and cOeXe for each ionic 

state were obtained from measurement of the vibrational separations in the photoelectron 

band observed. The equilibrium bond length, re, was then calculated as described earlier (see 

Chapter 3). 

112 



5.4 Results and Discussion 

The most intense spectra of the second band of CF, from the F + CH3F reaction, were 

obtained when the inner mixing tube was set at a distance of 6 cm above the photon beam. 

Figure 5.2 shows the spectrum obtained from the F + CH3F reaction at a mixing distance of 

6cmatK)vetbepdiotoiilxxim. 

It can be seen from Figure 5.2 that the following molecules have been produced in this 

reaction system: CF [11], O [28], CO [27], HF [27] and a small amount of O2 (associated 

with the weak signals seen in the 12 - 13 eV ionisation energy region) [27]. The oxygen 

containing molecules O, O2 and CO arise from discharged Cuorine reacting with the glass 

inlet system; removing these features proved to be impossible although they could be 

considerably reduced by coating the glass inlet-tube internally with teflon. It was concluded, 

however, that the band observed at 13.94 eV ionisation energy is the second ionisation of 

CF, CF^(a^n) <— CF(X^n). This was confirmed by noting that the intensity of the first CF 

band varied with the intensity of the second as the reaction conditions were altered. An 

ê ganded scan of the second band of CF is shown in Figure 5.3. 

For the first band of CF shown in Figure 5.2, measurement of the component separations 

indicates that it consists of a regular vibrational series. Analysis of this series gave % — 

1810 + 30 cm ', Te = 1.154 ± 0.005 A with the AIE = 9.11 ± 0.02 eV and VIE = 9.55 ± 0.02 

eV. The derived vibrational constant, (Oc, is greater than that in the ground state of the 

neutral molecule consistent with the electron being removed from the antibonding 2n 

molecular orbital These values are in good agreement with those measured [6, 7, 11] and 

calculated before [18 - 20]. However, the intensity of the first band of CF was greater than 

that in the earlier PES work [11], and this enabled more accurate measurements of coe to be 

obtained. It was found that coe in this work is 30 cm"' less than in the original PES work [11] 

and is in good agreement with coc known &)r CF^(X'Z^ from high resolution spectroscopy 

[6, 7]. Also, use of the vibrational component intensities allowed a re-determination of r̂  in 

the ionic state which was slightly larger than the earlier PES value [11]. This new value for 

re also agrees well with the infrared spectroscopic value [6, 7]. Analysis of the vibrational 

structure in the second CF band, the CF^(a^n)<- CF(X^n) ionisation, gave (% - 1614 + 30 

cm'\ re = 1.213 ± 0.005 A in the ionic state with the AIE and VIE equal to 13.94 ± 0.02 eV. 

The ©e, rc, AIE and VIE values compare favourably with results of previous theoretical 

calculations [11, 16, 18 - 20]. This can be seen in Table 5.1. 
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Figure 5.2 - Photoelectron spectrum of the CH3F + F reaction. 
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lonisation AIE /eV V m / e V Ionic 
State 

(Oe / cm"' 

Ionic 
State 

COeXe / cm ' 

Ref. 

CF+(X^Z^<-CF(X^n) 9.11 ±0.02 9.55 ± 0.02 I810±30 This work, 
PES 

9.11 ±0.02 9.55 + 0.02 1840 ±30 
1788.8 
1792.7 
1766.4 

13.2 
13.2 

PES [11] 
MRCI [20] 
Expt. [7] 
E)q)t. [6] 

CF+(a^n)<-CF(X^n) 13.94 ±0.02 13.94 ± 0.02 1614 ±30 

1615.7 14.3 

This work, 
PES 

MRCI [20] 

Table 5.1 - Measured ionisation energies and vibrational constants from this work compared 

to previously measured and computed values. 

For both the first and second band of CF, the equilibrium bond length, re, in the ionic state 

was estimated using a least squares procedure using a series of FCFs computed for a range 

of ionic re values. The envelopes computed with the 'best fit' values for the first and second 

ionic states of CF\ the experimental envelopes recorded here and FCFs obtained using 

theoretically derived constants [20] from MRCI calculations are shown in Figure 5.4. 

As can be seen from Figure 5.4, the experimental relative vibrational intensities for the first 

and second bands of CF agree well with the calculated FCF's using vibrational constants for 

the ionic states from the MRCI calculations [20]. The equilibrium bond lengths for each 

ionic state derived from the experimental spectra in this work are also in very good 

agreement with those previously derived from ah initio calculations and measured for the 

state [6, 7,20]. This can be seen from Table 5.2. 
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State Bond length Ret 
(r,) / A 
1.272 Expt. [6] 
1.154 This Work, PES 
1.148 PES Expt. [11] 
1.1543 Expt. [6] 
1.1563 MRCI [20] 
1.1543 Expt. [7] 
1.213 This Work, PES 
1.2124 MRCI [20] 

(a) Velocity Modulation Spectroscopy 
(b) Diode laser Spectroscopy 

Table 5.2 - Comparison of equilibrium bond lengths derived for the lowest two states of 

CF ,̂ 6om this work and other studies, as well as that of the ground state of CF. 

Using the recently published MRDCl calculations for the electronic states of CF^ [19], new 

ionisation energies, equilibrium bond lengths and spectroscopic constants were obtained 

using LEVEL [30] for the three lowest states of CF\ The parameters obtained are shown in 

Table 5.3. The published potential energy curve for the third state of CF^ [19] has a region 

where there is a small minimum (re ~ 2.5 Bohr), which is higher in energy than the final 

asymptote. If the energy of this higher minimum, relative to CF^(a^n), which would be in 

the region of reasonable Franck - Condon factors, is added to the AIE of CF^ (a^H) <— CF 

(X^n) then an AIE 6r CF+ (b'n) <- CF (X^H) of 17.04 eV is obtained. The well depth is so 

small it will contain few (if any) vibrational levels. A lower energy minimum is also present 

in the computed ionic state potential at a bond length of ~ 7.5 bohr. The only vibrational 

levels that can be calculated with LEVEL appear in the lower minimum and the molecule is 

expected to dissociate if ionized to the region of the upper minimum. When the energy of 

the lower minimum, relative to CF^ (a^n), is added to the AIE of CF^ (a^fl) <— CF (X^IT), 

this gives an AIE for CF^ (b'lT) <— CF (X^IT) of 16.27 eV. The rg value of this lower 

minimum is larger and too far away from the neutral equilibrium bond length for ionisations 

to this potential region to have reasonable Franck - Condon &ctors. ThereAire, this band is 

expected to be very broad with no vibrational structure. In practice, despite searching the 

16.0 - 17.5 eV ionisation energy region as well as other regions of the spectrum, no other 

bands that could be attributed to CF were observed and hence no information on higher 

ionic states, including the b 'n state, could be obtained. 
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1 State AIE/eV V IE /eV tOcXe / cm"' 03c / cm"' re / A 
9.11 Fixed 9.54 12.9 1777.2 1.175 

a^n 13.88 13.88 14.9 1560.1 1.23 
b'n 16.27 /17.04 - - - -

(a) See text for further details here. 

Table 5.3 - Calculated spectroscopic constants for the first three states of CF^ using the 

potential energy values published in reference [19]. 

Comparing Table 5.1 and Table 5.3, it can be seen that the experimental AIE's and VIE's 

agpRse \vell \vidi tbe icalcidalexi vzihies, if lUie calculated values are cksrrved the Grst 

adiabatic ionisation energy to the ground ionic state, 9.11 eV, and the energy difference 

between = 0 for the ionic state and = 0 for the state from the MRDCI 

calculations ofre6rence [19]. 

An estimate of the ionic state dissociation energy Do, can also be obtained from the 

experimental spectrum for the two lowest lying states (CF^(X'Z^ and CF^(a^n)). If it is 

assumed that the two lowest ionic states of CF^ dissociate to C^(^P) + F(^P), as expected 

from the MRDCI calculations [19], Do values Ar these states can be calculated from the 

experimental adiabatic ionisation energies of CF presented here, the first ionisation energy 

of atomic carbon [11.264 eV ref 31] and the known dissociation energy of CF(X%) 

determined by mass spectrometry [13] of (5.67 ± 0.10) eV. The Do values obtained are (7.82 

±0.12) and (2.99 + 0.12) eV for the and a^n states of CF^ respectively. 
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5.5 Conclusion 

In conclusion re-investigation of the CF(X^n) radical, produced from the F + CH3F 

reaction, by photoelectron spectroscopy produced two bands that have been assigned to the 

first and second bands of CF. The first band has been observed before in a PES study but the 

second CF band is reported for the first time in this work. The first band, assigned to the 

CF^(X^Z^ <- CF(X^n) ionisation, has an AIE of 9.11 + 0.02 eV and a VIE of 9.55 ± 0.02 

eV. Analysis of the vibrational structure allowed (Og and rg in CF'^(X'E^) to be determined as 

1810 ± 30 cm"̂  and 1.154 ± 0.005 A respectively. These values represent an improvement 

over previous PES derived values [11]. The second band, assigned to the CF (̂a^n) 

CF(X^n) ionisation, has an AIE and VIE of 13.94 ± 0.02 eV. Analysis of the vibrational 

structure allowed coe and re to be determined in the ionic state as 1614 ± 30cm"' and 1.213 ± 

0.005 A respectively. Based on the results of recent MRDCI calculations, it is clear why the 

CF (̂b^n)<—CF(X^n) band has not been observed, as the upper state is essentially 

dissociative. Also, although the a^Il ionic state is produced from ionisation from the 5a 

molecular orbital, which is bonding in character, Og in the CF^(a^n) state (1614 cm"') is 

greater than that in the ground state of the neutral molecule (1308 cm"'), not less as expected 

from the bonding character of the orbital. This is due to reorganisation ejects and electron 

correlation changes on ionisation. 

From this work it can be seen that the results of multi-reference calculations carried out 

previously on states of CF^ [19,20] are in good agreement with the measurements made 

here. It is hoped that this work will stimulate higher resolution spectroscopic measurements 

on the excited states of CF^, notably the a^H state. 

120 



5.6 References 

[1] Semi-Conductors and Semi-metals Vol. 37. 
Academic Press Inc., Boston, 1992 
K. T. Faber and K. J. MaUey 

[2] Air Pollution and Acid rain 
Longman ScientiGc and Technical, Harlow, 1988 
A. Wellbum 

[3] J. Mol. Spec. 16, (1965), 228 
T. L. Porter, D. E. Mann and N. Acquista 

[4] J. Chem. Phys.78, (1983), 2248 
F. J. Griemann, A.T. Droege and P. C. Engelking 

[5] J. Mol. Spec. 86, (1981), 136 
K. Kawaguchi, C. Yamada, Y. Hamada and E. Hirota 

[6] Chem. Phys. Lett. 125, (1986), 165 
M. Gruebele, M. Polak and R. J. Saykally 

[7] J. Chem. Phys.83, (1985), 1437 
K. Kawaguchi and E. Hirota 

[8] MoL Phys. 18, (1970), 225 
A. Carrington and B. J. Howard 

[9] J. Chem. Phys.77, (1982), 58 
R. J. Saykally, K. G. Lubic, A. Scalabrin and K. M. Evenson 

[10] J. Chem. Phys.84, (1986), 2427 
G. M. Plummer, T. Anderson, E. Herbst and F. C. De Lucia 

[11] J. Chem. Phys.80, (1984), 1382 
J. M. Dyke, A. E. Lewis and A. Morris 

[12] Int. J. Mass Spec, and Ion Processes 161, (1997), 151 
L. Sheng. F. Qi, H. Gao, Y. Zhang, S. Yu and W. Li 

[13] Chem. Phys. Lett. 32, (1975), 523 
D. L. Hildenbrand 

[14] J. Chem. Phys.51, (1969), 3531 
T. A. Walter, C. Lifshitz, W. A. Chupka and J. Berkowitz 

[15] J. Phys. Chem.69, (1965), 3731 
C. Lilshitz and F. A. Long 

[16] Chem. Phys. 210, (1996), 501 
C. J. Reid 

121 



[17] Int. J. Mass Spec, and Ion Processes. 165, (1997), 97 
R, Marx, G. Mauclaire, S. Fenistein, J. Lemaire and M. Heninger 

[18] Chem. Phys. 83, (1984), 89 
G. L. Gutsev and T. S. Zyubina 

[19] Chem. Phys. 254, (2000), 181 
I. D. Petsalakis and G. Theodorakopoulos 

[20] J. Chem. Phys.93, (1990), 1889 
K. A. Peterson, R. C. Woods, P. Rosmus and H-J. Werner 

[21] J. Chem. Phys.llO, (1999), 10730 
I. Petsalakis 

[22] J. Mol. Spec. 75, (1979), 297 
T. H. Dunning, W. P. White, R. M. Pitzer and C. W. Matthews 

[23] J. MoL Spec. 75, (1979), 318 
W. P. White, R. M. Pitzer and C. W. Mathews 

[24] J. Chem. Soc. Faraday Trans. 91, (1995), 3041 
C. Moore and I. W. M. Smith 

[25] Vacuum 53, (1999), 339 
A. Morris and J. M. Dyke 

[26] Int. Rev. Phys. Chem. 2, (1982), 3 
J. M. Dyke, A. Morris and N. Jonathan 

[27] Handbook of Hel photoelectron Spectra. 
Japan Scientific Press, Tokyo, Halstead Press, New York, 1981 
K. Kimura, S. Katusmata et. al. 

[28] Chem. Phys Lett. 7, (1970), 497 
N. Jonathan, A. Morris, D. J. Smith and K. J. Ross 

[29] J. Chem. Soc. Faraday Trans 2. 83, (1987), 69 
J. M. Dyke 

[30] A computer program, solving the radial Schrodinger equation for bound and 
quasibound levels. 
University of Waterloo Chemical Physics Research Report CP-642R (2000) 
R. J. Le R o y 

[31] Atomic Energy Levels 
Circular of the National Bureau of Standards 467 
U.S. Government printing office, Washington 25, D.C., 1952 
C. E. Moore 

122 



Chapter 6 

A Study of the Thermal Decomposition of 2-Azidoethanol 

and 2-Azidoethylacetate by Photoelectron Spectroscopy 

and Matrix Isolation Infrared Spectroscopy 

6.1 Introduction 

The intrinsic instability of organic azides makes their properties difScult to measure and 

experimental work has to be carried out with care. Nevertheless the study of the mechanisms 

of their decomposition is of considerable interest both from a fundamental viewpoint and 

because azides play important roles in heterocycle synthesis [1 - 3], biological and 

pharmaceutical processes [4 - 6], the preparation of semiconductor materials [7, 8] and as 

high energy density materials used in solid propellants [9, 10]. 

It is generally believed that the initial stage in the thermal decomposition of an organic azide, 

such as R2CHN3, is the release of molecular nitrogen and the formation of a nitrene, R2CHN. 

Experimentally there have been no observations of nitrene intermediates from gas-phase 

deconq)ositions, although the ultra-violet photoelectron spectrum of CH3N has been recently 

reported by Dianxun et. al. [11, 12]. In Dianxun's work, CH3N was produced by passing 

CH3N3 mixed with NO through a heated plug of molecular sieve positioned l-2cm above the 

photon source of the spectrometer. CH3N photoelectron spectra were observed at a 

molecular sieve temperature of 418°K. It is clear from the conditions used that CH3N was 

not produced in this work from a gas-phase decomposition but from decomposition of 

methyl azide on the surface of the molecular sieve in the presence of NO [11, 12]. 

The thermal decomposition of a number of alkyl azides have been studied in the gas-phase by 

Bock and Dammel [13 - 17] using ultra-violet photoelectron spectroscopy. The conclusion 

from this work is that, for the azides studied, N2 evolution is accompanied by a 1, 2 hydrogen 

shift to form an imine, R2C=NH, which can undergo flirther decomposition to produce 

simple hydrocarbons, H2 and HCN. Decompositions of selected organic azides have also 

been investigated by the Southampton PES group, by the combined application of PES, 
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matrix isolation infrared (IR) spectroscopy [18, 19] and ab initio molecular orbital methods 

[18-20]. 

The work presented here is part of a series of thermal decomposition studies [18, 19] on 

organic azides per&rmed in order to investigate their mechanisms of decomposition. In the 

two previous studies [18, 19], the thermal decomposition of azidoacetic acid and 

auckioacetone wwis invfxaigzukxi iKHiyg roatrix isolatk)n inirared spectroiscoiyy aixi uitmviolet 

photoelectron spectroscopy. In the case of azidoacetic acid [18], the results were shown to 

be consistent with a single decomposition pathway involving the ejection of Ng and the 

simultaneous formation of CO2 and methanimine (CH2NH). At higher temperatures HCN 

vvas ixnochiced. TThesx; inesults vyere siqppcHMkxl tgr jkdkr <36 aixl IIFT caJciikdjoiis [20] 

which indicates that the decomposition occurs via a concerted reaction which proceeds via a 

iBvc iiKBidberecl traiKHtion state ksading; to thie fMnodiuzts (fj?, zuid (ZOz). TThe 

decomposition of azidoacetone was found to be more complicated [19], producing not only 

the products ê gected 60m the analogous pathway (N2, CH2NH, HCN and ketene, CH2CO) 

but also significant yields of CO and acetaldehyde. It was suggested that alternative radical 

pathways might be responsible for the observed distribution of products. 

In this work, studies of the pyrolysis of 2-azidoethanol and 2-azidoethylacetate are presented 

uairyg read-time iihizLviolet fdicdoelectrcHi scNSctroswcofyy zuid iruitrbt isolation uifrared 

spectroscopy, supported by ab initio molecular orbital calculations in order to compute the 

electronic structure and valence ionisation energies of the parent azides. The main aim is to 

investigate the mechanism of thermal decomposition of these azides through observations of 

the reactants, intermediates and products at diG&rent pyrolysis temperatures. Also included in 

this work is the measurement of other spectroscopic properties of both parent azides. 
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6.2 Experimental 

6.2.1 Sample Preparation 

Samples of 2-azidoethanol and 2-azidoethylacetate were prepared by the Lisbon PES group 

as fbllows:-

2-azidoethanol was prepared from 2-bromoethanol (95%, Aldrich) and sodium azide (99%, 

Aldrich) mixed in a molar ratio of 1 : 2.5. Solid sodium azide (2.05g) was added slowly to a 

vigorously stirred solution of 2-bromoethanol (2.62g) in distilled water at 273°K (10ml). The 

swolutiori pwis ttKaa allowexl to to roiorntecqpeizdure aiwi stirred i()r 4 lirs. IVfcHM; solwi 

sodium azide was then added (1.05g) and stirring was continued overnight at 353°K. The 

solution was then cooled, and the 2-azidoethanol extracted with diethyl ether (3 x 10ml), 

after which the combined ether layers were dried over MgS04 and filtered. The fiiltrate was 

corwzenlradkxl tqf vzwzuimi dlstUlatioî  jirst at roorn texrqpeiadiire aiwi thgai fuialbŷ  at 378°IC tc) 

yield a colourless oil. 

In a very similar procedure, 2-azidoethylacetate was prepared from the reaction of ethyl 

bromoacetate (98%, Aldrich) with sodium azide (99%, Aldrich) mixed in the molar ratio of 1 

: 2.5. A solution of sodium azide (1.47g) was added slowly to a vigorously stirred solution of 

ethyl bromoacetate (1.51g) in acetone (10ml) at 273°K. The mixture was allowed to warm to 

room temperature and then heated overnight at 333°K. The resulting solution was extracted 

with dichloromethane (3 x 10ml). The combined organic layers were washed Srst with 10% 

aqueous sodium bicarbonate solution, and then with water, and then dried over MgS04 and 

filtered. The filtered solution was concentrated by vacuum distillation and the residue distilled 

at 388°K to yield a colourless oil. 

Both products were characterised by a variety of spectroscopic methods such as mass 

spectroscopy, 'H NMR, '^C NMR and Raman spectroscopy as well as PES and matrix 

isolation inAared spectroscopy as described in sections 6.2.2 and 6.2.3. 
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6.2.2 Matrix Isolation Studies 

Matrix isolation infrared studies on these azides were carried out in support of this work by 

Dr J. S. Ogden, University of Southampton. These studies were very similar to those recently 

carried out by the Southampton PES group on the pyrolysis of azidoacetic acid and 

azidoacetone [18, 19]. The inlet and pyrolysis parts of the apparatus were identical, as were 

the low temperature Displex and infrared (IR) spectrometers. Spectra of each parent azide 

and its decomposition products were obtained in nitrogen matrices, and supporting 

experiments were carried out on CH2O / N2, CH3NH2 / N2, C2H4 / N2 and CH4 / N2 mixtures 

in order to aid spectral identiScation. Deposition times were typically 30 - 60 mins at a 

particular superheater temperature and any changes occurring during this period were 

monitored by spectral subtraction. Matrix ratios were estimated to be well in excess of 

1000:1. 

6.2.3 Photoelectron Spectroscopy (PES) 

All photoelectron spectra recorded in this work were obtained using He (I) (21.22eV) 

radiation. The two spectrometers used, which are very similar in design and have been 

described in Chapter 2.2 [21, 22], were single detector instruments designed for high 

temperature pyrolysis studies. For each azide, photoelectron spectra of the parent molecule 

and its decomposition products were obtained by passing the azide vapour through a heated 

fiimace positioned inside the ionisation chamber of the spectrometer, several centimetres 

above the photon source. 

The vapour pressures of the parent materials (N3CH2CH2OH and N3CH2COOCH2CH3) were 

sufGcient at room temperature to allow photoelectron spectra to be obtained with good 

signal-to-noise ratios by direct pumping on a liquid sample held in a small bulb, through a 

needle valve outside the spectrometer's ionisation chamber, rather than having to place 

sample vials on the ledge of the heated inlet system in the ionisation chamber of the 

spectrometer as was done 6)r the less volatile azidoacetic acid [18]. The operating 

resolutions of the photoelectron spectrometers (typically 35meV as measured for argon (3p)' 

' FWHM ionised with Hel radiation) were unafkcted by the heating systems used even at the 

highest temperatures available. 
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Photoelectron spectra were recorded in real - time as the furnace temperature was changed. 

For each azide the onset of decomposition was marked by the appearance of photoelectron 

bands associated with molecular nitrogen. Spectral calibration was achieved by reference to 

known ionisations energies of methyl iodide (added into the ionisation chamber) and traces of 

nitrogen and water [23, 24] present in the ionisation chamber. 

The photoelectron spectrum was also recorded for BrCH2CH20H used in the preparation of 

2-azidoethanol, and it was in good agreement with that reported previously [25, 26]. The 

first and second bands of the parent 2-azidoethanol, at vertical ionisation energies (9.90 ± 

0.02) eV and (11.01 ± 0.02) eV, were the most intense and photoelectron spectra recorded 

for N3CH2CH2OH showed no evidence of BrCH2CH20H. Similarly, the photoelectron 

spectrum of BrCH2COOCH2CH3, used in the preparation of N3CH2COCH2CH3, was 

recorded and the spectrum of 2-azidoethylacetate showed no evidence of bands associated 

with bromoethylacetate. 

The pyro lysis system used for the 2-azidoethanol experiments consisted of a resistively 

heated flirnace, as described in Chapter 2.5.2, which was made of molybdenum wire wrapped 

around an inner glass tube connected to a power supply via tungsten feedthroughs. The 

operating temperature of the flimace in the heated section was measured by a chromel-alumel 

thermocouple, where the maximum operating temperature recorded was 850°K. The 

pyro lysis system used for the 2-azidoethylacetate experiments consisted of radiofrequency 

induction heating as described in Chapter 2.5.2. The maximum temperature of the furnace 

used 6)r these experiments was 1050°K. 
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6.3 Computational Details 

Previous spectral band assignments for 2-azidoethanol have been made using ah initio 

molecular orbital calculations with the 4-3IG, 4-3IG** and 6-3IG* basis sets [27]. 

In support of the work presented here, ah initio molecular orbital calculations on 2-

iizidcMsthzuiol, its î dzdod iiruiK; aiid Ẑ-aadkioedjiyiacetzHk; aiwi its itdkikxi imine aiwi 

nitrene have followed the work of reference [27] and used larger basis sets (6-3 IG, 6-3 IG** 

and 6-31 IG**) and included electron correlation at the MP2 level. The results of these 

calculations are presented in section 6.5. Geometry optimisation calculations at the QCISD / 

<5-3IG** krvel olFliieoiif tuive aikx) txseii caiiied oiit aiwi are ]pre%xmtecl iki Soctiori (5.5. /LU 

calculations were performed using the Gaussian 94 program [28]. 

Vertical and adiabatic ionisation energies for each molecule have been computed using 

Koopmanŝ  theorem and ASCF calculations as described in Chapters 3.6 and 3.2 respectively 

and the values are presented in section 6.5. 
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6.4 Results 

6.4.1 Characterisation of N3CH2CH2OH 

2-Azidoethanol was characterised in the vapour phase by mass spectrometry and ultraviolet 

pdicdoelectrcHi spHBCtrosKxoixy aiwi also iritlie Hcpiid pdiafK; 1]y 'H NA/OR, Elarozuiimd 

IR spectroscopy. (See Section 6.9) 

The 70eV electron impact mass spectrum showed a parent peak at 87 amu (10%), together 

vvidi t\vo inteiKx; fra^piisnts iit 28 (4()94, ISb̂  ()r auid 31 (1()094, iCHatZMHT) laniu. 

Weaker signals were also observed at 45 (5%, CH2CH2OH"), 43 (5%, NsH^), 29 (15%, 

COH ) and 27 (5%, NCH^) amu. No signals were seen that could be attributed to unreacted 

BrCHzCHzOH and the mass spectrum was in good agreement with that previously reported 

[29]. 

Two signals were observed in the 300 MHz 'H NMR spectrum of 2-azidoethanol in CDCI3 

solution. These were at 3.41 and 3.77 ppm relative to TMS with integrated intensities of 0.4 

: 0.6 respectively. After expansion it could be seen that both peaks were triplets but the band 

at 3.77 ppm had a much more intense middle peak; this was due to the -OH proton appearing 

in exactly the same place as one of the -CH2 group of protons. Two signals were also 

observed in the '̂ C NMR spectrum at 53.7 and 61.5 ppm with integrated intensities of 1 : 1. 

H-C correlation was also carried out and good correlation was found between the two sets of 

peaks indicating that the 3.77 ppm ('H NMR) peak and the carbon at 61.5 ppm ('̂ C NMR) 

were from the same functional group (-CH2OH) and the 3.41 ppm ('H NMR) and the carbon 

at 53.7 ppm ('̂ C NMR) were from the other frmctional group (N3-CH2-). 

The most intense absorption band in the liquid infrared spectrum was found at 2123 cm"' 

which has been assigned to a vibration of the N3 group. Other prominent bands were present 

at 3442 cm"' (OH stretch), 2988 cm"' and 2928 cm"' (CH stretches). The infrared bands in a 

nitrogen matrix were in general shifted only slightly from the liquid phase values, and their 

positions and relative intensities are shown in Figure 6.1 and in Table 6.1. The only 

signiGcant difkrences between the liquid and matrix infrared spectra were in the position of 

the 0-H stretching band, which was significantly higher (3623 cm"') for the isolated 

molecule, and in the multiplet structure observed for the N3 absorption at ~ 2120 cm"'. This 
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band is quite broad in the liquid spectrum, and the resolution of at least two components in 

this band in the matrix spectrum perhaps reveals the existence of more than one conibrmer. 

The liquid Raman spectrum exhibited counterparts to all of the above bands except for the 

OH stretch at 3442 cm '. 

Ni Matrix 
(letter in Figures 6.1 and 6.3) 

(') 

Previous Studies Assignment 

3623,2977,2958,2930,2888, 
2137,2105,1282,1074 N3CH2CH2OH 

2116,1753,1373,1351,1293, 
1199,1034 

N3CH2COOCH2CH3 

2139(F) 2139 CO (ref 30) 
2347(0), 662(S) 2347,662 (}02(nf. 31) 

3032(B), 2919(C), 1637, 1450, 
1352(H), 1127C0, 1065CD 

3033,2920,1637, 
1450,1353,1128,1065 

Ctbtn3(rd:32) 

3287(A), 747/727 3287, 747/737 HCN (ref 32, 33) 
2864(D), 2800(E),1738(G) 

1497,1245,1169 
2865,2800,1740, 
1499,1244,1167 

CH2O (ref 34) 

3106CMO,3077,2988(to, 
1888(P), 1437(Q), 947(R) 

3107,3077,2989, 
1889, 1438,947 

C2H4 (ref. 35) 

1306 1306 (most intense) CH4 (ref. 36) 
2967,2885, 1263,816(1), 

970 (Kj 
Unassigned features 

appearing on pyrolysis 

TA^w^mun&eraccuKKy ± Icni 

Table 6.1 - Significant IR bands (cm"') observed in matrix isolation studies 

on the pyrolysis of 2-azidoethanol and 2-azidoethylacetate. 
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Figure 6.1 - Nitrogen matrix infrared bands observed during pyro lysis studies on 2-

azidoethanol. (Absorptions denoted by an asterisk are assigned to H2O) 

(a) Spectrum with no superheating (parent 2-azidoethanol sublimed at room 

temperature). 

(b) Spectrum obtained after passage through a superheater at 843°K. 
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The Hel photoelectron spectrum of 2-azidoethanol and the starting material, bromoethanol, 

is shown in Figure 6.2. The assignment of the 2-azidoethanol spectrum is made with 

reference to the ab initio molecular orbital calculations carried out as part of this study (see 

section 6.5). Comparison of calibrated spectra recorded in this present work with that 

recorded previously in reference [27] indicates that the ionisation energy scale has been 

incorrectly calibrated in reference [27]. This has been corrected in this work by using two 

established photoelectron caUbrants, nitrogen and CH3I. 

1500 -

o 
CJ 

•t s 

0 -

20 

2-Azidoethaaol 

2-BromoethanQl 

lonisation Energy / eV 

Figure 6.2 - Photoelectron spectrum of 2-azidoethanol and the 

starting compound 2-bromoethanol (red). 
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6.4.2 Thermal Decomposition Experiments: IR Matrix Isolation 

Spectroscopy of 2-Azidoethanol 

Figure 6.1 (a) shows a typical nitrogen matrix infrared spectrum obtained from a sample of 

N3CH2CH2OH deposited from the vapour phase without superheating. The absorptions 

denoted by the asterisk (*) indicate the most intense infrared absorptions of matrix isolated 

H2O, and arise from traces of water in the system. The most intense parent absorption 

consists essentially of a doublet at 2137 / 2105 cm'% one component of which exhibits 

weaker shoulders. These absorptions are assigned to the N3 unit, and the complex 

appearance is attributed to different conformers trapped in the matrix. 

The previous study on azidoacetone [19] also showed a multiplet structure in this spectral 

region. Other prominent Matures were noted at 1282 and 1074 cm'% which are in similar 

positions to those found in the neat liquid, and a relatively high OH stretch at 3623 cm"' 

which owes its position to the absence of hydrogen bonding. 

Pyrolysis experiments were carried out in the range - 370 - 870°K, and even at the lowest 

temperatures in this range, there was evidence for some decomposition, with the generation 

of new products. However, traces of the parent azide could still be detected up to 770°K. 

Figure 6.1 (b) shows the spectrum obtained at a superheater temperature of 843 °K. An 

intense &ature is still present close to the original N3 doublet at 2137 / 2105 cm ', but closer 

examination shows that this now appears as a sharp feature at 2139 cm"' with a shoulder at 

2146 cm"'. This new band (labelled F) is assigned to CO. Apart from a weak residual N2 

parent feature near 2100cm"', all other bands corresponding to parent absorptions are clearly 

absent, having been replaced by numerous new Matures. However, despite the complexity of 

these matrix infrared spectra, many of these new features can be assigned from previous 

studies [18, 19], based on a consideration of expected reaction products. The results are 

summarised in Table 6.1. 

CH2NH is unequivocally identified by at least five characteristic peaks; B, C, H, I and J, 

whilst band A indicates the Armation of HCN. A 5)urth prominent pyrolysis product is 

identified as CH2O (bands D, E and G) by comparison both with previously published work, 

and also as a result of supporting matrix infrared experiments. The identification of these four 
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products accounts for most of the new features produced on pyrolysis, but six additional 

weak Matures were routinely observed at 2967, 2885, 1306, 1263, 970 and 816 cm \ the 

assignment of which remains doubtful. In an attempt to establish their identity, supporting 

iTiatrcK infrzHtxi (%xpK;nirK;nts lAnsre (%irrk:d ()ul jRyr CIH4, (xzEL, aiwi (ZgHg isolfdeii 

separately in nitrogen matrices, with the aim of obtaining a suitable match for at least two 

freqpieitcres for eaxdi cxompKoimd. I]i fMHictrce, oialy thw: incxst uiterux; feadim: erf ICIĤ  jgawne a 

positive match for the absorption at 1306 cm"'. 
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6.4.3 Thermal Decomposition Experiments: Photoelectron Spectroscopy of 

2-Azidoethanol 

The Hel photoelectron spectrum obtained for 2-azidoethanol is shown in Figure 6.3 (a), and 

the photoelectron spectrum obtained upon partial pyrolysis is shown in Figure 6.3 (b). The 

temperature of the furnace under these conditions was approximately 515°K as estimated 

from chromel - alumel thermocouple measurements. The He! photoelectron spectrum of 

complete pyrolysis of 2-azidoethanol is shown in Figure 6.3 (c), recorded at a furnace 

temperature of approximately 655°K. Figure 6.4 shows the spectrum of the starting material 

overlaid with a spectrum corresponding to partial decomposition. 

Signals arising from N2, CO and HCN [23, 37] are clearly observed in the experimental 

photoelectron spectra recorded for the pyrolysis products (Figure 6.3 (b), (c) and Figure 

6.4). In addition pyrolysis also produced four further features:- a broad band with a vertical 

ionisation energy of 10.65 eV which is associated with the vibrationally resolved band at 

12.66 eV (VIE) (vibrational separation 1330 cm"'), and a sharp feature at 10.90 eV (VIE) 

which is associated with the vibrationally resolved band at 15.84 eV (VIE). These can be 

attributed to the first two bands of CH2NH and the first two bands of CH2O respectively, by 

co]iq)arison with published spectra ofmethanimine [17, 38] and Armaldehyde [23]. 

Spectral features indicating the possible formation of an imine intermediate (HN=CHCH20H, 

1=" VIE computed at the ASCF QCISD / 6-3IG** level for the state, 9.96 eV) or a 

nitrene intermediate (NCH2CH2OH, 1^ VIE computed at the ASCF QCISD / 6-3IG** level 

for the X^A" state, 10.59 eV) were not observed in these pyrolysis e]q)eriments. Also it is 

significant that the features assigned to N2, CH2O and CH2NH appear together at the onset 

of pyrolysis and show the same temperature profiles with bands associated with CO and 

HCN, maximising at a higher temperature, suggesting that they are pyrolysis products 

produced from CH2O and CH2NH respectively. No spectral Matures were observed 

associated with CH4, indicating that if it is produced it is a very minor product. Spectral 

features associated with the 6)rmation of Hz, produced from pyrolysis of CHgNH, were also 

not observed, probably due to overlap with other stronger features (CH2O, CO and N2) in 

the region of the spectrum where the first band of H2 is expected (15.0 -16.0 eV). 
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Figure 6.3 - Hel photoelectron spectrum recorded for 2-azidoethanol at 

different stages of pyrolysis. 

(a) Photoelectron Spectrum of the parent azide 2-azidoethanol. The numbered bands are 
listed in Table 6.3. 

(b) Photoelectron Spectrum obtained on pyrolysis of 2-azidoethanol at 515°K. 
(c) Photoelectron Spectrum obtained on pyrolysis of 2-azidoethanol at 655°K. 
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Figure 6.4 - Photoelectron spectrum of the thermal decomposition of 2-azidoethanol. 

(a) Photoelectron spectrum obtained on pyro lysis of 2-azidoethanol at 515°K. 

(b) Photoelectron spectrum of parent azide at room temperature. 
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6.4.4 Characterisation of N3CH2COOCH2CH3 

2-azidoethylacetate was characterised in the vapour phase by mass spectrometry, ultraviolet 

photoelectron spectroscopy and also in the liquid phase by 'H NMR, "C NMR, Raman and 

in6ared spectroscopy (See Section 6.9). 

The 70 eV electron impact mass spectrum showed an intense parent peak at 129 amu (100%) 

together with the following &agnients:- 73 (20%, C02CH2CH3'̂ , 56 (55%, N3CH23, 45 

(25%, OCH2CH33, 42 (20%, N3^ and 29 amu (45%, No signals were observed 

that could be attributed to unreacted BrCHgCOOCHgCHs. 

In the 400 MHz 'H NMR spectrum of 2-azidoethylacetate in CDCI3, three signals were 

observed at 4.25, 3.86 and 1.30 ppm with integrated relative intensities of 2 : 2 : 3 

respectively. These three signals were assigned as follows:- the signal at 4.25 ppm was a 

quartet corresponding to the two protons on the CHg in the -OCH2CH3 group, the signal at 

3.86 ppm was a singlet corresponding to the N3CH2- group and the signal at 1.30 ppm 

corresponds to the protons on the terminal methyl group. In the '^C NMR of the 2-

azidoethylacetate four strong signals were observed at 14.20, 50.44, 61.96 and 168.4 ppm. 

Good correlation was Aund between the two sets of NMR signals, indicating that the 

signal at 14.20 ppm corresponds to the terminal methyl group, the signal at 50.44 ppm 

corresponds to the N3CH2- group and the signal at 61.96 ppm corresponds to the CH2 in the 

-OCH2CH3 group. The final signal at 168.4 ppm is due to the carbon in the carbonyl group. 

In the liquid infrared spectrum, intense absorptions were observed at 1749, 2110, 2935 and 

2993 cm"'. These were assigned to the C=0 stretch, the N3 group and the C-H stretches 

(2935 and 2993 cm"') respectively. The liquid Raman spectrum exhibited counterparts to 

each of these bands observed in the irL&ared spectrum. The inG-ared spectrum recorded in a 

nitrogen matrix is shown in Figure 6.5 (a) and the main absorptions are summarised in Table 

6.1. 

The Hel photoelectron spectrum of 2-azidoethylacetate is shown in Figure 6.6 (a). As in the 

case of 2-azidoethanol, assignment of the spectrum is made by use of the molecular 

orbital calculations, described in section 6.5. 
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Figure 6.5 - Nitrogen matrix infrared bands observed during pyrolysis of 2-

azidoethylacetate. (Absorptions denoted by an asterisk are assigned to H2O) 

Spectrum with no superheating (parent ester sublimed at room temperature). 

Spectrum obtained after passage through superheater at ~ 773 °K. 
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Figure 6.6 - Hel photoelectron spectrum recorded for 2-azidoethylacetate at 
different stages of pyrolysis. 

(a) Photoelectron spectrum of the parent 2-azidoethylacetate. The numbered bands are listed 
in Table 6.5. 

(b) Photoelectron spectrum obtained on pyrolysis of 2-azidoethylacetate at 773°K. 
(c) Photoelectron spectrum obtained Ar complete pyrolysis of 2-azidoethylacetate at 

1048°K. 
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6.4.5 Thermal Decomposition Experiments: IR Matrix Isolation 

Spectroscopy of 2-Azidoethylacetate 

Figure 6.5 (a) shows a typical nitrogen matrix infrared spectrum obtained from a sample of 

N3CH2COOCH2CH3 deposited from the vapour phase without superheating. 

The absorptions arising from matrix isolated H2O are again denoted by an asterisk (*), and 

the intense N3 mode in the parent azide now lies at 2116 cm"'. Other prominent features are 

to be found at 1753 and 1199 cm"\ and are in similar positions to those found in the neat 

liquid. A list of the more significant bands is given in Table 6.1. 

Pyrolysis experiments were carried out in the range ~ 370 - 820 °K, and Figure 6.5 (b) 

shows the spectrum obtained at a superheater temperature of ~ 770°K. At this temperature, 

all the parent absorptions are effectively absent, but several of the new features which have 

appeared can be assigned from previous studies. 

Both CH2NH (bands C, H, I and J) and HCN (band A) are again present, and the very 

intense new band labelled R is identified as being due to C2H4 by comparison with previously 

published work (see Table 6.1). Closer inspection reveals that a further four bands (M, N, P 

and Q) may also be assigned to C2H4. CO2 is unequivocally identified by bands O and S, 

leaving only very weak features unidentified. 
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6.4.6 Thermal Decomposition Experiments: Photoelectron Spectroscopy of 

2-Azidoethylacetate 

The Hel photoelectron spectrum obtained for 2-azidoethylacetate is shown in Figure 6.6 (a), 

and the photoelectron spectra obtained on partial and complete pyrolysis are shown in 

Figures 6.6 (b) and 6.6 (c), recorded at furnace temperatures of 773°K and 1048°K 

respectively. The bands associated with the parent azide decrease, as expected, as the furnace 

temperature increases and bands associated with C2H4, CH2NH, HCN, CO2 and N2 appear. 

The temperature profiles of these product bands are, within experimental error, the same, all 

reaching a maximum intensity at the same furnace temperature. No photoelectron bands 

associated with an imine intermediate (HNCHOOCH2CH3, X'A', VIE computed at the 

ASCF MP2 / 6-31G** level, 10.57 eV) or a nitrene intermediate (NCH2COOCH2CH3, X^A", 

VIE computed at the ASCF MP2 / 6-3IG** level, 10.03 eV) were observed in these 

pyrolysis experiments. 
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6.5 Computational Results 

6.5.1 Computational Results for 2-Az:doethanol 

In order to help assign the photoelectron spectrum obtained for 2-azidoethanol in this work, 

ab initio molecular orbital calculations were carried out. Previous ab initio calculations have 

been performed on 2-azidoethanol and two conformers have been studied, the anti and 

gauche confomiers [39]. 

In this work the computed minimum energy geometry of N3CH2CH2OH was obtained at the 

MP2 / 6-3IG** level using the Gaussian 94 code and is shown in Figure 6.7. The 

parameters listed in Table 6.2 from the MP2 / 6-3IG** calculations correspond to a 

stationary point on the potential energy surface, with all real vibrational frequencies. All 

other conformers were found to be higher in energy. This structure is very similar to the 

gauche conformer studied in ref [39]. 

Figure 6.7 - Computed minimum energy geometry of 2-azidoethanol at the 

MP2 / 6-3 IG** level showing the atom numbering. 

Bond Lengths Angstroms Bond Angles Degrees 
CrCz 1.5134 C1-C2-N3 106.94 
Cr04 1.4221 C2-C1-O4 105.73 
C2-N3 1.4781 H9-O4-C1 107.81 
O4-H, 0.9635 C2-N3-N10 115.39 
N3-N10 1.2449 C1-C2-H7/8 109.58 
Nio-Nii 1.1633 C2-C1-H5/6 109.32 
C1-H5/6 1.094 N3-N10-N11 180.0 
C2-H7/8 1.092 

Table 6.2 - Computed structural parameters of 2-azidoethanol at the MP2 / 6-3 IG** level. 
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Table 6.3 compares the experimental vertical ionisation energies (VIEs) with VIEs obtained 

from application of Koopmans' theorem to the SCF / 6-31G** molecular orbital energies 

obtained at the MP2 / 6-3IG** computed minimum energy geometry (Table 6.2). The 

vaJues (xorcqyutecl vyere, aa iGX]}ectex̂  Ibiglier thaui tlx; eocperirnfMital vsdwss Ixit scxiHryg trf a 

factor of 0.92 [40, 41] afforded much better agreement with the experimental VlE's. This 

result was similar to the azidoacetic acid [18] and azidoacetone [19] cases where a factor of 

0.9 was used. Also included in Table 6.3 are the first two adiabatic ionisation energies 

(AIEs) and VIEs for 2-azidoethanol, calculated with the ASCF method, using the optimised 

geometries of the cation obtained at the MP2 / 6-3IG** level. These show good agreement 

with the experimental values. 

MO Band Experimental KT VIE KT X 0.92 ASCF values 
No. m / e V /eV /eV MP2/6-31G** 

AIE /eV VIE/eV 
23 1 9.90 lOJ^ 937 9.936 9.9()2 
22 2 ILOl 1T93 10.98 1&64 1L298 
21 3 1L47 1Z38 1L38 
20 4 12jd T180 1270 
19 5 14.06 L123 14.01 
18 6 15^3 15^7 14.42 
17 17,82 1&39 
16 17j# 16.43 
15 7 rA42 1&26 16.80 

Table 6.3 - Comparison of experimental and computed 

vertical ionisation energies of 2-azidoethanol. 
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6.5.2 Computational Results for the Imine Associated with 2-

Azidoethanol 

Calculations were also performed, at several different levels of theory, on all the possible 

imine structures (HNCHCH2OH) obtained upon removal of molecular nitrogen from 2-

azidoethanol in order to determine their ground state geometries, and vertical and adiabatic 

ionisation energies. 

Three minimum energy structures were found for the imine structure (HNCHCH2OH) at 

three levels of theory, shown in Figure 6.8. Total energies at the computed minima of the 

ground state, 1^ VIE's and AIEs, and 2"'' VIE's and AIEs were also calculated at the 

different levels of theory as shown in Table 6.4. All three minimum energy structures had 

all real vibrational fr equencies at all levels of calculation. 

" o V „J<" 
H V h H T V N \ 

H 

A 

H 

N 

Figure 6.8 - Geometries of the three different minima computed for 

the imine associated with 2-azidoethanoI. 

Calculation level Energy I 'VIE 2"" VIE 2"'AIE/ 
/Hartrees /eV eV /eV eV 

A MP2/6-31G** -208.5496501 1L358 10.926 9.978 9.093 
QCISD/6-31G** (5D) -208.5774341 1L261 10.352 9.796 8.954 
G2 -208.8228521 - - - -

B MP2/6-31G** -208.5614214 9.962 &434 10.619 91646 
QCISD/6-31G** (5D) -208.5885938 9.967 8T81 10/W2 9J00 
G2 -208.8329548 - - - -

C MP2/6-31G** -208.5488803 10.790 9.934 9J44 
QCISD/6-31G** (5D) -208.5846996 10J54 10.350 9.572 &856 
G2 -208.8286916 - - - -

Table 6.4 - Minimum energies, AIE's and VIE's computed for the 

three different imine structures derived from 2-azidoethanol. 
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Taking the structure that is the lowest in total energy at the QCISD level of computation, 

(B), bands should be observed in the PE spectra at 9.97 eV and 10.44 eV. Applying 

Koopmans' theorem to the 6-3IG** orbital energies obtained at the MP2 / 6-3IG** 

geometry for structure B, vertical ionisation energies have been obtained and are shown in 

Table 6.5. These are expected to be higher than values obtained from calculations which 

include allowance for reorganisation and correlation energy on ionisation, and hence are 

expected to be higher than experimental VIE's. As for the 2-azidoethanol calculations 

(section 6.5.1), the values were scaled by a value of 0.92. This scaling should afford better 

agreement with experimental values. 

Molecular 
Orbital 

Koopmans Theorem 
VIE / eV 

Koopmans Theorem x 0.92 
VIE / eV 

16 1L59 10.66 
15 12J^ IIJ^ 
14 12.56 11.56 
13 l i a i 12.71 
12 L183 14J6 

Table 6.5 - Koopmans' theorem vertical ionisation energies for 

structure B of the imine shown in Figure 6.8. 
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6.5.3 Computational Results For the Nitrene Associated With 2 -

Azidoethanol 

Calculations were also performed, at several different levels of theory, on all the possible 

nitrene (NCH2CH2OH) structures obtained upon removal of molecular nitrogen from 2-

azidoethanol in order to determine their ground state geometries, and vertical and adiabatic 

ionisation energies. 

There are two possible spin multiplicities associated with this molecule, singlet or triplet. 

Each spin state has been computed at the B3LYP / 6-31IG** and MP2 / 6-31G**(5D) 

levels with the triplet also being calculated at the QCISD level. 

Singlet (Ci syin.) ('A' state .... (a')^(a")") 

Calculations on the singlet nitrene were carried out using a restricted method with the above 

levels of calculation and basis sets. On a singlet surface the nitrene is unstable and optimises 

to the imine structure shown in Figure 6.9, at both the B3LYP and MP2 levels of 

calculation, which is structure B in section 6.5.2. 

Figure 6.9 - Optimised singlet structure. 

Here the H's of (N-CH2-) are slightly moved out of the mirror plane. 

Computed Total Energies : B3LYP / 6-3IIG** -209.2295901 Hartrees 

MP2/6-31G** -208.5534836 Hartrees 

Triplet (̂ A" state .... (a')\a")') 

Calculations on the triplet nitrene were carried out using an unrestricted method at the 

B3LYP, MP2 and QCISD levels of theory. On a triplet surface the nitrene is stable and 

optimised to one structure, shown in Figure 6.10. 
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Figure 6.10 - Triplet nitrene optimised structure. 

The total energies and values calculated for the triplet nitrene are as follows; 

B3LYP / 6-311G* * -209.1343478 Hartrees 

MP2 / 6-3IG** (5D) -208.4572898 Hartrees = 2.019 

QCISD / 6-31G**(5D) -208.5027725 Hartrees = 2.019 

for a pure triplet nitrene should be 2.0; the values calculated here are slightly too high 

and hence they contain some contamination from higher spin multiplicities (Section 3.4). 

The two ionisations, (a')"' and (a")"', have been considered at the B3LYP and MP2 level of 

theory with unrestricted wavefrmctions and the results are shown in Table 6.6. 

lonisation Calculation Level AIE / eV VIE/eV 
for the ion 

MP2/6-31G** (5D) 6.86 10.83 
QCISD/6-31G**(5D) 10.588 0.765 
MP2/6-31G** (5D) 10.66 10.88 

QCISD/6-31G**(5D) 10.818 1.7785* 

Table 6.6 - Calculations for the triplet nitrene. 

* for a pure doublet is 0.75; 1.7785 indicates that high contamination has occurred 

from higher spin multiplicities. 

The (a')"' ionisation leading to the ^A" state gave a VIE of 10.83 eV and an AIE of 6.86 eV 

calculated at the MP2 / 6-3IG** (5D) level. The AIE was calculated with the cation 

optimising to a stationary point but this point was not a true minimum but a saddle point. 

Due to the large difference between the AIE and VIE a large geometry change has to occur 

and therefore the cation may fall apart and the AIE will not be observed in the PE spectra. 

As for the (a')"' ionisation, for the (a")'' ionisation leading to ^A' state, the AIE was 

calculated with the cation optimised to a stationary point. This point is not a true minimum 

but a saddle point as above. There is only a small difference between the AIE and VIE so 

therefore only a small change in geometry has taken place. 
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6.5.4 Computational results for 2-Azidoethylacetate 

In order to support and help assign the photoelectron spectrum obtained for 2-

azidoethylacetate in this work, ah initio molecular orbital calculations were carried out. 

Six ground state structures were computed for the minimum energy geometry of 

N3CH2COOCH2CH3 at the MP2 / 6-3IG** and B3LYP / 6-3IG** level using the Gaussian 

94 code. These are shown in Figure 6.11. 

1) 
2) 
3) 
4) 
5) 
6) 

The six structures were obtained when 
D = N3, B = CH3 all the other letters are hydrogens 
E = N3, B = CH3 all the other letters are hydrogens 
D = N3, C = CH3 all the other letters are hydrogens 
E = N3, C = CH3 all the other letters are hydrogens 
D = N3, A = CH3 all the other letters are hydrogens 
E = N3, A = CH3 all the other letters are hydrogens 

Figure 6.11 - Computed ground state structures for 2-azidoethylacetate. 

The parameters listed in Table 6.7 from the MP2 / 6-3IG** calculations correspond to the 

parameters of the lowest energy structure (Structure 5) (Figure 6.12) with all real vibrational 

frequencies. All other conformers were found to be higher in energy. All the computed 

structures had C| symmetry with no plane of symmetry in the molecule. 

Bond Length Length / A Angle Value /" 
C1-C2 1.5127 CrCz-O] 110.7 
C2-O3 1.4544 C2-O3-C4 115.05 
O3-C4 1.3498 O3C4C5 109.7 
C4-C5 1.5202 C4-C5-N6 112.56 
N6-C5 1.4609 C5-N6-N7 115.49 
N7-N6 1.2493 Ne-Ny-Ns 171.07 
N9-N7 1.1616 0]6-C4-03 125.68 
C H -1.09 C-C-H -110 

C4=Oi6 1.2173 

Table 6.7 - Geometrical parameters for the lowest energy structure 

of 2-azidoethylacetate. 
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The total energies, and first VIE's and AIE's were calculated for all six structures and can 

be seen in Table 6.8. As the total energies are all within 0.5 kcalmol"' in energy of each 

other, all the structures will contribute to the PE spectra. As for the imine of the 2-

azidoethanol (Section 6.5.2), the levels of calculation used were not high enough to separate 

these structures into a definitive energy order. 

12 11 

1 " " 1 0 

Figure 6.12 - Structure 5 with atom numbering. 

Structure 
HF E n e : ^ / MP2 Energy / 1" VIE / eV I ' A I E / e V 

Structure Hartrees Hartrees 
1 -471.2822595 -469.9723044 (L933 9.753 
2 -471.2814109 -469.9718972 &887 9jW7 
3 -471.2820751 -469.9726002 &941 9.760 
4 -471.281151 -469.9719174 10.000 &878 
5 -471.2821538 -469.9726868 &938 9J60 
6 -471.2811762 -469.9719931 10.007 &884 

Table 6.8 - Computed ground state energies, 1^ VIE's and AJEs for the 

six structures of 2- azidoethylacetate. 

Taking structure 5 with the lowest computed total energy (Figure 6.12), Koopmans' 

theorem was applied to the five highest occupied molecular orbitals of structure 5 and the 

vertical ionisation energies have been computed. These are shown in Table 6.9. These are 

expected to be higher than values from calculations which include allowance for 

reorganisation and correlation energy on ionisation. As for the 2-azidoethanol calculations 

(section 6.5.1), the values were scaled by a value of 0.92. This scaling is expected to afford 

better agreement with experimental values. 
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Molecular Band Experimental Koopmans Koopmans 
Orbital No. CE/eV Theorem Theorem x 0.92 

V m / e V VIE / eV 
34 1 9J4 10.269 9.447 
33 2 10.82 11.877 10.927 
32 3 1L33 12.680 11.666 
31 12.825 1L.799 
30 4 1260 13.766 12/#5 
29 5 13.20 14J73 13.407 
28 14.708 13.531 
27 15J#6 14J48 
26 16.088 14jWl 
25 16.715 15J78 
24 17^W7 16.474 

Table 6.9 - Koopmans theorem ionisation energies. 
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6.5.5 Computational Results for the Imine Associated with 2-

Azidoethylacetate 

Calculations were also performed, at several different levels of theory, on all the possible 

imine structures (HNCHCOOCH2CH3) obtained upon removal of molecular nitrogen from 

2-azidoethylacetate in order to determine their relative energies, ground state geometries, 

vertical and adiabatic ionisation energies. 

Four minimum energy structures were found for the imine derived from 2-azidoethylacetate. 

These were computed at the MP2 / 6-3IG** and B3LYP / 6-3IG** level of calculation and 

can be seen in Figure 6.13. 
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Figure 6.13 - Minimum energy structures for the imine 

derived from 2-azidoethylacetate. 
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Structures A and D have a plane of symmetry in the molecule giving a Cs point group. 

Structures B and C have no symmetry giving a Ci point group. The total energies, and 

VIE's and AIE's for each structure computed at the two different levels of theory are shown 

in Table 6.10. The total energies are within 0.14 kcalmol'^ of each other so therefore all the 

structures should contribute to the photoelectron spectra. 

Calculation Total Energy W V I E 1'* AIE 2"" VIE 2"" AIE 
Level / Hartrees /eV /eV / eV /eV 

A B3LYP/6-31G** -361.8360209 
MP2/6-31G** -360.7917954 10.512 9.584 12.108 9.584 

B B3LYP/6-31G** -361.8357978 
MP2/6-31G** -360.7920159 10.507 9.587 11.511 9.561 

C B3LYP/6-31G** -361.8357978 
MP2/6-31G** -360.7920161 10.508 9.587 11.511 9.608 

D B3LYP/6-31G** -361.8357978 
MP2/6-31G** -360.7937523 10.574 9.670 11.990 9.670 

Table 6.10 - Total energies, VIE's and AIE's computed at different levels of theory for the 

four structures of the imine associated with decomposition of 2-azidoethylacetate. 

Using Koopmans' Theorem for the lowest energy imine structure (structure D, see Figure 

6.14), the first five vertical ionisation energies have been computed. These are shown in 

Table 6.11. As for the 2-azidoethanol calculations (section 6.5.1), these values were scaled 

by a value of 0.92. This scaling should afford better agreement with experimental values 

and the results are shown in Table 6.11. 

Figure 6.14 - Lowest minimum energy structure (D) of the inline associated with the 

decomposition of 2-azidoethylacetate with atom numbering. 
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Molecular 
Orbital 

Koopmans Theorem 
V m / e V 

Koopmans Theorem x 0.92 
VIE/eV 

27 12.09 IIJ^ 
26 12J3 1L25 
25 1287 11.84 
24 1127 1221 
23 14J3 13J^ 

Table 6 .11- Vertical ionisation energies computed for the imine structure (D) 

using Koopmans theorem. 
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6.5.6 Computational Results for the Nitreme Associated with 2-

Azidoe thylace ta te 

Calculations were also performed, at several different levels of theory, on all possible 

nitrene (NCH2COOCH2CH3) structures obtained upon removal of molecular nitrogen from 

2-azidoethylacetate, in order to determine their relative energies, ground state geometries, 

and vertical and adiabatic ionisation energies. 

There are two possible spin multiplicities associated with this molecule, singlet or triplet. 

Each state has been computed at the B3LYP / 6-3IG** and MP2 / 6-31G**(5D) level with 

the triplet also being calculated at the QCISD level and the RCCSD / cc-pVDZ level of 

theory. 

Singlet nitrene ( . . . (a')^(a")®) 

Two minimum energy structures were obtained at the B3LYP / 6-31G**(5D) and MP2 / 6-

31G**(5D) level using restricted and unrestricted wavefonctions. These are shown in Figure 

6.15. 

y ¥ 

H flH 

A B 

Figure 6.15 - Two minimum energy structures of the singlet nitrene. 

The computed total energy, VIE's and AIE's for each of the structures are shown in Table 

6.12. 

Structure Calculation Level Neutral AIE VIE in the 
Total Energy /eV /eV ion 

/ Hartrees 
A B3LYP/6-31G**(5D) -361.824144 
B B3LYP/6-31G**(5D) -361.8295459 8.19 8.64 0.755 

MP2/6-31G**(5D) -360.7790687 8.48 9.17 0.7639 
RCCSD/cc-pVDZ -360.85769084 9.01 

Table 6.12 - Computed total energies, and VIEs and AIEs for singlet nitrene 

structures A and B. 
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Triplet nitrene (^A",..(a')'(a")') 

One minimum energy structure was located at the unrestricted B3LYP, MP2, QCISD and 

RCCSD / cc-pVDZ levels of theory and this is shown in Figure 6.16. 

Figure 6.16 - Triplet nitrene minimum energy structure with C, symmetry. 

The total energies, and AIE's and VIE's for the triplet state with the above structure have 

been computed at each level of theory and are shown in Table 6.13. 

Calculation Level Neutral AIE VIE 
Total Energy /eV /eV 

/ Hartrees 
B3LYP/6-31G**(5D) -361.740846 

Doublet 9.71 
Ground state 2.007 

Cation 1.2651 
Quartet 10.05 Quartet 10.39 Cation 3.761 

MP2/6-31G**(5D) -360.6851484 Ground state 2.02 
Doublet 9.96 Doublet 10.03 Cation 1.7685 
Quartet 10.48 Quartet 11.65 Cation 3.797 

QCISD/6-31G** -360.8989791 Ground state 2.021 
-360.77516975 Quartet 10.39 

Doublet 10.90 

Table 6.13 - Computed total energies, and AIEs and VIEs for triplet nitrene. 
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6.6 Mechanism of Gas - Phase Thermal Decomposition of 2-

Azidoethanol and 2-Azidoethylacetate 

In order to present mechanisms for the gas-phase thermal decomposition of 2-azidoethanol 

and 2-azidoethylacetate which are consistent with the experimental photoelectron and 

matrix infrared spectroscopic evidence, it is valuable to make a comparison with the earlier 

results obtained for 2-azidoacetic acid and 2-azidoacetone where concerted and stepwise 

mechanisms respectively were put forward to explain the decomposition. 

From the results of earlier studies on azidoacetic acid [18], CO2, CH2NH and N2 were 

observed at the same time on pyrolysis, with HCN being produced from CH2NH at higher 

temperatures. The results are consistent with a concerted mechanism which can be written 

as:-

0 

\ 
.0 

H 

H 

N 

N 

0 H 
H 

N 

H H 
CO2 + Ng 11 

NH 

This mechanism is consistent with results of DFT and ah initio molecular orbital 

calculations performed by Cordeiro et al. [20] on the stepwise and concerted dissociation 

processes of 2-azidoacetic acid. 

The results obtained in this work for 2-azidoethylacetate are also consistent with such a 

concerted mechanism, which can be written as;-

o H 
H 

N 

H H 

H H 
CO2 -J- N2 4-

NH 
+ CzH, 
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This mechanism would explain the production of C2H4, CO2, CH2NH and N2 at the same 

temperatures (as is observed) with HCN being produced by subsequent pyro lysis of 

CH2NH. However, the temperatures used for the 2-azidoethylacetate pyrolyses were greater 

than those used for the azidoacetic acid pyro lysis and are probably sufficient to lead to some 

decomposition of CH2NH to HCN in the heated flow tube. Hence, it is felt that the results 

obtained for 2-azidoethylacetate are consistent with a concerted mechanism with C2H4, CO2, 

CH2NH and N2 being the major products. 

In the case of the azidoacetone, the simultaneous production of CH2NH, CH2O, HCN, CO, 

N2 and CH3CHO meant that although a concerted mechanism of the type:-

. H H 
CH.CO + N2 + 11 

NH 

which gives rise to H2C=C=0, CH2NH, N2 and HCN is possible, a stepwise pathway, 

possibly involving radicals, had to be invoked to explain production of CH3CHO and CO 

simultaneously with the other products. 

e^. 

N3(:H(:0(:H3 

(ZHjCZHC) + HCN (]() + (:H4 + HCtf 

For 2-azidoethanol, it was expected that N2, CH2O and CH2NH would be observed on 

pyro lysis from the following reaction;-

H H 

O 

— H + N 2 
H H H 
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The observation of CO and HCN at the same time as N2, H2CNH and CH2O was not 

anticipated if the above mechanism was taking place. The experimental evidence provided 

by PES and matrix isolation infrared experiments showed that CO, N2, CH2O, CH2NH and 

HCN are observed at the same time. 

Therefore, the following stepwise mechanism is put forward to explain the decomposition:-

N3CH2CH2OH 

HCN + CH2O + Hz CHzNH + CO + Hz 

i 
HCN + H2 

It is also possible that this multistep process proceeds via a radical mechanism: 

Previous work has indicated that an imine could form in the first step: 

N3(:H2(:H2()H -4»]30N[:=(:HCH2()H 

This can rearrange via a 1,4 hydrogen shift to give: 

H 

HN. 4 

:> 
H 

H H 

HgN 

H 
H 

,0 

H 

Radical mechanisms can then occur as follows: 

CO + R H + .CHgNHg 
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or 

o 
p X. + 

H H 

Then •CH2NH2 can react with a ®R radical to give CH2NH + RH. If *R was ®H, the 

detection of H2 by matrix isolation IR is precluded by selection rules and it was not 

observed in the PES work, due to its low photoionisation cross section and overlap with 

other bands of CH2O, CO and N2. 

HCN is produced at higher temperatures than the initial decomposition products so should 

be a product of the decomposition of CH2NH. It was also found that CO increased as CH2O 

decreased, indicating that the CH2O decomposed to give CO and H2 as well as CO and % 

being produced from the radical route. 

A general radical mechanism can be written as follows:-

Initiation: (IINCHCPbOFQ* 

-» CHzO + H + tD^CH 

Propagation: e.g. tD4CHCHbOH + H atCKI + PDfCHz 

HNCHz + CH2O + H 

HNCH + CH2O + H2 

Termination: H + H + Ad 

CH2OH + H 

HNCH + H 

-» 

-» 

Hz 

CH2O + H2 

CH2NH 
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This route does not, however, account for the CO observed at the same time as the N2 and 

CH2O. If the previous rearrangement occurs, though, the following step would also occur 

during propagation. 

+ tK:CH:H2NTl2 -» Kb + + 

This multistep pathway is very similar to the stepwise mechanism put forward for the 

decomposition of azidoacetone. 
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6.7 Conclusions 

2-azidoethanol and 2-azidoethylactetate has been synthesised and characterised by a variety 

of techniques including matrix isolation infrared spectroscopy and u.v photoelectron 

spectroscopy. 

The Hel photoelectron spectrum of 2-azidoethanol consists of 7 bands in the 9.0 - 20.0 eV 

ionisation energy region. The Hel photoelectron spectrum of 2-azidoethylacetate consists of 

5 bands in the 9.0 - 20.0 eV ionisation energy region. Ab initio calculations have been 

performed for both 2-azidoethanol and 2-azidoethylacetate, and application of Koopmans' 

theorem to the computed orbital energies, multiplied by 0.92, yields vertical ionisation 

energies that are in reasonable agreement with both sets of experimental values. 

Thermal decomposition studies on 2-azidoethanol and 2-azidoethylacetate, using matrix 

isolation infrared spectroscopy and u.v. photoelectron spectroscopy, over a range of 

pyrolysis temperatures reveal that intermediate imines were not detected. Reaction 

mechanisms that are consistent with these findings have been proposed. 

The results of this study on the thermal decomposition of 2-azidoethanol and 2-

azidoethylacetate, as well as the results from earlier studies on the thermal decomposition of 

2-azidoacetic acid and 2-azidoacetone, mean that two main mechanisms of decomposition 

of organic azides of the type considered are beginning to emerge, 2-azidoacetic acid and 2-

azidoethylacetate decompose via a concerted process through a cyclic transition state to give 

the products, whereas 2-azidoethanol and 2-azidoacetone decompose via a step-wise 

mechanism through an imine intermediate which is not detected experimentally, probably 

because it is short-lived, and decomposes to give the products. 
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6.9 Characterisation Spectra 

6.9.1 2-Azidoethanol 

"3 6 0 

I 
0(4 

Figure 6.17 - Mass spectrum of 2-azidoethanol (70 eV). 

M / Z Assignment 
88 Protonated parent ion 
87 [Parent azide]+ N-N-N-CH2-CH2-OH 
45 [CH2-CH2-0H]+ 
43 [N-N-N-H]^ 
42 [N-N-N]+ 
31 [CH2-0H]+ 
28 [N-N]+ [N-CHzj^or 

Table 6.14 - Assignments of the 70 eV electron-impact mass spectrum of 2-azidoethanol. 
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Figure 6.18 - Raman spectrum of 2-azidoethanol. 

Peak Position / cm * Assignment 
2931 C-H stretch 
2883 C-H stretch 
2104 (N-N) Azide stretch 

Table 6.15 - Assignment of the Raman group frequencies. 
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Figure 6.19 - NMR Spectrum of 2-azidoethanol. 

(a) 'H NMR. 

(b) NMR. 

(c) H-C correlation spectrum. 
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6.9.2 2-Azidoethylacetate 

-g 60 

I 

Figure 6.20 - Mass spectrum of 2-azidoethylacetate (70 eV). 

M / Z Assignment 
130 Protonated parent ion 
129 [Parent azide]^ [N-N-N-CHz-CO-O-CHz-CHs]^ 
73 [COz-CHrCHs]^ 
56 [N-N-N-CHz]^ 
45 [O-CHz-CHs]^ 
42 [N-N-N]+ 
29 [CH2-CH3]+ 

Table 6.16 - Assignments of the 70 eV electron-impact mass spectrum of 2-

azidoethylacetate. 
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Figure 6.21 - Raman spectrum of 2-azidoethylacetate. 
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Figure 6.22 - Photoelectron spectrum of 2-azidoethylacetate and the 

starting material ethyl-bromoacetate. 

170 



Chapter 7 

A Study of the Reactions of Atomic and Molecular 

Chlorine with Dimethylsulphide and Dimethyldisulphide 

7.1 Introduction 

In this work, the gas phase reactions of atomic and molecular chlorine with two related 

sulphur containing molecules (dimethylsulphide, DMS, and dimethyldisulphide, DMDS) 

have been studied using photoelectron spectroscopy and ab initio molecular orbital 

calculations. This follows the work by Baker [1] who studied the reaction of atomic and 

molecular fluorine with DMS and DMDS. 

The main aim of this work was to identify and assign all the photoelectron bands associated 

with the products and reaction intermediates produced and to propose reaction mechanisms 

where possible. Each reaction was investigated by PES at a series of mixing distances (i.e. 

reaction times). The work was carried out in the Southampton PES group with the help of 

Dr. K. Miqueu and Dr. I. Torres. 

The presence of aerosols in the atmosphere is of great importance to the global climate as 

they affect the radiation budget of the Earth. These aerosols act as emitters, absorbers and 

scatterers of light as well as scavenging gas phase molecules. They also act as reaction 

surfaces and cloud condensation nuclei (CCN). Clouds of liquid droplets will form only in 

the presence of CCNs. These clouds, when formed, reduce the amount of radiation that 

reaches the Earth's surface and hence this gives rise to cooling [2, 3]. Molecules containing 

sulphur can form CCNs in the atmosphere [4, 5], and therefore give rise to a cooling effect 

on the Earth's surface temperature. Over the oceans the number of sea-salt particles 

produced are insufficient to account for the number of CCNs detected at cloud height in the 

marine boundary layer (MBL). Dimethylsulphide (DMS) has been proposed as the main 

source of atmospheric sulphur [2 - 4, 6], It can be oxidised to produce SO2, sulphuric acid, 

and methanesulfonic acid (MSA) in the atmosphere and these appear to be the main source 

of cloud condensation nuclei over the oceans [2, 4, 7]. The formation of DMS and its 

relationship to cloud condensation nuclei is shown in Figure 7.1. 
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Figure 7.1 - The marine sulphur-cloud climate hypothesis. 

DMS and DMDS are produced in a variety of different ways. Most significantly DMS is 

produced by planktonic algae in sea water [6] and oxidised in the atmosphere to produce 

sulphate aerosols. DMS and DMDS are also produced naturally by decaying organic matter 

in marine environments and fi'om man - made sources such as:- animal manure, pulp and 

paper mills and fishmeal processing [8]. 

The removal of DMS from the atmosphere is therefore of great interest. Oxidation of DMS 

by OH during the day and NO3 during the night is significant although it does not account 

for all the removal of DMS from the atmosphere [8 - 10]. Other pathways have been 

suggested involving halogen radicals such as BrO, CI and Br for example [2, 11]. 

In 1998 high concentrations of molecular chlorine were observed in coastal air [12]. This 

study suggested that early morning photolysis of molecular chlorine could yield 

significantly high concentrations of atomic chlorine. The presence of chlorine atoms has 

been proposed as a significant pathway for the oxidation of DMS and DMDS [13]. 

Therefore the reactions of DMS and DMDS with atomic and molecular chlorine are of great 

interest and are considered very important atmospherically. The source of the chlorine could 

be from man-made sources and from the reaction of HCl and OH after volatisation of HCl 
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from sea-salt particles [11]. It has also been found that marine algae release halogen 

compounds including methyl chloride, methyl bromide and methyl iodide [5, 8]. 

DMS and DMDS have been previously studied using a variety of techniques [14 - 20]. 

DMDS has been studied using photoionisation mass spectrometry [14] giving the first 

adiabatic ionisation energy of (8.18 + 0.15) eV. DMDS has also been studied by pyrolysis 

[15, 17] and dissociative photoionisation [16] giving products such as the CH3SS radical, 

HiCS, CS2, H2S and CH3SH. Translational spectroscopy [18, 20] has also been used to 

follow the photodissociation processes of DMS and DMDS. Photoelectron spectroscopy has 

been used to study DMS and this work was supported by ab initio calculations [19]. 

The four reactions that have been studied in this work and their possible reaction products 

with available rate constants from the literature are summarised below. 

Rate / cm^molecule's'^ 

CI2 + DMS ^ CH3SCH2CI + HCI k = <8x lO -14 Ref. [21] 

CI2 + DMDS ^ 2CH3SCI Ref [22] 

CI + DMS HCl + CH3SCH2 

CH3S(C1)CH3 

^ CH3SCI + CH3 

^ CH3S + CH3CI 

—> Products 

k = (1.8-3.3)xlO •10 

4 X 10 -10 

k = (3.22±3.0)xl0 

k = (3.61 ±0.21) X 10 

-10 

•10 

Ref. [21, 23] 

Ref. [24] 

Ref [25] 

Ref [26] 

Ref [27] 

CI + DMDS HCI + CH2SSCH3 

CH3S(C1)SCH3 

^ CH3SCI + CH3S 

k = (1.83±0.08)xl0-'°exp ±o.2i)/RT] 

k = (5.17±0.32)xl0-"exp [(3 39±o.29)/RT] [28] 

Some of the most interesting products produced by these reactions are the adducts. These 

are observed by electronic absorption spectroscopy [29] and proposed by kinetic and 

mechanistic studies for the CI + DMS reaction [23, 29] and proposed by kinetic studies for 

the CI + DMDS reaction [28]. 
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Several studies have been performed on these types of adducts. They have included a uv 

photoelectron spectroscopic study on iodine complexes [30], calculations on electron donor-

acceptor complexes [31] and several possible adducts between DMS and CI [32]. Another 

kinetic study [33] proposed several adducts that could be produced during the atmospheric 

oxidation of DMS, such as DMS:OH and CHsSOxiOi. 

7.2 Experimental 

In this work, Hel photoelectron spectra were recorded for the following reactions:- CI2 + 

MeiS, CI2 + MeiSa, CI + MezS and CI + MezSi using a single detector photoelectron 

spectrometer, designed to study short-lived species in the gas phase [34], as described in 

Chapter 2.2. Spectra were calibrated using the known ionisation energies of the reactants 

and stable product species as well as methyl iodide [35], which was added to the ionisation 

region. 

For the atomic halogen reactions the basic inlet system was used, as described in Chapter 

2.5, and the distance between the inner tube and the point of photoionisation could be varied 

between 0 - 3 0 cm. All internal surfaces were coated with boric acid. CI atoms were 

produced by several different methods. The first was passage of a flowing mixture of CI2 

and Ar through a microwave discharge (2.45 GHz) in the side arm of the glass inlet tube as 

described in Chapter 2.5. The second was passage of SiCLt through a microwave discharge 

in the side arm of the inlet system and the third was flowing F2 / CI2 through a microwave 

discharge. Preliminary experiments for the first method show that signals arising from CI, 

CI2, Ar and HCl were observed from the discharge, experiments for the second method 

showed signals arising from SiCLj as well. The third method was unsuitable as F2 and F 

atoms also react with DMS and DMDS [1]. The second method produced the strongest CI 

atom signal so was used in these experiments. DMS / DMDS were admitted into the 

spectrometer through a thin (3mm o.d.) inlet tube positioned down the centre of the tube 

used to carry the CI atoms. Experiments were also performed for HCl + DMS / DMDS in 

order to eliminate any possible reactions from the HCl + DMS (or DMDS) reactions. No 

signals were observed from these reactions from reaction products. 

For the molecular halogen reactions with DMS and DMDS, two different types of inlet 

systems were used. The first was the basic inlet system as used before and described in 

Chapter 2.5. The second was a modified inlet system, allowing an increase in the reaction 
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times used, and is also described in Chapter 2.5. Several inlet systems were made each with 

a different hole size at the end of the outer tube just above the point of photoionisation. The 

distance between the inner tube and the point of photoionisation could be varied between 0 -

50 cm. All the internal surfaces were left un-coated as no atoms were involved in the 

reactions. 

Other possible products of the reactions studied were also recorded using photoelectron 

spectroscopy, these included CICH2SCH3 and CI2CHSCH3 which were purchased 

commercially (Aldrich). These were calibrated against CH3I [35] and Ar [35]. In order to 

calibrate the spectra recorded for the reactions of molecular chlorine with DMS and DMDS, 

bands associated with CI2 [35], Ar [35] and HCl [35] were used. All spectra reported here 

have had the Help bands removed by the procedure described in Chapter 4. 

7.3 Computational D e t a i l s 

Ab initio molecular orbital calculations were carried out on the adducts DMS:CI and 

DMSiClz. These calculations were performed using the Gaussian 94 suites of programs 

[36]. Semi-empirical MNDO calculations were also performed in support of this work by 

Ik. Kjuinne on rWWS, CHsSCPBCk, CWWDS, (ZHjSSOizCl and 

CH3SSCHCI2 in order to identify spectral features that may be attributed to these products 

from the reactions. All the calculations performed are presented in section 7.5. 
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7.4 Results 

The results for the reactions are presented in the following order; CI2 + DMS, CI2 + DMDS, 

CI + DMS and CI + DMDS. 

7.4.1 CI2 + DMS Reaction 

Previous work carried out by Baker [1] used PES to study the similar reaction: F2 + DMS. 

This produced the following species;- CH3S, CH2S, HFCS, CH3 and thioketene depending 

on the mixing distance used. This therefore indicates that for the CI2 + DMS reaction, 

similar species would be expected. These should include;- CH3S, CH2S, HCICS and CH3, 

Ref [21], using discharge flow mass spectroscopy, observed no reaction at the short contact 

times used in the experiments so an upper limit of 8 x 10"''* cm^molecule"'s"' was given for 

the rate constant of this reaction. 

Photoelectron spectra were recorded for the CI2 + DMS reaction using two different types of 

inlet systems. The first was an open-ended tube with a range of mixing distances, between 0 

and 30 cm above the photon beam. All reagent partial pressures were kept constant as the 

mixing distance was altered. The spectra obtained are shown in Figures 7.2 and 7.3. The 

second inlet system was of the type described in Chapter 2.5.1, with the width of the circular 

aperture being 2 mm. Photoelectron spectra were recorded with this inlet system at several 

mixing distances from the point of photoionisation. The spectrum recorded at 40 cm is 

shown in Figure 7.4. 

Figure 7.5 compares the photoelectron spectrum for an open ended inlet tube and with that 

recorded with an inlet system with a 2 mm aperture. 

A photoelectron spectrum of pure CH3SCH2CI was also recorded in order to help identify 

any of the bands observed. Photoelectron spectra of the DMS + CI2 reaction were also 

carried out in the dark to eliminate the possibility of the photolysis of CI2 -> 2C1, which 

would be followed by the reaction DMS + CI. No difference in the spectra were obtained at 

any mixing distance, so the photolysis of CI2 is not significant in these experiments. 
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Figure 7.2 - A Hel photoelectron spectrum recorded for CI2 + DMS 

using an open ended reaction tube at a mixing distance of 5 cm. 
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Figure 7.3 - A Hel photoelectron spectrum recorded for CI2 + DMS 

using an open ended reaction tube at a mixing distance of 30 cm. 
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Figure 7.4 - A Hel photoelectron spectrum recorded for CI2 + DMS 

using a 2 mm aperture at a mixing distance of 40 cm. 
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Figure 7.5 - Comparison of photoelectron spectra recorded for CI2 + DMS 

with open-ended and narrow-ended (2mm aperture) inlet systems. 
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From Figures 7.2 - 7.4, it can be seen that HCl and CH3SCH2CI are products of the reaction 

DMS + CI2. The spectra also show several new bands, which cannot be attributed to any 

other possible products suggested from Baker's work on the F2 + DMS reaction [1], These 

new bands are seen to be related as their intensities follow each other as the mixing distance 

is increased or decreased. A previous kinetic study on the reaction DMS + CI [24], and a 

kinetic and an electronic absorption spectroscopic study on the DMDS + CI reaction [28] 

propose that both reactions produce complexes. This would indicate that the unknown bands 

observed in these experiments could be attributed to a complex of the form CH3S(Cl2)CH3. 

In support of this suggestion Hedge et. al. [30] studied iodine complexes with diethylether 

and diethylsulphide with ultraviolet photoelectron spectroscopy. This study showed that 

photoelectron bands observed for the (€21^2)28:12 complex could be assigned as arising from 

ionisation from orbitals essentially localised on either the I2 or the diethylsulphide fragments 

in the complex. This indicates that the bands observed in this work corresponding to the 

ionisations from the CI2 orbitals would be lowered in ionisation energy, compared to free 

CI2, and the ionisations from the DMS orbitals will be increased, compared to uncomplexed 

DMS, as for the first ionisation energies, IE (DMS) < IE (CI2), and the complex can be 

viewed as a donor-acceptor complex. All these observations are supported by the spectra 

recorded here and therefore the unknown bands are attributed to a DMS:Cl2 complex. 

In order to help confirm the presence of a complex, ab initio molecular orbital calculations 

were carried out and these are described in section 7.5.1. 

The relative intensities of all reactant and product bands were measured at various mixing 

distances at constant reagent partial pressures. From the mixing distance plot, shown in 

Figure 7.6, for an open ended tube, it can be seen that the relative concentrations of the 

reactants decrease with mixing distance while the stable products HCl and CH3SCH2CI 

increase steadily. The mixing distance profiles of the unknown bands closely resemble each 

other supporting an assignment to the ionisation of the same species, the DMSiClz complex. 

In order to see the bands of the DMSiClz complex more clearly, bands of the reactants and 

stable products have been subtracted from the spectrum, as described in Chapter 4, recorded 

at 10cm with an open-ended tube and the result shown in Figure 7.7. 
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Figure 7.6 - Variation of the intensity of the photoelectron bands 

of CI2, HCl, CH3SCH2CI, DMS and the bands attributed to the DMS:Cl2 complex. 
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Figure 7.7 - Subtracted spectrum showing the bands attributed to the DMSiC^ complex. 
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7.4.2 Ch + DMDS Reaction 

Previous work by Baker [1] studied the related reaction: Fa + DMDS. This produced the 

following species:- CHiS, HFCS, CS and CS2 depending on the mixing distance used. This 

therefore indicates that for the CI2 + DMDS reaction, similar species would be expected. 

Previous studies on this reaction by electronic absorption spectroscopy [22] indicate that the 

reaction CI2 + DMDS ^ 2CH3SCI occurs, when equimolar amounts of DMDS and CI2 are 

mixed together. So in the experiments performed for this work any bands attributed to the 

above species were noted. 

As in section 7.4.1, several different inlet systems were used for these experiments with a 

range of different hole sizes. No reaction was observed until the size of the aperture was 

reduced to 1mm and indicated that at room temperature this reaction is slow. Under these 

conditions the reaction was not quite complete but on decreasing the aperture size to 0.5mm 

complete reaction was observed. The spectra obtained are shown in Figure 7.8 and 7.9 

respectively. 

In Figure 7.8 and 7.9, a small amount of HCl is observed as a product, that increases with 

reaction time. There are two possible explanations as to why HCl has been observed. The 

first is that there is a very small amount of residual water left in the inlet system and CI2 will 

react with this water to produce HCl. The second explanation is that it is produced from a 

secondary reaction such as: 

DMDS + CI2 ̂  2CH3SCI ̂  2H2CS + 2HC1 

H2CS (I"* VIE 9.38 eV, 2"" VIE 11.76 eV [37]) should be a product if this secondary 

reaction is occurring but due to the overlap of stronger bands, notably those of CH3SCI at 

9.21 eV and 11.37 eV, it is not observed in the spectrum. 

Once the HCl and CI2 bands have been subtracted from the spectra, as described in Chapter 

4, the remaining bands can all be assigned to CH3SCI. This was confirmed by comparison to 

known spectra of CH3SCI by PES [38]. This gives a much cleaner spectrum of CH3SCI than 

has previously been observed and is shown in Figure 7.10. No other bands were observed in 

the spectrum. 
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Figure 7.8 - A Hel photoelectron spectrum recorded for DMDS + CI2 

with a 1 mm exit hole, at a mixing distance of 25cm. 
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Figure 7.9 - A Hel photoelectron spectrum recorded for DMDS + CI2 

with a 0.5 mm exit hole at a mixing distance of 10 cm. 
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Figure 7.10 - A Hel photoelectron spectrum recorded for DMDS + CI2, with contributions 

of HCl and CI2 removed leaving a clean spectrum of CH3SCI. 
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Figure 7.11 shows a plot of the relative intensity of the main photoelectron bands observed 

in this reaction. The mixing distance plot was obtained at constant reagent partial pressures 

using an inlet system with a 0.5 mm exit hole. 

DMDS 

CH,SC1 

a 

s 

CCS 

-i 1 1 1 r 
10 15 20 

Mixing Distance / cm 

T 
25 

Figure 7.11 - Variation of the observed band intensities of the DMDS + CI2 reaction as a 

function of mixing distance above the photon beam at constant reagent partial pressures. 
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7.4.3 CI + DMS Reaction 

Previous work by Baker [1] studied the reaction: F + DMS. This produced the following 

species:- CH3, CH2S, F2CS, CH2SCH3, CS and CS2 depending on the mixing distance used. 

This therefore indicates that for the CI + DMS reaction, similar species would be expected. 

Previous studies on this reaction [21, 23 - 25, 27, 29] indicate that there are several different 

competing reaction channels, each dependent on the temperature and pressure in the system: 

CFbSCFb + C1 -» CFbSCFb + 

+ [CfBiSOCOCBb] (3i3SK% + CH3 

-» ClLiS + CFbCl 

Reference [21], using discharge flow mass spectroscopy, shows that the reaction proceeds 

through the first channel only. Kinetic and mechanistic studies [23, 24] indicate that the first 

channel is the dominant reaction mechanism at the low pressure limit and the CH3S(C1)CH3 

adduct is stabilised with increasing pressure. This channel becomes competitive with the 

hydrogen abstraction pathway at higher pressures. Stickel et al. [23] also showed that the 

reaction of CI with DMS was very fast and occurs on essentially every CI + DMS encounter. 

Several ab initio studies have also been carried out on the DMS:CI adduct [32, 39, 40]. In 

support of this work and to identify in which ionisation energy region the first band of 

the adduct is expected to appear, ab initio calculations were also carried out in this present 

work and these are summarised in section 7.5.2. 

The reaction was performed using an open ended inlet system, as described in Chapter 2, 

coated with boric acid. Chlorine atoms were produced by microwave discharge of a SiCLj / 

Ar mixture for these experiments. 

The reaction CI + DMS was carried out over the mixing distance range of 0 - 25 cm from 

the point of photoionisatioiL The photoelectron spectra recorded over the complete 

ionisation energy range for each mixing distance are shown in Figure 7.12. 

Figure 7.13 is an expanded region of Figure 7.12 with bands associated with identified 

species marked on. 
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Figure 7.13 - Hel photoelectron spectra recorded for the CI + DMS reaction in the, 

8.2 eV-11.5 eV ionisation energy region, with known bands marked on. 
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All the species marked on Figure 7.13 have been identified and confirmed with known 

photoelectron spectra [This work, 35, 38]. Once the DMS and CSz molecules had been 

identified and subtracted from the spectra, a few bands remained. The band observed at 

around 9.2 eV contains contributions from CH3SCH2CI and CH3SCI. The proportion present 

was difficult to determine but an estimate is shown in the mixing distance plot (Figure 7.14). 

These estimates were based on an approximate deconvoiution of the band at ~9.2 eV. Using 

the deconvoiution program in Microcal Origin, two gaussian shaped bands at vertical 

ionisation energies 9.15 eV for CH3SCH2CI and 9.21 eV for CH3SCI were fitted into the 

broad band for each mixing distance. The intensities of these gaussian bands for each 

mixing distance were used as the estimates shown in the mixing plot. Figure 7.14. For each 

of the molecules, once an approximate intensity had been calculated, the previously 

recorded spectra [this work] were fitted to this intensity and subtracted from the 

photoelectron spectrum shown in Figure 7.13. Once all these molecules had been subtracted 

from the spectrum an unknown band at ~ 9.6 eV could clearly be seen. It was suspected that 

this band can be attributed to HCICS. The photoelectron spectrum and the ionisation 

energies for HCICS are unknown but can be estimated from averaging the H2CS [41] and 

CI2CS [42] ionisation energies giving 9.61, 11.33, 12.90 and 13.79 eV for HCICS. As the 

bands observed are in reasonable agreement with these values (9.61 ± 0.05 eV and 11.30 ± 

0.05 eV), the remaining unknown bands were attributed to HCICS apart from a band at 

10.81 eV which remains unassigned. 

From the possible reactions proposed earlier no evidence was observed for CH3S (first three 

VIE's 9.26, 9.91 and 10.31 eV ratio 3:2:1 [43]) or 6r the CH3CI (Grst VIE 11.29 eV [35]). 

Also no evidence for the radical CH3SCH2 (7.16 eV VIE [1, 44]) was observed. Ab initio 

calculations performed in this work, for the DMS;C1 adduct, and described in section 7.5.2, 

indicate that the first ionisation energy should be a broad band starting at 6.937 eV with a 

VIE of 8.330 eV. Although there are no bands that appear to be associated with this adduct 

its stable decomposition products have been observed weakly in the spectrum, CH3SCI and 

CH3. 

Figure 7.14 shows a plot of the relative intensity of the main photoelectron bands observed 

in this reaction. The mixing distance plot was obtained at constant reagent partial pressures 

with an open ended inlet system. 
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Figure 7.14 - Variation of the observed band intensities in the DMS + CI reaction as a 

function of mixing distance above the photon beam at constant reagent partial pressures. 
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7.4.4 CI + DMDS Reaction 

In previous work Baker [1] used PES to study the reaction F + DMDS. This produced the 

following species:- CH3, CH3SF, FzCS, CH2SSCH3, SFz, CS and CS2 depending on the 

mixing distance used. This therefore indicates that for the CI + DMDS reaction, similar 

species would be ê qiected. Previous kiiKtic studies on this reaction [28] carried out at kw 

pressure indicate that there are two difkrent competing reaction channels 

CI + DMDS ^ HCI + CH2SSCH3 k = (1.83 ±0.08) X 10'̂ ° 

CH3S(C1)SCH3 k = (5.17 ± 0.32) x lO '' exp 39±o.29)/Ri] 

CH3SCI + CH3S 

Experiments were performed for the CI + DMDS reaction with an open ended inlet system 

coated in boric acid. Chlorine atoms were produced by a microwave discharge of a SiCl* / 

Ar mixture for these ogeriments. 

The reaction CI + DMDS was carried out over the mixing distance range of 0 - 25 cm from 

the point of photoionisation. Photoelectron spectra recorded over the complete ionisation 

energy range for each mixing distance are shown in Figure 7.15. In order to see the new 

Matures that have appeared 5)r the reaction, the residual DMDS has been subtracted from 

the spectrum as described in Chapter 4. 

Figure 7.16 shows an ê q̂ anded region of Figure 7.15 with the identified q)ecies marked on. 
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Figure 7 .16-He! photoelectron spectra recorded for the CI + DMDS reaction over the 

ionisation region, 8.2 e V - 11.5 eV, with identified products of the reaction marked on. 
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In Figure 7.16 several bands are unknown and marked as X. After comparison to known 

spectra, the MNDO calculations presented for CH3SSCH2CI, CH3SSCHCI2 and 

CICH2SSCH2CI in section 7.5.3 and the results obtained for the DMS + CI reaction (Figure 

7.13), it was concluded that the bands at 9,61 eV and 11.30 eV can be attributed to HCICS 

and the band at 9.75 e V remains unknown. 

Figure 7.17 shows a plot of the relative intensity of the main photoelectron bands observed 

in this reaction. The mixing distance plot was obtained at constant reagent partial pressures 

with an open ended inlet system. 

CHSCl 

DMDS 

HCICS 

10 15 

Misdng Distance / chi 

Figure 7.17 - Mixing distance plot showing the relative intensities of the identified species. 

Once again it can be seen that the partial pressures of the reactants rapidly decrease and that 

the unstable products also decrease in partial pressure as the mixing distance, and therefore 

the reaction time, increases. Only the stable products increase as the reaction time increases. 
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7.5 Calculations 

Two different types of calculations were performed in order to help assign the bands 

observed in some of the spectra. These were ab initio molecular orbital calculations on the 

ClrDMS and CfcrDMS complexes and MNDO semi-empirical calculations on DMS, DMDS 

and their chlorinated compounds. 

7.5.1 Ab initio Calculations for DMSrCh 

Ab initio calculations were carried out on the DMSiCla complex for several different 

geometries using the Gaussian 94 program [36] at the MP2 (foil) / 6-31++G** level of 

theory. Dr. E. P. F. Lee also performed calculations in support of this work at various levels 

of theory in order to calculate the first VIE of the complex. 

Three different geometries of the DMS'.Cli complex were found to be true energy minima 

all with real frequencies. The two lowest energy forms are shown in Figure 7.18. Isomer 1 

has Cs symmetry and has the electronic state ^A', whereas isomer 2 has Ci symmetry. The 

third isomer had an energy of-1396.3740285779 Hartrees slightly higher than that of 

Isomer 2 (-1396.3740288075 Hartrees). Both of the molecules are extremely similar in 

geometry and can be regarded as essentially the same isomer. 

Isomer 1 

Ej= -1396.402 Hartrees 

Ei= -1396.374 Hartrees 

Isomer 2 

Figure 7.18 - The two lowest energy forms of the DMSzClz complex. 

Isomer 1 is the lowest in energy and is therefore believed to be the structure of the complex 

observed in this work during the DMS + CI2 reaction. The optimised geometry and 

vibrational frequencies are shown in Table 7.1. 
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Bond Length / Vibrational Infrared Description 
A Frequency 

/cnf* 
Intensity 

Cli-Clz 2.0821 5&7614 (10127 
CI] or 2 - S3 :L8382 56.5655 2.0399 
C4 or 5 ~ S3 1.8008 90.4618 65.0709 

C - H -L09 128.9702 
15%1566 

(10196 
19.9319 

Angle Value / ° 163.6395 0.0833 
172.4326 181.8744 5.4346 

CI2 — S3 — C4 or 5 93.8938 281.4141 0.0380 
C4-S3-C5 98.8403 407.5820 

738.6849 
795.2902 
955.6325 
987.9831 

149.4680 
2.6672 
0.0475 
&1096 
0.0043 

1030.2810 7.6650 CH3 wag // to XY plane 
1094.9088 14.8170 CH3 wag ± to XY plane 
1410.2560 1.4165 Skeletal deformation 
1436.0161 9.2375 Skeletal deformation 
1490.6171 0.0480 Skeletal deformation 
1497.8678 18.8215 Skeletal deformation 
1514.570 14.6440 Skeletal deformation 

1523.9030 2.0824 Skeletal deformation 
3123.4215 29.2101 CH sym. stretch 
3127.4464 18.7787 CH antisym. stretch 
3226.9251 93135 CH sym. stretch 
3233.9189 0.0956 CH antisym. stretch 
3246.8432 6x5556 CH sym. stretch 
3248.0233 L3336 CH antisym. stretch 

Table 7.1 - Optimised parameters, vibrational frequencies and infrared intensities 

for the DMS:Cl2 complex. 

Koopmans' theorem and ASCF calculations were performed on this structure in order to 

determine in which region the ionisation energies should appear. The results of these 

calculations are shown in Table 7.2. 

Taking the geometry of isomer 1, Dr. E. Lee performed higher level calculations in order to 

determine the ionisation energies of the complex. These are shown in Table 7.3 and Table 

7.4. 
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MO Experimental Orbital Character KT ASCF values 
m / e V lE /eV AIE / eV VIE / eV 

34 ns 9.507 8375 8.672 
33 10.52 %:*a 1L831 
32 10.78 %:*a 11.852 8.126 10.197 
31 12.72 ns 12J11 
30 1116 H-C-S 

Delocalised Bonding 
11421 

29 14.00 TCCI 14.684 
28 14.433 TICI 14.686 
27 15J25 O'CI 15354 
26 15.767 GCH 15.791 

Table 7.2 - Calculated ionisation energies for isomer 1. 

State CIS' HF (KT) MRCI+D" CCSD(T) Experimental 
(SOMO) /eV /eV /eV /eV /eV 

'A' (9.66)° 9.51 8.59 (9.66)" 8.83 (9.66)= &66 
11.94 1L73 10.16(11.23) 10.52 

2^„ 11.94 11.74 12.72 (13.79) 10.12 (10.95) 10.78 
^A' 12,80 12J0 11.29(12.36) 1272 
^A' 14.86 13.86 13J6 
^A" 14^4 14.61 14.00 
^A' 15.06 14.61 15.33 
^A" 14.81 15J2 1&16 
^A" 1812 15J4 
^A" 18J3 16.09 
^A' 18.87 16.97 
^A' 19.00 17.01 

a - CIS (nstates = 20) calculation of the ground state cation at the optimised geometry of the neutral. Only 

results of one-electron ionised states are given. 

b-CASSCF/MRCI. 

c - The first VIE is set to the experimental value and the computed excitation energies were used to evaluate 

the higher VIEs. 

Table 7.3 - Computed VIEs ofDMSiCk at different levels of calculation, 

with the aug-cc-pVDZ basis set. 
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Methods VIE/eV N basis 
MP2 / aug-cc-pVDZ &87 181 1 
MP2 (full) / aug-cc-pVDZ &88 181 
RCCSD / aug-ec-pVDZ &77 181 
RCCSD(T) / aug-cc-pVDZ &83 181 
MP2 (fall) / 6-311++G (3df; 3pd) &95 327 
RCCSD / aug-cc-pVTZ &87 380 
Best estimate" &93 
Experimental &66 

a - Based on the RCCSD / aug-cc-pVTZ value. 

Table 7.4 - First VIE of DMSiCk at the MP2 (full) / 6-31++G** 

geometry of the neutral (CJ. 

Comparing Table 7.2 and Table 7.3 to the experimental values obtained for the DMSiCli 

complex, it can be seen that Koopmans' theorem appears to give the best estimate to the 

ionisation energies. 

From the ab initio calculations carried out in this work, the bands seen in the photoelectron 

spectrum can be assigned to orbitals from either the chlorine molecule or DMS molecule of 

the complex. This is shown in Table 7.2 and Figure 7.19. Reference [30] also shows a 

similar diagram for the (€21^5)28:12 complex where the donor lone pair ionisation energy (in 

this case DMS) increases and the halogen orbital ionisation energy decreases. Figure 7.19 

shows VIEs measured for DMDSiCk, DMS and CI2 in a diagrammatic form. 

Figure 7.18 shows the two lowest energy isomers of the DMS'.Cb complex calculated at the 

MP2 (full) / 6-31++G** level of theory. Isomer 1 is lower in energy and beheved to be the 

structure of the complex. It can also be seen from Figure 7.18 that isomer 2 has one chlorine 

attached to DMS and the other is further away from the DMS molecule. This indicates that 

it is an intermediate, where the complex DMSiClz decomposes to CH3SCH2CI + HCl 

leading to the reaction pathway shown in Figure 7.20. 
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Figure 7.19 - Experimental VIEs of DMS, CI2 and the 1:1 complex, indicating from which 

orbital each PE band of the complex has been derived. 
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Figure 7.20 - Reaction pathway for the decomposition of DMSrCla. 
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7.5.2 fwMo Calculations for the DMSzCI Complex 

Previous studies using kinetics and time resolved electronic absorption spectroscopy [23, 

24, 27, 29] have shown that during the DMS + CI reaction, an adduct is proposed of the 

form CH3S(C1)CH3. Several ab initio studies on this DMS;C1 adduct have been published at 

different levels of theory [32, 39, 40]. The earliest study calculated complexes of CI atoms 

with DMS and DMSO [40] at the UHF / 3-21G* and PMP2 / 6-3IG (d) levels of theory. 

Total energies, geometrical parameters and vibrational frequencies were calculated for the 

DMS: CI adduct. Two later studies published in 1997 [32, 39] used higher levels of theory in 

order to obtain more accurate results. The first [39] used the MP2 (full) / 6-31IG** level of 

theory to optimise the geometry of the adduct, compute reaction enthalpies, energies of 

activation and vibrational frequencies. The most recent study [32] used the UQCISD (T) / 

DZP // UMP2 / DZP level of theory. The geometry and stability of several possible adducts 

were investigated but only one was found to be strongly bound, through the lone pair on the 

sulphur atom. The absolute energies, geometrical parameters and vibrational frequencies 

have all been calculated for the stable adduct and are similar to those calculated in this work 

fbrDMSiCL 

None of the previous ab initio studies have calculated the ionisation energies of the DMS: CI 

complex. The purpose of this work was to compute the ionisation energies of the complex at 

the MP2 (full) / 6-3 IIG** (5d) level of theory. 

Taking the geometry of ref [39], geometry optimisation calculations were carried out at the 

MP2 (full) / 6-31 IG** (5d) level of theory. These calculations produced an adduct with Cs 

symmetry and an electronic state ^A'. The geometrical parameters of this adduct and those 

computed previously [32, 39, 40] are shown in Table 7.5. Several other isomers were also 

computed in this work but all with higher energy or imaginary frequencies. 

The vibrational wavenumbers for this adduct which are all real for the geometry listed in 

Table 7.5, have also been computed and are compared to those previously reported [32, 39, 

40] in Table 7.6. 
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Bond This work 
Length / A 

Ret f32j Ref. [40] Ref. 1391 
C l i - S z 2.5909 2587 2760 259 
S] — C3 or 4 1.7933 1̂ W6 L807 L79 
C - H - L09 - L09 L09 

Angle Value / ° 

Cli - S2 - C3 or4 92.0791 9L9 94J 9L7 
C3 — S2 — C4 99.7642 9&6 10&2 9&8 

Energy 
MP2(FuU) / 6-311G**(5d) 
UQCISD(T) / DZP // 

-937.0443308 
-936.7515512 

UMP2/DZP 
PMP2 / 6-3IG (d) -936.69455 
MP2(FuII)/6-311G** -937.117947 

Table 7.5 - Geometrical parameters for the DMS:C1 adduct. 

This work Infrared 
Intensity 

Ref. [32] 
Frequency / cm"' 

Ref. [40] Ref. [39] 

80.6114 1J^:58 112 96 8&6 
152.4984 3.4427 167 108 1525 
170.0215 0.8473 168 170 170.2 
185.0099 1.3396 187 190 185^ 
283.7618 0.9522 282 213 283.7 
299.9682 3.8996 300 294 299.9 
7371380 :L8163 735 725 737T 
793.3416 0.0391 791 785 793.3 
94&1216 0.6844 953 1045 94&2 
978.3329 &3020 982 1115 9783 
1015.3871 14.9400 1015 1081 1015.4 
1082.0980 223024 1086 1189 1082.1 
1387.6952 0.2550 1387 1531 1387/7 
1412.4188 11.5972 1411 1550 1412.4 
1457.8036 0.2568 1490 1636 1457.8 
1471.0320 18.1564 1497 1640 147L0 
1472.0991 11.9853 1504 1648 1472.1 
1486.5631 3.5908 1509 1650 1486.6 
3097.9975 8.7360 3124 3216 309&0 
3100.3743 5.6634 3127 3214 3100.4 
3204.5159 2.1640 3250 3296 3204.5 
3207.8851 0.0946 3253 3294 320%9 
3216.7661 03084 3264 3306 3216^8 
3217.6511 0.0948 3266 3305 321%7 

Table 7.6 - Calculated vibrational wavenumbers for the DMS;C1 adduct. 

203 



The DMS:C1 adduct has a singly occupied molecular orbital with an outermost 

configuration (a')^(a')\ Upon ionisation an electron is removed from the outermost a' orbital 

to yield a closed shell 'A' state or from the lower a' orbital to yield a ^A' or 'A' state. Of 

these two latter states, the ^A' state is expected to be lower in energy. 

Closed-shell Singlet DMSzCl (C, sym. *A') 

Calculations of this singlet were carried out using a restricted method with the MP2 (full) / 

6-31IG** (5d) level of theory. The optimised singlet has a computed total energy of 

-936.7894063 Hartrees. Calculations were also carried out on the neutral ground state at this 

level and the first AJE and VIE were computed as 6.937 and 8.330 eV respectively. 

Open-shell Triplet DMS:Cf (C, sym. ^A') 

Calculations on this triplet were carried out using an unrestricted method at the MP2 (full) / 

6-311G** (5d) level of theory. The total energy computed for the optimised triplet is 

-936.7141987 Hartrees. Calculations were also carried out on the neutral ground state at this 

level and the first AJE and VIE were computed as 8.983 and 9.048 eV. for the ionic state 

was 2.019 compared to the expected value of 2.00 indicating that some spin contamination 

from higher spin multiplicity states has occurred. 
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7.5.3 MNDO Calculations 

In support of this work Dr. K. Miqueu [45] performed MNDO calculations on DMS, 

CH3SCH2CI, CH3SCHCI2, DMDS, CH3SSCH2CI and CH3SSCHCI2 in order to eliminate or 

to help assigns bands that had been observed in experiments carried out in this work. These 

are summarised below and, where possible, the experimental VIEs have also been included. 

In order to compare the calculations with expected bands in the experimental spectra, sets of 

VIEs for unknown spectra have been extrapolated from the values obtained for sets of VIEs 

with known experimental values. 

DMS and Related Chlorinated Compounds (Koopmans' theorem VIE) 

DMS MO Experimental Ratio 
-Si / eV l E / e V Exp / Calc 

9.58 bl 8.66 0.904 
11.50 al 1L28 0.981 
13.36 b2 12.61 0.944 
14.33 a2 13.97 0.975 
15.06 al 14.56 0.967 
15.14 b2 15.22 1.005 

Table 7.7 - Results of MNDO calculations for DMS. 

CH3SCH2CI MO Experimental Ratio 
-Gi / eV l E / e V Exp / Calc 

10.00 a" 9J5 (h915 
11.84 a' 10.97 0.927 
12^5 a" 1L23 0.902 
12.57 a' 12.08 &961 
14.23 a' 13J8 &941 
15.01 a" 
15.56 a' 

Table 7.8 - Results of MNDO calculations for CH3SCH2C] 

CH3SCHCI2 MO Experimental Ratio 
-Gi / eV l E / e V Exp / Calc 

10.44 a" 934 &894 
12.07 a' 11J6 Oj%5 
12.66 a' 1L70 0.924 
12.67 a" 11.95 OjW3 
13.27 a" 12.63 0.952 
13.62 a' 13.83 1.015 
14.62 a' 
15.15 a" 

Table 7 . 9 - Results of MNDO calculations for CH3SCHCI2 
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C1CH2SCH2CI MO Ratio used Extrapolated 

-Si / eV From Table 7.9 l E / e V 
10.52 a' 0.894 9.09 
11.89 a' 0.925 11.00 
12.31 a" 0.924 11.37 
12.56 a" 0.943 11.84 
12.69 a' 0.952 12.08 
13.55 a' 1.015 13.75 
15.37 a" 

Table 7.10 - Results of MNDO calculations for CICH2SCH2CI (Cs symmetry). 

DMDS and Related Chlorinated Compounds 

DMDS Experimental Ratio 
-Si /eV l E / e V Exp / Calc 

9.57 8.95 0.94 
10.21 9.241 0.91 
11.65 11.266 0.97 
13.28 12.323 0.93 
14.03 13.42 0.96 
14.73 14.35 0.97 
15.07 14.75 0.98 

Table 7.11 - Results of MNDO calculations for DMDS 

CH3SSCH2CI Ratio used Extrapolated 
-Si / eV From Table 7.8 l E / e V 
10.06 0.915 9.20 
10.55 0.927 9.78 
11.95 0.902 10.78 
12.59 0.961 12.10 
12.65 0.941 11.90 

Table 7.12 - Results of MNDO calculations for CH3SSCH2CI. 

CH3SSCHCI2 Ratio used Extrapolated 
-Si /eV From Table 7.9 l E / e V 

10.41 0.894 9.31 
10.83 0.925 10.02 
12.05 0.924 11.13 
12.67 0.943 11.95 
12.72 0.952 12.11 
13.20 1.015 13.41 

Table 7.13 - Results of MNDO calculations for CH3SSCHCI2 
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CICH2SSCH2CI Ratio used Extrapolated 
-Si / eV From Table 7.9 l E / e V 
10.44 0.894 933 
10.95 0.925 10.13 
12.34 0.924 1L40 
12.70 0.943 1L95 
12.72 0.952 12JI1 
12.86 L015 13.05 
12.88 

Table 7.14 - Results of MNDO calculations for CICH2SSCH2CI. 
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7.6 Conclusions 

Each of the reactions studied will be taken in turn. 

7.6.1 DMS + CI2 

The only previous study of this reaction using discharge flow mass spectroscopy [21] has 

not observed any reaction at the short mixing distances used in the experiments. A possible 

reaction mechanism at longer reaction times is proposed as; 

DMS + CI2 ̂  CH3SCH2CI + HCl 

The results presented here show that this reaction channel is preceded by a complex of the 

form DMS:Cl2. These results are supported by the ab initio calculations carried out in this 

work. Therefore the reaction proceeds as follows: 

DMS + CI2 ̂  CH3S(Cl2)CH3 ^ CH3SCH2CI + HCl 

7.6.2 DMDS + CI2 

The previous study of this reaction using electronic absorption spectroscopy [22] has shown 

that the reaction proceeds via the reaction:-

DMDS + CI2 ̂  2CH3SCI 

The results presented here agree with this mechanism but HCl is also observed. Once the 

HCl and CI2 bands have been subtracted from the photoelectron spectra a very clean 

photoelectron spectrum of CH3SCI was recorded. To include the production of HCl a more 

general mechanism is proposed: 

I%WDS + Cb -* 2C%tSCP ^ 2C1%SC1 

[M, ^ 2HCI + 2CH2S 
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7.6.3 CI + DMS 

Previous studies for this reaction have shown that a variety of reaction pathways are 

possible [21, 23 - 27], depending on the pressure and temperature of the system. These are 

summarised below. 

Cl + DA^ ^ C%bSCH2 + IM% 
CH3S(C1)CH3 

^ CH3SCI + CH3 

For these experiments no bands that could be identified associated with the DMSrCl 

complex. Ref [23], which involved kinetic studies, indicates that the complex is seen at 

higher pressures between 300-700 Torr. In the presented PES experiments, the pressure at 

the point of reaction is only -5x10"^ Torr therefore it is not expected that the adduct will be 

seen. Ab initio calculations were also carried out to calculate where the first ionisation 

energies of the adduct would be expected to appear. Two of the possible decomposition 

products of the complex, CH3SCI + CH3, are observed weakly in the spectrum indicating 

that the complex is formed but decomposes immediately. The other products observed 

indicate that the following reactions are occurring in these experiments, where there are two 

competing reaction channels. No bands were observed that could be assigned to the 

CH3SCH2 radical although again its stable reaction products were observed: 

DMS + CI ^ CH2SCH3 + HCI 

^ CH3SCH2CI + HCI 

CI2 
^ HCICS + CH3 + HCI 

^ CHaSfCqCHs 
I ^ CBbSCI + OIa 
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7.6.4 DMDS + Cl 

The previous kinetic study for this reaction [28] shows that there are two competing reaction 

channels: 

DMDS + CI CH2SSCH3 + HCl 

-> CH3S(C1)SCH3 
-> CH3SCI + CH3S 

Although no evidence was observed for the production of the CH2SSCH3 radical, several of 

its reaction products were observed. Other products relating to the reaction channel 

involving the decomposition of the adduct were also observed. This leads to the conclusion 

that the following reactions occur: 

EWtDS + Cl » C%bSSCBb + HC% 

CH3S(CI)SCH3 HCl + CH3S + HCICS 

CH3SCI + CH3S CH3SCI 

Overall, the reaction pathways for the four reactions studied were determined and a new 

complex, DMS:Cl2, was observed. 

Also the vibrational frequencies and infrared intensities have been calculated for the 

DMSiCli complex and the DMS:C1 complex (Section 7.5). These complexes could therefore 

be studied using matrix isolation spectroscopy. Future work will include studying the 

complexes and reaction products by gas phase infrared and electronic spectroscopy and the 

construction of a flow tube to study the kinetics of these reactions. 
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Chapter 8 

Reactions of Br and Br] with Dimethylsulphide, 

Dimethyldisulphide and Diethylether 

8.1 Introduction 

Continuing with the work presented in Chapter 7 reactions of Bri with dimethylsulphide 

(DMS), dimethyldisulphide (DMDS) and diethylether (DEE) and the reaction of bromine 

atoms with DMS were investigated using photoelectron spectroscopy. 

The main aim of the work was to identify and assign all the photoelectron bands associated 

with any products and reaction intermediates produced, and to propose reaction mechanisms 

where possible. Each reaction was investigated using PES at a series of mixing distances 

(i.e. reaction times). The work was carried out in the Southampton PES group with the help 

of Dr. I. Torres. 

As described in Chapter 7.1, DMS and DMDS are atmospherically important molecules. 

The reactions of these molecules with bromine molecules and atoms are of considerable 

interest as they may represent pathways for removal of DMS in the atmosphere [1 - 4]. The 

reaction of diethylether (DEE) with bromine molecules was also investigated using PES in 

order to make a comparison with the DMS + CI2 reaction. One way of bromine entering the 

earth's atmosphere is by release from sea salt aerosol [5] and DMS oxidation by bromine 

molecules has previously been studied by a combination of field measurements and a model 

[6]. 

The five reactions studied and their possible reaction products based on available literature 

evidence and from the results obtained for the CI/CI2 + DMS/DMDS reactions in Chapter 7 

are shown below: 

Br2 + DMS CHsSCHiBr + HBr Proposed in comparison to CI2 + DMS 

Brz + DMDS —> 2CH3SBr Proposed in comparison to CI2 + DMDS 

Br + DMS -> (CH3)2SBr Low temperature product, ref [7] 

HBr + CH3SCH2 High temperature product, ref [7] 
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Brz + DEE Reaction to be studied in this work 

As in Chapter 7, the most interesting products that may be produced by these reactions are 

the adducts. The (CH3)2SBr adduct has previously been studied experimentally [7, 8] and by 

ab initio calculations [9]. The experiments have involved pulsed laser photolysis of Brz to 

make Br atoms in the presence of DMS. Resonance fluorescence detection of Br atoms was 

used to study the kinetics of the reaction Br + DMS + M -> Br;DMS + M. Also u.v. 

absorption measurements at selected wavelengths have identified a strong absorption band 

centred at 365 nm due to Br:DMS and the absorption cross-section at 365 nm has been 

measured. 

8.1 Experimental 

Hel photoelectron spectra were recorded using a single detector photoelectron spectrometer, 

designed to study short-lived species in the gas phase [10], as described in Chapter 2.2. 

Spectra were calibrated using the known ionisation energies of the reactants and stable 

products as well as argon [11], which was added to the ionisation region. 

For the atomic halogen reactions the basic inlet system, as described in Chapter 2.5, was 

used and the distance between the inner tube and point of photoionisation could be varied 

between 0 - 3 0 cm. All the internal surfaces were coated with boric acid in order to 

minimise surface recombinations of bromine atoms. Br atoms were produced by two 

different methods. The first was passage of a flowing mixture of Br2 and Ar through a 

microwave discharge (2.45 GHz) in the side arm of the glass inlet tube as described in 

Chapter 2.5. The second was passage of SiBr4 through a microwave discharge in the side 

arm of the inlet system. Spectra recorded for the first method showed signals arising from 

Br, Br2, Ar and HBr from the discharge, and spectra obtained with the second method 

showed signals arising from SiBr4 as well. The second method produced the strongest Br 

atom signal so this was the main method used in these experiments. DMS was admitted into 

the spectrometer through a thin (3 mm o.d.) inlet tube positioned down the centre of the tube 

used to carry the Br atoms. 

For the molecular halogen reactions with DMS and DMDS, two different types of inlet 

systems were used. The first was the basic inlet system as used before and described in 

Chapter 2.5. The second was a modified inlet system with a reduced exit hole size, which 
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allowed an increase in the reaction times used, and is also described in Chapter 2.5. Several 

inlet systems were made each with a different hole size at the end of the outer tube just 

above the point of photoionisation. The distance between the inner tube and the point of 

photoionisation could be varied between 0 and 50 cm. All the internal surfaces were left 

uncoated as no halogen atoms were involved in the reactions. 

The Bra + DEE reaction was carried out in the liquid phase as no reaction was observed in 

the gas-phase. Three different mixtures were made, the first with an excess of DEE, the 

second a 50:50 mixture (by volume) of DEE and Bvj, and finally the third with an excess of 

bromine. Each liquid sample was mixed together in a 25ml flask sealed with a Teflon 

grease less tap attached to a side arm, as seen in Figure 8.1. 

/ 

Teflon Stopper 

"• In to spectrometer 

Liquid mixture-

\ 

Figure 8.1 - Flask used for the mixture of liquid samples. 

Once the mixture in the flask had been transferred to the spectrometer with the tap closed, 

the tubing attaching the flask to the spectrometer was pumped out. Once a low pressure had 

been obtained, the tap was slowly opened and the air evacuated from the flask. Once the air 

had been removed from the sample, the vapour pressure of the sample was high enough to 

maintain a sufficient pressure within the ionisation region to obtain photoelectron spectra 

without the need for heating. 

All the Flel spectra reported here have had the Help bands removed by the procedure 

described in Chapter 4. 
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8.2 Results and Discussion 

8.3.1 Brz + DMS 

Two different types of inlet system were used for this reaction. The first was an inlet system 

with a narrowed tube as described in Chapter 2.5.1 with an aperture of 2 mm. The second 

was of the same design but with an aperture of 1 mm. 

Unfortunately no reaction was observed using the inlet system with a 2 mm aperture and the 

reaction was too fast when using the inlet system with a 1 mm aperture. No gas phase 

products were observed but a yellow deposit was seen on the inside of the inlet system at the 

point of mixing, when using the inlet system with a 1mm aperture. 

8.3.2 Brz + DMDS 

As for the Bra + DMS reaction, two different inlet systems were used. The first had a 1mm 

aperture and the second had a 0.5 mm aperture. 

The photoelectron spectrum recorded using the 1 mm aperture inlet system is shown in 

Figure 8.2. Figure 8.3 shows the photoelectron spectrum recorded for a 0.5 mm aperture. 

From these figures it can be seen that the reaction is incomplete using the 1 mm aperture, 

and is complete when using the 0.5 mm aperture. 

From Figures 8.2 and 8.3, it can be seen that CHgSBr is the product of the Br2 + DMDS 

reaction. In Figure 8.3 after subtraction of the Bri and DMDS contributions, a clean 

spectrum of CHsSBr is observed which has been observed previously [12]. No HBr bands 

expected at 11.71, 12.03 (sharp) and a broad band at 15.6 eV [11], or H2CS, at 9.38 and 

11.76 eV [13] were observed. These molecules would be expected to appear if any 

decomposition was taking place and it was therefore concluded that this is not the case. 

In comparing the Brz + DMDS reaction with that described in Chapter 7 for the CI2 + 

DMDS reaction, the product CHgSBr must be formed in the ground state with little 

vibrational energy in comparison to the CH3SCI produced from CI2 + DMDS, as this was 

observed to decompose to H2CS + HCl. No decomposition of CHsSBr has been observed in 

these PES experiments for the Brz + DMDS reaction. 
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Figure 8.2 - A Hel photoelectron spectrum recorded for Bri + DMDS 

using an inlet system with a 1mm aperture, at a mixing distance of 35cm. 
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Figure 8.3 - A Hel photoelectron spectrum recorded for Brz + DMDS 

using a 0.5mm aperture, at a mixing distance of 8.5cm. 
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8.3.3 DMS + Br 

No reaction was observed at any mixing distance over the range 0 - 3 0 cm for the reaction 

Br + DMS using an open ended inlet system. Altering the partial pressures of the Br and 

DMS also did not have any effect. The reaction must therefore be too slow to study over 

these mixing distances with the inlet system used. 

8.3.4 Bv2 + Diethylether 

Three different liquid mixtures of Br; + DEE were studied using photoelectron 

spectroscopy. Figure 8.4 shows the photoelectron spectrum obtained when an excess of 

DEE is mixed. Figure 8.5 shows the photoelectron spectrum obtained when a 50:50 mixture 

of DEE and Bri is mixed together and Figure 8.6 shows the photoelectron spectrum 

obtained when an excess of Bri is added to the reaction mixture. 

When DEE is in excess only HBr and DEE are observed in the spectrum. It is thought that 

the HBr comes from the reaction of HiO adsorbed in the CaCli (used to dry the DEE) and 

the Bri in the mixture. In the 50:50 mixture, DEE, HBr, and a small amount of CHaCHiBr 

(10.36 and 10.68 eV [11]) and Bri are observed. From Figure 8.5, recorded with an excess 

of Bri, a small amount of DEE and HBr are observed, with Bri and a strong signal from 

CHaCHiBr also being seen. 

From these results a possible overall reaction can be put forward; 

+ Brz t &4()2 

The Oi formed in this reaction is not observed in the spectra presented, as it was pumped 

away from the reaction mixture when the flask was evacuated on the spectrometer. 
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Figure 8.4 - A Hel photoelectron spectrum recorded for Br2 + DEE with an excess of 

DEE in the hquid reaction mixture. (HBr seen in this spectrum is not a reaction 

product from Bri + DEE, see text) 

221 



M 

> OJ 

tS 

I 
a 
o 

^ s siimoo / A;Tsu3;ti% 

Figure 8.5 - A Hel photoelectron spectrum recorded for Bra + DEE 

with a 50:50 mixture of DEE and Bra. 

(HBr seen in this spectrum is not a reaction product from Bra + DEE, see text) 
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Figure 8.6 - A Hel photoelectron spectrum recorded for Br: + DEE 

with an excess of Br2 in the Hquid reaction mixture. 

(HBr seen in this spectrum is not a reaction product from Brz + DEE, see text) 
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8.4 Conclusion 

Only two of the reactions studied produced products detectable by photoelectron 

spectroscopy. These can both be compared to the analogous reactions (CI2 + DMS / DMDS) 

performed in Chapter 7. Each will be considered in turn. 

Brz + DMDS 

In comparing the DMDS + Brz reaction with the DMDS + CI2 reaction in Chapter 7, the 

results presented here show that the reaction Bri + DMDS actually proceeds as follows:-

ID&CDS + Ek2 -» ZCBbSEk* 

(%bSBr HbCS + ]%Br 

No HBr is observed from the reaction and therefore no decomposition of CHgSBr* can be 

taking place. This indicates that when comparing this reaction to the DMDS + CI2 reaction 

in Chapter 7, the CHgSBr must be formed in the ground electronic state with little 

vibrational energy as no decomposition is observed. 

Br2 + DEE 

The Br2 + DEE reaction can be compared to the DMS + Br2 reaction reported in Chapter 7. 

DEE (CH3CH2OCH2CH3) is similar in nature to DMS (CH3SCH3). In Chapter 7, it was 

found that the reaction DMS + CI2 proceeds as follows: 

DMS + CI2 DMS + CI2 ̂  CH3S(Cl2)CH3 ^ CH3SCH2CI + HCl 

This would therefore indicate that the Br2 + DEE reaction may also proceed via a complex 

of the nature CH3CH20(Br2)CH2CH3 decomposing to CH3CH20CH2CH2Br + HBr. 

The results presented here show that the reaction Br2 + DEE actually proceeds as follows: 

Br2 + DEE ^ 2CH3CH2Br + 14 O2 
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No bands of a complex were observed in the photoelectron spectrum for the liquid reaction. 

The complex may be formed in the gas phase but the inlet systems and pumping speed used 

do not allow it to be observed. 

From these results this reaction does not appear to follow the same pathway as the CI2 + 

DMS reaction as no complex or HBr from the reaction was observed. 
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Chapter 9 

Conclusions and Suggestions for Further Work 

9.1 Conclusions 

In this thesis, a number of short-lived molecules (e.g. BrO, BrOi, CF and DMSiClz) and a 

number of reactions have been studied by u.v. photoelectron spectroscopy. 

In Chapter 4 the O + Btj reaction and the Br + O3 reaction were both studied using 

photoelectron spectroscopy. Bands associated with BrO from the Br + O3 reaction and BrOi 

from the O + Br; reaction were assigned with the aid of ab initio calculations. The main 

conclusion of this work is that the photoelectron band associated with the reaction product 

of the O + Br2 reaction initially assigned to BrO, is actually associated with ionisation of the 

secondary reaction product BrOa. The band at (10.26 ± 0.02) eV ionisation energy can be 

firmly assigned as the W J ) ionisation on the basis of computed 

AIEs and Franck-Condon factor simulations performed in this work. The first photoelectron 

band of BrO, prepared from the Br + O3 reaction, is vibrationally resolved and allows the 

first AIE of BrO to be measured as (10.46 ± 0.02) eV. 

In Chapter 5 the F + CH3F reaction has been investigated using photoelectron spectroscopy 

to determine ionisation energies of the CF(X^n) radical. Two bands were observed that 

have been assigned to the first and second bands of CF. The first band has been observed 

previously in a PES study but the second CF band is reported for the first time in this work. 

The first band, assigned to the CF'̂ (X^E^) f - CF(X^n) ionization, has an AIE of 9.11 ± 0.02 

eV and a VIE of 9.55 ± 0.02 eV. Analysis of the vibrational structure allowed Og and in 

CF^(X'Z^ to be determined as 1810 ± 30 cm"' and 1.154 ± 0.005 A respectively. The 

second band, assigned to the CF^(a^n) <— CF(X^n) ionization, has an AIE and VIE of 13.94 

± 0.02 eV. Analysis of the vibrational structure allowed ©e and rg to be determined in the 

ionic state as 1614 + 30 cm"' and 1.213 ± 0.005 A respectively. The CF^(b'n)<—CF(X^n) 

band was not observed and this was rationalised on the basis of the results of recent MRDCI 

calculations which showed that the upper state is essentially dissociative. 
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In Chapter 6, 2-azidoethanol and 2-azidoethylactetate was characterised by a variety of 

techniques including matrix isolation infrared spectroscopy and u.v photoelectron 

spectroscopy. 

The Hel photoelectron spectrum of 2-azidoethanol consists of seven bands in the 9.0 - 20.0 

eV ionisation energy region. The Hel photoelectron spectrum of 2-azidoethylacetate 

consists of 5 bands in the 9.0 - 20.0 eV ionisation energy region. Ab initio calculations have 

been performed for both 2-azidoethanol and 2-azidoethylacetate, and application of 

Koopmans' theorem to the computed orbital energies, multiplied by 0.92, yields vertical 

ionisation energies that are in reasonable agreement with both sets of experimental values. 

Thermal decomposition studies on 2-azidoethanol and 2-azidoethylacetate, using matrix 

isolation infrared spectroscopy and u.v. photoelectron spectroscopy, over a range of 

pyrolysis temperatures showed no evidence of intermediate imines. The results of this study 

on the thermal decomposition of 2-azidoethanol and 2-azidoethylacetate show that two main 

mechanisms of decomposition of organic azides are beginning to emerge. 2-

azidoethylacetate decomposes via a concerted process through a cyclic transition state to 

give the products, whereas 2-azidoethanol decomposes via a step-wise mechanism through 

an imine intermediate which is not detected experimentally, probably because it is too short-

lived, and decomposes to give the products. 

In Chapter 7, four different reactions were studied in the gas-phase using photoelectron 

spectroscopy. The reactions involved either atomic or molecular chlorine reacting with 

dimethylsulphide or dimethyldisulphide. 

For the DMS + CI2 reaction the results obtained show that the reaction proceeds via a 

complex of the form DMSiCli. This result is supported by results of ab initio calculations. It 

is concluded that the reaction proceeds as follows: 

DMS + CI2 ^ CH3S(Cl2)CH3 ^ CH3SCH2CI + HCl 
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For the DMDS + CI2 reaction, a general reaction mechanism is proposed, based on the 

results obtained, that initially produces CH3SCI and includes the production of HCl. i.e. 

IDAtDG + Ch -» 2(:BbSC%* laq => 

[M] 2HC1 + 2CH2S 

For the DMS + CI reaction, depending on the pressure and temperature of the system, 

several different reaction channels can be proposed. Ah initio calculations were also carried 

out to calculate where the first photoelectron band of the adduct would be expected to 

appear. Two of the possible decomposition products of the complex, CH3SCI + CH3, were 

observed weakly in the photoelectron spectrum indicating that the complex is formed but 

decomposes immediately. No bands were observed that could be assigned to the CH3SCH2 

radical although again its stable reaction products were observed. The following reaction 

mechanism is proposed based on the spectra obtained:-

DMS + CI ^ CH2SCH3 + HCl 

s(ZllsiSCZIIiCI + HCl 

CI2 
HCICS + CHi + HCl 

> CH3S(CI)CH3 
I ^ CH3SCI + CH3 

In this reaction sequence, CH2SCH3 and CH3S(C1)CH3 were not observed but all the other 

species were observed by PES. These results and other results in the literature indicate that 

the complex CH3S(C1)CH3 is formed but is too short-lived to be observed in this present 

work. 

For the DMDS + CI reaction there were two possible reaction channels. Although no 

evidence was observed for the production of the CH2SSCH3 radical, several of its reaction 

products were observed. Other products relating to the reaction channel involving the 
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decomposition of the CH3S(C1)SCH3 adduct were also observed. This leads to the 

conclusion that the following reactions are occurring during the reaction; 

DMDS + CI CH2SSCH3 + HCI 

CH3S(CI)SCH3 HCI + CH3S + HCICS 

Ck 
CH3SCI + CH3S CH3SCI 

In this reaction sequence, CH3SSCH2 and CH3S(C1)SCH3 were not observed, but all the 

other species were observed by PES. Overall, the reaction pathways for the four reactions 

studied were determined and a new complex, DMSiCk, was observed. The vibrational 

frequencies and infrared intensities have been calculated for the DMSiClz complex and the 

DMS;C1 complex. 

In Chapter 8 two reactions were studied using photoelectron spectroscopy that produced 

observable products. 

The results presented in this chapter show that the reaction Bri + DMDS proceeds as 

follows: 

DMDS + Brz ^ 2CH3SBr* 

CHjSBr HaCS + HBr 

Comparing this reaction to the DMDS + CI2 reaction in Chapter 7, CHgSBr must be formed 

with little vibrational energy as no decomposition is observed. 

The second reaction studied, with the results presented in Chapter 8, show that the Br^ + 

DEE reaction proceeds, when the liquids are mixed, as follows: 

Ik2 + r%%E-»2CBbCHbBr + %Cb 
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9.2 Suggestions for Further Work 

The results of multi-reference calculations carried out previously on states of CF^ are in 

good agreement with the measurements made here. Further work could be continued with 

higher resolution spectroscopic measurements on the excited states of CF\ notably on the 

a^n state. CIS (constant ionic state) spectroscopy [1] could also be used to study the CF 

radical. This is now possible as the first and second adiabatic ionisation energies of CF are 

known. CIS scans can be made of the first four vibrational components of the first PES band 

of CF by sweeping the photon energy in the region 9.11 - 13.94 eV. This will allow 

Rydberg states converging to the second ionic limit to be investigated. Another method that 

could be used to study the CF radical is ZEKE (zero energy kinetic energy) spectroscopy 

[2]. This will allow the photoelectron spectrum of CF to be recorded at higher resolution. 

From the work in Chapter 7 on the CI2 / CI + DMS / DMDS reactions, future studies on the 

complexes produced (i.e. DMSiClz and DMS:CI) could be made by using matrix isolation 

infrared spectroscopy [3]. Future work could also include studying the complexes and 

reaction products by gas phase infrared and electronic spectroscopy and the construction of 

a flow tube [4] to study the kinetics of these reactions using photoelectron spectroscopy 

(PES) and photoionisation mass spectrometry (PIMS) as the detection methods. As the 

reactions of other halogens (Chapter 8) with DMS / DMDS were found to be too fast or too 

slow for PES study these could be studied using the flow tube for the fast reactions and with 

a much longer mixing distance by PES for the slower reactions. A photoionisation mass 

spectrometer would also be useful to provide supporting evidence of the species produced. 

It should also be possible to carry out electron-ion coincidence studies [5] to avoid problems 

with overlapping bands in the u.v. PES of the short-lived molecules produced in these 

reactions. As for the CF radical ZEKE spectroscopy could also be used to study the 

DMSrCla molecule [2], 

The reaction of BrO with atmospherically important species is of great interest. Using 

photoelectron spectroscopy, the reaction of BrO with other species such as DMS or DMDS 

could be investigated. This would involve modification of the inlet system to allow the BrO 

molecule to be produced and then reacted with a target molecule. 
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