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Obesity is a complex disorder caused by a combination of genetic and environmental factors.
One candidate is the 30kb IGF2 gene coding for insulin-like growth factor II (IGF-II) on
chromosome 11p15.5. Previous work identified an association between the IGF2 gene 3°
untranslated region (3’-UTR) Apal polymorphism and body mass index (BMI) in over 2500
middle-aged Caucasoid males from the Northwick Park Heart Study (NPHSII). A further
single nucleotide polymorphism (SNP) in the P1 promoter of IGF2 was also found to be
significantly associated with BMI. This study identified a further eleven novel
polymorphisms and confirmed four published polymorphisms in the IGF2 gene by use of
single-strand conformation polymorphism analysis (SSCP) and denaturing high performance
liquid chromatography (DHPLC). Nine of the eleven novel polymorphisms were single
nucleotide polymorphisms (SNPs) and two were homopolymeric tract length polymorphisms.
Eight SNPs were genotyped in 2743 samples from the same cohort as the Apal and P1
promoter polymorphisms and, combined with these data, yield four SNPs significantly
associated with BMI in middle-aged men. Regression analysis indicates that three of these
associations are significantly independently associated with BML

Haplotype analysis of NPHSII results identified significant differences in haplotype
frequencies between BMI quartiles. The data indicated an association between a haplotype
containing ‘light” alleles for each of the four significantly associated SNPs and BMI in
middle-aged men, supporting the individual association data.

Genotyping these SNPs in a second cohort (containing 626 men and 428 women) did not
identify significant associations in men, although BMI trends for two of the SNPs were
similar to those observed in the NPHSII cohort. Several associations were found in women
suggesting a role for IGF2 in weight determination. No evidence was found to support the
hypothesis that IGF2 influences foetal and early life development as well as adult weight.

The high-throughput genotyping in this project required more than 75,000 PCR reactions
and electrophoresis tracks. This necessitated the development of novel high-throughput
methodology to achieve results within a restricted time-scale and budget. The use of
robotically aliquoted long PCR template, 384-well microplate array diagonal gel
electrophoresis and gel image analysis software generated data rapidly, efficiently and
economically, with minimum impact on DNA bank resources.

A quantitative-competitive RT-PCR assay was developed to enable an investigation of the
functional role of polymorphisms in the IGF2 gene when appropriate samples become
available. This will allow a comparison of gene expression levels in individuals of different
genotypes.

The discovery of significant associations between IGF2 SNPs and BMI will be important to
future investigations into the role of this gene in weight determination.
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This part-time PhD project was carried out within the Human Genetics Division at the
University of Southampton under a British Heart Foundation Grant (PG/98158) and latterly
an MRC programme grant. The project as a whole benefited from the contributions of several
people, and this thesis therefore contains elements of their work. Here I will note the aspects
of this project that involved other people for the purposes of defining my own role (a separate
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genotyped in NPHSII and one in Hertfordshire (Sandra O’Dell and Sylvia Diaper). These
have been included in the analyses, and are indicated in the text.

I performed Hardy-Weinberg, linkage disequilibrium and haplotype analyses on the
data, and some preliminary one-way ANOV As on NPHSII were carried out by Sandra
O’Dell and myself. Further phenotype analysis was not possible due to retention of
phenotype data by project directors, so NPHSII data analysis was performed by Jacqueline
Cooper at the University of London, and Hertfordshire data analysis was carried out by Holly
Syddall and Faiza Tabassum at the MRC Environmental Epidemiology Unit in Southampton. -

Haplotype analysis involved discussion of methodology with Santiago Rodriguez.
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Chapter 1 : Introduction

1.1 Complex traits

While monogenic (Mendelian) inheritance can explain the manner in which certain
characteristics are transmitted from one generation to the next, the majority of phenotypes are
inherited in a more complex manner. Polygenic inheritance describes a situation in which
inheritance of a condition or phenotype is the result of the interactions and contributions of
several genes. The term “complex trait” refers to a phenotype (or trait) which does not follow
Mendelian inheritance, but is influenced by multiple genes and environmental factors
(Lander & Schork 1994). A complex trait can be defined as a trait for which there is “no
single locus that contains alleles that are necessary or sufficient for disease” (Pritchard 2001).

Major genes have a large effect on phenotype. Oligogenes contribute less but are
more frequent and polygenes have a very minor role, and are very frequent (Morton 1998).
The genes underlying a complex trait may therefore vary in their contribution to that trait,
with the number of genes increasing as the effect per gene decreases.

While it is clear that complex traits are the result of the effects of multiple genes, the
frequency of contributing variants and the effect of allelic heterogeneity is less clear. Are
complex diseases caused by common variants or rare variants (Pritchard 2001)? The success
of a disease-mapping strategy may be very dependent on the answer to this question. The
number of disease-causing alleles varies significantly between loci (Reich & Lander 2001),

and is not as straightforward as suggested by the “common disease, common variants



hypothesis” (Lander 1996). The greater the allelic heterogeneity at a locus, the more difficult
it is to identify and the harder it is to clinically test (Reich & Lander 2001).

Complex phenotypes are distinct from complex traits. A simple phenotype is a
dichotomy in which disease is scored as ‘normal’ or ‘affected’. A complex phenotype is
either a polychotomy or a continuum of expression and/or severity (irrespective of

complexity of inheritance) (Morton et al. 1991).

1.2 Complex disease analysis

- The term “complex disease” refers to complex traits that affect health or survival.
There are several different approaches to the analysis of complex diseases: linkage analysis,
allele-sharing analysis, association analysis and animal models (Lander & Schork 1994).
Each of these methods has different advantages and different requirements in terms of
experimental materials and methods. The first two are pedigree-based analyses involving
comparison of the inheritance of chromosomal regions with inheritance of disease. These
methods are limited to a resolution of about 1 megabase of DNA (due to insufficient
recombination within a pedigree) (Devlin & Risch 1995). Association analysis allows higher-
resolution mapping by searching for marker alleles that are in linkage disequilibrium (LD)
with a disease-causing allele (assessed by the association between the marker genotype and
disease phenotype). Association analysis involves population rather than family studies

(Lander & Schork 1994).

1.2.1 Linkage analysis

Linkage analysis tests for a genetic relationship between loci to enable mapping of a
disease-causing locus. The extent to which recombination (Figure 1-1) separates two loci
increases as genetic distance increases. If two loci are far apart (suggesting that they are
completely unlinked) then the recombination fraction between them will be 0.5 (i.e. 50% of
meiotic events will be recombinant by chance). If the loci are linked the recombination

fraction will be 8 (where 6<0.5) (Strachan & Read 1999).
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Figure 1-1: Recombination
Adapted from Strachan & Read (1999). N=non-recombinant, R=recombinant. N/(N+R)=0.5 (as
double crossovers occur in random proportions) so average effect is 50% recombinants.

Parametric linkage analysis can use a direct calculation of the recombination fraction
in pedigrees where parental phase is known (recombination fraction = R/(N+R), where R =
recombinants and N = non-recombinants). However, in many cases parental phase is not
known, so linkage analysis uses the ratio of (H;) the likelihood of the pedigree occurring if
loci linked (recombination fraction = 0) to (Hp) the likelihood of the pedigree occurring if
loci are not linked (recombination fraction = 0.5). This ratio is the odds ratio of linkage
(Strachan & Read 1999). A commonly used measure of linkage is the logarithm of odds (lod
score), a function of 0, with the most likely recombination fraction being that which gives the
maximum lod score (Morton 1955). The value at which a lod score becomes significant is
affected by the overall improbability of two loci being linked (Strachan & Read 1999),
although a value of >3 is considered necessary (although not sufficient) to indicate linkage
(Morton 1998).

Multipoint linkage analysis utilises computer programs to analyse a framework of

multiple markers — the disease locus is tested in each marker interval, and the likelihood of
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this explaining the pedigree data calculated. This gives a map with the maximum peak
indicating the most likely location for the disease locus. This method depends on accurate

marker mapping as the size of marker intervals will affect the lod score (Strachan & Read

1999),

1.2.2 Aliele-sharing methods

Parametric linkage analysis relies on the specification of a precise and valid model to
produce useful results. This becomes a problem with diseases which do not follow Mendelian
inheritance or do not have straightforward and reliable diagnostic criteria (Strachan & Read
1999). Non-parametric methods are more appropriate for many common diseases. Allele-
sharing analysis is a non-parametric alternative of which the simplest form is the affected sib-
pair analysis (Lander & Schork 1994). In affected sib-pair analysis chromosomal regions can
be defined as identical by descent (IBD — copies of the same ancestral allele) or identical by
state (IBS — the same allele from different ancestors). If there is no linkage between a
chromosomal region and disease, then siblings would be expected to share IBD alleles in the
following ratio IBD(0) 25%:IBD(1) 50%:IBD(2):25% (Strachan & Read 1999). If linkage
exists then this ratio should distort to indicate the greater than random co-segregation of that
region with disease (Figure 1-2) — this can be tested with a xz test (Lander & Schork 1994).
This method is more robust than linkage analysis, but less powerful than a correctly specified
linkage model. It allows excess allele-sharing to be detected in the presence of genetic

heterogeneity, phenocopy and incomplete penetrance (Lander & Schork 1994).
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Figure 1-2: Affected sib-pair analysis

Adapted from Strachan & Read (1999). Square=male, circle=female. Closed shape indicates diseased
state, open indicates non-diseased and open with dot indicates carrier of disease allele. A normal
unlinked locus would have a 1:2:1 sharing ratio for 0, 1 or 2 alleles. A shows a dominant condition in
which the ratio is 0:1:1 for 0, 1 or 2 alleles. B shows a recessive condition in which alleles are shared
at aratio of 0:0:1 for 0, 1 or 2 alleles.

Risch et al present an example of this approach in a study of autism (Risch ef al.
1999): 97 independent affected sib-pairs (ASPs) and 51 discordant sib-pairs (DSPs) were
used for linkage analysis with 362 markers. Sharing was 51.6% in ASPs and 50.8% in DSPs,
which in this case was likely to involve multiple loci (>15) and did not identify any particular
chromosomal region with significant linkage. While in many cases both parents were
available, the genotype of missing parents could often be reconstructed using the genotypes
of children. With multiple affected sibs, independent pairs were selected as pairs comprising
the first sib and one other (pairings not involving the first sib would not be independent of
those including the first sib). Independent pairs within one family numbered #-1 where » was
the number of affected sibs. Initial analysis tested the significance of deviation from the
expected 50% identical by descent allele-sharing using a y* test. A multipoint sib-pair

analysis was then performed to obtain the maximum information.

1.2.3 Association studies

Association studies need not use family data at all (although the transmission
disequilibrium test does (Schaid 1998)). Association refers to the greater than random co-

occurrence of an allele (or phenotype) at locus 1 with an allele (or phenotype) at locus 2



(Strachan & Read 1999). This is distinct from linkage, which examines the co-inheritance of

loci (not alleles).

1.2.3.1 Linkage disequilibrinm

Linkage disequilibrium (LLD) is the measure of association, and is defined as the
magnitude of the difference between the product of the allele frequencies and the haplotype
frequency (Terwilliger & Weiss 1998). For allele X at locus 1, allele Y at locus 2 and linkage
disequilibrium J:

Pxy=PxxPy+9d (Terwilliger & Weiss 1998).
Several measures of LD are used, based on estimation of haplotype frequencies and
observation of allele and genotype frequencies — these tend to give results with similar trends
but differing magnitudes (Devlin & Risch 1995).

Recombination tends to cause LD to decrease, thus both time and physical distance
influence the magnitude of LD. For genetic mapping the distance over which useful linkage
disequilibrium extends varies throughout the genome, but estimates vary from 3kb (Kruglyak
1999) to 100kb (Collins er al. 1999). Overestimating the extent of linkage disequilibrium
could result in disease loci not being detected in a mapping project, while underestimating
could vastly increase the cost of a mapping project. The application of a Bonferroni
correction for multiple testing can result in the loss of significance of association if many
markers are tested, and even without correction, some single-nucleotide polymorphisms
(SNPs) <10kb from the Apo-E polymorphism (positively associated with Alzheimer’s
Disease) are not themselves significantly associated (Martin ef al. 2000). It seems likely that
accurate mapping of disease loci in complex genetic disorders requires a high density of
markers, particularly if SNPs are used as these markers are generally less informative than

microsatellites (Martin ez al. 2000).

1.2.3.2 Population association amalysis

Association analysis is the mapping of disease alleles by the association of markers
with disease. A marker allele is associated with disease if it occurs at a significantly higher
frequency in cases than controls (Terwilliger & Weiss 1998), or is associated with a

difference in mean value for a particular phenotype (quantitative traits). A positive



association can arise if: (a) the marker is disease-causing, (b) the marker is in linkage
disequilibrium with the disease-causing allele or (c) population admixture has caused an
artefact (Lander & Schork 1994). Note that in complex diseases a ‘disease-causing allele’
may be an allele that only contributes to a proportion of the disease phenotype, or has a
susceptibility effect. Alternative alleles at the same locus that associate with a ‘non-disease’
state may be said to be ‘protective’. Population stratification (admixture) occurs when a
population has distinct subsets that may co-incidentally have both a higher frequency of a
phenotype and a higher frequency of a particular allele — an extreme example of this is the
association between HLA-A1 and the ability to eat with chopsticks in the San Francisco
population. This is explained by the fact that HLA-A41 is more common among Asians than
Caucasians, rather than any real genetic effect (Lander & Schork 1994). Stratification may be
avoided by the use of homogeneous populations, and ideally by verification with family-

based association studies (Lander & Schork 1994).

1.2.3.3 Family-based association analysis

The transmission-disequilibrium test (TDT) (Spielman et al. 1993) is commonly used
for association analysis of family-based studies. Variants exist which enable analysis with
only one parent (1-TDT (Sun ef al. 1999)) and with no parents (sib-TDT or S-TDT (Spielman
& Ewens 1998)). The TDT statistic is calculated as:

TDT = (x — y)/(x+y)
where x is the number of times allele X is transmitted from a heterozygous parent to an
affected child, and y is the number of times allele Y is transmitted from a heterozygous
parent to an affected child (Schaid 1998). The TDT test is “a test for linkage in the presence
of linkage disequilibrium” (Schaid 1998). The basis of the test is that if no linkage
disequilibrium exists then the frequency of transmission of an allele from a heterozygous
parent to an affected child should be 50% (TDT = (0.51-0.51)*/n = 0). A deviation from this
50% transmission frequency indicates both linkage (between marker locus and disease locus)

and association (between the more frequent allele and the disease-causing allele).



1.2.4 Animal studies

Animal studies allow many of the problems of genetic heterogeneity in human
populations to be removed. Artificially selected populations can be created, and phenotypes
measured very accurately. However, the results of animal experiments are often not mirrored

in humans, and their usefulness may be limited (Lander & Schork 1994).

1.3 Genetic variation

1.3.1 Types of marker

Table 1-1 shows the types of human genetic markers that have been developed for the
mapping and diagnosis of human disease presented in chronological order of development.
Those involving direct genotyping of DNA include restriction fragment length
polymorphisms (RFLPs), minisatellites, microsatellites and single nucleotide polymorphisms
(SNPs) (Strachan & Read 1999). RFLPs and SNPs are less informative (maximum
heterozygosity = 2pq = 0.5 for a SNP with allele frequencies p = 0.5 q = 0.5) than
microsatellites and minisatellites, but are cheaper and easier to genotype and more abundant

in the genome.
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Table 1-1: Types of human genetic marker
Adapted from Strachan & Read (1999)

Marker type Number of loci Features of marker

Blood Groups Tens Difficult to localise
Problems with dominance affect genotyping

Serum proteins Tens Variants identified by electrophoresis
Complex assays, difficult to localise

HLA tissue types 1 (haplotype) Very informative, but very restricted distribution
Only tests for linkage to HLA region

RFLPs Hundreds of Diallelic markers. Easy to genotype
thousands Easy to localise. Many are SNPs
Minisatellites Tens of Multi-allelic, so very informative

thousands Not always suited to PCR — Southern blot often used
Easy to localise, but not even distribution

Microsatellites Hundreds of Multi-allelic, very informative
thousands Suited to PCR and multiplexing
Easy to localise, well distributed

SNPs Millions Diallelic, so less informative
Suitable for automation and multiplexing
Easy to localise, very well distributed in genome

1.3.2 Single-nucleotide polymorphisms

1.3.2.1 Nature of SNPs

Single nucleotide polymorphisms (SNPs) account for 90% of sequence variation in
humans (Collins ef al. 1998). SNPs can be defined as single-base pair loci in genomic DNA
at which alternative nucleotides exist’in some chromosomes (with a frequency between 1%
and 99%) in one or more populations (Brookes 1999). The frequency of SNPs (the rate at
which they occur per unit sequence length) varies between estimates, depending on the
chromosomal region examined, the type of sequence (intronic, exonic, promoter, coding etc)
and the number of samples examined. A frequency of 1 SNP per 1000bp when two
chromosomes are compared is generally accepted (Brookes 1999). A study testing for SNPs
in 2.3 megabases of human genomic DNA sequence tagged sites (STS) confirms this with
SNPs occurring at frequencies of 1/657 to 1/1159 (depending on sequence type and detection
method) (Wang ez al. 1998). In another study non-coding SNPs were found to occur at a rate
of 1 per 354bp, while coding SNPs (cSNPs) were found at 1 per 346bp with synonymous
cSNPs occurring at 1 per 656bp and non-synonymous ¢cSNPs occurring at 1 per 734bp (560




SNPs in 106 genes) (Cargill ef al. 1999). The SNP Consortium and the Human Genome
Project have together identified 1.42 million unique SNPs, an average of 1 per 1.9kb
(Sachidanandam ef al. 2001), confirming that SNPs are at least as frequent as 1 per 1900bp.
SNPs can be subdivided into two categories: (1) transition SNPs which involve a
purine-pyrimidine base-pair changing to a purine-pyrimidine base-pair and (2) transversion
SNPs which involve a purine-pyrimidine base-pair changing to a pyrimidine-purine base-pair

(or vice versa) (Figure 1-3) (Brookes 1999).

Transition Transversion
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Figure 1-3: Types of single nucleotide polymorphism

About 2/3 of SNPs involve the transition C(G)T(A) (Wang et al. 1998) while the
other three types occur at similar levels to each other; the high frequency of C+>T transitions
may be due in part to the common deamination of methylated cytosines at CpG dinucleotides
(Brookes 1999). About 24% of SNPs occur within a CpG dinucleotide (Wang et al. 1998).

Most SNPs are diallelic. This means that at a particular SNP locus two alternative
nucleotides exist at a frequency of between 1% and 99% in at least one population when
multiple chromosomes are tested. However, theoretically triallelic SNPs (SNP loci with three
alternative nucleotides) and even tetraallelic SNPs (SNP loci with four alternative
nucleotides) could occur through subsequent mutation events affecting one of the alleles of
an existing SNP (Brookes 1999). It seems reasonable to assume that if a diallelic SNP occurs
a conservative once per 1000bp, then triallelic SNPs arising independently would occur at a
frequency of 10°x10™ =10, or once per million bases. Similarly tetra-allelic SNPs might -
occur at a rate of 10, or about 3 times in the human genome of 3x10° bp. An example of a

triallelic SNP is a T/A/G SNP in the coding region of the Fcy receptor type IIIA gene
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(FeyRIIIA) with allele frequencies of 86% (T?%, 8% (A% and 6% (G*) (de Haas et al.
1996). Although the authors do not discuss i, it is likely that both the A and G alleles arose
independently from the T allele (rather than A arising from G or vice versa) — this would
account for the relatively high allele frequencies of both. While this type of SNP is rare, it is

possible for genotyping experiments to miss triallelic SNPs (Figure 1-4).

Triallelic SNP allele frequencies: p=0.75, ¢=0.24 and r=0.01
Under Hardy-Weinberg equilibrium: p?+ @ +r2+2pq +2pr+2qr=1
Frequencies and number per 1000 samples
p? q? 2 2pq 2pr 2qr
Freq 0.5625 0.0576 0.0001 0.3600 0.0150 | 0.0048
Number  562.5 57.6 0.1 360 15 4.8

If ARMS assay or RFLP assumes biallelic, r will not be detected (dropout) and
2pr and 2gr heterozygotes will add to p? and q? homozygote numbers respectively.

p?>+q?+2pq =1 where p=0.76 and q = 0.24

Frequencies and number per 1000 samples
p’ q 2pq
Observed number 577.5 360 62.4

Expected number (HW equilibrium) 573.9 3673 58.8
x? = 0.4 (not significant at 1 degree of freedom)

Figure 1-4: Misinterpretation of tri-allelic SNPs

Hypothetical figures for a typical population study of 1000 samples are shown. If the least common
of the three alleles is 1% (the minimum allele frequency to be considered a SNP) then this allele can
be ‘missed’ by a typical genotyping assay without affecting the population statistics significantly.

1.3.2.2 Mapping of disease loci with SNPs

Over the last few years much has been published on the potential use of SNPs for
high-resolution mapping of human disease loci ((Collins ef al. 1999; Brookes 1999; Schork et
al. 2000; Martin et al. 2000; Wang et al. 1998)). These typically diallelic markers are less
potentially informative than multiallelic markers (Table 1-2), and therefore more are required

to map a disease. However, as they are the most common class of sequence variation (Collins
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et al. 1998) and more straightforward to genotype, they are likely to be of much use in the

mapping of disease loci.

Table 1-2: Maximum heterozygosity for different numbers of alleles
(actual heterozygosity = 1-(p4p 2. +p,’) where p, is frequency of allele n.
Actual heterozygosity is lower with low/high frequency alleles).

Alleles 1 2 3 4 5 6 7 g 9 10 n
Maximum 0.00 050 067 0.75 080 083 0.86 0.88 089 090 p-1

heterozygosity n

Most SNPs must be effectively neutral (to account for their frequency), but some
contribute to disease susceptibility and resistance (Collins e al. 1999). The proximity
hypothesis suggests that most disease-causing variants will not be included in a panel of
markers, and therefore localisation of these variants will depend on linkage disequilibrium
(LD) between marker alleles and disease causing alleles (Kruglyak 1999; Collins et al. 1999).
Detection of alleles of small effect would require a very high density of markers under the
proximity hypothesis (Collins ef al. 1999). The magnitude and range of LD is of critical
importance in the mapping of human disease loci. If LD extends over a long range, then
mapping will be low resolution, but will require few markers. If LD only extends over a short
range, then mapping will be much more precise, but a high density of markers will be
required. The extent of LD varies significantly across the genome (Taillon-Miller et al.
2000), depending on the frequency of recombination within particular regions (recombination

“hot-spots” and “cold-spots”) and the age of haplotypes (Maniatis ef al. 2002).

1.3.2.3 SNP nomenclature

Nomenclature of SNPs is a complex issue, and central to the dissemination of
information on variation in the human genome. The ‘Nomenclature Working Group’
(Antonarakis 1998) suggested a system for the description of variations in both DNA and
protein sequences. The details of this system have been updated to include more types of
variation as these have been suggested (den Dunnen & Antonarakis 2000; den Dunnen &
Antonarakis 2001), and the system is still evolving, with updates at
http://www.dmd.nl/mutnomen.html.

The recommended nomenclature for SNPs is as follows (from den Dunnen &
Antonarakis 2001):

I. Nucleotides are A (adenine), C (cytosine), G (guanine) and T (thymine) (upper case)
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2. Nucleotides are numbered relative to the A of the ATG translation initiation codon, with
this nucleotide designated +1, and the preceding nucleotide (5°) ~1 (no 0).

Non-coding regions: SNPs within introns are designated by the last nucleotide of the

W2

preceding exon, a plus sign and the position 3” of the exon end o7 the first nucleotide of
the next exon, a minus sign, and the position 5° of the exon start. In the 3’UTR the first
nucleotide after the translation stop codon is designated *1.
4. The nucleotide substitution is indicated by a “>" character.
An example would therefore 1;%— 85+7C>T indicates a cytosine to thymine transition
at the 7™ nucleotide in the intron between ¢cDNA nucleotides 85 and 86 (relative to ATG).
This system (den Dunnen & Antonarakis 2001) is relatively robust, widely used, and
covers the majority of possibilities, allowing unambiguous description of SNPs in human
genes. However, it has certain limitations:
1. In alternatively spliced genes the position of a SNP relative to the ATG translation
initiation codon will vary according to the exon combination in the transcript.
2. The system adopts a gene-orientated approach to SNP nomenclature — this ignores the
possibility of naming SNPs in regions where gene structure is not defined.

The system is vulnerable to the possibility of sequencing errors or insertion/deletion

WY

polymorphisms moving the position of the SNP relative to the ATG codon in different
versions of the sequence.

4. The use of a (preferably genomic) reference sequence has been suggested as a method to
resolve some of these problems (http://www.dmd.nl/mutnomen.html). However, this
website still recommends numbering relative to a translation initiation codon.

We have adopted the reference sequence approach in this project (Gaunt et al. 2001)
to describe the position of SNPs relative to a defined GenBank accession stored in the
‘Entrez Nucleotides’ database (http://www.ncbi.nlm.nih.gov/entrez/query.fcgi). However, we
describe the SNP by nucleotide number within that sequence, plus a description of the
nucleotide change (e.g. 1.15440-6815A/T describes an adenine to thymine transversion at
nucleotide 6815 in GenBank sequence 1.15440). While this system does not have the benefit
of indicating the position of a SNP within a gene (e.g. intronic, exonic or promoter), it is
unambiguous and allows anyone to identify the SNP in the context of a unique sequence that

can then be related back to its position in the context of a gene.


http://www.dmd.nl/mutnomen.html
http://www.ncbi.nlm.nih.gov/entrez/query.fcgi

1.3.3 Deleterious genetic variation

A large proportion of the genome does not code for proteins, although that doesn’t
necessarily mean it is “junk DNA” (Wong ef al. 2000). The effect of a polymorphism on
survival of an individual will therefore depend on its location and nature. Non-synonymous
mutations (those causing an amino acid change and/or a frame shift) in the coding region of a
gene are the most likely to have a deleterious (or advantageous) effect because of their
potential effect on protein structure and function. Synonymous mutations are less likely to
have an effect. Mutations in gene promoters may affect the binding of transcription factors
and therefore expression levels of the gene. These may therefore also be deleterious. Other
regulatory elements such as enhancers and imprinting control elements may also influence
expression levels or imprinting and therefore be deleterious if altered by a mutation. The Ieast
significant mutations are probably those within non-regulatory introns and intergenic regions.

Polymorphism rates give a basic estimation of the relative importance of different
sites. Cargill et al characterised 560 SNPs and estimated polymorphic rates for different types
(Cargill et al. 1999): non-coding and coding SNPs both occurred at a rate of around 3 per
kilobase. Non-synonymous variants were observed at a rate of 38% of the rate of
synonymous variants, non-conservative non-synonymous SNPs occurred at half the rate of
conservative non-synonymous SNPs (Cargill e al. 1999). This is consistent with the
hypothesis that SNPs affecting protein structure and function are less frequent than those that
do not. This lower frequency is due to reduced survival of individuals with deleterious
mutations (natural selection) rather than a lower mutation rate (which is affected by sequence
context, for example CpG dinucleotides (Wang e al. 1998), but not functional significance of
the site).

Eyre-Walker ef al investigated the rate of deleterious mutations by comparing gene
sequences for chimpanzees, gorillas and humans (Eyre-Walker & Keightley 1999). In their
sample of 46 genes they found 143 predicted non-synonymous mutations (0.0034 per
nucleotide) compared to an expected 231 (0.0056 per nucleotide) if non-synonymous
mutations were neutral (non-deleterious and non-advantageous). Their conservative estimates
of amino-acid altering mutation rate (M) and deleterious mutation rate (U) are M=4.2(%0.5)
and U=1.6(+0.8) mutations per diploid genome per generation (Eyre-Walker & Keightley
1999).

Mutation type is probably also very important in the effect that a mutation has on

organism survival. A single-nucleotide polymorphism affects only one nucleotide, while
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microsatellites affect many nucleotides, insertion/deletion variants can affect many genes,

while significant chromosomal abnormalities have the largest effect.

1.4 Population Obesity

1.4.1 Obesity

Obesity is a complex disorder comprising a group of physiological conditions
influenced by both genetic and environmental factors (Jebb 1997). Adiposity is an important
factor in health, and obesity may lead to significant health problems in affected individuals.
About 15% of people in Britain are obese (Body Mass Index (BMI) >30kgm™) and this
figure seems to be rising (J effcoate 1998). Obesity results from a prolonged period of energy
intake exceeding energy expenditure (Jebb 1997). Industrialisation has led to decreased
activity and increased fat intake in western societies, and may be influential in the increase in
mean BMI in these populations (James 1996).

Obesity is a major risk factor for coronary heart disease (CHD) (Bertrais ef al. 1999;
Mortricone et al. 1999) and non-insulin-dependent diabetes mellitus (NIDDM) (Bjortorp
1996), with fat distribution being important in both. Central abdominal obesity is considered
particularly important in the onset of NIDDM (Bjérntorp 1996). However, obesity itself may
not be the cause of these diseases, but another symptom of mutual underlying risk factors,
including hypertension, cholesterol intake and reduced activity (Shaper 1996).

General obesity in adults is a strong predictor of hypertension (Shaper 1996), while
central abdominal obesity is a strong predictor of cardiovascular events (Bertrais et al. 1999).
General obesity is associated with risk factors for coronary heart disease, although this-
relationship is complicated by smoking, which is a risk factor for CHD, but tends to result in
lower body weight (Shaper 1996). Central abdominal obesity is a more common fat
distribution pattern in men than women, and may account for the higher risk of
cardiovascular events in men (Bertrais ef al. 1999).

Measurements of obesity include Body Mass Index (BMI = weight height?), Waist to
Hip Ratio (WHR - ratio of circumference measurements), waist circumference, percentage
fat and fat mass. BMI, WHR and waist circumference are the simplest to measure. Of these,
BMI gives a good indication of general obesity, while WHR and waist circumference both

indicate levels of central obesity (James 1996). WHR may be influenced by other factors,
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such as hip bone size and muscle mass, and so is not a perfect measure of visceral fat
(Bjortorp 1996). BMI is usually used as a statistic for estimating levels of obesity in
populations. Definitions vary, but it is generally accepted that normal BMI falls within the
20-25kgm™ range, while Grade I (overweight) is 25-29kgm™, Grade II (obesity) is 30-39kgm™
2 and Grade I1I (extreme obesity) is over 40kgm™ (Jeffcoate 1998). However it is important
to note that BMI is not height-independent at the same power of height in all populations;

body shape varies in different populations with some being naturally taller than others (James

1996).

1.4.2 Genetics and mechanisms of obesity

There is little doubt that obesity has a strong genetic component. Obesity aggregates
in families, although this could also be accounted for by environmental and cultural factors
(Bouchard 1996). More significant evidence is obtained from twin studies in which genetic
variation may account for up to 70% (Bouchard 1996) of obesity depending on gender and
measure of weight used (Nelson et al. 1999), although estimates vary from as little as 30% to
as much as 80% (Echwald 1999). Adoption studies tend to give lower estimates (around
30%) (Bouchard 1996), and family studies (which allow more complex segregational
analyses) also suggest a genetic component of around 30% (Echwald 1999). Figure 1-5

shows how genes and environment interact to influence weight.

GENES

Appetite]
Metabolism{
Adipogenesis|

LIGHT HEAVY

Figure 1-5: Genetic and environmental effects on weight
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The genetic component of obesity has been studied extensively in mouse models. The
discovery of a gene expressed in adipose tissue in mice, a deficiency of which results in
morbid obesity and type I diabetes (Zhang et al. 1994), caused much interest. This ‘obese’
gene was found to suppress food intake and reduce body weight by inhibition of
neuropeptide-Y levels (which stimulates food uptake and decreases thermogenesis) in the
hypothalamus (Stephens ez al. 1995). The ‘obese’ gene encodes leptin, a 16kDa adipocyte-
secreted protein (Schalling ez al. 1999). Leptin was found to suppress food intake and
decrease body weight in normal mice and ob/ob (leptin deficient) mice, but not in db/db mice
(which have no leptin receptor) (Stephens et al. 1995; Campfield ef al. 1995). Administration
of leptin also causes a decrease in hypothalamic galanin (GAL), melanin-concentrating
hormone (MCH), pro-opiomelanocortin (POMC) and neuropeptide Y (NPY) gene expression
(Sahu 1998). However, although mutations in the human leptin gene do occur (Montague ez
al. 1997), they are rare (Echwald 1999; Schalling ef a/. 1999). In humans circulating leptin
levels are correlated to body fat content (Caro e al. 1996), and the higher levels observed in
obese individuals suggest a leptin resistance mechanism of obesity involving the leptin
receptor or other downstream mediators which control appetite (Echwald 1999; Kopelman
1999). Despite the rarity of leptin mutations, the sensitivity of the human energy homeostasis
system to leptin may make leptin augmentation an appropriate treatment for some common
forms of obesity in which leptin levels are lower (Farooqi et al. 2001).

A 106nt insertion mutation in the leptin receptor gene (LepR) causing a truncated
intracellular domain is responsible for the severely obese phenotype of the diabetes mouse
(db/db) (Chen et al. 1996). Less severely affected are KK mice, which have three nucleotide
polymorphisms in LepR, one of which results in an aspartate to asparagine conversion in part
of the second extracellular cytokine-receptor homology module — these mice have an
apparently multigenic syndrome of moderate obesity and hyperinsulinaemia (Igel ef al.
1998). Activation of the leptin receptor in the hypothalamus activates signal transducers and
activators of transcription STAT-3, STAT-5 and STAT-6 (Ghilardi ef al. 1996), suppresses
neuropeptide-Y synthesis and release (Stephens ef al. 1995) and induces pro-
opiomelanocortin (POMC), which is cleaved to produce aMSH (Cummings & Schwartz
2000). A major functional mutation in LepR causing loss of transmembrane and intracellular
domains was found to cause early-onset morbid obesity in one family, with lack of pubertal
development and reduction in secretion of thyrotropin and growth hormone (Clement e al.
1998). Another polymorphism in the leptin receptor gene was found to be associated with

change in body weight, fat mass and body mass index in Australian women (de Silva ef al.
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2001). A polymorphism in the 3°UTR of LepR was found to be associated with serum insulin
levels and risk of type 2 diabetes in non-diabetic men, indicating that less critical
polymorphisms may also affect the function of the leptin receptor (Lakka et al. 2000).
Potential mediators of leptin activity are suggested by the presence of leptin receptors in
neurons containing: neuropeptide Y (NPY), agouti-related peptide (AgRP), pro-
opiomelanocortin (POMC), cocaine- and amphetamine-regulated transcript (CART),
melanin-concentrating hormone (MCH) and orexin (Meister 2000).

Neuropeptide Y is an appetite stimulator (Miner er al. 1989) which is up-regulated by
fasting (Boswell ef al. 1999) and down-regulated by leptin (Mercer ef al. 1997). A study in a
Mexican population of 914 individuals found associations between a polymorphism in the
NPY promoter and waist-to-hip ratio, suggesting that this is a potential contributing factor in
obesity (Bray et al. 2000).

Agouti-related protein is a melanocortin receptor antagonist which compensates for a
lack of NPY in NPY-/- mice, up regulates appetite and appears to have targets other than
melanocortin receptor 4 (MC4R) in the hypothalamus (Marsh ef al. 1999b). MC4R inhibits
feeding when activated by a-melanocyte stimulating hormone (aMSH), although MC4R-/-
mice still respond to other anorectic factors such as ciliary neurotrophic factor (CNTF) and
corticotropin releasing factor (CRF) (Marsh et al. 1999a).

Expression of the neuropeptide melanin-concentrating hormone (MCH) is up-
regulated in ob/ob (leptin deficient) mice, and up-regulated in both normal and obese mice
under fasting conditions (Qu ef al. 1996). Administration of leptin decreases production of
hypothalamic melanin-concentrating hormone (Sahu 1998). Administration of MCH
stimulates feeding in rat:;, (Qu et al. 1996). This indicates a role for this hormone in weight,
food intake and regulation.

Leptin regulates the secretion of growth hormone (GH) by increasing the expression
of growth hormone releasing hormone (GHRH) and decreasing the expression of
somatostatin (SMS) in rats (Cocchi er al. 1999), while GH upregulates IGF-II expression in
liver (von Horn et al. 2002). Leptin also appears to have a direct role in down-regulating
insulin-like growth factor I (IGF-I) production in fasting rats, although the mechanism for
this is unclear (LaPaglia er al. 1998). The GH-IGF axis is implicated in obesity by several
studies. Obesity correlates with decreased GH, increased free IGF-I and increased total IGF-
IT in prepubertal children (Argente ef al. 1997). These results agree with another study on
obese children, with lower leptin, higher IGF-II, unchanged total IGF-I and a higher IGF to
IGF binding protein ratio (Radetti ef al. 1998). Total IGF-I is negatively correlated with
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visceral fat mass in middle-aged men (Mérin ef al. 1993). Frystyk et al investigated obesity
in men and women, and found suppressed levels of GH and IGFBP-1, unaltered levels of
total IGF-I and increased levels of free IGF-I, IGFBP-3, insulin and IGF-II (Frystyk ef al.
1995). Infusion of IGF-I suppresses GH and IGF-II levels, the former potentially being a
feedback mechanism (Guler ez al. 1989). Obesity therefore appears to involve a decrease in
growth hormone, decreased or unaltered levels of total IGF-I, but an increase in IGF-II and
free IGF-I, the latter potentially due to a decrease in IGF binding protein rather than an
increase in production of IGF-1.

The insulin gene (/NVS) variable number tandem repeat (VNTR) polymorphism is
associated with both juvenile (Le Stunff ez al. 2000) and adult (O'Dell ef al. 1999) obesity.

The uncoupling proteins 2 and 3 (UCP2 and UCP3) are involved in thermogenesis
(Fleury et al. 1997; Gong et al. 1997). The UCP2 gene is widely expressed in human tissues,
and is up regulated in white fat in response to fat intake (Fleury ef al. 1997). The UCP3 gene
is highly skeletal-muscle specific in humans (Boss et al. 1997), but also expressed in rodent
brown adipose tissue (Gong ef al. 1997). UCP2 maps to chromosomal regions linked to
obesity and its role in thermogenesis makes it a potential candidate obesity gene (Fleury ef al.
1997). Regulation of these genes by leptin (Scarpace et al. 1998) also indicates a potential
role in weight regulation by increased energy expenditure. However, while UCP2 appears to
influence energy metabolism (Walder et al. 1998) neither UCP2 nor UCP3 polymorphisms
associate with body mass index or fat mass (Walder ef al. 1998; Schrauwen ef al. 1999).

The B-2 and -3 adrenergic receptors have a role in lipolysis (Mori ef al. 1999). The
Trp64Arg mutation in the -3 adrenergic receptor is associated with visceral obesity,
presumably due to reduced lipolysis in visceral adipose tissue (Kim-Motoyama ef al. 1997).
The GIn27Glu mutation in the $-2 adrenergic receptor is associated with subcutaneous fat
accumulation, but not visceral fat (Mori et al. 1999). The Argl 6Gly mutation in the -2
adrenergic receptor appears to enhance lipolysis, with greater weight loss in dieting women
with the polymorphism than without (Sakane er al. 1999).

Orexins are neuropeptides which increase food intake in rats and are up-regulated
during fasting, indicating a potential role in regulation of feeding behaviour (Sakurai et al.
1998). Orexins act through two G protein-coupled receptors, type 1 and type 2 orexin
receptors (Sakurai et al. 1998).

A comprehensive microarray-based study on gene expression in rodents demonstrated
significant differences in levels of expression in 214 transcripts of 11,000 tested (Nadler et al.

2000). Genes that are involved in adipogenesis (defined as having increased expression
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during adipogenesis) tended to have significantly lower expression in obesity. Many genes
were involved in either obesity or diabetes, and a smaller number were involved in both,
including the B-3 adrenergic receptor (Nadler ez al. 2000).

The relationships of some of these genes and pathways are shown in Figure 1-6. This

figure is based on the relationships indicated in the publications cited above.
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Figure 1-6: Some of the pathways involved in appetite and weight regulation

1.4.3 Role of IGF2 in obesity

Insulin-like growth factors I and II (IGF-I and IGF-II) are growth factors that exert
both metabolic and mitogenic effects through the type 1 IGF receptor (Nielsen 1992). They
are therefore potential candidates for a role in weight determination.

A previous association study investigating a potential role for the /GF2 gene in
weight (O'Dell et al. 1997) used the Apal polymorphism in the 3°’UTR of /GF2 (Tadokoro et
al. 1991) as a linkage disequilibrium marker. AA homozygotes (non-cutting with Apal) were
found to have a higher mean serum IGF-II concentration in 92 middle-aged men and a 4
kilogram lower mean weight than GG homozygotes in 1474 healthy middle-aged men
(O'Dell et al. 1997). This association suggests that the /GF2 gene may be involved in
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determination of weight. A study on IGF-I found 2 similar effect with this protein, with
serum IGF-I negatively correlated with visceral fat mass (Mérin er al. 1993).

A recent study investigating the relationship between the IGF2 Apal polymorphism
and weight sampled 500 individuals of both sexes and with an age range of 19 to 90 years
(Roth et al. 2002). While no association between genotype and BMI was found, the authors
did report a higher fat mass (determined by dual-energy X-ray absorptiometry; DEXA) with
Apal AA genotype (P<0.05) in 427 Caucasian individuals (Roth ef al. 2002), apparently
opposite to the association between weight and Apal GG genotype reported by O’Dell er al
(1997). However, the cohort of Roth et al was significantly different from that of O’Dell ef
al. In the former study a small heterogeneous cohort was tested (men and women within a
broad age-range), while in the latter selection criteria included only males within a narrow
age-range.

Ukkola er al studied over-feeding (1000kcal surplus per day for 100 days) in twelve
pairs of male twins (age 21 years + 2 years) (Ukkola et al. 2001). In these individuals fat
mass was significantly higher in Apal GG homozygotes both before and after overfeeding
than AA/AG individuals (combined). Subcutaneous fat was also significantly thicker after
overfeeding (Ukkola ef al. 2001). This study corresponds with that of O’Dell et al (1997),
despite the lower age range and small sample number. This suggests that the apparent
contradiction between Roth et al (2002) and the other two studies is due to the inclusion of
women.

Other studies have investigated the levels of IGF-II protein in individuals of different
weights. One study demonstrated that serum total IGF-II levels were higher in obese men
(25<BMI<30 and BMI>30, p<0.05) than controls (BMI<25), and higher in severely obese
women (BMI>30) than moderately obese women (25<BMI<30, p<0.05) (Frystyk et al.
1995). Raised serum free IGF-I, IGFBP-3 and insulin levels were found in obese individuals,
while total IGF-I levels were normal and fasting serum growth hormone levels were
suppressed in these subjects (Frystyk ez al. 1995).

In children another study showed IGF-II raised in obesity, while IGF-I was not
significantly different between controls and obese children and growth hormone was found to
be lower in obese individuals (Radetti ef al. 1998). Another study in children investigated the
effects of weight reduction on IGFs and growth hormone. IGF-II and free IGF-I were
significantly elevated in the serum of obese prepubertal children, even after a period of

weight reduction, and IGF effects were largely growth hormone independent (Argente et al.

1997).
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An animal-based study investigated the concentration of insulin-like growth factors in
the tissues of pig foetuses; in pigs selective breeding has led to obese and lean animals
differentiated by their back-fat thickness (Hausman et a/. 1991). In lean foetuses liver and
muscle IGF-II concentrations were higher than in pre-obese counterparts; it should be noted
that lean foetuses are larger than pre-obese foetuses at the same stage of development
(Hausman ef al. 1991). A study in mice investigating the effect of a 12kb deletion
downstream of IGF2 (5° of the IGF2-H19 imprinting control region — see 1.6.2) found that
there was a decrease in /GF2 expression (consistent with the deleted region containing a
positive regulatory element (Jones ef al. 2001). This reduction in JGF2 expression was
accompanied by increased fat deposition and obesity, but with hypophagia in obese animals
suggesting that IGF-II alters fat metabolism rather than appetite (Jones ef al. 2001).

A study in adults from three ethnic groups in Manchester (UK) found no relationship
between IGF-II and BMI or WHR; these groups had high mean BMIs, but were not selected
for obesity (Cruickshank et al. 2001). IGF-II showed strong ethnic differences, but was
unrelated to other variables. IGF-I was inversely related to age, while IGFBP-1 levels were
independently related to fasting insulin and BMI (Cruickshank et al. 2001). However,
combined analysis of the relationship between BMI and IGF-II levels in men and women
may be inappropriate.

The insulin-like growth factors appear to have a role in weight determination. The
exact mechanisms are complicated by the relationship of the two insulin-like growth factors
with growth hormone, IGF binding proteins and the type 1 IGF receptor. Alterations in the
levels of any of these proteins may influence the levels and activity of the others. Elevation
or suppression of the levels of an element in the pathway may contribute to weight
determination, or merely be symptomatic of the activity of another element in the pathway.
One hypothesis is that elevated free IGF-I may result from decreased availability of binding
proteins (in part due to increased IGF-II), and may down-regulate growth hormone
production, while maintaining normal growth in obese individuals (Argente et al. 1997).

IGF?2 is therefore a good éandidate gene for weight determination.

1.5 Foetal origins of adult disease

The ‘“foetal origins’ hypothesis suggests that predisposition to cardiovascular and

metabolic disease in later life is determined by adaptations to iz utero endocrine status and
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nutrition (Barker 1995). The term ‘programming’ describes a “general process whereby a
stimulus or insult at a critical period of development has lasting or lifelong significance™
(Lucas 1991). ‘Metabolic imprinting’ describes “basic biological phenomena that putatively
underlie relations among nutritional experiences of early life and later diseases” (Waterland
& Garza 1999), and is an alternative name for programming intended to reflect the
irreversible nature of the effect (Waterland & Garza 2000). Whichever name is used, the
fundamental reasoning of these theories is that environmental effects in ufero influence
health in later life.

The relationship between foetal development and adult consequences has been noted
for coronary heart disease (Barker 1995; Eriksson ez al. 2001), insulin resistance (Eriksson e#
al. 2002), obesity (Jackson ef al. 1996; Ravelli ef al. 1999) and even marital status (Phillips et
al. 2001). The “thrifty phenotype’ hypothesis proposes that poor intra-uterine or infant
growth plays a major role in the development of type II diabetes (Hales & Barker 1992;
Hales & Barker 2001). The development of a thrifty phenotype is suggested to be beneficial
for short-term survival in a restrictive environment, but detrimental to health in later (post-
reproductive) life (Godfrey & Barker 2001). Poor growth in early life may be the result of
maternal malnutrition, malnutrition in infancy (Hales & Barker 2001) and/or genetic factors
(Frayling & Hattersley 2001; Dunger ef al. 1998; Ong et al. 2000; Ong ez al. 1999). The
“fetal insulin hypothesis” proposes that genetically determined insulin resistance results in
both poor growth in utero and insulin resistance in adult life (Hattersley & Tooke 1999).
Hattersley et al found that a glucokinase mutation in the mother resulting in hyperglycaemia
caused higher birth weight, while a glucokinase mutation in the foetus resulted in lower birth
weight (Hattersley ef al. 1998). A further study by Velho ef a/ found no association between
maternal and foetal glucokinase mutations and adult height, weight or BMI in maturity onset
diabetes of the young (MODY?2) kindreds (Velho er al. 2000).

A study comparing obesity in 50 year old men and women exposed to famine in late,
mid or early gestation with men and women not exposed to famine found significantly higher
BMI in women exposed to famine in early gestation (Ravelli ez al. 1999). However, men
showed no significant difference in BMI between exposed and non-exposed groups, and
neither did women exposed in mid or late gestation (Ravelli ez a/. 1999). An earlier study on
300,000 19 year old men exposed in utero to the Dutch famine (1944-45) reported that
famine during the last trimester of development and the first few months of life resulted in
lower obesity rates, while exposure to famine in the first half of pregnancy resulted in

significantly higher obesity rates (Ravelli ez al. 1976). This suggested that poor nutrition in
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the early stages of pregnancy affected development of the systems regulating food intake and
growth resulting in an excess of fat accumulation with increased food availability later in life
(Ravelli er al. 1976).

These results suggest that both environmental and genetic factors are involved in the
observed relationships between foetal growth and adult disease. The relative effects of these
factors in determining early growth are therefore important in determining the potential

significance of genetic factors in metabolic and cardiovascular disease in later life.

1.6 The IGF2 gene and its product

1.6.7 The genetics of IGF2

Until recently the published gene séquence for IGF?2 consisted of several overlapping
GenBank sequences with several gaps (Figure 1-7). Now the complete sequence of the gene
has been published in a comparison with the orthologous domain on mouse chromosome 7
(Onyango et al. 2000). The gene is ~35kb in length, and is located at the telomeric end of the
short arm of chromosome 11 (11p15.5) (Brissenden et al. 1984) ~5.6kb downstream of the
tyrosine hydroxylase (TH) gene and ~1.5kb downstream of the insulin (/NS) gene (Lucassen
et al. 1993).

The gene contains 10 exons (Ikejiri ef al. 1991; Mineo et al. 2000) and has four
promoters (Pagter-Holthuizen et al. 1988; Hyun et al. 1993). The preprolGF-II peptide is
encoded by exons 7, 8 and the first part of exon 9 (following conventional numbering, which
assumes nine exons), while exons 1 to 6 (including 4b) constitute different S"UTRs

depending on promoter (Nielsen 1992).
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Figure 1-7: IGFZ sequence

The structure of the IGF2 gene has led to some confusion over the past decade. The

gene has four promoters, and is commonly assumed to have nine exons (von Horn ef al.

24



2002; van Dijk et al. 2001; Gaunt et al. 2001; Sakatani er al. 2001; Wu et al. 1997b; Vu &
Hoffman 1996; Vu & Hoffman 1994). However, a ten exon structure has recently been
confirmed (Figure 1-8) (Mineo ef al. 2000). The presence of a 10" exon (designated 4b)
between exons 4 and 5 had previously been reported (Ikejiri ef al. 1991), but was assumed to
be a unique event in a human histocytoma cell line (Mineo ez al. 2000). Exon 4b falls under
the control of the P2 promoter, and is alternatively spliced, with P2 transcripts consisting
either of exons 4, 7, 8 and 9 or exons 4, 4b, 7, 8 and 9 (Mineo ef al. 2000).

The relative level of expression of IGF?2 from the four promoters varies depending on
life stage and tissue. In liver, only promoters 2, 3 and 4 are used in the foetus, while promoter
1 becomes active from about two months after birth and promoter 3 activity is frequently low
or non-existent in adults (Li et al. 1996). The imprinting of both IGF2 and HI9 are
influenced by an imprinting control region upstream of H19 (see section 1.6.2 (Reed e al.
2001; Frevel ef al. 1999)). In mice a positive regulatory element for IGF2 expression exists
upstream of this region (Jones ef al. 2001). Two more regulatory elements exist in promoter
1, and form an inverted repeat, which is bound by inverted repeat binding protein (IRBP) and

suppresses P1 activity (Rodenburg er al. 1996).
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Figure 1-8: IGF2 gene and mRNAs
(adapted from Nielsen, 1992 and Mineo et al., 2000)

IGF2 mRNA levels are regulated by an endonucleolytic cleavage process involving a
site in the 3'UTR of the gene. Within the 3'UTR there is a conserved sequence with a
predicted strong higher order structure (Figure 1-9) (Christiansen ef al. 1994). The cleavage
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event occurs in a conserved area between a potential double-hairpin structure and a potential
guanosine quadruplex. The cleavage is rare and rate-limiting (Nielsen 1992), and results in an
upstream transcript with no polyadenylated tail, which has a short half-life, and a relatively
stable 1.8kb 3' cleavage product (which may be protected by the quadruplex structure)
(Christiansen et al. 1994). It is suggested that the higher order structure in the surrounding
sequence is important in protecting the purine-rich cleavage site from involvement in other
secondary structure, thus making it available for cleavage, or alternatively that the secondary

structures may provide binding sites for trans-acting factors (Nielsen 1992).

¢ =cutsite
— = quadruplex interactions
" = complementary sequence
Figure 1-9: Endonucleolytic cleavage site in /GF2 mRNA
(adapted from Christiansen et al., 1994)

The cleavage of IGF-IIl mRNAs involves two elements in the 3°’UTR, separated by
almost 2kb, which act in cis (Figure 1-10) (Meinsma et al. 1992; Scheper et al. 1995;
Scheper et al. 1996b; Scheper et al. 1996a). These elements in the transcript interact to form
a stem structure, which is bound by IGF-II cleavage unit binding protein (ICU-BP) (Scheper
et al. 1996b). Presence of the stem-loop structure stabilises the two additional stem-loops in
element II (Scheper ef al. 1995). Binding by ICU-BP requires both elements I and II, and
appears to be necessary but not sufficient for cleavage to occur as a first step in an IGF-II
mRNA degradation model (Scheper et al. 1996b). Two IGF-II cleavage unit RNA-protein
complexes (ICU-RPC1 and ICU-RPC2) are found to exist in Hep3B cells (Scheper et al.
1996a). IGF-II activates a signalling pathway involving p70%%, which results in a transition
from ICU-RPC2 to ICU-RPCI1, rendering the IGF-II mRNA susceptible to cleavage — this is
a potential negative-feedback system for IGF-II (Scheper ef al. 1996a).
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Figure 1-10: Structure of the cis-acting elements in /GF2 endonucleolytic cleavage

Adopeed From Scheper ef al., 1996b. (A) Element I is located just downstream of the IGF?2 stop codon, while
element II is located a further approximately 2kb downstream. There are two stem-loop structures in
element II and the cleavage site is marked with a blue arrow. (B) An interaction between elements I
and II results in a stem structure, with the two stem loops in element II and the cleavage site shown.

The critical elements for endonucleolytic cleavage in /GF2 appear to be:
two elements in the 3°UTR of the gene, ~2kb apart, the second of which contains the
cleavage site (Scheper ef al. 1995; Scheper et al. 1996b)

a double hairpin/stem-loop structure immediately 5’ of the cleavage site (Scheper et al.
1996b; Christiansen et al. 1994)

a guanosine-rich region immediately 3” of the cleavage site with a putative quadruplex
structure (Christiansen ef al. 1994)

the formation of an IGF-II cleavage unit RNA-protein complex (ICU-RPC1) (Scheper et
al. 1996a)

This type of regulation of mRNA levels has been observed in several other genes. In
avian apolipoprotein II, mRNA is degraded following an endonucleolytic cleavage event at
5°-AAU-3°/5’-UAA-3’ elements in the 3°UTR of the gene (Binder et al. 1989). This
mechanism differs from the /GF2 cleavage mechanism in that it appears to occur at several
different sites, and cleavage occurs at a different sequence motif. However, cleavage in both

genes allows degradation of message without deadenylation (Binder ez al. 1989).
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The protooncogene c-myc appears to be subject to regulation of RNA stability by
endonucleolytic cleavage resulting in generation of 3 and 5° truncated species in the decay
process (Ioannidis ef al. 1996). The exact mechanism of this cleavage is not clear, but there is
evidence for multiple-site cleavage in this system (loannidis ef al. 1996).

Endonucleolytic cleavage in the cytokine groa results in removal of a 130-nucleotide
sequence from the 3’UTR of the gene leaving a 0.9 kilobase (poly-A’) product. This process
is regulated by interleukin-1 (Stoeckle 1992).

Albumin mRNA in Xenopus liver is cleaved at multiple sites by an oestrogen-
regulated polysomal ribonuclease that appears to recognise the sequence APyrUGA
(Chernokalskaya et al. 1997). This sequence differs from both the avian apolipoprotein II and
the human IGF2 cleavage sequences, and is regulated by oestrogen (unlike the groa cleavage
system).

While endonucleolytic cleavage of RNA appears to occur in a number of genes, the
mechanism and regulation differs between genes. The result in all cases is likely to be
degradation by exonuclease activity due to the absence of a protective cap at the 5° ends, and
polyadenylation at the 3° ends of the cleaved RNAs. In human IGF2 the 3’ fragment is stable,
which may be due to the protective effect of the guanosine quadruplex against 5°-3’

exonuclease activity (Christiansen ef al. 1994).

1.6.2 Imprinting in the /IGF2 region

Genomic imprinting is the epigenetic modification of genes within oocytes or sperm
that results in parentally determined differential expression of those genes post-fertilisation
(Reed ez al. 2001). IGF2 and HI19 (downstream of IGF2) are both parentally imprinted, with
IGF?2 preferentially expressed from the paternal allele, and H19 preferentially expressed from
the maternal allele (Rainier ef al. 1993). These two loci are closely linked on chromosome
11, and are of interest because of their reciprocal imprinting pattern (Ohlsson ef al. 1994). An
imprinting control region (ICR) 2kb upstream of H19 and ~70kb downstream of IGF2 is
critical in regulation of the imprinting and expression of IGF2 (Reed et al. 2001; Frevel et al.
1999). Imprinting of /GF2 in blood cells has been shown to be dependent on expression of
H19, with monoallelic expression occurring only in those individuals that express 19
(Giannoukakis et al. 1996). Expression of the IGF2 gene varies by promoter: promoter 1 is

responsible for bi-allelic expression of IGF2, while promoters 2-4 initiate expression only



from the paternal allele (Vu & Hoffman 1994). Differential methylation at CpG islands is
believed to be responsible for imprinting (Li ef al. 1993). DNA-methyltransferase deficient
mice show expression from the paternal (normally unexpressed) allele of H19, while the
normally expressed IGF2 paternal and JGF2R maternal alleles are repressed (Li ef al. 1993).
The role of H19 in the regulation of IGF2 in trans (Li et al. 1998) fits with this pattern — H19
suppresses /GF2 expression, and is regulated normally by maternal imprinting. /GF?2 itself is
regulated by paternal imprinting and suppressed by H/9 (Li et al. 1998).

The common control of /GF2 and H19 is assumed to arise from a system of
methylation and enhancers: on the maternal allele cis-acting elements (enhancers)
preferentially activate transcription of H79 (at the expense of IGF?2), while on the paternal
allele methylation of regulatory sequences prevents this interaction, allowing the enhancers to
activate /GF2 (Leighton ef al. 1995). An evolutionary theory may explain why this
mechanism exists. A gene for a protein that increases the demand for resources from the
mother (e.g. a foetal growth factor such as IGF-II) will be transcribed less from the maternal
allele if a mechanism exists for this to occur (the evolutionary stable state is no transcription
from the maternal allele), whereas it is in the interests of the father that his allele is expressed
as much as possible (to benefit his offspring at the expense of half-sibs) (Haig & Westoby
1989). If this theory is correct, then one would expect paternal imprinting of loci that increase
foetal growth and nutrition (e.g. IGF2) and maternal imprinting of loci that regulate those
loci (e.g. H19) or proteins (e.g. IGF2R). In mouse the IGF2 and IGF2R (type 2 IGF receptor)
genes are oppositely imprinted, which agrees with the hypothesis that the balance between
the maternal imprinting of the receptor and the paternal imprinting of /GF2 regulates foetal
growth — maternally derived receptor responsible for degradation of IGF-II counteracts and

regulates the paternally derived growth-promoting IGF-II (Haig & Graham 1991).

1.6.3 The structure and function of IGF-i

The mature insulin-like growth factor II protein is a 67 amino acid polypeptide which
has a 62% amino acid sequence homology with insulin-like growth factor I (Rinderknecht &
Humbel 1978). IGF-II has a molecular weight of 7471 (Rinderknecht & Humbel 1978), and
is a single polypeptide chain with three disulphide bridges (Smith ez a/. 1989) (which are at
corresponding positions in insulin, IGF-I and IGF-II (Lowe 1996)). In IGF-II the disulphide
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bridges are between cysteines 9—47 (peptide surface), 21—60 (core) and 46— 51 (core)
(Terasawa et al. 1994).

PreprolGF-II is a 180 amino acid polypeptide comprising six domains: a 24 amino
acid signal peptide at the N-terminal, domains B, C, A and D of the mature peptide and an 89
amino acid carboxy-terminal E domain which is removed during processing (Figure 1-11)
(Lowe 1996). The prepro-peptides for all the insulin-like peptides have similar structural
organisation (Nielsen 1992). In proinsulin, IGF-I and IGF-II there are B, C (connecting
peptide) and A domains, while the C-terminal D domain is present only in IGF-I (8 residues)
and IGF-II (6 residues) (Rinderknecht & Humbel 1978). IGF-II contains three a-helices, one
at Glutamic acid 12 — Cysteine 21 in the B domain, one at Glutamic acid 44 — Arginine 49 in
the A domain and the third at Leucine 53 — Tyrosine 59 in the A domain (Terasawa et al.
1994). The two A domain a-helices lie parallel (reverse orientation), and form a hydrophobic

core in conjunction with the B domain a-helix (Terasawa et al. 1994).
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Figure 1-11: Structure of preprolGF-II
(adapted from Lowe, 1996)
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IGF-II primarily acts through the type 1 IGF receptor (IGF1R), which consists of two
ligand-binding o-subunits and two membrane-spanning B-subunits (similar to the insulin
receptor - see Figure 1-12) (Nielsen 1992). The critical IGF-II residues in binding with the
type 1 IGF receptor are Tyrosine 27 and residues 1-6 (Forbes et al. 2002). Binding of IGF-1I
to the type 1 receptor results in a countering effect of translocation of the type 1 receptor to
the cell membrane (Nielsen 1992). Activation of the type 1 receptor (a tyrosine kinase)
results in both autophosphorylation of the receptor (Jacobs et al. 1983) and phosphorylation
of other proteins, including IRS-1 (insulin receptor substrate 1) (Nielsen 1992). This initiates
a signalling cascade to the nucleus, resulting in transcription factor phosphorylation and
DNA synthesis (Lowe 1996). Both IGF-I and IGF-II bind the type 1 receptor with high
affinity, while insulin binds with low affinity (Casella ez al. 1986).

IGFs complexed with binding proteins

N/

Type II
Type receptor
receptor
Cell Membrane
¢ Cytoplasm
Activation of \ Other
tyrosine kinase effects?
¢ Internalisation
and degradation
Transcription factor of IGF-II
phosphorylation
DNA synthesis and

cell division

Figure 1-12: IGF-II function
(adapted from Nielsen, 1992 and Lowe, 1996)

IGF-II can also act through the insulin receptor, and has a growth-promoting action

through this receptor in mouse embryogenesis (Louvi et al. 1997). IGF-II and insulin both
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stimulate cell proliferation and DNA synthesis by binding this receptor, while IGF-I does not
act through the insulin receptor (Morrione ez al. 1997). The difference in receptor affinity
between the IGFs is proposed to be due to side-chain differences rather than major structural
differences (Torres et al. 1995). In humans IGF-II acts through isoform-A of the insulin
receptor in stimulation of the growth of thyroid cancer (Vella et al. 2002).

The type 2 IGF receptor (IGF2R, also known as the mannose-6-phosphate receptor) is
specific to IGF-II, with minimal binding of IGF-I and no binding of insulin (Terasawa et al.
1994; Linnell et al. 2001). The critical residues for binding differ from those for the IGF1R:
Phenylalanine 48, Arginine 49, Serine 50, Alanine 54 and Leucine 55 (Terasawa et al. 1994).
Binding of IGF-II to the type 2 receptor is not responsible for stimulation of DNA and
glycogen synthesis (Sakano ef al. 1991). The IGF2R has a negative regulatory effect on the
activity of IGF-II, resulting in reduced organ growth (Zaina & Squire 1998). Soluble IGF2R
also plays a role in the transport of circulating IGF-II (Valenzano et al. 1995).

IGF binding proteins (IGFBP) interact with both IGF-I and IGF-II. More than 95% of
IGF's are complexed with IGFBPs in plasma (Nielsen 1992). Total serum levels of IGFBP-3
and IGF-II are elevated in obesity, while serum free IGF-II is constant (Frystyk ez al. 1995),
suggesting that the IGF binding proteins are very important in the regulation of serum free
IGF-II. Some of the binding proteins are carrier proteins that cannot cross the endothelium in
complex with IGF-II (e.g. IGFBP-3), while others can cross the endothelium with IGF-II and
may influence interaction with the type 1 receptor (Lowe 1996). IGFBP-3 is the major
binding protein for IGFs in serum, increasing the half-life of these proteins and creating an
intra-vascular storage reservoir (Lowe 1996). IGFBPs 1 to 6 bind IGF-II with high affinity,
while all except IGFBP-6 bind IGF-I (albeit with only 20 to 74% the affinity of IGF-II)
(Bach er al. 1993). IGFBP-7 and 8 are members of a putative family of lower-affinity IGF
binding proteins (Kim et al. 1997).

A number of high-molecular weight forms of IGF-II occur in cattle (at least 12) of 12
to 20kDa, with amino-terminal sequence matching that of the mature 7.5kDa IGF-II
(Valenzano er al. 1995). They are associated with circulating soluble IGF2R (SIGF2R)
(Valenzano et al. 1995) and display a mitogenic activity that is not inhibited by IGF binding
proteins in the same way as IGF-II (Blahovec er al. 2001). However, the affinity of high-
molecular weight forms for IGF binding proteins appears similar to that of IGF-II, and in
fibroblasts the biological activity of the different forms appears similar (Valenzano et al.

1997). High-molecular weight forms have also been found in humans (Blahovec et al. 2001).



1.7 Objectives of the study

The hypothesis of this study is that one or more polymorphisms or haplotypes within
or near the IGF?2 gene influences weight in middle-aged men. There is evidence that the Apal
polymorphism in the 3°UTR of the IGF2 gene is associated with BMI in middle-aged men
(O'Dell et al. 1997). The aim of this project is to investigate /GF2 thoroughly to find
polymorphisms, test these for associaﬁ@n with weight phenotypes and clarify the role of
IGF?2 in weight determination. There are five main objectives of this study:

The first objective was to identify single-nucleotide polymorphisms (SNPs) in the
IGF2 gene to build a set of potential markers for linkage disequilibrium mapping of a
possible aetiological site. To identify relatively rare polymorphisms while still allowing
efficient screening, a subset of 40 individuals from the Northwick Park Heart Study II
(NPHSII) cohort were used. 40 individuals should allow detection of polymorphisms with a
heterozygote frequency of 2.5% or more (allele frequency of 1.25%). Single-strand
conformation polymorphism (SSCP) analysis and denaturing high performance liquid
chromatography (DHPLC) were used for this part of the project, and regions of the gene were
selected for serial scanning due to the limited throughput of these systems.

The second objective of the study was the development of high-throughput
genotyping methods to enable the genotyping of several SNPs in the 2743 individuals of
NPHSII. To genotype 10 SNPs in 2743 samples a total of 54,560 PCR reactions and gel
tracks are required (by dual-reaction ARMS assay). Existing technologies were either too
expensive or too inefficient for this. In addition, the large quantity of DNA required
necessitated the adoption of a conservative system for use of DNA banks, preferably by DNA
amplification. |

The third objective was the genotyping of 10 SNPs in the NPHSII cohort and analysis
with respect to weight phenotypes in order to identify any positive associations with weight
in middie-aged men.

The fourth objective was the genotyping of 10 SNPs in the smaller Hertfordshire
cohort, for which more extensive phenotype data is available to enable an analysis of
associations between genotype and both early growth and adult weight phenotypes. This
would enable an investigation of any potential role of the (foetal) growth factor /GF2 in
determining birth weight, early growth and adult disease. This cohort also contains both men
and women, allowing an investigation of the effect of gender on any observed association

between genotype and weight.



The fifth objective was to develop an RNA quantitation assay for the measurement of
IGF2 expression levels in individuals with different genotypes. This should help determine
how genotype influences downstream levels of IGF-II, and therefore establish a link between

gene expression, genotype and weight phenotypes.



Chapter 2 : General Methods

2.1 Materials

2.1.1 DNA samples

2.1.1.1 Northwick Park Heart Study I1

The largest set of DNA samples used in this project was collected for the Northwick
Park Heart Study IT (NPHSII, a prospective study of coronary heart disease - Director George
Miller). The NPHSII cohort contains 2743 samples of DNA from healthy men aged 51-62
years (at time of collection). Samples were supplied as standardised 1/5 dilutions of original
extracted DNA. Initially 1/40 dilutions were used for the SSCP scan and genotyping. Later
the DNA bank was equalised to 10ng/ul by Tricia Briggs. This equalised DNA was used for
later genotyping and long PCR. Stocks are stored at -70°C, while working arrays are stored at

-20°C.

2.1.1.2 Hertfordshire DNA Bank

This DNA bank comprises two sub-sets: North Hertfordshire and East Hertfordshire.
The total number of samples is 1108, of which 448 are women and 660 are men (unlike the
Northwick Park Heart Study DNA bank, this DNA bank contains samples from both men and

women). The age range of this cohort was 59 to 72 years at the time of DNA collection and



adult phenotype recording. Data for this DNA bank also included early life measures of birth

weight and weight at one year.

2.1.2 Chemicals and Reagents

2.1.2.1 PCR reagents

Recombinant Tag DNA polymerase (Life Technologies, Paisley, UK and Promega,
Southampton, UK) was used at a concentration of 0.02 Units per microlitre of reaction.
MgCl, (Life Technologies) was used in reactions at concentrations of between 1.0mM and
2.5mM depending on optimisation results. Detergent W1 (Life Technologies) was used in

some reactions to enhance Taq activity.
10x polymerase mix was prepared using 0.5M KCI1 (BDH, Poole, UK), 100mM Tris-

HCI (BDH) pH 8.3, 0.01% Gelatin and 2mM dNTPs (Amersham Life Sciences, Bucks, UK
and Life Technologies). This was filter sterilised and stored in aliquots at -20°C for up to six
months. Polymerase mix was used at a 1x concentration in all standard PCRs. An alternative
PCR buffer containing 0.5M NaCl (BDH) instead of KCI was used for amplification of the
sequence including the mRNA processing site in the 3'UTR. Some PCRs were performed
using the standard 10x polymerase buffer provided with the enzyme (Life Technologies or
Promega), with ANTPs (Amersham Life Sciences, Bucks, UK and Life Technologies) added
separately.

Long PCR buffer was prepared using 140mM Ammonium acetate (Sigma-Aldrich
Company Ltd., Poole, UK), 500mM Tris-HCI (BDH) pH 8.9. Pwo DNA polymerase (Roche
Diagnostics, Lewes, UK) was added to long PCR reactions at a concentration of 0.004Units
per 10ul reaction.

A stock solution of Betaine (Sigma-Aldrich Company Ltd.) (a natural metabolite of
choline (Haubrich et al. 1975)) was prepared at 5M, and stored at 4°C for up to six months.
Betaine was used at a working concentration of 1.3M in PCRs of GC rich regions (i.e. 75%
or greater) (Henke et al. 1997), and in long PCRs (Barnes unpublished

http://barnes!.wustl.edu/~wayne/faq.wpa/).
PCR primers (MWG Biotech, Milton Keynes, UK) were rehydrated in water or

10mM Tris-HCI (pH 8) and stored as a 100uM solution at -20°C. Final concentration of

oligonucleotide primers in the PCR reaction varied, but was usually 0.4uM.
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Water was purified to approximately 16.4MQ resistance by reverse osmosis, then de-

ionisation. Water was autoclaved to sterilise before use in PCR reactions.

2.1.2.2 Electrophoresis reagents

10x Tris Borate EDTA (T.B.E) buffer was prepared using 0.89M Tris (BDH), 0.89M
Boric Acid (Sigma-Aldrich Company Ltd.) and 0.02M Ethylenediaminetetra-acetic acid
(EDTA) (BDH).

30% Acrylamide:Bis (19:1) (Severn Biotech, Kidderminster, UK) was stored at 4°C
and polymerised to form gel matrices at concentrations of 4% to 10% depending on
resolution required. N,N,N'-Tetramethylethylenediamide (TEMED) was obtained from
Sigma-Aldrich Company Ltd. Ammonium persulphate (APS) was obtained from Fisher
Scientific UK Ltd, Loughborough, UK. These reagents were used to catalyse polymerisation
of acrylamide gel solutions.

Agarose (Life Technologies) was used to prepare agarose gels. 0.7g of agarose was
melted in 100mls of 1x T.B.E buffer to create a 0.7% gel.

Ethidium bromide (10mgmi™) (Life Technologies) was stored in lightproof containers
at room temperature and used at a working concentration of 1mgml™ as a pre-electrophoresis

stain to detect double-stranded DNA.

Formamide dye mix was prepared using 98% formamide (Sigma-Aldrich Company
Ltd), 10mM EDTA (pH 8) (BDH) and 0.025% Xylene Cyanol (Sigma-Aldrich Company
Ltd). This was used as a 3x mix (i.e. one volume of formamide dye mix to two volumes of
sample).

“Sticky silane” was prepared using 90% Ethanol, 0.5% glacial acetic acid (BDH) and
0.5% y-methacryloxypropyltrimethoxysilane (Sigma-Aldrich Company Ltd).

2.1.2.3 Single-Strand Conformation Polymorphism Analysis (SSCP)

Two different SSCP gels were used (Hinks ez al. 1995). Gels to be run at 4°C were
prepared with 0.5x T.B.E, 5.7% acrylamide (BDH) and 0.152% bis-acrylamide (Promega,
Southampton, UK). A volume of 100mls of gel mix was then polymerised with 71ul TEMED
and 210ul 25% ammonium persulphate.

Gels to be run at 25°C were made as above, but with the addition of 5% glycerol
(Sigma-Aldrich Company Ltd). Running buffer for both gels was 0.5x T.B.E, with 5%
glycerol added for gels run at 25°C.



Loading buffer for SSCP was prepared with 100mls formamide, 0.1g Xylene Cyanol,
0.1g bromophenol blue (Sigma-Aldrich Company Ltd) and 4mls 0.5M Na,EDTA. Medical

X-Ray Film was obtained from Genetic Research Instrumentation Ltd., Braintree, UK.

2.1.2.4 Denaturing High Performance Liquid Chromatography (DHPLC)

Pre-made buffers "A" and "B" containing 100mM Triethylammonium acetate
(TEAA) and 0.1mM EDTA plus 25% acetonitrile (Aldrich, Poole, UK) in buffer B were
obtained from Varian Ltd., Walton-on-Thames, UK. Alternatively buffers were made from
TEAA concentrate (Transgenomic, Crewe, UK): Buffer "A" contained 100mM TEAA and
buffer "B" contained 100mM TEAA and 25% acetonitrile.

Diluted acetonitrile wash solutions were prepared from HPLC grade acetonitrile by
dilution with 18.2MQ HPLC grade water (Sigma-Aldrich Company Ltd).

Samples for DHPLC were unmodified PCR reactions. Quality control standards were
initially obtained from Transgenomic. Later controls were a heteroduplex formed from a
PCR of marker DYS271 (sequence obtained from GenBank) and a Haelll digest of pUC18
(Sigma-Aldrich Company Ltd).

2.1.2.5 Sequencing

Sequencing reagents obtained from Applied Biosystems, Foster City, CA, USA
included: POP-6 polymer, BigDye Terminator cycle sequencing kit, Template Suppression
Reagent (T.S.R) and 10x Genetic Analyzer Buffer. A 2.5x dilution buffer for the BigDye
Terminator kit was prepared using 200mM Tris-HC1 (BDH) pH 9.0 and 5SmM MgCl,. This
was used to replace half of the recommended quantity of Big Dye ready reaction mix.

Shrimp Alkaline Phosphatase and Exonuclease I were obtained from Amersham Life
Sciences, Bucks, UK. Primers used for sequencing (also used in PCR) were obtained from
MWG Biotech, Milton Keynes, UK. Ethanol and 3M Sodium acetate pH 5.2 (Sigma-Aldrich
Company Ltd) were used for precipitation of sequencing reactions to remove excess salts and

dye-labelled ddNTPs.

2.1.2.6 Quantitative RT-PCR

RNA extraction was performed from blood samples (anonymised, from volunteers
within the division) or from HepG2 and HuH7 liver cells (provided by Derek Mann, School
of Medicine, Southampton University) using the SV 96 Total RNA Isolation System



(Promega, Southampton, UK). Sodium acetate and RNase-free ethanol were obtained from
Sigma-Aldrich Company Ltd., Poole, UK. Trypsin-EDTA (Life Technologies, Paisley, UK)
was used to loosen cells from culture flasks. Following extraction, samples were treated with
DNase using DNA-free™ (Ambion, Huntingdon, UK). Reverse transcription (RT) was
performed using M-MLV Reverse Transcriptase, while RNase activity was inhibited with
RNasin® Ribonuclease Inhibitor (Promega, Southampton, UK). Water was treated with
DEPC (Sigma-Aldrich Company Ltd) to destroy RNase. Oligonucleotide primers were
supplied by MWG-Biotech, Milton Keynes, UK. T7 RNA Polymerase, RNasin® and tINTPs
(Promega, Southampton, UK) were used to generate RNA standard from a PCR product.
PCR of RT reactions used reagents as described in sections 2.1.2.1 and 2.1.3.1. Apal

restriction enzyme was from Promega, Southampton, UK.

2.1.2.7 (CA), repeat genotyping

5’ 6-FAM and HEX labelled oligonucleotides were obtained from MWG Biotech,
Milton Keynes, UK. Standard PCR was performed using reagents as described in sections
2.1.2.1 and 2.1.3.1. PCR products were digested with BstUI (New England Biolabs UK Ltd,
Herts, UK).

Samples were prepared for electrophoresis by combining 1l of PCR product with
12ul of a 24:1 mix of formamide (Sigma-Aldrich Company Ltd) and Tamra 500 size standard
(Applied Biosystems, Foster City, CA, USA). Samples were through POP4 polymer using
10x Genetic Analyzer buffer on an ABI310 genetic analyser (Applied Biosystems, Foster
City, CA, USA).

2.1.3 Equipment

2.1.3.1 Polymerase Chain Reaction (PCR)

Polypropylene 96-well PCR plates were obtained from Advanced Biotechnologies,
Epsom, UK. Rubber plate sealing mats were obtained from Hybaid Ltd., Ashford, UK.
Polypropylene 384-well plates and sealing mats were obtained from Genetic Research
Instrumentation Ltd. PCRs were performed on PTC-225 TETRAD DNA Engines (MJ
Research Inc., Waltham, MA).



2.1.3.2 Microplate Array Diagonal Gel Electrophoresis (M ADGE)

MADGE (Day & Humphries 1994) gel formers were supplied by MADGEBio,
Grantham, UK. Several variants were used: 96-well MADGE (Day & Humphries 1994) with
71.6° orientation, 2mm’ wells and 26mm track length, 192-well MADGE (O'Dell et al. 2000)
with 71.6° orientation, 2mm? wells and 12mm track length and 384-well MADGE (Gaunt et

al. 2000) with 78.7° orientation, 1.5mm’ wells and 10mm track length.
GelBond Film (Sigma-Aldrich Company Ltd) was used as a support for agarose
MADGE gels.

Horizontal gel electrophoresis tanks were obtained from Sigma-Aldrich Laboratory
Equipment, Poole, UK, and custom-built dry gel electrophoresis systems were provided by
Medical Electronics and Engineering at Southampton General Hospital. Power Packs for
electrophoresis were obtained from Bio-Rad, Hemel Hempstead, UK.

Glass plates were cut from standard float glass to 110mm x 170mm were obtained
from a local glass merchant (Shirley Glass, Shirley, Southampton).

Samples were loaded either by multi-channel pipette, or by 96-pin passive replicator
(MADGEBiI0). Coloured loading templates were prepared to place under gels and aid

positioning of the replicator in higher-density gels.
Images were scanned using a Fluorimager 595 (Molecular Dynamics Inc., California,

USA). Image analysis was performed with Phoretix 1D Advanced (Phoretix International,

Newecastle-upon-Tyne, UK).
2.1.3.3 Single-Strand Conformation Polymorphism (SSCP)

PCRs were performed using PTC-225 TETRAD DNA Engines (MJ Research). Gels
were run using a Macrophor sequencing system (Pharmacia, Bucks, UK), comprising an
electrophoresis chamber with thermostatic circulator, a gel casting unit and glass plates and
spacers. A Bio-Rad power-pack was used for electrophoresis. A Bio-Rad Model 583 Gel
Dryer was used to dry gels. A FujiFilm FPM800A developer (Fuji Photo Film UK Ltd.,

London, UK) was used to develop the autoradiography film after exposure.

2.1.3.4 Denaturing High Performance Liquid Chromatography (DHPLC)

DHPLC was performed initially using a Varian Pro-Star Helix DHPLC system
(Varian Ltd.). Later DHPLC scanning was performed with a Transgenomic Wave DHPLC
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system (Transgenomic). Columns for DHPLC were provided by the system suppliers, as

were all replacement components (guard columns, high pressure tubing, filters etc).

2.1.3.5 Sequencing and (CA), repeat genotyping

Sequencing and genescan reactions were performed on a TETRAD DNA Engine (MJ
Research). Sequencing and genescan electrophoresis and detection were performed on an
ABI PRISM 310 capillary sequencer (Applied Biosystems). Sample tubes, septa, racks and

capillaries were also obtained from Applied Biosystems.

2.1.3.6 Quantitative-Competitive RT-PCR

RNA samples were quantified using a Genequant spectrophotometer (Amersham Life

Sciences, Bucks, UK).

2.2 Methods

2.2.1 PCR

Primers for PCR were designed manually, or with Primer3 (Whitehead Institute,
http://www.genome.wi.mit.edu/cgi-bin/primer/primer3_www.cgi). Primer sequences are
shown in Appendix A. DNA was dried onto plastic PCR plates by incubating at 80°C for 15
minutes. A standard 10x PCR buffer (10x polymerase mix) was used in conjunction with
detergent W1, Tag and MgCl, to create a 1x Master Mix, which was then added directly to
dried DNA in plastic PCR plates. PCR plates were briefly centrifuged to remove air bubbles,
and then placed on a TETRAD DNA Engine thermal cycler. Programs varied depending on
experiment, but were based on a 2 minute denaturation at 94°C followed by 20 to 35 cycles
of three 30 second steps: denaturation at 94°C, annealing at optimal anneal temperature and

extension at 72°C. A final 10 minute extension at 72°C was added.

2.2.1.1 SSCP PCR

Primers for SSCP were designed manually to give overlapping amplicons of 150-
200bp in length (Appendix A). Primers were optimised using a MgCl, titration at an
annealing temperature of 5°C below the lowest T, of the two primers. Primer pairs that failed

to optimise under these conditions were tested at lower temperatures if no product was seen,
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or higher temperatures if non-specific products were seen. If the region was very GC rich,

1.3M Betaine was added to the PCR to improve yield.

Following optimisation, PCR was performed on a set of 40 individuals selected from
the Northwick Park Heart Study DNA bank. The 10x PCR buffer was modified to include
0.2mM dCTP and 2mM of the other three dNTPs. 0.2uCi of **P-dCTP was included per 10pl

reaction, thus producing **P radiolabelled products.

2.2.1.2 DHPLC PCR

Primers for DHPLC were designed using Primer3 (Whitehead Institute). Primers were
designed to have a Ty, as close to 60°C as possible (Appendix A). Initial testing was then
performed using 2mM MgCl,, with a touchdown PCR protocol: 94°C for 2 minutes, followed
by 20 cycles of 94°C for 30 seconds, anneal for 30 seconds, 72°C for 30 seconds, with the
annealing temperature reducing from 65°C to 55°C by 0.5°C per cycle. This was followed by
20 cycles of 94°C for 30 seconds, 50°C for 30 seconds and 72°C for 30 seconds. A 10 minute
extension at 72°C was added, then a touchdown of 35 cycles of 1 minute each with a single
temperature reducing from 95°C to 60°C by 1°C per cycle (i.e. cooling by 1°C per minute) to
maximise heteroduplex formation. The majority of primer pairs worked efficiently and
specifically with these conditions. Any remaining primer pairs were optimised to their
individual requirements using a MgCl, titration and a gradient thermal-cycler to determine
optimum annealing temperature and MgCl, concentrations. Any which were still problematic

due to a high GC content were tested with 1.3M betaine in the reaction.

2.2.1.3 Sequencing PCR

Primers for sequencing were selected from those used for DHPLC or SSCP
(Appendix A). Pairs were selected that allowed the maximum sequence to be read over the
segment of interest. Primers were optimised for annealing temperature and MgCl,
concentration, with special care taken to ensure no non-specific products were detectable.
PCRs were performed in 25ul volumes to ensure sufficient quantity for multiple sequencing
reactions. Thermal cycling was: 94°C for 2 minutes, followed by 35 cycles of 94°C for 30
seconds, anneal for 30 seconds and 72°C for 30 seconds to 1 minute (1 minute per kb,

minimum of 30 seconds). A final 72°C extension of 10 minutes was added.
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2.2.1.4 Long PCR

Long PCR (Barnes 1994; Cheng ez al. 1994) was used to generate gene-specific
template for some of the genotyping assays. Primers for long PCR were selected using
Primer3 (Whitehead Institute). Primers were selected for length (optimum 28nt) and
theoretical Ty, (optimum 70°C) (Appendix A). A combination of Pwo DNA polymerase (with
3'-5' exonuclease activity) and standard Tag DNA polymerase was used to maximise yield
and accuracy. A specific long PCR buffer was used containing ammonium acetate instead of

potassium chloride.

2.2.1.5 ARMS PCR

Primers for amplification refractory mutation system (ARMS) PCRs were selected by
combination of manual selection (particularly for the allele-specific primers which can only
be selected manually), and Primer3 (Whitehead Institute). ARMS primers were designed
with additional mismatches at the -3 base (Little 1997) (Appendix A). ARMS primers were
initially optimised for temperature and MgCl, concentration on their own. When an optimal
temperature was determined, selections of potential control primers taken from stocks were
added, and the reaction checked. Control primers that gave a clear separate band from the
allele-specific reaction, without interacting excessively with the ARMS primers were
selected to act as controls in the ARMS assay. The detergent W1 was not added to ARMS
reactions to avoid any potential reduction in specificity (in house observation). PCRs on bank
DNA or long PCR templates were performed in 384-well PCR plates to maximise
throughput. Cycling conditions were 94°C for 2 minutes, followed by 35 (genomic DNA) or
17-25 cycles (Long-PCR) of 94°C for 30 seconds, anneal for 30 seconds and 72°C for 30

seconds. A final 72°C step of 10 minutes was added.

2.2.1.6 PCR of RT reactions

Reverse Transcriptase (RT) reactions were diluted 1:2 in RNase-free water (DEPC
treated overnight, then autoclaved). Primers were P1d (5 — CCC ACA ACA ACCCTCTTA
AAA C—-3")and P5d (5° - GAG AAG GGA GAT GGC GGT A - 3’) (designed using
Primer3, Whitehead Institute). PCR mix contained 0.4uM each primer, 0.025units/ul Taq
DNA polymerase, 0.2mM dNTPs, ImM MgCl, and 1x PCR buffer. 2 to Sul of RT reaction
were added to each sample tube (depending on expected yield of cDNA), and then PCR mix
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added to a final volume of 15 to 25ul. Cycling conditions were 94°C for 2 minutes, followed
by 25-35 cycles of 94°C for 30 seconds, anneal for 30 seconds and 72°C for 1 minute. A final
72°C step of 10 minutes was added. Electrophoresis was performed on H-PAGE or MADGE
gels containing 1xT.B.E and 1pgml™ Ethidium bromide at 150V for 20 minutes (section
2.2.2).

2.2.1.7 PCR for (CA), repeat genotyping

The CA repeat in the 3° UTR of the IGF2 gene was genotyped using a method
modified from (Rainier et al. 1993). Long-PCR products spanning the 3’UTR of the IGF2
gene (prepared for SNP genotyping: section 2.2.1.4) for the 40 heaviest and 40 lightest
samples in Northwick Park Heart Study II were arrayed in one 96-well PCR plate, and
amplified with the primers IGF2-DR-AF-FAM (5'-(6-FAM)-ACT TTA TGC ATC CCC
GCA GCT ACA-3") and IGF2-DR-BR-HEX (5'-(HEX)-AGA ATC TTA GCG GGA CTT
TGG CCT-3") (Rainier ef al. 1993). MgCl, concentration was 1.5mM, with 0.02units/ul Taq
DNA polymerase and 0.4uM of each primer. PCR cycling was 94°C for 2 minutes, followed
by 25 cycles of 94°C for 1 minute and 72°C for 1 minute. A final step of 72°C for 10 minutes

was added.

2.2.1.8 Degenerate-oligonucleotide primer PCR

Degenerate oligonucleotide primer (DOP) PCR was performed using 2ul (20ng) of
genomic DNA. 50ul reactions contained Sul 10x Long PCR buffer, 1.25ul 10mM dNTPs,
0.5ul of DOP primer (5’ — CCGACTCGAGNNNNNNATGTGG - 3°) at 100pmol/pl, 2.5mM
MgCly, 13pul 5M betaine, 0.5ul Gibco Taq (5U/ul), 1ul Pwo polymerase (diluted to
0.02units/ul in water) and 26.25ul water. PCR thermal cycling was performed as follows: one
cycle of 94°C for 5 minutes, then 8 cycles of 94°C for 1 minute, 30°C for 1 minute, 72°C for 3

minutes, then 28 cycles of 94°C for 1 minute, 60°C for 1 minute and 72°C for 3 minutes.

2.2.2 MADGE

Open-faced acrylamide MADGE gels were prepared using plastic MADGE formers.
Alternatively an “H-PAGE” gel former comprising 6 horizontal rows of 16 2mm’ teeth was
used for certain applications. A 50ml (per gel) acrylamide gel mix was prepared using 1x

T.B.E and between 4% and 10% acrylamide (depending on the resolution required). A glass
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plate was coated with “sticky silane” by spraying the solution onto the surface of the plate
and wiping off the excess. Ammonium persulphate and TEMED were then added to the gel
solution, and the gel mixed. The gel was poured immediately into the open-faced MADGE
former, and then the glass plate placed on top, silanised side downwards, ensuring that no
bubbles were introduced. The gel was allowed to polymerise for 10 minutes, then removed
from the former (attached to the glass plate). The gel was stained before use in a solution of
1x T.B.E containing 1pugml!™ Ethidium bromide for 20 minutes. Gels were stored until use at
4°C.

Agarose gels were prepared using the same formers, but without the glass plate.
Agarose gel mix was prepared by melting 0.7g agarose in 100ml 1x T.B.E (for a 0.7% gel) in
a microwave oven. The mix was allowed to cool to about 50°C, and then poured into the
MADGE former. GelBond film was then floated on the agarose gel mix (hydrophilic side
down). The gel was allowed to set for 30 minutes, and then removed from the former
attached to the GelBond. The gel was stained in Ethidium Bromide (1pgml™” in 1x T.B.E)
before use, or by adding Ethidium Bromide at 1pgml™ to the gel running buffer.

Formamide loading dye was added to PCR products, and then mixed and loaded onto
the gel with a multi-channel pipette or a 96-pin passive replicator (dry gel system only).

Agarose and acrylamide gels were both electrophoresed in standard horizontal
electrophoresis tanks, using a running buffer of 1x T.B.E., at 150V. Alternatively, acrylamide
gels were run in a dry electrophoresis apparatus with platinum electrodes making direct
contact with the gel (with no running buffer) at 150V. Typical electrophoresis times were 10
to 30 minutes depending on gel matrix type and product size. PCR products of around 200 to
400 bp resolve on a 5% acrylamide gel in 15 minutes.

Following electrophoresis gels were visualised using a Fluorimager 595 with 514nm

excitation wavelength and 610RG long pass emission filter.

2.2.2.1 96-well MADGE

The standard MADGE system provides 96 2mm’ wells arrayed in an 8x12 microplate
format with 9mm well-to-well spacing (Day & Humphries 1994). The array is rotated to
71.6° to create a 26mm track length. The wells take up to 5ul of sample, and can be loaded
with a standard multi-channel pipette. Figure 2-1 shows the layout of a standard MADGE
former. 96-well MADGE was used for analysing all small-scale PCRs and PCR

optimisations.
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96-well MADGE gel showing track A1 with
direction of electrophoresis (71.6°).

Figure 2-1: Diagram of 96-well MADGE

2.2.2.2 192 and 384-well MADGE

Higher-density variants of the MADGE system allow for higher throughput
electrophoresis of large-scale genotyping projects. 192-well MADGE gels (O'Dell et al.
2000) integrate two 96-well microplate arrays in such a way that the corresponding wells
from each array are vertically aligned (i.e. track A1 of the second array is positioned at the
end of track Al of the first array) (Figure 2-2). 384-well MADGE gels (Gaunt et al. 2000)
are designed along the same principle, with four arrays, all aligned vertically (Figure 2-2). In
the 384-well format the angle of the array is greater (78.7°), with 1.5mm’ wells, enabling a

still adequate 10mm track length.
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with direction of electrophoresis. for each array indicated.

Figure 2-2: Diagram of 192-well and 384-well MADGE arrays

384-well gels were loaded using a 96-pin passive replicator. The split-pins on this

device hold approximately 2l of sample. Two loading actions per 96-well array were

performed, and a coloured template was used underneath the gel to ensure correct location of

the pins. Gels loaded in this manner cannot be electrophoresed in a submerged system, and so

a semi-dry electrophoresis system was used in which electrodes make direct contact with the

surface of the gel. The relatively short (8 to 10 minute) runs ensured that the buffer within the

gel was not exhausted during electrophoresis.

Analysis of 192-well and 384-well MADGE images was performed using Phoretix

1D Advanced software (O'Dell et al. 2000). This allowed pairs of corresponding lanes from

two arrays to be analysed as one concatenated lane. Two approaches were used for

genotyping with Phoretix. The first was by direct manual calling. For every lane of every gel

a genotype was assigned by keystroke. ARMS'" assays using a pair of reactions on each

sample were thus rapidly analysed, with genotype calls exported directly to spreadsheet along

with well identifier. The second approach was to use the software to measure band intensity

for each of the potential four bands in a concatenated pair of lanes. These data were then

exported to a spreadsheet containing formulae and scatter plots to allow immediate automatic
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assignment of genotype according to the ratio of allele-specific bands to control bands. This
allowed very high throughput sample analysis with minimal risk of sample identification
erTor.

Genotype calls were independently verified to ensure accuracy, and negative controls

included to ensure no contamination.

2.2.3 SSCP

SSCP loading buffer (7ul) was added to 3ul *P-labelled PCR product. The samples
were denatured at 95°C for 5 minutes, and then cooled on ice. Samples were loaded on two
gels, one containing glycerol in the gel and running buffer, and the other not. The gel
containing glycerol was run at 2000 Volts, 25°C for 3 hours. The gel with no glycerol was
run at 650 Volts, 4°C for 16 hours.

Gels were vacuum-dried onto 3MM paper, and then placed in a cassette with
autoradiography film for 48 to 72 hours. The film was then removed from the cassette and
developed using a Fujifilm developer.

Autoradiography films were analysed manually on a light-box. For each set of run
conditions all the samples were compared to each other. Samples that differed significantly in
the number or pattern of bands were determined to be polymorphic. SSCP depends on the
distinct resolution of single-stranded DNA of different sequence content, in which alternative
conformations cause differences in the rate of migration through a gel. Thus homozygotes
would normally show two bands and heterozygotes would show four (although some may co-
run and be indistinguishable). Homozygous mutants can be distinguished from homozygous
wild-types. Polymorphic samples were selected for sequencing to identify the exact position

and nature of the polymorphism.

2.2.4 Denaturing High Performance Liquid Chromatography (D

2.2.4.1 Experimental considerations for DHPLC

Prior to analysis of a particular fragment, optimal temperature for analysis was
determined by using software to predict the temperature ("DHPLC melt", Stanford

University, http://insertion.stanford.edu, or "Wavemaker", Transgenomic). Test samples were
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then run at the predicted temperatures and 1°C above and below those temperatures. The
optimal temperature for analysing each fragment was determined as the highest temperature
at which the sample could be run without the product eluting earlier than at lower
temperatures (i.e. raising the temperature by 1°C would cause significantly earlier elution).
Some fragments contained multiple predicted melting domains that melted at different
temperatures. For these fragments separate analyses for each melting domain are necessary.
The temperatures used for analysis of lower melting temperature domains were those
predicted by the software (raising the temperature by 1°C for these domains would not
usually result in earlier elution). If two melting domains differed by less than 3°C, the
samples were only run at the higher temperature. DHPLC is based on the principal that close
to the melting temperature of a duplex the duplex is less helical if there is a mismatch. A
duplex with a mismatch will then act like a shorter fragment and elute from a dsSDNA column

at a lower acetonitrile concentration than a full duplex of the same length.

2.2.4.2 Operation of the DHPLC

The DHPLC was programmed to run all the samples at the temperatures determined
to be optimal for that particular fragment. PCR products for DHPLC were placed in the
autosampler of the DHPLC system. The instrument automatically loaded the samples, and
then applied a gradient of acetonitrile calculated by the software to result in maximal elution
differential for heteroduplexes and homoduplexes in a fragment of a particular length and
theoretical Ty, at a particular temperature. Gradients were applied over a time period of 7
minutes. Samples were detected using a UV detector to measure the absorbency at 260nm of
the eluate. Presence of DNA in the eluate resulted in higher absorbency values, represented

as a peak on a graph of time vs. absorbency. Figure 2-3 shows a schematic of the DHPLC

procedure.
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Figure 2-3: Denaturing High Performance Liquid Chromatography

2.2.4.3 Analysis of DHPLC data

Following DHPLC of a set of samples, the graphs for all samples were compared.
Standard homozygous samples showed a large primer peak at 0.5 to 1 minutes. A second
smaller peak was seen at around 3 to 5 minutes (depending on the acetonitrile gradient).
Heterozygotes were identified by the presence of at least one additional peak eluting before
the main homoduplex peak seen in homozygotes. The elution of heteroduplex peaks was
typically around 0.5 minutes earlier than homoduplex peaks. Homozygous mutants were not
distinguished from homozygous wild-types.

The position and nature of the mutations identified by this approach were not
ascertained, although in fragments with multiple melting domains it was sometimes possible
to identify which domain contained the mutation. Heterozygous samples were tested by

sequencing to identify the polymorphism.

2.2.5 Sequencing

PCR products for sequencing were first treated with shrimp alkaline phosphatase and
exonuclease I to deactivate PCR dNTPs and primers. 5ul PCR product (containing
approximately 30 to 90ng DNA) was incubated with 2 Units shrimp alkaline phosphatase and
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2 Units exonuclease I at 37°C for 45 minutes. The enzymes were deactivated by incubating at
80°C for 15 minutes.

5ul of this treated PCR product was then used for the sequencing reaction. 4ul
BigDye Terminator Cycle Sequencing Ready Reaction Mix, 3.2 picomoles of one PCR
primer and 4pl of a sequencing buffer (200mM Tris pH 9.0, SmM MgCl,) were added to
each sample, and the volume made up to 20ul. The samples were then placed in a PTC-225
TETRAD DNA Engine Thermal cycler. Cycling conditions were 25 cycles of 95°C for 10
seconds, 50°C for 5 seconds and 60°C for 4 minutes, with 1°Csec™! ramp times.

Sequencing samples were ethanol precipitated using 2ul 3M sodium acetate pH 5.2
and 50l absolute ethanol for each 20ul reaction. The samples were precipitated on ice for 15
minutes, and pelleted at 21,000xg in a microcentrifuge for 30 minutes. The supernatant was
discarded, and the pellet washed with 2501 of 70% ethanol. The samples were then
centrifuged at 21,000xg for 5 minutes, and the supernatant carefully removed and discarded.
Samples were dried with the tubes open at 95°C for 1 minute.

Sample pellets were resuspended in 25ul Template Suppression Reagent. Samples
were transferred to sample tubes for the ABI310 and sealed with rubber septa, then denatured
at 95°C for 4 minutes and quenched on ice for 4 minutes. The samples were then loaded into
the sample tray of an ABI310 capillary DNA sequencer, and electrophoresed through a 61cm
capillary containing POP-6 polymer for 2 hours. Fluorescence was detected by the ABI-310,
and the results analysed automatically to determine the sequence. The shortest fragments
(primer + dye-labelled ddNTP) pass the detector first, with the dye indicating this first base,
followed by successively longer fragments (primer + (ANTP), + dye-labelled ddNTP). A

coloured "ladder" of fragments is thus detected with order and fluorescence identifying the

sequence.

2.2.6 (CA), repeat genotyping

After amplification (section 2.2.1.7), PCR products were digested with 2 units of
BstUI in a total volume of 10ul for 1 hour at 60°C. After digestion the PCR products were
checked on a 5% MADGE gel (section 2.2.2) to ensure successful amplification and confirm
product intensity.

Samples were then prepared for analysis on the ABI310 genetic analyser. A loading

buffer of 24:1 deionised formamide to Genescan 500-TAMRA marker was prepared. 12ul of
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buffer was added to 1l of each sample in sample tubes and mixed. The tubes were sealed
with rubber septa, and heated to 95°C for 5 minutes, then placed on ice for 5 minutes. Tubes
were then placed in the ABI310 autosampler, and electrophoresed for 35 minutes per sample
through POP-4 polymer in a 50cm capillary using virtual filter set C. Injection time was
varied from 5 seconds for high yield samples (as determined from MADGE) to 20 seconds
for low yield samples.

Following electrophoresis the samples were analysed and sized using PE Biosystems
Genescan software (version 3.1), and Genotyper (version 2.1). Samples were assigned to
allele bins on the basis of electrophoretic mobility, with separate sizing for each half of the

repeat region (as determined by dye colour).

2.2.7 Quantitative Competitive RT-PCR

2.2.7.1 RNA purification

RNA was extracted from peripheral blood and cultured cells using Promega’s “SV
Total RNA Isolation System”. For blood: Smls of blood were pelleted in a centrifuge at
400xg for 5 minutes. Red blood cells were lysed by gentle mixing with 15mls of “SV RNA
Red Blood Cell Lysis Solution” in two batches, followed by centrifugation at 400xg for 5
minutes and the supernatant was discarded. For cell lines: cells were loosened from the flask
with 3mlis Trypsin-EDTA at 37°C. The cells were then pelleted at 400xg for 5 minutes,
washed three times with 10 mls phosphate buffered saline and pelleted at 400xg for 5
minutes. For blood cells and cell lines: the pelleted cells were lysed with 175pl of “SV RNA
Lysis Buffer” by pipetting. 350ul of “SV RNA Dilution Buffer” was added, and mixed by
inverting 3-4 times. The samples were incubated in a hot block at 70°C for 5 minutes, and
then pelleted at 14000xg for 10 minutes in a microcentrifuge. The lysate was mixed with
200pl 95% ethanol, and then spun into an SV RNA spin column at 14000xg for 1 minute.
The eluate was discarded. The column was then washed with 600yl “SV RNA Wash
Solution” (containing ethanol) at 14000xg for 1 minute. 5ul of DNase I combined with 5ul of
0.09M MnCl, and 40ul of “Yellow Core Buffer” was added to the column and incubated at
room temperature for 15 minutes. 200ul of “SV DNase Stop Solution” was then added, and
spun at 14000xg for 1 minute. The column was then washed with 600ul “SV RNA Wash
Solution” at 14000xg for I minute, then 250ul of “SV RNA Wash Solution” at 21000xg for 2
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" minutes. RNA was eluted from the column in 100pl of RNase-free water at 14000xg for 1

minute.

Finally, RNA from cells, blood cells and prepared RNA standard was treated with
Ambion’s “DNA-free” kit. 0.1 volume of 10x DNase I Buffer and 3ul (6 units) of DNase I
were added to the sample and incubated at 37°C for 2 hours (total RNA samples) or overnight
(RNA standard). 0.2 volumes of “DNase Inactivation Reagent” was then added and mixed.
Finally, the samples were centrifuged at 10000xg for one minute, and the supernatant

removed to a clean tube. RN A was stored at ~70°C.

2.2.7.2 RNA standard generation

Standard RNA was generated from PCR product containing a T7 recognition site in
the upstream primer using T7 RNA polymerase. A mix was prepared containing: 40pl of
PCR product, 20ul of 5x T7 buffer, 10ul of 100mM DTT, 2.5ul of 40U/ul RNasin, 20ul of
2.5mM rNTPs, 2.7ul of 15U/l T7 RNA polymerase and 4.83ul of water. This mix was
incubated at 37°C for 2 hours.

Reactions were cleaned by sodium-acetate/ethanol precipitation: 100ul of sample mix
plus 11pl of 3M sodium acetate (pH 5.2) and 330ul of 95% ethanol were incubated on ice for
30 minutes, then pelleted at 21000xg for 15 minutes. The supernatant was discarded, and the
pellet washed with 500ul of 70% ethanol. The sample was then pelleted at 21000xg for 2
minutes, the supernatant discarded and the pellet air-dried. Finally, the pellet was
resuspended in 100ul of RNase-free water, and treated with Ambion’s DNA-free kit (see
section 2.2.7.1). RNA was quantified using a Genequant spectrophotometer, and stored at —

70°C.
2.2.7.3 RT-PCR

Reverse transcription from total RNA/standard RNA mixes was performed using M-
MLV Reverse Transcriptase (RNase H minus). 1pg of total RNA (plus the required volume
of RNA standard) was mixed with 500ng of primer 5d (5’ — GAG AAG GGA GAT GGC
GGT A —3’) in a total volume of 15pl and incubated at 70°C for 5 minutes, then cooled on
ice. 10yl of a mix containing 5ul of 5x M-MLV-RT buffer, 1.25ul of 10mM dNTPs, 1pl of
M-MLYV Reverse Transcriptase (200 units), 0.625ul of Rnasin (25 units) and 2.125ul of water
was then added to the RNA/primer mix. Samples were incubated at 42°C for 1 hour, then

95°C for 5 minutes and 80°C for 5 minutes.
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PCR of RT products is described in section 2.2.1.6.

2.2.7.4 Apal digestion of RT-PCR products

RT-PCR reaction products and controls were digested with Apal using the following
mix: 1ul of 10x buffer, 0.1ul of BSA (both supplied with enzyme), 1.5ul of Apal (15 units),
4.4p] of water and 3pl of sample. The mix was incubated at 37°C for 16 hours, then 65°C for

15 minutes.

2.2.8 Statistical Analysis

2.2.8.1 Test of Hardy-Weinberg Equilibrium

Genotyping results were tested for Hardy-Weinberg equilibrium using a v test.
Observed values of genotype numbers were compared to expected numbers, and non-
significant p-values were used as an indication that genotyping was reliable. Expected values

for genotype frequencies were determined by deriving allele frequencies from the observed

genotypes:
1 1
pﬁ”n""i”n ; q_”22+5”12
=——— . =
ntotal
where 711, 7112, and n,; were the numbers of each genotype, 7o Was the total number

n

total

of samples, p was the frequency of allele 1 and g was the frequency of allele 2. Hardy-
Weinberg equilibrium requires:

P’ +2pg+q’ =1
Expected genotype frequencies were therefore calculated as:

Pyu=p’, P=2pq and Pn=¢"
Expected genotype numbers were calculated by multiplying the expected frequency

by the number of samples. > values were calculated as:
2 {(O-E)
X = TG
Non-significant y* values (1 degree of freedom) indicated that the sample was in
Hardy-Weinberg equilibrium, significant values indicated that the sample was in

disequilibrium. This did not distinguish between a sample being in disequilibrium due to

selective genotyping, genotyping errors or population disequilibrium.
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All y? tests were performed in a spreadsheet (Microsoft Excel) using the following
functions: countif(cell-range, “=genotype”) to count each genotype, and chidisi(; V1) to

determine the P-value (1 degree of freedom).

2.2.8.2 Test of gemotype-phenotype association

2.2.8.2.1 Northwick Park Heart Study IT

Genotype data was placed in a spreadsheet with phenotype data including Body Mass
Index (BMI), weight and height. Association between genotype and each of these phenotypes
was tested separately. One-way Analysis of Variance (ANOV A) was used to test for a
statistically significant difference between the mean phenotype for each genotype group. The
null hypothesis is that samples are from normally distributed populations with equal means
and variances. ANOVA tests the within-group and between-group variances. If these
variances are significantly different it is assumed that samples are from populations with
different means. SPSS and Microsoft Excel were both used to perform one-way ANOVA on
the genotype data.

To determine the independence of positively associated SNPs a stepwise multi-way
ANOVA model was fitted using forward selection. The model was initiated with the most
significant SNP, and at each step the most significant SNP was added into the model.
Sequential R? values indicated the proportion of variance accounted for by each SNP as it
entered the model (above that already explained by the previous term in the model), and
partial R? values indicated the proportion of variance explained by each term above that
explained by all other terms in the model. Partial R? values therefore indicated the

independent significance of the SNPs.

2.2.8.2.2 Hertfordshire cohort

The relationship between each phenotype (weight, height, body mass index, birth
weight and weight at one) and each SNP was tested using both one-way analysis of variance
(ANOVA) and linear regression. These were performed by the MRC Environmental
Epidemiology Unit using the statistical package “STATA” (release 6). ANOVA tests for the
difference in mean of a continuously distributed phenotype variable between different
genotype groups (2 degrees of freedom). Regression analysis tests for a trend in the means of

a continuously distributed variable across the genotype groups which effectively counts
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alleles and tests for a relationship between number of alleles and phenotype. Relationship

between gender and genotype was tested using cross-tabulation and ¥* distribution.

2.2.8.3 Calculation of linkage disequilibrium between markers

Pairwise linkage disequilibrium (LD) between SNPs in IGF2 was calculated using
“2L.D”, a program created by JH Zhao (King’s College London -
http://www.iop.kcl.ac.uk/IoP/Departments/PsychMed/GEpiBSt/software.stm), which
implements a gene-counting algorithm to estimate haplotype frequencies. To enable pairwise
LD analysis of multiple markers in an efficient way a script (Appendix B, Script 1) was used
to automate the processes of feeding data for pairs of SNPs to 21D and extracting the results
from the output files. The data were then imported into Microsoft Excel for graphical

analysis. 2LD calculates D, Dpay, D’ and |D’| (Lewontin 1964) and variances (Zapata et al.
2001):

D = PAPab —PavPaB
and

PaBPab — Pav PaB IfD>0
min( p, py » P, Ps)

PaBPap —PabPan D <0
min{ p, pg > Pa D)

where A & a are alleles at locus 1, B & b are alleles at locus 2, pag is estimated frequency of

haplotype AB and pa is frequency of allele A ezc. (formulae from (Weiss & Clark 2002)).

2.2.8.4 Haplotype analysis

Multi-locus haplotype estimation used “EH”, a program created by Xiaoli Xie and
Jurg Ott (Rockefeller University, New York, USA - http://linkage.rockefeller.edu/ott/eh.htm)
(Xie & Ott 1993). This program uses an expectation-maximisation (EM) algorithm.
Contingency tables were generated using “Conting”, a linkage utility program created by

Jurg Ott.
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2.2.9 Construction of a gene map of IGF2

2.2.9.1 Contig construction

IGF2 sequence was obtained from GenBank (http://www.ncbi.nlm.nih.gov/Entrez) .
Initially the available sequence consisted of a number of overlapping GenBank sequences
with some gaps. During the project a 78505bp contig containing the entire IGF2 gene
(antisense) became available. This was then aligned with the other available, informative
IGF2 sequences using “SeqMan” from the “Lasergene” package (DNAStar Inc., WL, USA).
This allowed contig construction and generation of a consensus sequence. The consensus
sequence was imported into “MapDraw” (also from the “Lasergene” package”™) for

annotation using the information contained in the other GenBank sequences.

2.2.9.2 Calculation of GC and CpG content of IGF2

%GC was calculated using Script 2 (Appendix B) which cycles through a sequence
calculating the %GC as:

(G+C)
artrare) 1

These data were recorded in an output file which was then imported into Microsoft Excel for
graphical presentation.
The observed to expected CpG ratio of the sequence was calculated using Scripts 3

and 4 (Appendix B), which cycle through a sequence calculating CpG ratio as:

ACpG)
AC) x AG)

where f{CpQG) is the frequency of the dinucleotide 5°-CG-3’ and f{C) and AG) are the

frequencies of C and G nucleotides respectively. CpG ratio is calculated in each user-defined

CpG ratio =

window, at each user-defined step. Script 3 was used to calculate the CpG ratio across
sequence for graphical plotting (using Microsoft Excel to open the output file and plot the
data). Script 4 was used to determine the position of CpG islands (defined as a 200 base pair
window of sequence with a GC content of >50% and a CpG ratio of >0.6 (Gardiner-Garden
& Frommer 1987)).

The data from all three scripts were collated with information from other sources to

generate a map using the “scatter graph” facility in Microsoft Excel.
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2.2.9.3 In silico identification of SNPs

Prior to lab-based SNP scanning of /GF2 an in silico approach was attempted to
identify potential SNPs in the gene. Three main approaches were attempted:
1. SNP databases were interrogated, including the Cancer Genome Anatomy Project database
(http://cgap.nci.nih.gov/), dbSNP (http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=snp)
and the Whitehead Institute SNP database (http://www-genome.wi.mit.edu/snp/humary/).
Typically SNP sequences were matched to sequence using the BLAST alignment tool
(http://www.ncbi.nlm.nih.gov/BLAST/), as SNP databases contained limited location
information.
2. GenBank sequences for IGF2 were aligned using “Gap4” from the “Staden Package”
(Medical Research Council, Cambridge, UK http://www.mrc-lmb.cam.ac.uk/pubseq/).
Sequences were compared for differences.
3. GenBank sequences were searched against the GenBank database
(http://www.ncbi.nlm.nih.gov/entrez) using the BLAST alignment tool
(http://www.ncbi.nlm.nih.gov/BLASTY/) to identify any potential sequence differences
(Forsberg et al. 1998).
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Chapter 3 : Methods developed

3.1 Preface

This chapter presents a number of methods that were developed and adopted during
the course of this project. In each section a method is described with illustrative results where
appropriate.

This project involved the genotyping of nearly four thousand DNA samples for 10
SNPs. Two DNA banks were used, and approximately 75,000 PCR reactions and gel tracks
were necessary to obtain and analyse the data. This scale was beyond the scope of standard
genotyping methods in the context of a PhD project, and required a high-throughput, array-
based system with efficient assay design, optimisation and semi-automated analysis. Existing
array-based gel technology was improved for higher-throughput genotyping, while software
systems for analysis were developed.

The quantity of DNA required also necessitated some methods development. DNA
banks are a limited, non-renewable resource, and as such require conservation to maximise
the benefit:cost ratio. Techniques to preserve and amplify the DNA banks were developed,
and used as the basis for the majority of the genotyping presented here. In conjunction with
this a modified ARMS assay protocol was developed for use on long PCR product.

Finally, an IGF2 mRNA quantitation protocol was developed. A lack of sample
availability meant that this could not reach the results stage in the current project. However,

the method is established and ready for sample analysis, and so is presented in this section.
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Note that while this is a discussion of methods developed in this project, the details of
the methods are discussed in Chapter 2 (General Methods). Development of several of these
methods involved other people: their work is acknowledged in the preface to this thesis. The
complete system of high-throughput genotyping methods was first used in this project,
although some components had been used before. High-throughput 384-well MADGE was
first used in this project, as was computer-based analysis of these gels. The use of long PCR
and DOP-PCR was already established in the laboratory, but was combined with 384-well
MADGE here for the first time. Three-primer ARMS assays were based on existing methods,
and already in limited use in the laboratory; their use with long PCR and 384-well MADGE
to improve design and optimisation efficiency was initiated here. The quantitative-

competitive RT-PCR of JIGF?2 described here was developed specifically for this project.

3.2 384-well MADGE

3.2.1 Introduction

The standard microplate-array diagonal gel electrophoresis (MADGE) format
provides 96 2mm’ wells in the industry standard microplate format, with track lengths of
26mm (Day & Humphries 1994; Day 1995; Day 2000). This system has several advantages
over alternative electrophoresis systems:

o The closed-casting, open-electrophoresis format allows both acrylamide and
agarose to be used in horizontal gels

e The microplate format allows multiple (8, 12 or 96) loading for speed and
accuracy

o The microplate-based format allows arrays to be handled as one, reducing the
labelling required (compared to sample-orientated systems where each
sample’s location must be identified). MADGE well locations A1 to H12
correspond to the wells in the original sample storage and PCR plates

o The flexibility in matrix type allows rapid low resolution electrophoresis, and
‘slower high resolution electrophoresis in the same system in a range of sizes

from less than 100 base pairs up to several thousand base pairs
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However, the limitations of this system are experienced when attempting to run very
high-throughput genotyping projects using dual-reaction amplification reaction mutation
system (ARMS) assays:

o Equipment (electrophoresis tanks) limit the number of reactions that can be
run — ideally people-time should limit the number of reactions for maximum
efficiency (note that gels can be stacked in one tank — but this is not very
convenient)

o In a dual-reaction assay the two reactions must be run on separate gels,
resulting in more potential variability, and making analysis more complex and
less efficient

The early ARMS assays in this project were carried out using 192-well MADGE,
which had been developed and adopted prior to the start of the project (O'Dell et al. 2000).
This system resolves the issue of running dual-reaction assays, and also helps to improve
throughput — only one electrophoresis tank is required per array (when arrays are being
assayed in parallel). The reduced track length of 12mm is still adequate for most well

designed ARMS assays (easy resolution of a 25% size difference).

3.2.2 High-throughput MADGE developments

In an attempt to further increase the efficiency of electrophoresis the number of wells
was increased to 384 (four 96-well arrays), with a different angle of electrophoresis (78.7°)
and a 10mm track length from 1.5mm’ wells (Gaunt ef al. 2000). This system was first
applied in the high-throughput genotyping of Northwick Park Heart Study II (NPHSII) in this
project. A semi-dry electrophoresis system and passive replicator loading system had
previously been designed, and these were also adopted for this project.

e Gels are cast in the same way as 96-well gels:

o Acrylamide gel mix is poured into a 384-well gel former

o A silanised glass plate is overlaid, and the gel allowed to set.

e The glass plate with gel attached is then prised away from the former.

Gels are stained prior to electrophoresis in electrophoresis buffer (T.B.E.) containing
ethidium bromide for about 20 minutes. Excess buffer is then wiped from the surface of the
gel using a glass rod, and the gel laid on a horizontal surface with a coloured template (Figure

3-1) underneath.
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Figure 3-1: MADGE loading template.

A coloured template underneath the 384-well gel allows visualisation of the four arrays for easy
location of a 96-pin replicator. Different arrangements of colours suit different people, so several

formats exist, and are laminated.

Samples from 384-well PCR plates are loaded onto 384-well gels using a 96-split-pin

passive replicator (designed for dot-blot applications). The coloured template assists

visualisation of the wells for each array. The normal loading procedure is to locate the pins

along one long edge with the replicator tilted towards the operator. The replicator is then

lowered so that the remaining 84 wells make contact with the appropriate wells in the gel. A
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close-up diagram of one pin is shown in Figure 3-2. These pins hold and transfer
approximately 1 to 2ul of sample/dye mix, and often require two loadings for sufficient band
intensity. The pins are rinsed in deionised water and dried by blotting between loadings to
prevent cross-contamination of sample wells. This system allows rapid loading, and greatly

reduces the risk of sample loading errors by rotation or mis-location (as can occur with an 8-

channel pipette).

Top of pin attached to a
block containing 95 other
identical pins in an 8x12
array

Pin approximately 2mm
diameter — marginally larger ’
than 1.5mm cubic well in gel

Slot in pin holds
approximately 2pl of
sample/dye mix

Figure 3-2: Diagram of the tip of a replicator pin.
Surface tension holds the sample in the slot at the end of the pin. Contact with residual buffer in the
well of the gel then draws sample out by diffusion. Slot still contains liquid after loading, which is

removed by washing before the next loading.
Pin diameter is slightly larger than width of well, but elasticity of polyacrylamide and shape of well

allow pin to enter.

Electrophoresis is performed in a semi-dry electrophoresis system (Day & Hamid

2000) (Figure 3-3). This system uses direct electrode contact with the gel matrix (suitable for
acrylamide, but not agarose), which allows electrophoresis to occur with no additional buffer.
The gel matrix contains 1xT.B.E., which is sufficient for typical run times of 8 to 30 minutes.
The major advantages of this system are:

e Loading is performed dry — essential for passive replicator use

e Loading can be performed at the user’s bench, ensuring that electrophoresis

apparatus is not obstructed by people loading gels
e The system is clean and tidy — no buffer spillage
e The system is modular — electrophoresis boxes are slotted into a tower, and

connected to a power pack in parallel
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Figure 3-3: Semi-dry electrophoresis system.
Gel is placed inside a box with no additional buffer. Platinum electrodes are pressed into the gel

matrix, and a current applied across them.

Following electrophoresis 384-well MADGE gels are scanned using a Molecular
Dynamics Fluorimager 595, and images stored in digital format for later analysis. Any type
of gel imaging system may be used, but digital systems are more useful as they allow

computer-based image analysis.

3.2.3 Conclusions

The 384-well MADGE gel quadruples throughput relative to the original 96-well
MADGE. The linear arrangement of arrays allows one sample to be represented in two
concatenated lanes where a dual reaction is necessary. This accelerates and simplifies
analysis compared to 96-well MADGE. The MADGE system in general allows array-based
rather than sample-based assaying, greatly decreasing the risk of error and increasing the

efficiency.
Sample loading by passive replicator is consistent with the array-based approach to

sample-handling, and allows only two types of error: the (unlikely) 180° rotation error (tested
by asymmetrically positioned negative controls) and mis-positioning of pins (observed by
user). By comparison 8-channel pipettes allow up to 11 alternative mis-locations in both
sample array and gel in addition to these errors.

The semi-dry electrophoresis system was an essential requirement for passive sample
loading on 384-well gels, but is also suitable for any horizontal polyacrylamide gel
electrophoresis. The modular system removes the requirement for additional buffers and
allows gel-loading at the user’s bench. The system can also be used for dry loading and
“running-in” of agarose gels prior to submerged electrophoresis, although the high

temperatures generated are unsuitable for prolonged agarose gel electrophoresis.
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3.3 Computerised analysis of MADGE gel images

96-well MADGE gels can be analysed ‘by eye’ from a printout of the gel image.
However, the development of higher-density gel formats made the development of in silico
image analysis very desirable. Phoretix International incorporated a MADGE module into
their Phoretix 1D Advanced software, which allows the selection of two-dimensional arrays
of lanes. There are three limitations to this system:
o 192- and 384-well gels are linearly overlaid arrays of 96-lanes. These cannot
be analysed by a standard rectangular matrix
o The software does not detect lanes automatically — this requires user input
e The software is often unsuccessful at band detection
However, the software enables straightforward, accurate manual analysis of high-
density gels by aligning labelled lanes in a row for manual analysis of genotype. When band
detection is used (requiring some manual correction) band intensity can be used for semi-

automated genotyping.

3.3.1 Manual calling

Manual calling is the assignment of genotype by user recognition of band pattern for
each sample. For ARMS assays the lanes for two arrays (the allele 1 reaction and the allele 2
reaction for a single original array) are treated as one (O'Dell ez al. 2000). A 384-well gel
therefore has two separate double-arrays, each of which comprises an array of 96 lanes for
allele 1 and an array of 96 lanes for allele 2 (Figure 3-4). The gel is analysed twice, once for
each double-array. A 96-node grid is drawn over the gel, using the ‘Create Lanes’ function in
Phoretix 1D Advanced, in such a way that each node falls in a well of the first array of one
double-array. A lane is then drawn from one node down across the two lanes for one sample
using the ‘Lane Creation’ tool. The software automatically creates the remaining 95 lanes
relative to the other 95 nodes.

The image can be adjusted with respect to contrast and brightness to ensure maximum
ease of visualisation. The ‘Matching’ function is then used. The user assigns a genotype by a
single key-press for each double-lane. The presence of control bands in both lanes of the
double-lane is required for a valid call. The presence of an allele-specific band indicates the

presence of that allele, and therefore the genotype. Afier assignment of genotypes, the data
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tor the full array is exported to Microsoft Excel for incorporation into a database of all
genotypes.

This method is rapid and simple. A double-array representing 96 samples can be
genotyped in around 3 minutes. However, the method is susceptible to occasional typing
errors or genotype assignment errors caused by failure to check both halves of the double-
lane (typically with a low frequency polymorphism a rare homozygote may be mis-called as
a heterozygote). The latter problem is usually resolved by a second visual scan of the lanes
checking the upper half of the double-lane for single bands, while both problems are
addressed by a system of thorough independent checking (re-calling of genotypes and
comparison). However, the ideal approach would be an automated system that minimises

user error, requiring the user to check only those samples that the software could not resolve.
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Figure 3-4: 384-well MADGE gel.

Each array of 96 coloured squares identifies the well positions into which one array of 96 samples is
loaded. For dual reaction assays the red and yellow arrays represent allele 1 and allele 2 reactions for
array 1, while the blue and green arrays represent the corresponding reactions for array 2. The
double-lanes for sample A1 for both arrays are indicated by rectangles on the main image. The
enlarged section shows each of the three genotypes represented on the gel.
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3.3.2 Cluster analysis

The first step towards automation was the development of cluster analysis of
genotype based on the ratio of intensity of allele-specific bands. Band intensity is measured
after background subtraction (band volume = sum of pixel values for the selected area) using
Phoretix 1D Advanced. Band volumes for the four potential bands (including the volume
from the position of absent allele-specific bands) are exported from Phoretix to Microsoft
Excel, and all subsequent calculations are performed in a custom-designed spreadsheet using
Microsoft Visual Basic for Applications (VBA) macros.

The two allele-specific reactions are performed in separate PCR wells, and therefore
cannot be compared directly. However, the inclusion of a control reaction enables
comparison of allele-specific band intensity to control band intensity, thus giving a measure
of amplification success for that allele. By comparing the ratio of allele-specific band
intensity to control for one reaction with the other, allele bias can be determined — if this is
towards allele 1 (allele 1 homozygote), allele 2 (allele 2 homozygote) or whether
amplification efficiency is equal (heterozygous). In reality the difference in 3’
primer/template duplex sequence between the two alleles often results in different relative
efficiencies of the two allele-specific reactions. The integral control PCR also often differs in
efficiency from the allele-specific PCR, so the ideal situation of allele:control ratios of 1 =
present and 0 = absent is rarely observed.

The following calculations are used in cluster analysis:

VOLUME ALLELE 1 Al
VOLUME CONTROL 1 Cl
VOLUME ALLELE 2 A2
VOLUME CONTROL 2 C2
Al RATIO Al/C1
A2 RATIO Az/C2

((A1/C1l)/(A2/C2))

(A1xC2)/ (A2xC1)

ARy /AR x+1)

MAXIMUM 2 VALUES FOR CLUSTER INTERVAL

ALLELE RATIO (AR)

CLUSTER INTERVAL
CLUSTER BOUNDARIES

L | | O T T

The calculation of cluster boundaries is eritical to this method. Manual determination
can be used, and a spreadsheet has been set up which enables the user to select cluster
boundaries with scroll buttons (not shown). However, an automated method is preferable
because it is less arbitrary and requires less user time. Fairly sophisticated clustering methods
exist, and k-means clustering, neural nets and decision trees have all been tested with SNP
genotype data in the context of the TagMan genotyping system (Heil ez al. 2002). This group,

however, found that these methods were not ideally suited to genotyping, and developed a



novel algorithm which utilised genetic qualities of the data to enhance accuracy — this method
was not available in detail as Celera Genomics are currently seeking a patent to cover it (Heil
et al. 2002).

For the purposes of this project a very simple clustering algorithm was used to
demonstrate the functionality of this approach. The method uses allele ratio (AR), which is
the single-value measure of relative intensities of the two bands. If genotypes are distinct
(and PCR failures excluded from analysis) then there are three groups of AR values with a
gap between each group. By ranking the AR values for an array in increasing order, and then
calculating the intervals between successive AR values (cluster intervals) these large gaps
(cluster boundaries) are identified. Figure 3-5 shows the ranked AR values (red line) and
corresponding cluster intervals (blue line) for a real array. Two distinct peaks are observed —

these indicate the boundaries between genotype clusters.
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Figure 3-5: Definition of clusters for cluster analysis.

The ratio (A1*C2)/(A2*C1) (= (A1/C1)/(A2/C2)) gives a single value for each sample (allele ratio).
This is plotted in numerical order as the red line with red data-points. By dividing each allele ratio by
the next allele ratio in the sequence a cluster interval can be determined (distance between points) —
this is shown as a blue line. The cluster boundaries occur where the two maxima are indicated. The
allele ratios of the data points either side of this boundary define the value a in the line y = ax, which
defines the edge of the cluster.
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Once cluster boundaries are determined and defined, these values are used to assign

genotype in the following way:

BOUNDARY B,, = ARy WHERE X IS SAMPLE TO IMMEDIATE LEFT OF PEAK 1
BOUNDARY B;, = ARy WHERE Y IS SAMPLE TO IMMEDIATE LEFT OF PEAK 2
FOR SAMPLE N, GENOTYPE = 11 IF ARy > ARy

12 IF ARy < ARy < ARy

22 IF ARy < ARy

The spreadsheet assigns genotypes according to the formulae above, and these can
then be transferred to a database. A scatter plot of A1 ratio versus A2 ratio is created in Excel
to allow user-visualisation of the clusters, to ensure that these are distinct and genotypes have

been called correctly a scatter plot of Al ratio versus A2 ratio is created in Excel (Figure

3-6).
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Figure 3-6: Scatter plot of cluster analysis.
Boundary lines are drawn in for clarity. Each point represents one sample. Genotypes are shown in

different colours.

Using this method the only user input required is during the initial band detection

phase, and in verifying that the scatter plot is correct. Band detection is a complex software
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issue, and will hopefully be improved in future software versions. However, with the current
version of Phoretix this method is too labour-intensive to be used routinely. Typically one
96-lane array will take 10 to 15 minutes to analyse compared to about 3 minutes using the
manual calling method. This time is >95% band detection and <5% spreadsheet analysis of
the band volumes, so with improvement in band detection it would be reasonable to expect
96-well array analysis to take under 30 seconds with virtually no user input.

This clustering algorithm requires relatively high quality data, with discrete, tight
clusters and no intermediate samples. Also, PCR failures are excluded at the band detection
stage, although this could be incorporated into the spreadsheet if band detection were
automated. A more sophisticated algorithm would ideally allow samples to fall between
clusters, and categorise these as “unknowns”. Also, a useful feature would be the automated
identification of poor quality arrays for manual checking — this is the approach used by
Celera Genomics with their automated genotyping software, which achieves >99% accuracy
on good arrays if poor quality arrays are excluded (Heil ez al. 2002).

Another limitation of this clustering algorithm (and others (Heil ef al. 2002)) is the
problem of differing numbers of cluster. If a SNP with a rare allele is genotyped, then the
rare homozygote may occur in some arrays but not others. Therefore some arrays will have
four clusters (PCR failure, common homozygote, heterozygote and rare homozygote), while
others will have only three.

This method has several limitations, but the potential to improve genotyping speed
and efficiency makes further development important. The use of controls to normalise allele-
specific band intensity data from polyacrylamide gels works effectively to provide scatter
plots similar to those produced by assays where allele intensities are compared directly in
liquid-phase (Mein et al. 2000; Heil ez al. 2002).

The method presented here will convert band intensity data to genotype data with
minimal user input. It provides a graphical representation of the data in a two-dimensional

scatter plot along with a statistical verification of Hardy-Weinberg equilibrium.

3.4 Use of long PCR and DOP-PCR templates

Another potential problem with high-throughput genotyping is the excessive use of
DNA resources. At a fairly conservative 2x10ng per ARMS assay, the typical 100 to 500ug
of DNA obtained from a 10ml blood sample would last for 5000 to 25000 assays assuming
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100% efficiency. However, wastage, the requirement to use more DNA for some assays, the
lower yield for some samples, the requirement to share with other laboratories and extraction
from smaller samples or buccal cells drastically reduce the number of assays that can be
performed. The most effective approach to maximising these resources is to amplify the
DNA bank using PCR. Two main methods exist: whole genome amplification using
degenerate oligonucleotide primers (DOP-PCR, (Cheung & Nelson 1996)) and long PCR
(Barnes 1994). The former is a non-specific amplification representing much of the genome
that is suitable for many uses, while the latter is a specific amplification of one region of the
genome that is particularly well suited to projects studying one region in depth (Figure 3-7).
Long PCR creates sufficient product for at least 500 reactions per 10ul PCR from 20ng
genomic DNA. DOP-PCR creates sufficient product for 25 reactions per 50ul PCR from

20ng genomic DNA.
m <I <_ Long - prOdu(:t
\D-U-GJ-I-I-I—I-I (e} » €— Genomic DNA

Figure 3-7: Schematic of long PCR.
Use of long PCR template for conservation of DNA bank by performing multiple genotyping assays

on the product of a single PCR reaction from the original bank. Typically a gene or part of a gene (up
to 10kb) is amplified, then diluted 1/100. 2pl is used as template for subsequent internal (100 to
500bp) reactions.

A method for long PCR and its use in genotyping was already established in our
laboratory (Gu et al. 2000), and this was adopted for the generation of template for high-
throughput genotyping in this project. Long PCR product was diluted and aliquoted using a
Robbins Hydra 96-channel robotic pipettor. Aliquots were dried on 384-well PCR plates,
which were stored at 4°C until used. This system suits the aliquoting of many duplicate plates
at one time. Subsequent PCRs were then carried out by adding the appropriate PCR mix to a
dried plate and subjecting to thermal cycling. This system greatly improved the speed and
efficiency of high-throughput genotyping. In addition to the time saved by batch template
aliquoting, the use of long PCR reduced the quantity of mis-priming in subsequent PCRs,
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speeding up the assay optimisation time. The purity of long PCR template also reduced the
number of PCR cycles required for sufficient amplification from 30 to 20 on average,
reducing PCR cycling times by a third.

DOP-PCR (whole genome amplification) (Cheung & Nelson 1996) utilises
degenerate oligonucleotide primers to randomly amplify many parts of the human genome.
This allowed genotyping of SNPs that were isolated from others in a more efficient manner
than by generating a specific long PCR product just for that assay. A potential criticism of
DOP-PCR is that Taq polymerase may introduce false mutations during the whole genome
amplification that affect the accuracy of genotyping. To minimise this risk we used a
modified protocol in which a “proof-reading” polymerase (Pwo) with 3’—5’ exonuclease
activity was added at a low level to correct any mutations. This is essentially the same
principle as that used in long PCR (Barnes 1994) to reduce mutation rates. In addition, both
starting genomic DNA and DOP-PCR template were not used at extremely low
concentrations, as small copy numbers would result in more variability in the percentage of
false mutation copies between samples.

Long PCR template was used for the genotyping of seven SNPs in both Northwick
Park Heart Study II (NPHSII) and Hertfordshire DNA banks. Genomic DNA was used to
genotype one SNP in Hertfordshire and NPHSII, and DOP-PCR was used as template for the
genotyping of two SNPs in Hertfordshire.

Table 3-1 shows the results of conservative approaches to DNA bank use. Using both
long PCR and DOP-PCR to generate templates for genotyping PCRs we used approximately
10% of the DNA we would have used without applying these methods. The importance of

preserving valuable DNA resources justifies the time taken in generating these templates.

Table 3-1: Use of genomic DNA resources

Total nanograms of DNA used for each phase and the potential that would have been used without
conservative use (based on 20-50ng per reaction)

: 20ng generated enough DOP-PCR template for 12 dual-reaction ARMS assays — only two were
needed and the rest was available for other users

DNA bank long PCR DOP-PCR Direct Total used  Potential use
genotyping

Northwick 40ng Ong Ong 40ng 400ng —

Park Heart 1000ng

Study II

(NPHSII)

Hertfordshire 40ng <20ng’ 20ng <80ng 400ng —

1000ng
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Long PCR is ideally suited to projects concentrating intensively on one gene. The
greater template purity reduces the quantity of mis-priming in the genotyping assay and
reduces the number of PCR cycles required, increasing efficiency. Up to 500 PCRs can be
performed on the long PCR product of 20ng of genomic DNA. DOP-PCR is less productive,
with 20ng genomic DNA generating enough DOP-PCR template for 25 PCR reactions.

However, the whole-genome nature of this template makes it well suited to projects where

markers are too far apart for long PCR.

3.5 Three-primer ARMS assays

The conventional amplification refractory mutation system (ARMS) assay (Newton ef
al. 1989) uses a four-primer system, in which there is one reaction for each allele. Each
reaction contains an allele-specific primer, a ‘common’ primer and a pair of independent
control primers. This system ensures that a PCR failure is distinguished from an absent allele
because if the allele is absent (homozygous for the other allele) then there will still be a
control band. If the allele is present, the allele-specific band (and control band) will also be
present. If there is no band, then the PCR has failed and the genotype cannot be determined.
The control primers are usually sited well away from the allele-specific primers, and usually
generate a larger product.

The use of long PCR as template for ARMS assays introduced a problem for this
system. Control primers must also be sited within the long PCR product, and sufficiently far
away from the allele-specific and common primers to prevent any cross-reaction. This limits
the available choice of primers and makes ARMS assay design more difficult. For this
project a three-primer ARMS assay was used, based on the tetraprimer method (Ye ef al.
1992; Ye et al. 2001) which uses two oppositely orientated allele-specific primers in a single
reaction with a pair of external control primers to generate a large control product, and two
allele-specific products of different sizes. The tetra-primer method is difficult to optimise
because of the difference in sequence of the two allele-specific primers, and may not be
suitable where the sequence to one side of the SNP is of low complexity or high GC content.
The three-primer method (Figure 3-8) uses an allele-specific primer (which is orientated
depending on the sequence context of the SNP), and a pair of outer control primers. Two
reactions are performed (one for each allele). This system is easier to design and optimise

than either of the other two, and is suited to long PCR template. It was therefore the most
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appropriate choice for the high-throughput genotyping part of this project where multiple
genotyping assays had to be developed rapidly, especially as conservative use of DNA banks

(section 3.4) reduced the advantage of tetra-primer requiring only a single reaction.
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A _=P @ Contrgl
— «—
Common Control
B Control Allele-specific
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<«

Control

Figure 3-8: Types of ARMS assay.

Templates are black lines (broken to show unspecified distance in A), primers are black arrow, allele-
specific products are red lines, and control products are blue lines. (A) the conventional ARMS assay
is a duplex reaction with an independent control (Newton et al. 1989). Two separate reactions are
performed, one for each allele. (B) The tetraprimer ARMS assay combines the two reactions and
control to generate a long control band in all reactions, and either one or both of the two allele-
specific bands (Ye et al. 1992; Ye et al. 2001). (C) The three-primer ARMS assay is based on
tetraprimer, but with two separate reactions, one for each allele.

3.6 Quantitative-competitive RT-PCR

3.6.1 Introduction

Quantitation of RNA levels is important in determining the activity of a gene at
different stages of development, in different tissues and under different environmental,
genetic and biological influences. In the context of this project quantitative RT-PCR is

necessary to allow us to determine whether polymorphisms in /GF2 influence gene
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transcription or protein function. Different methods for RNA quantitation exist, based around
the reverse-transcription polymerase chain reaction (RT-PCR) procedure. Two main
categories exist: real-time RT-PCR and end-point RT-PCR.

Real-time RT-PCR utilises fluorescent detection of PCR product during the
polymerase chain reaction to quantify the product during the logarithmic phase of
amplification, when product quantity most accurately reflects initial template quantity (Heid
et al. 1996). Comparison to known standards enables highly accurate quantitation, but it is an
expensive and relatively low-throughput method.

End-point RT-PCR quantifies initial template on the basis of final product quantity, as
compared to a known standard. Non-competitive RT-PCRs use co-amplification of a standard
house-keeping gene to allow comparison of final quantity and determination of initial
concentration — this method is not very accurate because of variation in the sequences and
primers of the two products, and potentially different expression between individuals (Bustin
2000). Quantitative-competitive reverse-transcription polymerase chain reaction (QC-RT-
PCR) (Wang et al. 1989) is more accurate than non-competitive RT-PCR. This method
utilises an internal standard that matches the test sequence, but is either shorter, longer or
contains a restriction site to allow differentiation from the test sequence (Bustin 2000).
Because the sequence and primer binding sites match, the amplification efficiency of
standard and test samples are very similar, resulting in better accuracy than non-competitive
RT-PCR (Bustin 2000).

A standard can be created by the use of an internal primer with a 5’ tail that matches
one of the outer primers. When used with an outer primer with a 5° T7 tail this generates a
shorter PCR product which still has primer-binding sites for the two external primers (Zhang
& Byrne 1997). This PCR product is then transcribed to RNA using T7 RNA polymerase.
Although competitor could be added as DNA at the PCR stage, ideally it should be added as
RNA at the RT stage (Bustin 2000). Additional improvements in accuracy of QC-RT-PCR
can be made by the use of titration of standard, or by variation of PCR cycle numbers (Zhang

et al. 1997).
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3.6.2 Quantitative-competitive RT-PCR of IGF2

3.6.2.1 QC-RT-PCR assay design

A QC-RT-PCR was designed to incorporate the polymorphic 4pal restriction site in
the 3°UTR of IGF2 to enable the possibility of differentiating between the expression levels
of the two alleles. This is strategy B in Figure 3-9. There were several alternative strategies
available, but this one was selected for its ability to distinguish between alleles of the Apal
restriction site polymorphism. This polymorphism was of interest because genotype at this
locus is significantly associated with body mass index in middle-aged men (O'Dell et al.
1997).

Four primers were designed: P1d and P5d are shown in Figure 3-9, with P1d (sense)
upstream of the Apal site and P5d (antisense) downstream. Primer P3 (antisense) was sited
immediately upstream of the Apal site such that a P1d—P3d PCR product would not contain
that site, but a P1d—P5d PCR product would. Primer P3d also had a 5’ tail matching the
sequence of P5d. A fourth primer matched P1d, but had a T7 tail. The sequences of these

primers were (5’ tails underlined):

Pld 57 ~-CCCACAACAACCCTCTTAAAAC-3'

P1ld-T7 5" -TAATACGACTCACTATAGGGCCCACAACAACCCTCTTAAAAC-3'
P3d 5’ ~-GAGAAGGGAGATGGCGGTAGGGAGTGCCAAATTCCTTTA-3
P5d 5" -GAGAAGGGAGATGGCGGTA-3"

The design of this assay is summarised in Figure 3-10. A PCR with primers P1d-T7
and P3d generated a PCR product which was transcribed into RNA using T7 RNA
polymerase. The resulting RNA, after removal of DNA with DNase, matched the sequence of
a P1d—P5d PCR product for 192 nucleotides, but did not include 115 nucleotides of
sequence immediately adjacent to the P5d binding site. This could then be distinguished from
IGF2 mRNA by length. The Apal restriction site was positioned such that digestion of a
sample containing that restriction site (common homozygote or heterozygote) would produce

products of 257bp and 51bp, also distinct in size from both the standard and the full-length
product.
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(E) Promoter-specific quantitation of transcription — in most tissues more than one
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chromosome only (so transcription is influenced by alleles derived paternally).
Promoter 1 is expressed from both copies, so represents the effects of both
maternally and paternally derived alleles. One primer in exon 7 (shared by all
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Figure 3-9: QC-RT-PCR strategies for IGF2

Different primer locations within the /GF2 enable different aspects of transcription and RNA
regulation to be investigated. Effects of individual promoters or of the endonucleolytic cleavage site
can be investigated. Each yellow box represents a strategy, with primer positions below representing
their position on the map.
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Figure 3-10: QC-RT-PCR primers in IGF2

QC-RT-PCR primers were designed to generate an RNA standard of 192nucleotides. RT-PCR of a
mixture of this standard and total RNA would therefore result in PCR products of 307bp (from IGF2
RINA) and 192bp (from the RNA standard). A subsequent dpal digest would cleave the 307bp
product to 257bp and 51bp in samples containing that restriction site.

A lack of sample availability meant that this assay had to be set up using RNA
extracted from HepG2 cells (a liver cell line known to express IGF2). RNA standard was
introduced at a range of concentrations to HepG2 RNA, and the mixture then reverse-
transcribed to cDNA using primer 5d. At this stage the cDNA present comprised both cDNA
standard generated from the RNA standard and /GF2 ¢cDNA. The ratio of these two cDNAs
was expected to reflect the initial molar ratio of the RNA templates from which they were
derived. In the case of the standard RNA this was a known quantity.

PCR of the cDNAs for 30 cycles was then used to amplify the cDNA up to levels that
could be measured using ethidium bromide on an acrylamide gel. The samples were
electrophoresed on horizontal 5% polyacrylamide gels for 20 minutes at 150V to allow
adequate separation of the bands. Ethidium bromide staining was used, and gels were imaged
on a Molecular Dynamics Fluorimager 595. Phoretix 1D Advanced software was then used to
measure band intensity after background subtraction. Figure 3-11 shows a gel of four
replicates of QC-RT-PCR. From right to left on the gel the quantity of RNA standard added
to the original total RNA decreases (halving each time). As a consequence the ratio of the
307bp to 192bp bands changes, with the 307bp IGF2 RNA out-competing the standard where

the standard is at a quantity less than 0.81femtomoles.
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Figure 3-11: QC-RT-PCR gel showing four replicates.
This gel shows four replicate QC-RT-PCR experiments. Each row contains two replicates, with
alternate samples from each replicate. Primer-dimers are visible below the standard at lower standard

concentrations.

3.6.2.2 Accuracy and reproducibility of QC-RT-PCR

To compare the results from different replicates the band intensities were all entered
into a spreadsheet. Band intensity cannot be compared between gels because variability
between gels is too high. However, ratios between standard RNA product and /GF2 RNA
product were calculated for twenty replicates, which were five PCRs on each of four RT
reactions. These are plotted in Figure 3-12. The results show high variability at high standard
concentrations, but appear to be relatively accurate at a ratio of 1 (the standard concentration
at which we assume standard and test RNAs are equimolar). The ratios show a decrease
between 3.26 and 6.52 femtomoles of standard in contrast to the increase in ratio observed in
the rest of the graph as standard concentration increases. This is probably due to intensity
limits of the imaging equipment (i.e. the standard intensity is recorded as lower than it should

be, while the less intense test sample is recorded accurately).
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Figure 3-12: RNA quantitation using QC-RT-PCR.
Samples are replicates from the same original HepG2 RNA. Four replicate RT reactions are shown
for each standard RNA quantity, and five PCR reactions on each of the four RT reactions (total = 20

replicates).

To determine the consistency of this approach, the mean ratios and standard -
deviations were plotted (Figure 3-13). The small standard deviation at the 1:1 ratio
intersection on the gel indicates that this method is fairly consistent between experiments.
The inter-assay coefﬁcient of variation (CV) in band intensity ratio at the 0.81 femtomole
quantity was 9.96%. The higher standard deviation (and CV) at other points (both higher and
lower) demonstrates that measuring the ratio at a single concentration of standard RNA -
would be unreliable. A titration of standard RNA is therefore necessary to allow accurate
RNA quantitation by this method.

Negative RT and negative PCR controls were included in all experiments to identify

any genomic contamination.
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Figure 3-13: QC-RT-PCR - mean and standard deviation.

Mean ratio of standard to test sample band intensities. The point at which the line intersects the y=1
line should indicate the standard quantity (x) at which standard and IGF2 RNAs were equimolar in
the original mixture. Error bars show standard deviation.

3.6.2.3 Restriction digestion of QC-RT-PCR products

The use of Apal to genotype QC-RT-PCR products, and to compare expression of
each allele was tested (Figure 3-14). Digestion of QC-RT-PCR products appears to be nearly
complete — the residual 307bp band may be due to inhibition of digestion by components of
the RT reaction. The genomic DNA control shows that this sample only contains the cutting
allele of the Apal polymorphism. Visualisation of relative band intensities indicates that this
method should still allow quantitation of individual alleles, with the /GF2 and standard QC-
RT-PCR bands being approximately equal intensity at 0.81 femtomoles of standard RNA.
However, this experiment should be tested with other RNA samples to ensure that digestion
is representative of genotype (i.e. to verify whether the apparently partial digest here is a

consequence of residual RT components).
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Figure 3-14: Apal digestion of HepG2 QC-RT-PCR samples
Four different standard concentrations are shown. The genomic DNA control was generated using
different primers from the same cell line, and shows that HepG2 cells contain only the cutting allele

at this polymorphic site.

3.6.3 Discussion

The quantitative-competitive RT-PCR assay presented here is intended to allow an
investigation of the relationship between genotypes at polymorphic loci and expression of the
IGF2 gene. This will help in the understanding of the observation of statistically significant
association between genotype and anthropometric phenotypes. This approach should indicate
whether an associated polymorphism marks a polymorphism that influences gene expression,
or whether it marks a polymorphisms that influences something further downstream (e.g.
protein function). It cannot necessarily identify the mechanism of alteration of gene
expression.

The assay is a relatively accurate approach to determining the expression level of
IGF2. When a titration of standard RNA is used the method is accurate to within 10%, which
should be sufficient to detect marked differences in gene transcription between genotypes.
Replication of assays would be necessary to ensure representative results, but the use of
MADGE gels to improve throughput (Zhang et al. 2002) would make this straightforward.

A complicating issue for this assay is the variable tissue-specific imprinting of IGF2
(Wu et al. 1997b). Promoter 1 is expressed biallelically, while promoters 2—4 are expressed
monoallelically (Vu & Hoffman 1994). However, the levels of expression from each of the
promoters varies between tissues, meaning that variable levels of expression of each of the

parental alleles are observed in different tissues (Li et al. 1996; Wu et al. 1997b; Ekstrom et
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al. 1995). This would require an approach to quantitative RT-PCR in which homozygous
samples were used to prevent the lower levels of expression of the maternal allele influencing
the result. In addition, promoter-specific RT-PCRs could be used to determine the ratio of

expression from each of the four promoters in each sample.

3.7 Conclusions

3.7.1 High-throughput genotyping methods

A system has been developed which utilizes 384-well PCR, electrophoresis and
analysis, and is probably the maximum density achievable without robotic automation. As a
result throughput is limited by the time required for expeﬁmen’tal design and analysis of
results, with DNA resources, equipment and time in the laboratory no longer being rate-
limiting factors (Figure 3-15). Improvements in experimental design strategies (three-primer
ARMS assays) and analysis (Phoretix and cluster analysis), and potential future
improvements (mainly software based) are required to reduce the extent to which office-
based work limits throughput in the lab.

Modern molecular population genetics is based on rapidly evolving technology, with
methods becoming out of date within a few years. The high-throughput methods presented
here were essential for this project and will be used in other projects because they present the
most cost-effective approach available for this level of throughput. However, continual

development will be necessary to maintain their effectiveness.
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Figure 3-15: Genotypmg workflow.
The maJonty of work is in the design and analysis phases of genotyping. The laboratory—based part of

the project is efficient, and limited by the office-based parts.

3.7.2 Quantitative-competitive RT-PCR

A quantitative-competitive RT-PCR for IGF2 has been established, and will enable an
investigation of the relationship between genotypes at different loci and expression levels of
the gene. The limiting factor for this project is availability of samples, particularly as a

relatively large number of samples will be required to provide statistically useful data for all

genotypes at all loci.
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Chapter 4 : A map of polymorphism in /IGF2

4.1 Introduction

4.1.1 Detection of unknown mutations

Detection of unknown mutations is more complex than the detection of known
mutations (i.e. genotyping) because determination of false negatives (i.e. samples which
incorrectly appear to contain no mutation) is difficult. The ideal method is therefore one with
a high reliability, sensitivity and specificity (although this can only be determined by
comparison with other methods). Thorough bi-directional sequencing is considered the ‘gold
standard’ for mutation detection (and the only method for identification) (Cotton 1998),
although even with modern chemistries the detection of heterozygous samples can be
difficult.

Single-strand conformation polymorphism (SSCP) analysis (Orita et al. 1989a; Orita
et al. 1989b) is a well-established technique which distinguishes between single-stranded
PCR amplicons on the basis of their electrophoretic mobility under non-denaturing
conditions. Secondary structures within the single-stranded molecules differ depending on
sequence context, and thus mobility during electrophoresis differs depending on sequence.

Wild-type and mutant alleles are thus distinguished on the basis of how far they run in a gel.




Several techniques for mutation detection utilise the existence of heteroduplexes in
heterozygous samples. A heteroduplex is a double-stranded DN A duplex comprising one
wild-type strand and one mutant strand. The disruption of base-pairings between the two
strands at the position of the mutation results in physical characteristics that can be
distinguished by several methods: (1) difference in electrophoretic mobility (White ez al.
1992), (2) cleavage at the point of mismatch using chemicals (Cotton ef al. 1988) or enzymes
(Myers et al. 1985a), (3) difference in duplex denaturation with denaturing gradient gel
electrophoresis (Myers et al. 1985b) or denaturing high performance liquid chromatography
(Oefner & Underhill 1995). Many variants of these methods exist, but in general the more
sensitive methods are more complex, time-consuming and expensive, while the more
straightforward methods are less sensitive (O'Donovan ef al. 1998).

In silico methods compare sequence data to identify mismatches using computer
programs. Some of these utilise automated sequence trace data, while others utilise large
sequence text databases. “Fluorescent sequence trace subtraction” compares fluorescent
chromatograms from automated sequencers, generating a “difference trace” by subtracting
each sample from a consensus chromatogram (i.e. plotting the difference in intensity of
fluorescence between sample and consensus) (Bonfield ef al. 1998). The “difference trace”
shows peaks only where the sequences differ, and thus indicates potential mutations. Another
approach is to align simple text sequences from public databases and identify differences
between them. One approach is to use the public expressed sequence tag (EST) databases that
have many duplicates of the same expressed sequences. Sequence assembly of many
sequences from the same region (with the assumption that they originate from different
individuals) allows the detection of differences between those sequences (Picoult-Newberg ef
al. 1999). A more sophisticated approach combines the method of chromatogram comparison
with that of multiple sequence alignment from public databases. POLY-BAYES (a Bayesian
inference engine for polymorphism detection) aligns EST chromatograms (where available in
dbEST) and performs quality assessment on the sequence data prior to assembly and
comparison (Marth et al. 1999). The advantage of this approach is that sequence quality is
assessed, reducing the chance of false positives due to sequencing errors.

In silico methods allow very large-scale scanning of the entire genome, but are
limited by the availability of sequence data, and tend to produce poor quality results. Lab-
based methods are more reliable, but are best suited to relatively small regions of the

genome.



4.1.2 DHPLC and SSCP

Single-strand conformation polymorphism analysis (SSCP) (Orita ef al. 1989b) is an
established and commonly used technique for the detection of unknown mutations, requiring
only standard laboratory equipment, while denaturing high performance liquid
chromatography (DHPLC) (Oefner & Underhill 1995) is a more recent development usually
performed on a specialist DHPLC instrument. Important considerations in choosing a
mutation detection technology are: sensitivity, specificity, throughput and cost.

SSCP with autoradiography produces detection rates of approximately 65% (Eng ef
al. 2001) to 80% (when two temperatures are used, as in this project) (Hinks ef al. 1995),
compared to a detection rate of 95% (Dobson-Stone et al. 2000) to 100% (Eng et al. 2001;
O'Donovan ef al. 1998) for DHPLC. Fluorescent SSCP appears to improve the detection rate
of SSCP to 93% (Dobson-Stone et al. 2000). However, while DHPLC maintains nearly 100%
efficiency with product sizes of around 500bp, and can still work at 1500bp, SSCP is less
efficient with product sizes over 200bp (O'Donovan et al. 1998). Direct comparisons of
SSCP and DHPLC have shown DHPLC to be superior in sensitivity (Choy et al. 1999; Jones
et al. 1999), except in the case of fluorescent SSCP, where the sensitivity was similar to that
of DHPLC (Dobson-Stone et al. 2000).

The sensitivity of DHPLC with larger PCR products (O'Donovan ef al. 1998) allows
more rapid scanning of long stretches of sequence. However, with short exons of around
200bp or less DHPLC no longer has this advantage over SSCP. The automation of DHPLC
instruments allows many more samples to be scanned per operator than is practical with
SSCP.

The cost of DHPLC apparatus exceeds that of SSCP apparatus. However, DHPLC
detects PCR products using light absorbance at 260nm, whereas SSCP usually utilises
fluorescence or radio-labelling, both of which are relatively expensive per sample, and
require equipment for gel-scanning or film developing.

Two advantages of SSCP over DHPLC are: its detection of different sequence
variants within the same fragment (Dobson-Stone ef al. 2000), and the ability to distinguish
between wild-type and mutant homozygotes. For SNP detection DHPLC is largely dependent
on heteroduplex formation for mutation detection, and thus cannot distinguish between
homozygotes of different sequence. However, addition of a known wild-type sample to an
unknown homozygote will generate heteroduplex only if the unknown sample is a mutant, so

this approach may be used.



4,1.3 Published polymorphisms in IGF2

At the start of the project several polymorphisms in the IGF2 gene had been identified
and characterised by others. Two studies into the role of the insulin gene (INS) in type 1
diabetes identified a number of polymorphisms in the INS gene and surrounding region,
which includes the 5’ end of the /IGF2 gene (Owerbach & Gabbay 1993; Lucassen ef al.
1993). The furthest 3’ of these polymorphisms was an A/ul polymorphism (Y13633-
1252T—C) in exon 3 (Lucassen et al. 1993).

At the 3’ end of the gene three polymorphisms were identified in the literature: an
Apal polymorphism (X07868-820G—A) (Tadokoro et al. 1991), a HinfI polymorphism
(X07868 — approximately 25bp upstream of the Apal site (Vu & Hoffiman 1994) and a
complex repeat polymorphism of CA dinucleotides periodically interspersed with other
sequences (Rainier et al. 1993). These had been used in projects investigating imprinting of
the IGF2 gene (Vu & Hoffman 1994; Wu ef al. 1997a; Giannoukakis et al. 1996; Rainier et
al. 1993), comparing expression of the two alleles in heterozygous samples. The Apal site

had also been used in an investigation of population obesity (O'Dell et al. 1997).

4.2 Results

4.2.1 Polymorphisms identified by SSCP

Single-strand conformation polymorphism analysis (SSCP) was used to scan the
exons and promoter regions of the IGF2 gene, and in addition to confirm the presence of
several published polymorphisms in intron 1. Exons 2 and 4b were not scanned because their
locations were not known at the time of the scan. Exon 5 was only partially scanned because
the high GC content of this exon (Figure 4-1) prevented amplification of several fragments.
The entire coding region (consisting of exons 7, 8 and the first part of exon 9) and the
remaining exons were all scanned with overlapping amplicons initiating in the surrounding
intronic sequence and spanning the entire exon. The following published polymorphisms
were excluded from the SSCP scan: Y13633-1252T—C (Lucassen et al. 1993), X07868-
820G—A (Tadokoro et al. 1991) and the 3°UTR (CA), repeat (Rainier e al. 1993). The
extent of the SSCP scan of IGF?2 is shown in Figure 4-2.
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Figure 4-1: %GC across IGF2 gene.
Peaks around exon 5 interfere with amplification. %GC is shown by thin line. Thick lines indicate the

positions of IGF2 exons relative to the plot.
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Figure 4-2: SSCP scan of IGF2

The lengths of the different SSCP amplicons in /IGF2 exons are shown in Figure 4-3.
The average SSCP amplicon length was 212bp, with a minimum of 115bp and a maximum of
290bp. Amplicon length was determined by the location of primers, which was dependent on
sequence content. Amplicons were overlapped by an average of 60bp, and a minimum of
40bp within each exon. This ensured that maximum coverage was achieved; 40bp is the
minimum overlap with primers of 20 nucleotides to ensure that polymorphisms are not

missed within the primer sequences.
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Figure 4-3: Length and number of SSCP fragments in IGF2 exons.

EX1/1 refers to primer 1 in exon 1. UTR1 refers to primer 1 in the 3° UTR. GenBank sequence and

amplicons start are also shown.
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For a diallelic polymorphism SSCP allows discrimination between the three
genotypes. Usually two bands are seen for a common homozygote, with two bands of
different mobility indicating a rare homozygote. Four bands indicate heterozygotes. Some
bands may co-migrate resulting in a reduction in the number of bands seen. The heterozygote
pattern should, however, always be a combination of the patterns for the two homozygotes.
Figure 4-4 shows a sample SSCP result. The figure shows two gels, each split into two sets of
ten samples that are homozygous for one of the two Apal alleles (X07868-820G—A in the
3’UTR of IGF2). This enabled a preliminary estimation of the extent of linkage
disequilibrium (LD) between the newly identified SNP and the previously published
polymorphism. If a SNP was in strong LD with the 4pal site then the common homozygotes
tended to segregate into one half of the gel and the rare homozygotes into the other. If LD
was weak between Apal and a new SNP then there was no such segregation.

In Figure 4-4 genotypes for the newly identified SNP are shown as 11 (common
homozygote), 12 (heterozygote) and 22 (rare homozygote). Heterozygotes appear to have
three bands due to similar migration of the lowest two bands, although these are separate in
the less intense samples (lower right panel, samples 7, 8 and 9). This polymorphism does not
appear to be in strong linkage disequilibrium with the Apal site.

11 = Common homozygote
12 = Heterozygote
22 = Rare homozygote

Figure 4-4: SSCP gel of a SNP in IGF2.

Four panels of 10 individuals from 2 separate gels are shown with genotypes. Three/four bands are
observed in heterozygotes and two in homozygotes. 11 = common homozygote, 12 = heterozygote,
22 =rare homozygote.
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Seven polymorphisms were identified by SSCP in 7.5kb of scanned sequence, and

four published polymorphisms were confirmed in additional sequence. These are shown in

Table 4-1.

Table 4-1: Polymorphisms discovered by SSCP.

Polymorphisms are identified by a GenBank reference of the sequence and a nucleotide number.
These are all in previously published sequence with the exception of the A—G SNP in missing
sequence in X07868 between nucleotides 3750 and 3751.

* Published polymorphism confirmed by SSCP

GenBank ID Nucleotide Polymorphism
L15440 7368 A—T * (Lucassen et al. 1993)
L15440 7686 G—A * (Lucassen et al. 1993)
L15440 8065 G—A * (Lucassen et al. 1993)
L15440 8173 C—T * (Lucassen et al. 1993)
Y13633 1156 T—C
X07868 266 C—T
X07868 556 Poly C
X07868 1926 C—G
X07868 In unpublished sequence = A—G

between 3750 and 3751
X07868 3944 G—A
X07868 4085 G—A

4.2.2 Polymorphisms identified by DHPLC

Denaturing high performance liquid chromatography (DHPLC) was used to scan
some intronic regions in the /GF?2 gene for unknown polymorphisms. DHPLC was also used
to scan some of the exonic sequence not covered by SSCP. The larger fragment size of

DHPLC allowed more rapid scanning of these wider regions. The regions scanned are shown

in Figure 4-5.
e | ] |
5 | [ 1] I | 3
Exon 1 2 3 44b 5 6 7 8 9
L15440 X03562
Genbank Ac. 1U80849 1Y13633 JUS0851  |X53038 t 1X07868
Key lékb“ﬁ

B Scan for SNPs
B Re-scanofendonucleolytic cleavage site (also scanned by SSCP)

Figure 4-5: DHPLC scan of IGF2.
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The DHPLC system is a high-performance liquid chromatography system with a
double-strand DNA specific column. Acetonitrile interferes with the binding of DNA to the
column, with the percentage required to cause elution dependent on the length of the DNA
duplex. By maintaining the column at a temperature close to the melting temperature of the
sequence heteroduplexes are less double-stranded than homoduplexes, and therefore elute at
a lower concentration of acetonitrile. Typical DHPLC results are shown in Figure 4-6.
Homozygous samples produce only homoduplex PCR product, which all elutes at the same
concentration of acetonitrile, thus producing just one peak. Heterozygotes produce both
heteroduplex and homoduplex PCR products, which elute at different acetonitrile
concentrations. Panel B in Figure 4-6 shows a more complex pattern. This was later
confirmed to be a homopolymeric tract length polymorphism rather than a SNP. More
complex patterns may indicate the presence of more than one SNP in a sample, or just a more
complex type of polymorphism — polymorphisms that alter the length of the homoduplex,
such as that seen in panel B may produce two homoduplex bands (the shorter one eluting
earlier) and one or two heteroduplex bands.

With DHPLC there is usually no distinction between wild-type and mutant
homozygotes, so the method is dependent on the presence of heterozygotes for mutation
detection. The numbers of each homozygote can only be determined by sequencing, or by
combining with a reference sample (known homozygote) to generate artificial heterozygotes.

Four polymorphisms were identified within the scanned sequence using DHPLC..
These are shown in Table 4-2. The identities of the polymorphisms were confirmed by

sequencing.

Table 4-2: Polymorphisms discovered by DHPLC.
Polymorphisms are identified by a GenBank reference of the sequence and a nucleotide number.

GenBank ID Nucleotide Polymorphism
Y13633 2482 A/C

Y13633 2722 C/T

U80851 5345 Poly T

X07868 2207 C/T
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Figure 4-6: Example DHPLC results.
(A) typical results with the upper chromatogram showing a single peak in the sample elution phase
and the lower chromatogram showing a split (double) peak in the sample elution phase. (B) more
complex pattern, with the lower chromatogram showing a split peak and a third more separated peak
in the sample elution phase. A (large) primer peak is always present and non-specific PCR products
are seen to elute before the sample.

4.2.3 Sequencing of SNPs

Both SSCP and DHPLC identify the presence of a sequence variant in a fragment.
However, the position and type of polymorphism are not determined by these methods.
Fluorescence-based automated sequencing was used to confirm and identify the variants. The
ABI310 capillary sequencer was ideally suited to this application, designed for low
throughput sequencing with high quality results. Samples were sequenced using BigDye
Terminator chemistry, which generates relatively even peak heights (compared to non-

BigDye chemistry), and POP-6 polymer with a high-resolution run module (rather than high-
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speed). Fragments were generated using primers external to the original SSCP or DHPLC
fragment, and then sequenced twice, once with the forward primer and once with the reverse.
Example SNP chromatograms are shown in Figure 4-7. Homozygotes showed a clear
sequence of single peaks, while heterozygotes showed an overlaid double peak at the site of
the SNP. Sequence alignment software identified the difference between homozygotes, while
a visual scan of the sequence identified the location of heterozygous SNPs.

More complex sequencing results were generated for homopolymeric tract length
polymorphisms. This type of polymorphism is a run of several identical nucleotides that is
polymorphic in length rather than sequence content. The example shown in Figure 4-8 has
three alleles identified in the chromatograms shown. The 10/11C heterozygote has a complex
sequence with the upstream sequence being clear, but the downstream sequence appearing
heterozygous at many positions due to the frame shift present in half the PCR product caused

by the tract expansion. The 9C homozygote has clear sequence either side of the tract.

Al = .
TGGGACAGGGC TCAGGCT'GGFGTG‘A"GGGGAGGGG
L] o A MW

B 30 K]0

AT GGGACAGGGC TCAGGC’(TGGGGTGTJ\ GGGGAGGGG

i

ATGI,GACA [ YCA(.Gcc:cu(;chl.\ 5 x;ccu-»\r GGG

e

Figure 4-7: Sequencing result for Y13633—1156T/C.

(A) T/T homozygote (T arrowed); (B) T/C heterozygote showing overlaid peaks (arrowed) —
typically heterozygote peaks are smaller than adjacent peaks due to division of template between the
two alleles; (C) C/C homozygote (C arrowed)
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Figure 4-8: Sequencing result for X07868-556polyC.

(A) C,¢/Cy; heterozygote appears as a homopolymeric tract with a downstream heterozygous 1-base
shift indicating the presence of two length alleles in the tract; (B) Cy homozygote has a shorter
homopolymeric tract with no apparent downstream shift.

Figure 4-9 shows a selection of sequencing results for different SNPs. Two transitions
are shown (equivalent to each other), and two of the three possible transversions are shown.
The other transversion (A—T) was not seen in any of the newly identified SNPs. This
selection indicates the ease with which polymorphisms can be identified, even in
heterozygous sequence showing some noisy signal and uneven peak heights (X07868-4085).
The lack of suitable software for heterozygote detection meant that all sequence
chromatograms had to be manually checked for heterozygotes. However, the use of SSCP
and DHPLC meant that the number of samples that had to be sequenced was small. There
were no other types of polymorphism identified by this part of the project. Of 11

polymorphisms identified, nine were SNPs and 2 were homopolymeric tract expansions.
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X07868-1926

GGGAACARGERGCGEGGC TCA

b
GGGAA AGGARAGGGGE6GE66C TCA

|
e

' X07868-2207

EISIEGITGEGECCCAGCCAEGR

l

6GTGIGITEGNCCAGCCAGA

l

Y13633-2482

CCITGGAGACAGGAGC T GG &

l

CCITGGAGANAGGAGCIGGG

X07868-4085

IGGACTGCCGGAGGGAGEGA

l

TGGACTECCGEGGAGGGAGGEGA

!
o

Figure 4-9: A selection of sequencing results from /GF2.
Two transitions (C—T and G—A) and two transversions (C—G and C—A) are shown.

X07868-3750exA—G was found in sequence not included in the GenBank sequence
X07868. An additional 74 nucleotides of sequence were found between X07868-3750 and
X07868-3751 (Figure 4-10). This sequence was found in three of three samples sequenced,
and also in the draft genomic sequence AC006408, indicating that this may be the wild-type

sequence, and X07868 the result of a sequencing error.

430
GCAG(H

420
GCSGTCCCCAGGTTT

410
GCCCCTT

ase 400

380
CCA GTATTA TA‘I‘TC T@CCT CGCCGGA GI@EATATTCCCRBEGIGCACTT 5SCCGACCN

llD

lﬂ ‘l lﬂ 50
TCTCCCCTEGGCCAC AACCI\ CCTuGCCC GGCTE@CCTRTC TBACCTCCAGTEGCC TAGTC GTGAGCTCTCCATCTTGEGTICTCCT C

Figure 4-10: Missing sequence between X07868-3750 and X07868-3751
A G—A heterozygote is shown at position 405 (arrowed). The greyed regions show the flanking
sequence from GenBank accession X07868. 390 on this sequence corresponds to 3750 on X07868,
and 465 corresponds to 3751 on X07868.

4.2.4 In silico mutation detection

In silico mutation detection was attempted by three different methods. The first
method was assembly of the previously published IGF?2 sequences using “Gap4” from the
“Staden Package”, and comparison for mismatches. The second was BLAST alignment of

representative /GF2 sequences against the dbEST database at the NCBI website
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(http://www.ncbi.nlm.nih.gov/BLAST/) and comparison for mismatches. The third method
was the searching of online databases for identified SNPs. These included SNP databases the
Cancer Genome Anatomy Project database (http://cgap.nci.nih.gov/), dbSNP
(http://www.ncbi.nlm.nih.gov/entrez/query.fcgi?db=snp) and the Whitehead Institute SNP
database (http://www-genome.wi.mit.edu/snp/human/).

The first two methods produced no useable data. Many sequence differences were
observed between small numbers of overlapping sequences, indicating probable sequencing
errors. Because chromatogram quality data was not available no assessment could be made of
the likelihood of different potential polymorphisms.

The third method identified several SNPs, all in the 3’UTR (probably due to the
3’UTR being more represented in expressed sequence tag sequencing data than other regions
of the gene). Table 4-3 shows the results of this search. These SNPs all fall within the region
scanned by SSCP, but the only one that could be confirmed was X07868-820G—A
(Tadokoro et al. 1991). The CGAP SNPs were identified from 2 chromosomes according to

the database (i.e. one heterozygous individual) and therefore may not be reliable.

Table 4-3: SNPs identified by searching online databases.
CGAP indicates a Cancer Gene Anatomy Project SNP, WIAF indicates a Whitehead Institute SNP.

Where indicated the SNPs were found in dbSNP (with origin identified).

SNP identification GenBank ID and nuclestide
CGAP-C-62511 (dbSNP) X07868-54G/T
CGAP-C-60205 (dbSNP) X07868-234G/T
WIAF-10657 (dbSNP) X07868-417A/G
CGAP-C-57610 (dbSNP) X07868-444T/A
CGAP-C-64673 (dbSNP) X07868-751C/T

WIAF-1160 X07868-820G/A
CGAP-C-15529 X07868-3545C/T
WIAF-1245 1.15440-4462A/T

4.2.5 Summary of identified polymorphisms in IGF2

The confirmed sequence variants in /GF2 are shown in Table 4-4. Normally about 2/3
of SNPs involve the transition C(G)«<>T(A) (Wang e al. 1998). In this set of SNPs 81%
(13/16) involve this transition. The three transversions (T(A)—A(T), A(T)«~C(G) and
C(G)«G(C)) normally occur at similar levels to each other, and here one of each is
observed. About 24% of SNPs usually occur within a CpG dinucleotide (Wang ef al. 1998);
here 31% of SNPs are within CpG dinucleotides.
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SNPs published by others have been renamed here according to the SNP naming
conventions of this project. Using the identifiers of Lucassen er a/ and Owerbach et af, which
are numbered according to the insulin gene (/NS) transcription start site (with no reference
sequence), the SNPs could not be identified on GenBank sequence 1.15440. Primer sequences
from their respective papers were used to identify the locations of some SNPs, and the
locations of the others were calculated relative to those. In addition, the locations of the
polymorphisms on a consensus sequence (see section 4.3.5) are shown in Table 4-4 to allow

comparison of the distances between loci. Figure 4-14 in section 4.3.5 shows these locations

graphically.

Table 4-4: Confirmed sequence variants in the IGF2 gene.
Published polymorphisms either confirmed by SSCP or by genotyping (ARMS assay)

?SNP ID in publication
® Location in a single consensus sequence based on GenBank sequence AC006408
GenBank  Nucleotide Polymorphism  Source Consensus
Sequence location ®
D
L15440 6815 A—T +2331% (Lucassen ef al. 1993) 6836
L15440 7368 G—A +3123% (Owerbach & Gabbay 7392
1993)
L15440 7686 G—A +3201% (Lucassen et al. 1993) 7710
L15440 8065 C-T +3580* (Lucassen et al. 1993) 8090
L15440 8173 C—-T +3688" (Lucassen ef al. 1993) 8198
Y 13633 1156 T—C SSCP scan 17614
Y 13633 1252 T—C ~+11000(4/ul)’(Lucassen et al. 17710
1993)
Y13633 2482 A—C DHPLC scan 19181
Y 13633 2722 C—-T DHPLC scan 19421
U80851 5345 Poly T DHPLC scan 23275—23288
X07868 266 C—T SSCP scan 32564
X07868 556 Poly C SSCP scan 32854—32864
X07868 820 G—A Apal® (Tadokoro ez al. 1991) 33118
X07868 1120-1822  Complex (CA), (Rainier er al. 1993) 33418—34128
repeat
polymorphism
X07868 1926 C-G SSCP scan 34232
X07868 2207 C—-T DHPLC scan 34514
X07868 In sequence A—G SSCP scan 36077
between
3750&3751
X07868 3944 G—A SSCP scan 36330
X07868 4085 G—A SSCP scan 36470

The allele frequencies for each of the SNPs as estimated from either SSCP or ARMS
assay results are shown in Table 4-5. Note that SSCP results were from individuals selected

for X07868-820G—A genotype, and are probably not therefore representative unless not in
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linkage disequilibrium with X07868-820G—A. For example X07868-4085G—A was in
apparently very strong linkage disequilibrium with X07868-820G— A with no rare
homozygotes (11 common) in the X07868-820G group and only two common homozygotes

(9 rare) in the X07868-820A group.

Table 4-5: Frequencies of SNPs in the /GF2 gene
Frequencies of IGF2 SNPs calculated from * SSCP samples (<40 samples) or ” genotyping (>1400

samples). p = common allele frequency, q = rare allele frequency.

Polymorphism p q Number
115440-6815 A—T 0.76 0.24 2394 °
L15440-7368 G—A 0.51 0.49 352
1.15440-7686 G—A 0.95 0.05 378
1.15440-8065 C—T 0.79 0.21 312
1.15440-8173 C—T 066 034 1458 "
Y13633-1156 T—C 0.52 0.48 1567°
Y13633-1252 T—C 0.53 0.47 2209 °
Y13633-2482A—C 0.52 0.48 2101°
Y13633-2722 C—T 0.72 028 2037°
X07868-266 C—T 0.90 0.10 2213°
X07868-820 G—A 0.73 0.27 2560 °
X07868-1926 C—G 0.71 0.29 1872°
X07868-2207 C—T 0.95 0.05 2134°
X07868-3750ex A—G 089  0.11 2154°
X07868-3944 G—A 064 036 282
X07868-4085 G—A 0.50  0.50 26 °
4.2.6 Mapping IGF2

To enable the mapping of newly identified SNPs in the context of the sequence of
IGF2 it was necessary to assemble the available sequence into a unique consensus, and
characterise the components of the gene. The draft sequence for this region of chromosome
11 recently became available as GenBank accession AC006408 (an antisense sequence). This
was used as the root sequence against which to assemble informative IGF2 sequences

previously available in GenBank (Figure 4-11).
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Figure 4-11: Diagram of /GF2 gene showing sequences used in assembly of map

AC006408 extended upstream about 6kb (nearly as far as 1.15440, not shown in
Figure 4-11) and downstream about 45kb. Information on exon and feature location from
each of the GenBank sequences was entered into the consensus using “MapDraw” from the
“DNAStar” package. The consensus sequence and the locations of exons were then exported
for further analysis.

Custom designed scripts were used to determine GC content and the CpG ratio in 200
and 500bp windows. Smaller windows provide more information but also more noise, so two
window sizes were used to optimise the information. Microsoft Excel was used to plot these
data on graphs. In addition the locations of the features were entered into Microsoft Excel
and plotted on the graphs. Figure 4-12 shows these data for IGF2 and the region of
chromosome 11 immediately upstream. Noticeably high GC contents and CpG ratios are
observed between nucleotides 20000 and 28000. The thick red lines at the top of the graph
show putative CpG islands calculated from the CpG ratio and GC content. A large CpG
island covers promoters 2 to 4 of IGF2 (indicated by downward pointing arrows), including

exons 4, 4b and 5. The same data for the entire consensus sequence is shown in Figure 4-13.
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Figure 4-12: Map of the IGF2 gene and upstream region on chromosome 11
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Map of the IGF2 gene and upstream region on chromosome 11
arrows indicate /GF2 promoters.
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4,3 Discussion

4.3.1 SSCP mutation detection

A number of polymorphisms were identified by the use of single-strand conformation
polymorphism (SSCP) analysis. No polymorphisms were found in the coding region of the
gene (exons 7, 8 and the first part of exon 9), ruling out the possibility of an amino acid
change affecting protein function. However, a number of previously unknown
polymorphisms were identified in the 3’ untranslated region (exon 9) and within intronic
sequence. In addition several previously published polymorphisms were confirmed using this
method. No assessment was made of the sensitivity of this method as this has been
investigated by others previously (Choy et al. 1999; Jones et al. 1999; Eng ef al. 2001), and
this would have made the process too time-consuming. However, 7 previously unidentified
polymorphisms were identified in 7.5kb of scanned sequence, a frequency of one
polymorphism per 1.07kb (one SNP per 1.25kb) which is consistent with the frequency of
SNPs in other parts of the genome (Brookes 1999; Wang et al. 1998). The use of two
temperatures (4°C and 25°C) for SSCP improved sensitivity, as we detected some
polymorphisms at only one of those temperatures (i.e. if we had scanned at only one
temperature we would have missed some SNPs).

In addition to single nucleotide polymorphisms (SNPs) a homopolymeric tract length
polymorphism was identified in the 3°UTR of the gene. Three different alleles for this
polymorphism were observed making it potentially more informative than a diallelic SNP.
However while this type of polymorphism can be genotyped with a modified ARMS assay
protocol (Graack & Kress 1999) this procedure is very difficult and not suitable for high-
throughput analysis, limiting its usefulness for this study. Potentially SSCP or DHPLC would
be more suitable for genotyping this type of polymorphism, although the risk exists that the
pattern for a rare genotype may match that of a common genotype and be mis-called.

Testing 40 individuals with known genotypes for a SNP of interest (X07868-
820G—A, which had previously shown an association with BMI (O'Dell et al. 1997)) proved
fairly effective at indicating the degree of linkage disequilibrium (LD) present between the
new polymorphism and X07868-820G—A. However, the numbers were small and not
always very informative, and this method gave only a poor indication of the LD between

pairs of newly discovered SNPs (tested by a y” test). Scanning a larger number of randomly
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selected individuals would have allowed a more useful analysis of pairwise LD between

samples, and would have been useful in excluding less informative SNPs (i.e. those that

would duplicate the information provided by other SNPs). This would potentially reduce
genotyping costs in DNA, time and resources, while still maximising information.

Regions excluded from the SSCP scan included known polymorphisms: Y13633-
1252T—C (Lucassen et al. 1993), X07868-820G— A(Tadokoro er al. 1991) and the 3’°UTR
(CA), repeat (Rainier et al. 1993). It was considered that scanning these regions would be a
waste of resources. However, SSCP was carried out with primers immediately adjacent to the
polymorphic sites, and as such the regions not scanned were very limited. Exon 5 contained
very GC rich sequence that was not amenable to polymerase chain reaction, even with the
addition of betaine (Henke ef al. 1997). Whilst scanning exons increased the chances of
finding sequence variants that may have a direct effect on expression or protein function, the
aim of the scan was to find a reasonable number of SNPs that could be used in linkage
disequilibrium mapping. The lack of SSCP coverage of certain regions was therefore not
considered a major problem, as linkage disequilibrium between identified SNPs and any

functionally important sequence variants should allow that association to be detected.

DHPLC mutation detection

4.3.2

Denaturing high performance liquid chromatography was chosen as the method for
mutation scanning in some of the intronic regions of IGF2. Four polymorphisms were
identified and characterised. Of these, three (two SNPs and one homopolymeric tract length
polymorphism) were found in 4.5 kb of scanned sequence in intron 3, and one was found in
close proximity to the endonucleolytic cleavage site in the 3’ UTR of JGF2. This had not
been detected by SSCP because of PCR failure, but was repeated by DHPLC using a sodium
chloride based PCR buffer, as potassium ions have been observed to enhance secondary
structure in this sequence (Christiansen ef al. 1994). The intron 3 polymorphism frequency
was one polymorphism per 1.5kb (or one SNP per 2.25kb), which is lower than the frequency
identified in the SSCP scan of introns, but not inconsistent with the frequency in other

regions (Brookes 1999; Wang e al. 1998).
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4.3.3 [n silico mutation detection

The in silico mutation detection approach proved relatively ineffective. The sequence
alignment methods generated a large number of false positives (as confirmed by the SSCP
and sequencing results). While this approach was potentially faster than lab-based
techniques, the time and resources wasted in checking false positives would make it
inefficient.

At the time the online databases were searched the information available seemed to be
variable in quality and very limited in scope. Most SNPs were identified in databases by
surrounding sequence, rather than by an alignment with a GenBank sequence. This meant
that searching by gene name or GenBank accession number was not a viable option. As more
genome sequence becomes available and more of it is annotated, SNP data is likely to
become easier to find, more reliable and this approach will therefore become more useful.
The most effective use of online SNP databases is likely to involve custom programming by

researchers to enable them to access the data relevant to them and keep it up to date as new

data become available.

4.3.4 Summary of confirmed sequence variants

A fairly comprehensive set of polymorphisms in the IGF2 gene has been compiled
using both published data and polymorphisms identified in the laboratory. The distribution of
these SNPs across the IGF2 gene is not even (Figure 4-14). This is the result of the exclusion
of some areas of the gene from mutation scanning. Estimates of linkage disequilibrium vary
from 3kb (Kruglyak 1999) to 100kb (Collins et al. 1999). It was therefore considered
unnecessary to scan the entire gene, and regions were selected on the basis of the likelihood
of a SNP within that region being functional (e.g. protein coding sequence). The detection
rate for polymorphisms was comparable with other published frequencies (Brookes 1999;
Wang et al. 1998).

The compilation of data from different sources provided a potentially informative
resource for other projects. The time-consuming process of identifying the actual location of
SNPs identified by restriction endonuclease name and/or location relative to a gene feature
emphasised the importance of consistent and unambiguous nomenclature. This has been
attempted by the system of using sequences in GenBank as reference sequences and referring

to polymorphism locations relative to those sequences. In addition, Appendix C presents the
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polymorphisms in sequence context with 250bp of sequence each side of the locus. This is
another consistent, unambiguous system, allowing direct access to the sequence for assay
design.

The number of SNPs identified was considered ample for an association study, and
the most relevant regions had been scanned for potentially functional polymorphisms. Further

mutation detection was therefore not carried out.

4.3.5 Mapping of IGF2

The IGF2 gene is 29440bp in length from the start of exon 1 to the end of exon 9
(excluding promoter 1). Overall the GC content is relatively high, and there are a number of
potential CpG islands across the gene, consistent with the imprinting of /GF?2, believed to be
caused by differential methylation at CpG islands (Li et al. 1993). The density of CpG rich
sequence is highest around the promoter 2—4 region of /IGF2, covering exons 4, 4b, 5 and 6
(Figure 4-12). This fits with the pattern of expression of IGF2 from the different promoters:
promoter 1 is responsible for bi-allelic expression of IGF2, while promoters 2-4 initiate
expression only from the paternal allele (Vu & Hoffman 1994), suggesting a role for
methylation of the maternal allele around the CpG rich P2—P4 region.

The lack of overlapping contigs around the AC006408 draft sequence prevented
further extension of the map to include H79 and the imprinting control region (ICR) 2kb
upstream of H19 and ~70kb downstream of IGF2 (Reed et al. 2001; Frevel et al. 1999).
However, this sequence provided the first complete sequence for /GF2 on which to base a
map of the gene (other IGF2 sequences in GenBank leave several gaps in the gene sequence).

The map provided a useful framework for the polymorphism data, allowing the
relative positions of polymorphism to be visualised in the context of features of the gene
(Figure 4-14). Actual positions allow relatively precise measures of distance (Table 4-4),
although the consensus is unlikely to be completely error-free, and therefore exact distances

cannot be assumed.

4.4 Conclusions

Eleven new polymorphisms have been identified: six SNPs and one homopolymeric

tract length polymorphism by SSCP and three SNPs and one homopolymeric tract length
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polymorphism by DHPLC. In silico mutation scanning proved ineffective, but a further seven
SNPs and one complex (CA), repeat polymorphism were identified in the literature. The total
number of polymorphisms in /GF2 collated from other sources and this project is therefore
19 (Table 4-4). A consensus sequence of the gene has been generated, and a map created
based on that sequence allowing all the polymorphisms to be accurately mapped in the

context of the sequence for the first time (Figure 4-14).
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Chapter 6 : Genetic Epidemiology of NPHSII

5.1 Introduction

5.1.1 The Northwick Park Heart Study [i

The DNA samples used in this part of the project were collected as part of the
Northwick Park Heart Study II (NPHSII, a prospective study of coronary heart disease -
Director George Miller). The NPHSII DNA bank contains 2743 DNA samples that were
extracted from healthy men aged 51-62 years (with no selection for disease status).

Phenotype data in the database included weight, height, BMI, serum triglycerides, cholesterol

and diabetes status.

5.1.2 BMI distribution in Northwick Park Heart Study I

A scatter plot of height versus weight for the NPHSII population (Figure 5-1) shows
the range of BMIs within this population. Most individuals fall in the range 20 to 30kgm™.
The “ideal’ range of 20 to 25kgm™ is shown as green data points. Extremely obese
individuals fall below the BMI=35 line (red points). The statistics for this population are
shown in Table 5-1. The generally accepted definitions of weight are: normal
BMI=20—25kgm™, overweight BMI=25—29kgm?, obese BMI=30—35kgm™, severely
obese BMI=35—40kgm™ and morbidly obese BMI>40kgm™ (Jeffcoate 1998), although

111




exact cut-offs and names vary between studies. For the purposes of this study the above cut-

offs were used.
Table 5-1: Statistics on NPHSII population

Weight Height BMI
Mean 80.51kg 1.74m 26.44kg/m?
Median 79.80kg 1.75m 26.13kg/m?
Mode 70.00kg 1.74m 24.88kg/m?
Min 44.50kg 1.48m 14.92kg/m?
Max 137.40kg 2.08m 49.48kg/m*
Range 92.90kg 0.60m 34.56kg/m?
St.Deviation 11.73kg 0.07m 3.53kg/m?

Height vs weight in NPHSII
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Figure 5-1: BMI distribution in NPHSII.
BMI = weight(kg)/height(m)*

5.1.3 Polymorphisms

The polymorphisms selected for genotyping are shown in Table 5-2. In addition to
these polymorphisms three others had been previously genotyped in the NPHSII population
(ODell et al. 1997; Gaunt et al. 2001; Gu et al. 2002), and these were included in the data
analysis for completeness. These were L15440-6815A—T (Lucassen et al. 1993), Y13633-
1252T—C (Alul restriction site) (Lucassen et al. 1993) and X07868-820G—A (dpal
restriction site) (Tadokoro ef al. 1991).
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The majority of the polymorphisms were single-nucleotide substitutions (8 SNPs,
plus 3 previously genotyped). However, there was also a repeat polymorphism located in the
3°UTR of the IGF2 gene (Rainier ef al. 1993), which can be split into upstream and
downstream fragments (by restriction digest). There are three common and two rare alleles in

the upstream fragment, and two common and one rare alleles in the downstream fragment

(Rainier ef al. 1993).

Table 5-2: Polymorphisms tested in NPHSII

Reference sequence  Nucleotide number(s) Type of polymorphism Reference

(GenBank ID) and sequence
L15440 8173 C-T SNP (Lucassen et al.
1993)
Y13633 1156 T-C SNP Chapter 3
Y13633 2482 A—C SNP Chapter 3
Y13633 2722 C-T SNP Chapter 3
X07868 266 C—T SNP Chapter 3
X07868 1122-1876 (CA), Repeat polymorphism  (Rainier et al.
(complex repeat) 1993)
X07868 1926 C—G SNP Chapter 3
X07868 2207 C-T SNP Chapter 3
X07868 Sequence between SNP Chapter 3

3750 and 3751 A—G

Polymorphisms were selected for genotyping on a number of criteria, including
location and suitability for ARMS assay design. One previously published SNP from the 5’
end of the gene (L15440-8173C—T) was selected, all the SNPs identified in the central part
of the gene (introns 2 and 3) and 5 polymorphisms from the 3> UTR (including a (CA),
repeat polymorphism). Two SNPs in the 3°UTR identified in this project were excluded from

genotyping because of the large number already selected in this region.

5.1.4 Objectives

The primary aim of this part of the project was to test the hypothesis that one or more
polymorphisms in the IGF2 gene influence adiposity (as indicated by body mass index) in
middle-aged men. The 4pal polymorphism in the 3°UTR of the IGF?2 gene is associated with
BMI in middle-aged men (O'Dell ez al. 1997), and potentially marks another site which
influences gene expression or protein function. The objectives of this part of the project were
to genotype a selection of the SNPs identified in the SNP scan of IGF?2 in a population of
middle-aged men. The results should determine the extent to which /GF2 is involved in

weight determination.
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Northwick Park Heart Study II (NPHSII) is a large cohort of unrelated individuals,
well suited to population association studies of polygenic traits. The nature of obesity
prevents case-control analysis unless arbitrary cut-offs are used. The plan was therefore to
carry out a large-scale genotyping project, comparing mean BMI between genotype groups

(rather than genotype or allele frequencies between phenotype groups).

5.2 Results

5.2.1 IGF2 (CA), repeat polymorphisim

This polymorphism required the use of low-throughput ABI genotyping technology,
and thus only a selection of samples from NPHSII was genotyped. Forty samples were
selected from the upper end of the BMI range, and forty from the lower end. This generated

arbitrarily defined “case” and “control” samples.

5.2.1.1 Hardy-Weinberg equilibrium test

A test of conformity to Hardy-Weinberg equilibrium may be used to indicate whether
a population is randomly selected, out-breeding and not stratified. It is also often used to
indicate the quality of genotyping data. As a test of data quality the assumption is made that
the population is in Hardy-Weinberg equilibrium, and if the genotype frequencies for a
particular SNP are not in equilibrium, then there are potentially data errors. Table 5-3 shows
the Hardy-Weinberg equilibrium test for the genotypes of two fragments of the (CA), repeat
polymorphism in the 3’UTR of IGF2. Neither set of genotype frequencies deviates
significantly from Hardy-Weinberg equilibrium.
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Table 5-3: Test of Hardy-Weinberg equilibrium in (CA), repeat.
Expected numbers were calculated from allele frequencies, then observed numbers compared to
expected with a y* test. A P-value <0.05 would indicate deviation from Hardy-Weinberg equilibrium

(CA), repeat 5’ (CA), repeat 3'
fragment fragment
Allele 1=383, 2=398 Allele 1=399, 2=404
and 3=402
11 7 11 30
2 31 %b)se”ea 12 30
Observed 13 3 22 10
©O) 22 30
23 1 P 0.64
33 0 q 0.36
P 0.33 11 2893
q 0.64 fE")peCted 12 32.14
r 0.03 22 893
11 8.00 _ , 11  0.04
2 3067 PTOEL 1o
Expected 13 1.33 22 0.13
(E) 22 29.39
23 2.56 2 0.31
33 0.06 P-value 0.86
11 0.13
12 0.00
2=(0-E)> 13 2.08
E 22 0.01
23 095
33 0.06
2 222
P-value 0.33

5.2.1.2 (CA), repeat genotypes

The (CA), repeat polymorphism in the 3’UTR of the JGF2 gene was genotyped by
PCR and restriction digest (Figure 5-2), resulting in two distinctly fluorescent-labelled
fragments. These were resolved on an ABI310 automated genetic analyser (see Methods,
Chapter 2). The 6-FAM labelled 5’ fragment yielded three alleles within the set of samples
analysed, while the HEX labelled 3° fragment yielded only two alleles. Within the sample set
analysed, 5 of the 6 possible 5’ genotypes were observed and all 3 of the possible 3’
genotypes were observed (Table 5-4). 7 of 15 possible combinations of genotypes (between

the two fragments) were observed.
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Figure 5-2: Mechanism of genotyping IGF2 CA repeat

Table 5-4: Genotype counts for CA repeat
5'end 3'end Combined genotypes
Genotype | Count | Genotype | Count Genotype Count
383-383 6 399-399 30 | 383-383-404-404 6
383-398 31 399-404 33 | 383-398-399-399 1
383-402 3 404-404 10 | 383-398-399-404 | 28
398-398 29 Total 73 | 383-402-404-404 3

398-402 1 398-398-399-399 | 28
Total 70 398-398-399-404 1
398-402-399-404 1

Total 68

Figure 5-3 shows example ABI chromatograms of each of the five observed 5° CA
repeat genotypes. The chromatograms shown are a sub-section of the full data-range recorded
by the machine. The x-axis represents scan number (implying size) and the y-axis indicates
fluorescence intensity. Internal sizing was achieved by use of a Tamra-labelled size standard
(not shown). There are at least six possible genotypes, but the 402-402 homozygote was not
observed in this sample set. Figure 5-4 shows the example chromatograms of the three 3’ CA
repeat genotypes. The relative intensity of the HEX-labelled 3 fragment was greater than
that of the 6-FAM labelled 5° fragment, but both were well within the detectable range. Peak
sizing and binning was straightforward, as the smallest size difference to be resolved was 4
nucleotides (alleles 398 and 402 in the 5° fragment). Allele sizes were assigned according to
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