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A size-dependent ecological model based on the original developed by Fasham etal. (1990) was 

used to investigate the ecosystem dynamics in the North Atlantic at 47°N 20°W, as this location 

has been the site of intensive oceanographic and biological studies so an important background 

of data are available. The model has eight different compartments: diatom and non-diatom 

phytoplankton, micro and mesozooplankton, nitrate, ammonium, silicate and detritus. It was 

calibrated using data provided by the North Atlantic Bloom Experiment for 1989 (NABE89). An 

optimisation technique based on Powell's method (Press et a/., 1992) was applied to estimate 

unknown parameters by fitting the model output to NABE observations. The uncertainty and 

correlation in the optimal model parameters were estimated by analysing the cost function. 

Finally, tests on the choice of the "initial guess" for parameters as well as on the time-stepping 

technique used were carried out. 

A series of twin experiments using "synthetic" data of the same type and frequency (weekly data 

throughout the year and daily data during the spring bloom only) were performed to investigate 

the role of sparse observations on parameter recovery and on reproducing the North Atlantic 

annual cycle. The same experiments were also used to estimate model parameters when either 

noise-free or noisy data were assimilated as model observations. The sensitivity to the model 

structure was also tested. 

The ecosystem model was embedded into a 1-D physical model, the Miami Isopycnic Co-ordinate 

Ocean Model (MICOM) so as to study the effect of realistic physical forcing on the development 

of the spring bloom and the seasonal plankton cycle. The coupled model was forced with physical 

fields provided by the NCEP group from 1988 to 1996, which permitted the study of the intra and 

interannual variability of the ecosystem. The inclusion of an extra compartment (detrital biogenic 

silica) and the parameterisation of nitrification processes were needed in order to accurately 

reproduce the vertical gradient of nutrients in the ocean. The coupled model was tuned to the 

NABE area (using the NABE89 data set) and validated with data from the German JGOFS phase 

for 47°N and 20°W during 1996. Model tuning and validation highlighted the inadequacy of 

several parameters (detrital remineralisation, detrital sinking and phytoplankton nutrient uptake 

rates as well as light efficiency). The 1-D model differed from the 0-D one in terms of the seasonal 

development of the mixed layer as well as the seasonal cycles of the state variables. However, a 

good agreement to field and literature data was obtained. The initiation of the spring bloom 

strongly depended on the rate of shoaling of the mixed layer. Summer mixing events encouraged 

mesozooplankton growth, which better prepared them for over wintering. 

The coupled model also predicted the annual occurrence of a deep chlorophyll maximum (DOM), 

at the depth of the ammonium maximum, which developed as a consequence of nutrient limitation 

in the mixed layer. A diatom DCM was observed every year and ended due to mesozooplankton 

grazing. A non-diatom DCM was only observed in the years where the shallowest summer mixed 

layer depths were modelled and ended by a combination of microzooplankton grazing and light 

limitation. Primary production (PP) at the DCM accounted for up to 40% of the PP predicted in the 

mixed layer, being mainly regenerated production (65-79%). The sensitivity analysis showed that 

the presence/absence of the non-diatom DCM is affected by the nitrogen and silicate 

remineralisation rates, which determine the vertical distribution of nutrients and control the degree 

of oligotrophy in the mixed layer. 
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Chapter 1: Introduction 

Chapter 1: Introduction 

1.1 The carbon cycle in the ocean 

Simulation models of ecosystem dynamics existed as early as 1939 (Fleming, 1939). 

Since 1939, diverse modelling approaches have developed in order to gain 

understanding of the dynamics of planktonic marine ecosystems, because of their 

importance to the global biogeochemical cycle. Special attention has been paid to the 

carbon cycle in the ocean as there exists great concern about the role of CO2 as a 

greenhouse gas, as anthropogenic activities have led to a secular increase in 

atmospheric CO2 (rising above 365 ppm). Whether or not this increase will have 

significant climatological effect is the centre of great international discussion. 

Atmospheric CO2 is rapidly exchanged with ocean and terrestrial ecosystems. Its rate of 

absorption by those reservoirs and the rate of CO2 emissions determine the overall rate of 

CO2 change. Both ocean and terrestrial ecosystems act as CO2 sinks and reduce the 

excess of CO2. However, the oceans play a major buffering role in the global carbon 

cycle. They are of great importance in climate regulation because: they have a huge 

capacity to store heat, water and greenhouse gases such as carbon dioxide or dimethyl 

sulfide: global-scale ocean currents transport these properties over large distances and 

the oceans exchange these and other properties with the atmosphere. 

The oceans contain large reservoirs of dissolved inorganic carbon (DIG) in gaseous state 

(C02{g)) and also bicarbonate (HCO3 ) and carbonate (COs^j ions. The concentration of 

Die is 50 times higher in the ocean than in the atmosphere (Falkowski et al., 2000) and 

for this reason, the ocean ultimately determines the atmosphere's CO2 content but not 

vice versa (Siegenthaler and Sarmiento, 1993). Moreover, the carbon in living terrestrial 
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biomass and soil is approximately 3 times higher than the CO2 in the atmosphere but the 

turnover time of terrestrial carbon is of order of decades. The rate of global change of 

CO2 depends not only on anthropogenic activities but also on biogeochemical and 

climatological processes and their interactions with the carbon cycle. The long term 

geological record holds evidence that global scale changes in the transfer of carbon to 

the ocean interior by biological processes have played a role in past changes in 

atmospheric CO2 concentrations and climate. 

In the upper ocean, the carbon cycle relies on ecosystem dynamics which determine the 

efficiency of nutrient uptake, carbon export (in the form of sinking carbon particles) and 

production of recycled and exported particulate carbon. The export of organic carbon 

from surface to deep waters is about 11-16 Gt of carbon per year, a process that keeps 

the concentration of atmospheric CO2 about 150-200 ppmv (parts per million of volume) 

lower than in an abiotic ocean (Falkowski et ah, 2000). Furthermore, ocean biota cycle 

almost the same amount of carbon per year as terrestrial ecosystems even though algae 

biomass in the ocean account for less than 0.05% of that on land (Field etal., 1998). 

1.2 Why size matters 

Phytoplankton fixation of inorganic carbon in surface waters is not limited by carbon but 

by the availability of dissolved macronutrients such as nitrate (utilised by all phytoplankton 

groups) and silicate (mainly used by diatoms) and the micronutrient iron, which constrain 

the export of carbon to the deep sea by marine phytoplankton. Biological activity in the 

surface layers of the ocean also plays a crucial role in large-scale geochemistry by 

producing particles that sink into deeper waters, creating a vertical gradient of certain 

elements such as carbon and nitrogen, amongst others, which will finally end up as part 

of the sediments where they will be trapped and excluded from the global cycle for 
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Chapter 1: Introduction 

hundreds to thousands of years (biological pump). Biological pumping of carbon to the 

deep waters is generally thought to be mostly in the form of large fast-sinking organic 

particles and proportional to the amount of nitrate mixed upwards across the base of the 

euphotic zone (Eppley and Peterson, 1979), which maintains lower concentrations of 

carbon and nutrients in the surface ocean than within the thermocline waters below. 

Lampitt et al. (1993) established the importance of seasonal sinking particles as a major 

biogeochemical effect of moving elements to deep water. As larger particles sink faster, 

they have the greatest potential to contribute to vertical fluxes, therefore systems 

dominated by larger plankton groups (net phytoplankton, mesozooplankton) will produce 

quickly sinking fecal material, relative to the slow sinking velocity microbial loop 

(microphytoplankton, microzooplankton) fecal material. In fact, approximately 25% of the 

carbon fixed in the upper ocean sinks to the ocean interior (Falkowski et al., 2000; Laws 

ef a/., 2000). 

The same reasoning applies to nutrient recycling, with lower efficiency in systems 

dominated by larger grazers (producing quickly sinking fecal material), relative to the slow 

sinking velocity of microbial grazer fecal material. Ultimately, the potential of fish 

production is also limited by the size characteristics of organisms at the bottom of the 

food chain (Ryther, 1969), which show that size really matters in plankton modelling. 

Changes in the biological pump could also be responsible for large changes in 

atmospheric CO2 due to changes in nutrient utilization efficiency in the high latitude 

oceans (Sarmiento and Toggweiler, 1984; Knox and McElroy, 1984; Siegenthaler and 

Wenk, 1984) or changes also in the balance between ecosystems dominated by calcitic 

or siliceous organisms (Archer and Maier-Reimer, 1994). Calcium carbonate (CaCOs) 

shells sink into the ocean interior where some fraction dissolves, leading to a decrease in 

the surface concentration of dissolved inorganic carbon (DIG) relative to the deep ocean 
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(the "carbonate pump"). Precipitation of carbonates lead to an increase of partial pressure 

of CO2 in the surface ocean. Hence, on time scales of centuries while the carbonate 

pump lowers DIG concentrations, it simultaneously leads to the release of CO2 from the 

ocean to the atmosphere, suggesting size distribution of phytoplankton as a major 

controller of recycling efficiency and carbon export from the surface ocean, a fundamental 

variable in climate change. 

Yakushev (1998) pointed out the importance of the different "biological pumps" in the 

carbon cycle during the phytoplankton bloom as CO2 uptake causes an imbalance in the 

equilibrium of the carbonate system, which can trigger the activity of "other pumps" like, 

for instance, "carbonate pump" and the "solubility pump" (a term that refers to the removal 

of CO2 to ocean interior by physical processes). The dynamics of the carbon cycle are 

ruled by complex processes such as the ones described in the following table (adapted 

from Yakushev, 1998) which clearly shows the difficulties in the study of the carbon cycle. 

Process Rate Estimates 

Ocean-atmosphere gas exchange Tens of seconds 

Hydrolysis and carbonate system changes Tens of seconds 

Synoptic eddies and turbulence days-year 

Chemical-biological processes days-year 

Advection and turbulence (surface waters) several years 

Anthropogenic CO; 30-40 years 

Advection and turbulence (deep waters) 100-1000 years 

Overturning and thermohaline circulation 100-1000 years 

Sedimentation >10000 years 

Modelling diatoms as part of the plankton groups involved in sinking particles is of 

particular interest. First, they are large organisms that seem to dominate the spring 

blooms in temperate areas such as in the North Atlantic. When diatoms are grazed by 
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zooplankton, they are packaged into fecal pellets which will be excreted into the ocean 

and will also sink fast into deeper waters. Second, transparent exopolymer particles 

(TEP) play an important role in the aggregation of "marine snow" and act as promoters of 

particle flux. Such TEP-promoted export has been described mainly for diatom blooms 

(Jackson, 1995). Third, the relative production rates of calcite and organic carbon can 

affect significantly the pH of the ocean and the pCOg of the atmosphere (Archer and 

Maier-Reimer, 1994). The balance between organic carbon and calcite could easily be 

perturbed by shifting globally from calcific (coccolithophorid) production towards siliceous 

(diatom) based ecosystems. This shift seems to be controlled by temperature and 

dissolved silicate (Llsitzin, 1967) as well as by dissolved iron as suggested by recent field 

experiments (SOIREE - Southern Ocean Iron Release Experiment; see Hannon et al., 

2001; Boyd and Law, 2001). The partitioning between calcific and siliceous based 

ecosystems could be a key component to predicting the long-term ocean carbon cycle. 

However, the details of this are not clear and prediction of the calcite/silicate ecosystem 

response of the upper ocean to changes in climate and ocean circulation are issues that 

need to be investigated. 

Finally, in addition to their alleged long-term effect on atmospheric CO2, the functional 

characteristics of phytoplankton production can also be significant to trace gases such as 

dimethyl sulfide (DMS), produced in high concentrations by dinoflagelates and 

prymnesiophytes and also by diatoms in smaller quantities (Keller et al., 1989; Martin et 

!d,2001X 

1.3 Biogeochemical modelling 

Until recently, most ecosystem modellers have not introduced more biological and 

chemical diversity than found in classic models like those of Riley et al. (1949) or Steele 
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(1974) which were based on a simple three-stage foodchain: limiting nutrient (N) -

phytoplankton (P) - zooplankton (Z). Simple NPZ models (such as Wrobleski, 1989; 

Denman and Gargett, 1995) have shown the ability to reproduce patterns of seasonal 

plankton variability in the ocean as well as their importance as a tool for exploring 

physical structure, parameter estimation, etc. However, synecological studies have 

demonstrated that the number of functional compartments must be larger, to include 

dissolved and particulate organic matter and the biological compartments which are 

responsible for its mineralisation in water (heterotrophic bacteria or microzooplankton). 

The size structure of the community (Vezina & Piatt, 1987), the complexity of food web 

links (Frost, 1984; Goldman and Caron, 1985) and the activity of sea microbes (Ducklow 

et ah, 1986; Pomeroy and Deibel, 1986) are especially important contributors to 

particulate losses from the trophogenic zone. 

Biogeochemical models have continued to develop rapidly over the past decade, 

expanding phytoplankton, zooplankton and nutrients themselves in a series of more 

relevant units (Fasham et al., 1990; Moloney and Field, 1991; Taylor et al., 1993), 

providing a better understanding of the ecological dynamics and laying the foundations 

for understanding the ocean's role in climate change. A significant number of model 

studies have been carried out in the North Atlantic, being specially relevant those of 

Taylor et al. (1993), Taylor et al. (1997), Marra and Ho (1993), Sarmiento et al. (1993), 

McGuillicuddy etal. (1995) and Fasham and Evans (1995). 

Taylor et al. (1993) developed a complex mixed-layer plankton model to investigate 

spatial and temporal phytoplankton seasonal succession driven by differences in the 

physical forcing (mixed layer depth, solar irradiance and temperature). Their model 

included four classes of phytoplankton, three classes of heterotrophs (mesozooplankton 

grazing was modelled as an external forcing function), three nutrients (nitrate. 
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ammonium, silicate), dissolved organic matter (DOC) and detritus. It is one-dimensional 

as it includes a "thermociine" layer below the mixed layer. The model spatial variability 

was given by variation in the amplitudes of the model functions, different physical 

parameters and sub-thermocline nutrient concentrations and successfully reproduced the 

general features described by NABE observations. 

Taylor et al. (1997) studied the seasonal and latitudinal dependencies of phytoplankton 

carbon to chlorophyll ratio using a one-dimensional model. The biological model has only 

two compartments (phytoplankton and nitrogen). The 1-D model has a prescribed mixed 

layer which is rescaled at different latitudes based on known values of summer and 

winter mixed layer depths at each latitude. Numerical simulations were performed at 0°, 

25°, 35°, 47° and 60° N. They found that chlorophyll concentration predicted by the 

model was similar to observations at 35°, 47° and 60° N but unrealistically low at at 0°, 

25° N. A possible explanation for the model's failure in those tropical and subtropical 

surface waters was the neglection of several potentially important sources of nitrogen 

input to the euphotic zone in those areas. 

Marra and Ho (1993) applied a mixed layer model and a simple NPZ model to investigate 

the spring phytoplankton bloom. The physical model used was a one-dimensional bulk 

mixed layer model (as it assumes that the mixed layer acts as a uniform "slab") as 

described by Price etal. (1986) in which the criteria for vertical mixing is based on density 

profiles and bulk and gradient Richardson numbers. This model also obtained a good 

agreement with NABE observations and was able to reproduce the subsurface 

chlorophyll maximum, observed in field data, by assuming photoinhibition on 

phytoplankton growth above a certain irradiance value. 

The work of McGuillicuddy etal. (1995) introduced an eddy resolving coupled physical-
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biological model, with a fully coupled surface boundary layer. The biological model 

consisted of four compartments (nitrate, ammonium, phytoplankton and heterotrophs). 

Model results were compared with two time series of observations taken from different 

water masses. This model overpredicted phytoplankton biomass, underpredicted primary 

production (PP) and was not able to match the chlorophyll vertical structure seen in the 

NABE data. The authors suggested several reasons for this behaviour such as 

photoadaption by cells in the real ocean, changes in species composition and/or a 

change in the C:N and C:Chl Redfield ratios amongst others. 

Fasham and Evans (1995) addressed the issue of non-linear optimisation techniques in 

ecological modelling (see next section). They chose a seven compartment model (nitrate, 

ammonium, DON, phytoplankton, zooplankton, bacteria and detritus) to fit a time series 

observations derived from all the available data from the NABE site, considering spatial 

variability as noise superimposed on the seasonal cycle. The mixed layer depth was 

prescribed based on climatic values from Levitus (1982) and NABE observations. A total 

of 28 parameters were needed. Overall, this approach was incapable of fitting the whole 

observation set simultaneously. The authors pointed at the use of more complex models 

or models involving other nutrients (such as silicate) as a means to investigate the 

improvement of their results. 

The first 3-D modelling approach embedding an ecological model (Fasham et ah, 1990) 

into a general circulation model (GGM) was taken by Sarmiento et al. (1993). The model 

predicted chlorophyll was compared with observations from the Coastal Zone Color 

Scanner (CZCS), showing that the model was able to realistically respond to different 

physically forced environments. The ecosystem model was resolved down to 123 m and 

calibrated with observations from Bermuda Station S. High pigment concentrations were 

found where supply of nitrate was high (subpolar and northern subtropical gyres) and low 
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pigment concentrations where nitrate was low (southern subtropical gyre) as observed in 

the CZCS data. Major disagreement between CZCS and model were found in the Gulf of 

Guinea and the interior of the equatorial region. 

1.4 Coupled bio-physical models 

It is well known that physical processes play an important role in marine ecosystem 

dynamics (Mann and Lazier, 1991) and can modify or limit biological production through 

the nutrient supply and the irradiance field (McClain et ah, 1990; Mitchell et al., 1991). 

The seasonal variation in the mixed layer depth (Evans and Parslow, 1985) and the 

turbulent fluxes through the seasonal thermocline turn out to be among the most 

significant physical phenomena for understanding the patterns and timing of biological 

productivity. Therefore, the physics of mixing and light transmission are the main drivers 

of the ecosystem dynamics in the upper ocean. The depth of surface momentum and 

buoyancy flux driven mixing are predictable using physical models, if meteorological 

conditions at the sea surface are known. Primary production is mainly controlled by the 

depths of turbulent mixing as well as to the depth of sunlight penetration (the "euphotic 

zone"). The mixing time of waters within the mixed layer is fast compared to plankton 

motility which means that, when the mixed layer depth is greater than some critical depth 

(the "Sverdrup depth"), the rate of photosynthesis is light limited. Sverdrup (1953) showed 

that if thermal stratification drives the shoaling of the mixed layer to shallower depths than 

the critical depth (which usually happens in spring), the phytoplankton bloom is triggered. 

Being able to reproduce a mixed layer depth that is right is a key issue not only in terms 

of light availability but also in terms of nutrient supply. Nutrients are brought into the 

euphotic zone by the exchange between nutrient-depleted surface water and nutrient-rich 

deep water. Current understanding of this matter is not yet clear as rates of mixing 
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required to balance nutrient uptake estimates appear to be higher than values predicted 

by turbulent studies (Archer, 1995). There is some evidence suggesting that episodic 

mixing events, driven by frontal and mesoscale motions, might be able to explain a 

significant fraction of vertical nutrient transport (Archer, 1995). Thus, fluctuations in the 

mixed layer depth drive phytoplankton variability which motivates the coupling of 

ecosystem dynamic models with models of physical mixing. 

In the previous section, several 1-D models were described but only 2 of them 

(McGuillicuddy et al., 1995 and Marra and Ho, 1993) were vertically-resolved physical 

models. Other 1-D approaches include work from Varela et al. (1992), Kawamiya et al. 

(1995), Prunet etal. (1996), Kuhn and Radach (1997) and Waniek (2002). 

Varela et al. (1992) aimed to model the deep chlorophyll maximum (DCM) in two 

oligotrophic regions (Sargasso Sea and Mediterranean) using a biological model that 

considers two types of primary producers, heterotrophs and atmospheric as well as 

internal nitrate inputs. Model results were able to reproduce the DCM structure (depth 

and magnitude), which was mainly determined by the vertical eddy diffusion and light 

extinction. The grazing parameters affected the intensity of the DCM. This suggested that 

DCM is primarily the result of a balance between upward nutrient flux and light field 

characteristics, regenerated production playing a secondary role. 

The work of Kawamiya et al. (1995) described a seven compartment biological model 

(phytoplankton, zooplankton, nitrate, ammonium, particulate organic nitrogen, dissolved 

organic nitrogen and dissolved oxygen) coupled to a mixed layer model applied to Station 

Papa. The coupled model had 28 layers. The first 20 layers were 5 m thick and the 

remaining 8 layers had varying thickness (from 10 m to 60 m). Model depth was 240 m. 

The mixed layer scheme was of the type Mellor and Yamada level 2 closure scheme 
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(Mellor and Yamada, 1982), Overall, the model showed reasonable agreement with the 

observations, although it failed to reproduce a phytoplankton bloom in autumn/winter and 

overestimated surface nitrate. 

Prunet et al. (1996) also applied their coupled model to Station Papa. The physics of the 

mixed layer were modelled following Gaspar etal. (1990) and the ecosystem model was 

a NPZD plus total dissolved inorganic carbon and alkalinity. After assimilating surface 

chlorophyll, nitrate and sea surface temperature, model results gave a good fit to the 

seasonal cycle of surface chlorophyll (tested using independent chlorophyll and nitrate 

data). They also found that adjusting the C:N ratios was necessary to reproduce the 

observed surface pCOz concentrations. 

The work of Kuhn and Radach (1997) was applied to the North Sea. The physical model 

uses a second-order turbulence closure model developed by Mellor and Yamada (1982) 

while the biological model is a depth-resolved version of the Fashann etal. (1990). As the 

parameter set employed by Fasham et al. (1990) did not yield satisfying results, a new 

parameter set adapted to the North Sea was employed. This way, the model was able to 

hindcast the onset, duration, magnitude and daily variability of the primary production, the 

magnitude of the particulate organic nitrogen export flux to the bottom of the ocean as 

well as bacterial production and nitrogen regeneration in the mixed layer. 

Waniek (2002) employed a NPZD model with a fast and a slow detritus compartment to 

study the interannual variability in the onset of the phytoplankton bloom in the North 

Atlantic, from 1989 to 1997. The physical model used the Kraus and Turner (1967) mixed 

layer scheme. Her model focused in the mixed layer, where model results agreed well 

with chlorophyll and nitrate observations. 

In all these cases, simple ecosystem models were tested as sophisticated models require 
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large amount of computer time and can be almost as difficult to understand as the real 

system. Consequently, simplified models also play a very important role in studies of 

plankton dynamics. Indeed, most of our understanding of how the marine ecosystem 

works has come from studies with simplified models. However, as stated in previous 

sections simple models present serious limitations in order to understand differential 

particle sinking, primary and export production amongst other processes. 

1.5 Optimisation and data assimilation 

For the reasons explained in earlier sections, much scientific effort has been spent in 

developing robust ecosystem models for the ocean. However, there are two major 

problems when modelling the ocean ecosystem. The first one is the lack of a universal 

set of equations (as opposed to the Navier-Stokes equations of fluid dynamics) 

describing the ocean ecosystem. The second problem, is the need of a large number of 

parameters (great uncertainty is associated to most of them) to describe the ecosystem 

components accurately, which strongly constrains the model applicability. Although some 

of these parameters can be experimentally estimated, there is a general lack of many 

others due to the difficulty involved in their measurement such as, for instance, natural 

mortality rates. Until recently, most modellers used empirical parameters when available 

and then, adjusted the remaining set until a satisfactory result was achieved. There are 

obvious problems with such approximations but one of the most important is the 

uncertainty as to whether a model's failings are due to inadequacies in its structure or to 

an inaccurate set of parameters. In order to deal with this problem, data assimilation and 

optimisation methods, borrowed from physical sciences (Parker, 1977; Wunsch, 1978), 

have started to be applied in ecological modelling in the last decade so as to fit model 

results to data, to better determine model parameters (Matear, 1995; Hurt and Armstrong, 
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1996 among others) as well as to merge information from empirical data with theoretical 

models. Both techniques rely on the availability of biological measurements, which are in 

itself a source of model limitation. Most measurements come from data taken on board 

oceanographic vessels, which are limited temporally and spatially. There are time series 

available from several sites such as Ocean Station Papa (Tabata and Weichselbaumer, 

1992) and the Hawaii Ocean Time-series (HOTS; Karl and Lucas, 1996) in the Pacific, or 

the Bermuda Atlantic Time Series (BATS; Michaels et al., 1994) in the Atlantic. There are 

also experiments which focus on a particular feature of the biogeochemical system, such 

the North Atlantic phytoplankton bloom, theme of the North Atlantic Bloom Experiment 

(NABE; see Ducklow and Harris, 1993). Another problem is the variables that need to be 

measured. Although variables such as chlorophyll, nitrate or ammonium and fluxes such 

as primary production have been sampled on a regular basis, other important ones such 

as zooplankton and bacterial biomass are more often than not missed. Very rarely size-

dependent variable sampling is carried out. The recent development of remote sensing 

techniques for ocean color (SeaWiFS- Sea-viewing Wide Field-of-view Sensor; see 

Hooker and Esaias, 1993) provide measures that allow to derive surface chlorophyll on a 

global rather than regional scale, which can be assimilated into ecological models. 

Data assimilation as well as optimisation techniques in biological models are starting to 

develop, as yet no consensus on what the best technique has been reached yet. The 

formalism can process eclectic data on food web structure and dynamics (standing 

stocks, flux rate measurements, physiological constrains, etc.) and generate estimates of 

the flows of several elements (for instance, carbon and nitrogen) simultaneously. The 

solution ensures internal consistency and allows for uncertainties and redundancies in 

the data (Vezina & Piatt, 1988). 

In this introduction we will give an overview of the most relevant work carried out up to 
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date. Basically, tlie work of Fasham and Evans (1995), Lawson et al. (1995, 1996), 

Matear (1995), Prunet etal. (1996), Spitz etal. (1998), Fennel et al. (2001), Sctiartau et 

al. (2001) and Valllno (2000). 

Fasham and Evans (1995) used a nonlinear optimisation technique (Powell's conjugate 

direction method) to fit a wide range of NABE data (see previous section). The model had 

seven compartments and 28 parameters. Their penalty function measured the misfit 

between model results and observations as well as determined the best parameter set 

leading to such fit. Different observations were given different weights in order to improve 

the fit but nevertheless, it was not possible to get a good fit to all data. 

Prunet etal. (1996) used a variational assimilation technique in a 1-D coupled physical-

biogeochemical model (described in section 1.4), in which surface chlorophyll, nitrate and 

sea surface temperature were used simultaneously. They found that assimilation of 

chlorophyll alone only partially constrained the model parameters. However, surface 

temperature was able to constrain vertical diffusion below the mixed layer while nitrate 

represented a strong constraint on the balance between vertical diffusion and particle 

sinking rate. 

The work of Lawson et al. (1995, 1996), Spitz et al. (1998), Fennel et al. (2001) and 

Schartau et al. (2001) applied an adjoint technique to the assimilation of data into an 

ecological model. Lawson et al. (1995) based their experiments on a simple predator-

prey model whereas a 5 compartment model (phytoplankton, zooplankton, nitrate, 

ammonium and detritus) was tried by Lawson et al. (1996). In both cases, twin 

experiments were used to test the efficiency of the model to recover parameters and 

model initial conditions. 

Twin experiments consist of model-generated observations that will be considered as the 
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'real world'. That is, they can be sampled sparsely, following the frequency of data 

collection usually taken in scientific cruises in order to get a known set of observations 

from this scenario to feed into the ecological model. This way, one has the certainty of 

using a data set consistent with the model, free of random and/or measurement errors 

and expressed in the same units as the model results. 

Lawson et al. (1996) found that the efficiency of their model was dependent on the 

frequency and type of data assimilated. Bi-weekly data gave better recoveries than 

monthly ones, whereas weekly data provided no significant improvement. When 

zooplankton information was available, in addition to phytoplankton data, the parameter 

recovery rate was improved, even when data were more widely spaced in time. The 

model ability to recover episodic events was dependent on the timing of the sampling 

relative to the event, rather than to the sampling frequency. 

The experiments of Spitz et al. (1998) focused on the fit of the Fasham et al. (1990) 

model to observations collected at the BATS site. They performed twin experiments, 

using simulated data matching type and frequency of BATS observations, to show the 

capability of the observations to estimate model parameters as well as the ecosystem 

annual cycle. They concluded that the model was not appropriate for the annual cycle of 

the BATS ecosystem as they assumed a constant nitrate concentration below the mixed 

layer when vertical profiles of nitrate observations at BATS show a linear variation with 

depth below 100m. 

The modelling studies carried out by Fennel et al. (2001) were based on a NPZD model. 

They calculated and analysed a posteriori errors for the estimated parameters by 

calculating the Hessian matrix. An optimisation technique was applied to nitrate and 

chlorophyll data collected at BATS and due to its poor performance concluded that the 
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features of the BATS ecosystem were unresolved in their model. 

Schartau et al. (2001) applied a NPZ model, as proposed by Evans and Parslow (1985), 

to the BATS site. Once again, twin experiments (with and without added noise) were 

performed. Model results showed that the model was not adequate for this site, either. 

A simulated annealing (SAN) technique was employed by Matear (1995) to fit three 

different ecosystem models (NPZ, NP plus micro and mesozooplankton and the 7 

compartment model of Fasham et ai, 1990) to data from Station P. The major 

advantages of this technique, versus any of the techniques discussed earlier, are its 

independence of the initial guess (which is randomly performed) and that they provide a 

globally optimised parameter set, whereas the previous techniques might be easily 

trapped in a local optimal solution (of which there could be more than one, depending on 

the initial guess chosen). He also calculated the Hessian matrix. Matear concluded that 

the simplest model successfully reproduced the observations and that additional data 

(such as ammonium and bacteria biomass) were required to justify the use of a more 

complicated model. 

A thorough study on data assimilation techniques applied to ecosystem models can be 

found in Vallino (2000). He used data assimilation to find the optimum set of parameter 

values that minimised differences between model output and observations. The model 

had 10 compartments: autotrophs, heterotrophs, dissolved inorganic nitrogen, dissolved 

labile organic carbon and nitrogen, dissolved refractory organic carbon and nitrogen, 

detrital carbon and nitrogen and bacteria. Data collected from marine mesocosms 

experiments were used as observations. A total of 12 different algorithms were tested, 4 

of them attempted to locate the global minimum (SAN, genetic algorithms (GA), quasi-

Newton methods and stochastic differential equations) and 8 algorithms only able to 
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determine local minima (Truncated Newton, several quasi-Newton, Levenberg-Marquardt 

and Powell's conjugate gradient). SAN located the minimum with the smallest penalty 

function but was computationally very expensive, while the remaining global techniques 

did rather poorly. Local optimisation routines such as Powell's, Levenberg-Marquardt and 

the adaptative Newton scheme did almost as well as SAN, but were computationally 

cheaper to run. 

1.6 About this work 

For the reasons explained in previous sections, the work presented in this thesis focuses 

on a size-dependent, 0-D and 1-D, biogeochemical model employed to study the pelagic 

ecosystem in the North Atlantic at 47° N 20°W. The ecological model consists of eight 

compartments (diatoms, non-diatoms, micro and mesozooplankton, nitrate, ammonium, 

silicate and detritus) and is thoroughly described in chapter 2. The application of an 

optimisation technique, based on Powell's algorithm (Press ef a/., 1992), is used to 

explore the model parameter space and to test the model ability to fit observational data, 

as is also presented in chapter 2. The observations set was obtained from measurements 

taken as part of the North Atlantic Bloom Experiment (NABE) at 47° N 20°W. They 

comprised total chlorophyll, diatoms biomass, meso and microzooplankton biomass, 

nitrate, ammonium, silicate as well as total primary production and were taken in 1989. 

Model calibration and fit to observations are also included in chapter 2. 

In chapter 3, a series of twin experiments are outlined. Such experiments were performed 

so as to explore the feasibility of using sparse observations to estimate model parameters 

and to reproduce the ecosystem annual cycle in the North Atlantic. A brief synopsis of all 

the experiments carried out is given, as well as the results obtained. 
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The uncertainty associated to the model parameter space is explored in chapter 4, 

looking at the analysis of the Hessian matrix as well as the sensitivity of the model to the 

time stepping technique used. 

After testing the ecological model and estimating its correspondent parameters, the 

model was embedded into a 1-D physical model (a simplified version of the Miami 

Isopycnic Co-ordinate Ocean Model), which is described in chapter 5. 

Chapter 6 looks at the different aspects inherent to the coupling process. It describes 0-D 

model adaptations necessary to obtain an accurate representation of the biogeochemical 

processes of interest. It also describes the one-dimensional coupled-model tuning and 

validation. The coupled model was tuned to the 1989 NABE observation set while model 

validation was carried out using an independent data set (only comprising total 

chlorophyll, nitrate, ammonium, silicate and particulate organic matter) obtained during 

autumn in 1996 at 47° N 20°W, as part of the German Joint Global Ocean Flux Study 

(JGOFS) phase. 

Chapter 7 investigates the biogeochemical intra and interannual variability of the one-

dimensional model, as a response to changing environmental conditions, over a nine-

year period (from 1988 until 1996) and describes methodological problems encountered. 

As the tuning of the one-dimensional model highlighted the inadequacy of some 

biological parameters, a sensitivity analysis, described in chapter 8, was performed. 

Finally, a summary of the main conclusions obtained in this study and suggested future 

work is given in chapter 9. 
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Chapter 2: The 0-D Ecosystem Model 

2.1 Introduction 

The ecosystem model used in this thesis is based on the model originally developed by 

Fasham, Ducklow and McKelvie (Fasham et al., 1990), hereafter referred to as FDM, 

initially built to model the annual plankton cycle within the upper ocean mixed layer at 

Station "S" near Bermuda. FDM model has been widely used in previous studies not only 

in Bermuda (Lawson et ai, 1996; Spall, 1997; Spitz et al., 1998) but also in the North 

Atlantic (Fasham and Evans, 1995; Spall, 1997; Fasham and Evans, 2000), in the Pacific 

at station P (Matear, 1995) and is one example of an ecological model incorporated into 

an ocean general circulation model (Fasham etai, 1993). 

2.2 The Model Description 

The model described here is more complex that FDM. It is a 0-D mixed-layer model, 

based on nitrogen and which includes size-dependence to describe the seasonal 

variation of the phytoplankton and zooplankton biomass, nutrient concentration as well as 

primary production in the open ocean. 

Eight compartments were defined in order to model the nitrogen cycling within the mixed 

layer: diatom (Pd) and non-diatom {Pnd) phytoplankton, mesozooplankton (Zm), 

microzooplankton (Zm/), nitrate (Nn), ammonium (Nr), silicate (S) and detritus (D) (see 

figure 2.1), Phytoplankton growth rate depends on photosynthetically available radiation 

(PAR) and nutrients. Microzooplankton grazes on non-diatom phytoplankton while 

mesozooplankton is assumed to graze on diatoms and microzooplankton . The distinction 

between ammonium and nitrate allows primary production to be partitioned into new 
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production (fuelled by nitrate) and regenerated production (fuelled by ammonium) 

(Dudgale and Goering, 1967).The model recycles nitrogen in the form of ammonium via 

zooplankton in addition to the recycling of phytoplankton losses. 

Eight Compartment Model 

n 
Nitrate Ammonium Silicate 

(Nn) (Nr) (S) 

Non diatoms 

(Pnd) 

T 
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Microzooplankton 

(Zml) 
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Figure 2.1: Schematic diagram of the ecological model 

Although heterotrophic bacteria can play an important role in nutrient remineralisation 

within the mixed layer as part of the microbial loop (Azam etal., 1983; Taylor and Joint, 

1990), they have not been explicitly modelled. Bacteria's role in terms of nutrient 

remineralisation has been indirectly modelled by a slow detrital sinking rate and a high 

detrital dissolution rate. 
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Horizontal advection and diffusion were ignored and the pelagic ecosystem consisted of 

an homogeneous mixed layer, where phytoplankton and zooplankton were assumed to 

be confined and homogeneously distributed, overlying a deeper abiotic layer (Steele, 

1974). The seasonal varying mixed-layer depth (MLD) is specified in advance based on 

data provided by the North Atlantic Bloom Experiment (NABE) for spring and summer as 

well as climatic mixed layer depths (Levitus 1982) for the rest of the year, to define its 

seasonal change as a function of time, and to force the model with an observed annual 

cycle. Depths were interpolated between given values, in order to obtain a datum 

corresponding to the varying time step of the model, using polynomial interpolation (Press 

etal., 1992). Therefore, ecosystem seasonality is driven by changes in mixed layer depth 

as well as changes in the incident photosynthetically available radiation. 

Following Evans and Parslow (1985) the effect of mixed layer changes on state variables 

was modelled by: 

^ = m [2.11 
at 

where M represents the mixed layer depth and h(t) is the temporal change of the mixed 

layer depth. They suggested that the effect of mixed layer changes is different on state 

variables describing motile and non-motile organisms. In the case of motile organisms 

like zooplankton, it is assumed that they are able to swim and maintain their position 

within the mixed layer depth so its volumetric concentration will decrease or increase with 

increasing or decreasing mixed layer depths. In the case of non-motile organisms, like 

phytoplankton, nutrients and detritus, their volumetric concentrations will decrease when 

a deepening in the mixed layer depth occurs while they will not change when the mixed 

layer depth shallows. 
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Evans and Parslow dealt with this asymmetry using h+(t) instead of h(t) in equations 

representing non-motile organisms, which is defined as: 

/7VU = I P , W [2.2] 

All the state variables in the model are expressed in mmol N m-3. In order to convert units 

between silicate (Si) and nitrogen (N) a constant N:Si Redfield ratio (Re) was used (see 

table 2.1 for symbols and units and table 2.2 for parameter values). 
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2.3 The Model Equations 

2.3.1 Non-diatoms 

The dynamics followed by non-diatoms are described by the following equation: 

^ [2.31 
Of M 

where the average daily phytoplankton specific growth rate, Gi 

represents microzooplankton grazing, jUi is the specific natural mortality rate, m is mixing 

velocity (0.1 m &^) and parameterizes processes that affect mixing of organisms across 

the pycnocline such as breaking internal waves, diurnal convective mixing, intermittent 

storm events and upwelling due to Ekman suction and h+(t) has been defined above (see 

table 2.2). 

Non-diatoms mortality rate has been modelled by a quadratic function which enhances 

phytoplankton losses with a rapid increase in biomass. It represents aggregation 

processes as modelled by Doney etal. (1996). 

Phytoplankton growth rate depends on photosynthetically available radiation (PAR), the 

relationship photosynthesis-irradiance as well as on the nature of nutrient limitation. Light 

and nutrient limitation are independent and their effect on non-diatoms cells growth is 

given by: 

= [2.4] 

where J(t,M) is the light limited growth rate at time t and depth M and Q(Nn, Nr) is the 

nutrient limitation factor. 
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J(t,M) is calculated based on the method described by Evans and Parslow (1985) who 

assumed that the time spent by a particular cell at a given depth is long compared to the 

photosynthesis reaction time, but short compared to the cell division time. This 

assumption allows to calculate the total daily growth rate by integrating the PAR over the 

length of the day and the depth of the mixed layer depth: 

p T M 
J(t,M) = ^jjF[IJt)e-'-Idzdt [2,5] 

where 2Tis the day length, Fis a function describing the photosynthesis-irradiance curve 

depending on the maximum photosynthetic or growth rate {Pmax) and the initial slope of 

the P-l curve (a), lo is the PAR at the surface and Kd is the light attenuation coefficient 

which varies with depth according to: 

+ [2.6] 

in which Kv represents the light attenuation coefficient due to water (0.04 m ̂ ), Kp is the 

light attenuation coefficient due to phytoplankton and Pd and Pnd are diatom and non-

diatom phytoplankton, respectively. 

Although in this work we have opted for Beer's law (equation 2.5) to model the 

attenuation of light with depth, there are other model approaches that could have been 

adopted. Taylor et al. (1991) used a double exponential to differentiate between red and 

blue wavelenghts, as the former are rapidly absorbed in the upper 10 m of the ocean 

whereas the latter are absorbed more slowly. A more complex approach was that of 

Anderson (1993) who developed a complex spectral model divided into a large number of 

wavebands. However, this work uses the approach taken by Fasham et al. (1990) as it 

has provided good results in numerous ecosystem models. 
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lo is calculated as follows: 

= / / 1 - 0 . 7 C ; 7 - q [2.7] 

where C represents the cloudiness as a constant fraction (0.75), T is transmittance (0.75) 

at the surface, q is the fraction of PAR respect to the total irradiance (0.5) and k is the 

irradiance coming onto the surface of the ocean (Brock, 1981; Peixoto & Ooit, 1992): 

/g = J S[cos <5 cos 0 cosf sunset J + sin 5 s/n o ] = s[cos 5 cos O sin( sunset) +sin 5 sin ^sunset] 

[2% 

where S (884 ly) is the solar constant, S is the declination, which in the northern 

hemisphere is given by: 

<5 = -0.409 cosy [2.9] 

where i}/ is the date expressed as an angle in radians {271 *day /365) and sunset is the 

total amount of daylight calculated as: 

sunset= 2T = — arccos[- tan(^)tan(0)] [2.10] 
2n 

where 0 is latitude in radians (degrees of latitude * 27i/360). 

The nutrient limitation is described by using Q(Nn, Nr), a dimensionless factor that was 

modelled following a Michaelis-Menten approximation. The inhibiting effect of ammonium 

on nitrate uptake must be considered as pointed out by Dortch (1990). Phytoplankton will 

preferentially take up ammonium instead of nitrate, when the first is present in significant 

concentrations and it has been parameterized as suggested by Wroblewski (1977). 

AT,) = Q , ATJ + & (jV,, AT J = ^ [2.11] 
^ ATz + AT, 
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where y/i is a constant representing the inhibition of nitrate uptake by ammonium and Ki 

and K2 are the half-saturation constants for nitrate and ammonium uptake, respectively. 

The inhibiting effect of ammonium is strongly dependent on y/r and this parameter should 

never be zero. However, it is worth noting that the optimisation technique used in section 

2.5 constrains parameters between a lower and an upper limit. In this case, y/i lower limit 

was set to zero but its optimised and initial values are never less than 3.35 (mmol m-̂ ) ̂  

as shown in tables 2.2 and 2.3. The same reasoning applies to ^ in equation 2.14. 

2.3.2. Diatoms 

Diatoms are subjected to the same dynamics followed by non-diatom phytoplankton. The 

differences between them is found in terms of parameters, sinking rate and nutrient 

limitation as the importance of silicate, as a new nutrient to be modelled, has to be 

considered: 

^ = [2.121 
at M 

For this reason, one more term must be added to the equation describing nutrient 

limitation, which will read as follows: 

= [2.13] 

f M A/, 

1^3 + ^4 + K s + S 

PM4] 

where Ks is the half saturation constant for silicate uptake. 

An alternative, and possibly better, nutrient limitation on diatoms could also have been 

modelled according to Liebig's law of the minimum which states that the total yield of 
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biomass of any organism will be determined by the nutrient present in the lowest 

(minimum) concentration. However, we decided to follow the approach taken by Droop 

(1973) and model nutrient limitation in terms of the multiplicative law (equation 2.14). 

The effects of seasonal changes in the mixed layer depth were modelled as usual plus an 

extra sinking term for diatoms, according to the following equation (Pondaven, pers. 

com.): 

= [215] 
i + A j 

where Smax is the maximum sinking rate, so the rate of phytoplankton sinking accelerates 

as nutrients are depleted. 

2.3.3 Microzooplankton 

Microzooplankton dynamics vary according to the following equation: 

% = 13,G, - v , Z „ , - l / i - G , - h ( t ) ^ 12.16] 
dt M 

where Pi represents the assimilation efficiency on non-diatoms, G? is the specific 

ingestion rate of microzooplankton grazing on non-diatoms, v ; is the fraction of 

microzooplankton excretion that contributes to ammonium, Q is mortality and Gs is 

mesozooplankton grazing on microzooplankton. 

G?was parameterized as a Michaelis-Menten equation: 

G , = g , Z ^ ~ ^ [2.17] 
"6 + "nd 
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where gi represents the microzooplankton maximum grazing rate and Ke is the half-

saturation constant for grazing. 

The first term of equation 2.16 represents the assimilation efficiency of microzooplankton 

and its contribution to detritus. The second term is the contribution to the ammonium 

pool. The third term is derived from a quadratic function and represents microzooplankton 

mortality. The fourth term is microzooplankton grazing by mesozooplankton and the last 

term reflects the effects of seasonal changes in the mixed layer depth. 

2.3.4 Mesozooplankton 

The dynamic variation in mesozooplankton abundance is described in the same way than 

microzooplankton. The differences between them both are due to the multiple sources of 

food that mesozooplankton can take; 

ftfS, +G3 - S , Z l ~ h ( t ) ^ [2.18] 
at M 

The mesozooplankton growth rate (Gi) depends not only on diatoms but also on 

microzooplankton and it was modelled by using a non-linear switching function (Fasham 

ef a/., 1990) according to the equation: 

G, = S , P , Z „ — I — [2.19] 
KjF+F^ 

where /= Pd, Zm/corresponds to indexes i=2,3 respectively: g2 represents the maximum 

grazing rate, K7 is the grazing half-saturation constant, F and F? are a measure of total 

food and p, is the preference either for diatoms or microzooplankton. 

[2.20] 
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P 3 = l - f 2 [2.21] 

+ [2.22] 

The terms representing excretion, contribution to the ammonium pool, mortality and 

sinking are similar to the ones described in section 2.3.3 for microzooplankton. 

2.3.5 Nitrate 

The nitrate equation is: 

^ = -J(t,M)lQ,(N.,N,)P^ + 0 „ ( K I „ A n ( S J P j + (N, - / V „ 

[2.23] 

where the first term on the right hand side of the equation represents the uptake by 

phytoplankton and the second term represents the diffusive mixing of nitrate across the 

thermocline, No being the nitrate concentration below the mixed layer which was linearly 

modelled (Steele and Henderson, 1993) as: 

No - n̂surf + ^ngrad^ [2.24] 

where Nn w represents the sub-surface nitrate concentration and Nn grad is the vertical 

nitrate gradient (units are mmol N m-^; see table 2.1). 
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2.3.6 Ammonium 

The ammonium concentration in the model evolves according to: 

= -J(l,MiQM,N,)P„+Q,JN„N,)Q,(S)P,]+ (v, +ei,Z„)Z^, + (v,+e^,ZJZ, 
dt 

m + 

+ g o - / v . 
M 

[2.25] 

where the first term refers to uptake by phytoplankton. The second and third terms are 

due zooplankton excretion and mortality where the term e gives the fraction of 

zooplankton mortality that is recycled to ammonium within the mixed layer. The 

remainder is exported directly from the mixed layer. The fourth term represents detritus 

contribution being <5 its breakdown rate. 

2.3.7 Silicate 

The silicate concentration is similar to ttie nitrate equation; 

d s _ J(t,M)a,(S)[Q,JN„N,) + 0,JN„N,)]p, , 
We M '2.26] 

where Re represents the Redfield ratio (N:Si) and So is the silicate concentration below 

the thermocline which varies according to equation 2.24 but depending on Ssurt and Sgrad, 

the sub-surface silicate concentration and the vertical silicate gradient (units are mmol S 

m-4; see table 2.1), respectively. 
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2.3.8 Detritus 

The detritus equation is given by: 

— - +1^2^! + 0 ~ A + f1 - ^2XGg +Gs)-S^D - D- -
dt M 

[2.27] 

where the first two terms represent the contribution of dead phytoplankton to the detritus 

pool, the third and fourth terms represent the egestion of fecal pellets due to micro and 

mesozooplankton grazing, 5] is the breakdown of detritus (remineralisation) and Vis the 

detritus sinking rate. 
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2.4 The Observations 

In 1989, the Joint Global Ocean Flux Study (JGOFS) conducted several cruises to study 

the phytoplankton bloom above 47° N in the North Atlantic, which constituted the so called 

North Atlantic Bloom Experiment (NABE) (Ducklow and Harris, 1993). The ecosystem 

model considered in this study was fit to NABE data due to the fact that this location 

(47° N 20° W) has been the site of intensive oceanographic and biological studies so an 

important background of data is available for this area. Different field measurements 

collected over 1989 on British cruises DI182, DI183, DI184, American cruises Atlantis II 

119/4 and 119/5, German cruise Meteor 10/2 and Dutch Cruise Tyro were assimilated as 

observations into the model. The dates in which these cruises occurred as well as the 

data used in the model can be seen below and the data they provided are also shown in 

figure 2.2. In order to get modelled chlorophyll values to be compared with the 

observations, a constant 1.05 chlorophyll/nitrogen ratio was used. 

Dates of cruises whose data have been used in this study collected at 47°N 20°W during 1989. 

Cruise Starting date Finisiiing date 

Atlantis I1119/4 24/04/89 09/05/89 

Atlantis 111 19/5 18/05/89 31/05/89 

Discovery 182 08/05/89 08/06/89 

Discovery 183 10/06/89 12/07/89 

Discovery 184 14/07/89 14/08/89 

Meteor 10/2 02/05/89 13/06/89 

Tyro 22/08/89 25/08/89 
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Most measurements were taken on American cruises Atlantis I/I I and German Meteor 

covering the spring bloom period. Other measurements were taken on British cruises 

Discovery 182/183 and 184 and also on Dutch Tyro later in the year (from July until 

August). Some variables were covered better than others. There are many observations 

available for diatoms, nitrate, silicate, chlorophyll and primary production. 

Microzooplankton observations were few and collected over four different cruises. 

Mesozooplankton data were only provided by German cruise Meteor but there is high 

variability within the data set. Ammonium observations were also scarce and data 

obtained from cruise Tyro are highly variable and inconsistent with Atlantis data. 

To provide data comparison with the model, all values obtained for a given day were 

averaged within the mixed layer. Data have been converted to units of mmol N m-̂  (or 

mmol N m-3 d-i for primary production) using standard conversion constants (Fasham and 

Evans, 1995). 

During the spring bloom nitrate and silicate concentrations declined rapidly due to 

phytoplankton uptake. Nitrate declines from 7 mmol N m ̂  to less than 0.2 mmol N m-s. 

On the other hand, silicate declines from over 2 mmol m-̂  to less than 0.1 mmol m-3 

(before nitrate does) parallel to an increase in diatoms from ca. 0.5 mmol N m-3 to a 

maximum value just over 2 mmol N m ̂  (figure 2.2a). The increase in diatom biomass is 

also noticeable in the chlorophyll observations, reaching 2.5 mg chl m-3 (figure 2.2h). 

Diatoms start to decline as silicate is depleted. 

Nitrate decline starts at the same time than silicate but it is not consumed as quickly 

(figures 2.2b and 2.2c). Nitrate is being removed from the water column after the diatom 

bloom has finished (presumably due to the development of non-diatom phytoplankton), 

being nearly depleted by Julian day 150. Chlorophyll data show the occurrence of a 
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second bloom (presumably a non-diatom bloom), after the diatom one, reaching 

chlorophyll values of ca. 3 mg chl m-3. Microzooplankton data show an increase in their 

biomass from Julian day 130, reaching a maximum (over 0.8 mmol N m-̂ ) on Julian day 

150, shortly after the second chlorophyll peak occurred (figure 2.2e). Unfortunately, 

nothing can be said regarding mesozooplankton biomass and diatoms as 

mesozooplankton observations are highly variable (figure 2.2f). 

Sieracki et al. (1993) studied the nutrient availability and physical conditions during the 

onset of the spring bloom and they concluded that the rapidly silicate depletion that 

occurred before nitrate depletion coincided with a shift in dominant phytoplankton from 

diatoms to small flagellates. 

In terms of primary production, intercalibration exercises were carried out among Atlantis 

II, Meteor and Discovery 182. Possible Zinc contamination was detected on 

measurements coming from British and German cruises and, for this reason, only Atlantis 

data were used for the April-May period. Primary production observations show the same 

pattern than chlorophyll data (figures 2.2g and 2.2h) and Lochte et al. (1993) suggested 

that the first bloom was dominated by diatoms while other phytoplankton groups were 

more important primary producers when silicate was depleted. According to Lochte et al. 

(1993), the decline in chlorophyll is partly due to seasonal development but also might 

have been influenced by the existence of cyclonic eddies in the area at the time that this 

study took place (Robinson etal., 1993). 

For the rest of the sampling period (July and August), nitrate and silicate concentrations 

remained below 0.5 mmol m-3. Chlorophyll data for this period shown concentrations up 

to 1 mg m-3 whereas primary production was less than 0.4 mmol m-3 d-i. 

Page 34 



Chapter 2: The Ecosystem Model 

Diatoms Silicate 
2,5 

E 1.5 
z 

i 1 
E 

a 

• o 

f o 
. J f P o 

* 
<% 

: ; 

100 125 150 175 200 225 250 

Nitrate 

7 E ® 

E4 o 

2 

1 

c 

\ % 
^ . . . 

: ^ % : X ^ 4A : ^ 
100 125 150 175 200 225 250 

Microzooplankton 

E 0.6 

o 
E 0.4 
E 

0.2 

* 
e 

# -

* * . ; "Si ' 

4 
A 

AA 
100 125 150 175 200 225 250 

Total Primary Production 

7 ^ 0.6 

I 0.4 

0^ 

* 

9 

*.* * : 
* • 

: # . . . 
* * 

'<x 

' 

100 125 150 175 200 225 250 

Julian Day 

2.5 

E 1̂  

o 
E 1 

0.5 

0 
100 

%: 
b 

4k -
* : 

* ; 

. : . . . . 

:# A : 

* 

125 150 175 200 

Ammonium 

225 250 

0.9 

0.8 

0.7 

7 0.6 
F 

z O.b 

o 0.4 
fc 

0.4 

b 0.3 

0.2 

0.1 

0 

d 

+ 

. 

100 125 150 175 200 225 250 

0.5 

E 0.3 

0 
1 0.2 

IVIesozooplankton 

; f 

; " ; 

o ' 8 

0 »o _ 

/ ! 
100 125 150 175 200 225 250 

3.5 

3 

2.5 

'E ^ 

1 

0.5 

0 

Total Chlorophyll 
h 

, . . .P.. *. 

* : t 

100 125 150 175 200 

Julian Day 
225 250 

* atlantb + di182 

0 meteor dl183 
tyro A dl184 

Figure 2.2: Obseivations available from NABE cruises during 1989. 
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2.5 The Optimisation Module 

The traditional approach to parameterising an ecosystem model is to take parameter 

values from relevant studies from the literature, when available, and then adjust the rest 

of the parameters until a good agreement between the model and the observations set is 

achieved. Although it can seem rather simple, there are, at least, three major drawbacks 

to this approach. First, it is often difficult to find a good fit when a large set of parameters 

is involved and many parameters like, for instance, natural mortality rates are almost 

impossible to measure accurately. Second, when a model does not fit the data it is rarely 

clear whether it is the model's structure or the parameter values that are at fault. The third 

is that literature studies rarely yield unambiguous values for model parameters (Hurtt and 

Armstrong, 1996). Those problems have been approached here by using an optimisation 

technique to determine model parameters from the data. The optimisation provides a set 

of objective ecosystem model parameters that is most consistent with the available 

information. 

The use of non-linear optimisation techniques have proven to be successful in fitting 

ecosystem models to observations at different locations like station P (Matear, 1995), the 

North Atlantic (Fasham and Evans, 1995) and Bermuda (Hurtt and Armstrong, 1996) 

when modelling the seasonal cycle of plankton dynamics. 

Following Fasham and Evans (1995), hereafter referred to as FE95, we have used a 

conjugate direction-set algorithm based on Powell's method (Press et a/., 1992) to 

deduce unknown parameters from a set of observations (NABE) and the ecosystem 

model described above (sections 2.3 and 2.4). 
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The present work differs from FE95 in the model complexity. FE95 used a model with no 

size-dependency but especifically modelled the microbial loop by including bacteria and 

dissolved organic nitrogen. This study does not explicitly model the microbial loop, but 

focuses on the role played by different phytoplankton and zooplankton groups. Our model 

also involves a larger number of parameters and increases the difficulties in finding a 

good estimate of the best model solution in terms of good fit to the real observations and 

also realistic parameter estimation. 

Although the method has been extensively described in Evans (1999), I will explain its 

basic features. 

The basic idea of the method is to choose a set of conjugate set of directions or 'non-

interfering' directions such that a minimisation conducted along one search direction, ui, 

does not corrupt a minimisation conducted along a previous search direction, U2. The 

method takes vectors uu U2,..., Un as a set of directions and moves along the first 

direction to its minimum, then from this point, it moves along the second direction to its 

minimum and so on until the cost function stops decreasing (Press etai, 1992). One of 

the advantages of this method is that the choice of directions does not require the explicit 

computation of the cost function's gradient and so it is a computationally cheap 

technique. On the other hand, an important shortcoming of this method is that the 

previous procedure will minimise a quadratic cost function but it might not find the global 

minimum, but a local one, for cost functions that are not of non-quadratic form. 

The total misfit measure or cost function (ssq) is defined as the misfit due to observations 

(ssqo) and parameters {ssqp): 

ssq = ssq^ + ssq [2.28] 
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The observations misfit is defined as: 

issq, = M/j [2.29] 
/=1 y=1 

where Wj has units r ' and represents the relative data quality or the weight that each 

observation carries, Xobs and Xpred are the observed and model predicted values, 

respectively over all the observation times t and all observed variables n. Equation 2.29 

assumes that variance increases as the square root of the actual value and represents a 

compromise between constant absolute and constant relative error (see Fasham and 

Evans, 1995). 

Each observation type {Xobs) corresponds to a modelled state variable and the 

optimisation will perform better when a greater number of observations are available. It is 

important to notice that not every state variable of the model can be directly compared 

with observational data and, in some cases, a conversion between units is needed, like 

for instance, when comparing phytoplankton nitrogen based biomass to chlorophyll. 

The parameters misfit depends on our knowledge of the parameter set (p) as it is 

constrained by an upper (U) and lower (L) parameter bound limit, a suggested or target 

value (T) and by the parameter estimated variance {v) according to: 

/=1 k=\ 

T-p 

p-T 

Wi,ifL<p<T 

2 

W^ifT<p<U 

where 1/14 is dimensionless and represents: 

[2.30] 

Equation (2.30) represents the a priori knowledge of the system (parameter space) and 

ensures that the model output will be achieved under realistic and credible ecological 
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conditions, for example, by not allowing parameters, such as mortality rates, being 

negative. A target value (7) would be chosen when there is no good constraint by data 

but it would be ignored if the data strongly suggest a different value. 

We have chosen a value of Wk= 0.1 (v = 10) for most parameters or H4 = 0.03 (v = 30) 

for those parameters for which little a pr/or/information was available. 

The contribution to the total misfit varies depending on the parameter weight Wk so that if 

it is small (v is large), ssqp will also be small and the majority of the misfit would come 

from data rather than from parameters. 

In order to ensure a repeatable cycle, the model runs for two years and prints out the 

simulation for the third year. The optimisation technique returns the values of the 

optimized parameters that minimize the difference between real and model data only for 

the third year. 

It is important to mention that the optimized solution is not expected to be perfect due to 

both errors in the data and inadequacies of the model. The residuals can be used to 

assess a particular solution or to compare different solutions for the same data set. On 

the other hand, the contribution of the observations to the solution varies according to the 

weight each observation carries. These weights can vary from almost zero to any upper 

limit we choose, in this particular case, from five to 600. The solution will be less sensitive 

to observations with low or mid-range weights than to those with weights closer to the 

upper value and different solutions would arise from imposing different weights on the 

data. This method generates a possible solution which is not necessarily the "true" one. 

The non-uniqueness of the solution is a consequence of the lack of information on 

ecosystem dynamics in the ocean and these methods are a valuable tool to explore a 

number of different solutions compatible with the data. 
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2.6 Calibrating the model 

2.6.1 Initial Parameters 

The ecosystem mode! was first run (without being optimised) using an initial set of 

parameters {P1) and also NABE observations. P1 (see table 2.2) was obtained through a 

preliminary optimisation of the model to a reduced (no mesozooplankton) data set of 

observations provided by M. J. R. Fasham (pers. com.). The NABE observations, which 

provided data for diatoms, silicate, nitrate, ammonium, micro and mesozooplankton, total 

chlorophyll and total primary production, were given different weights comprising a range 

of values from one to ten (see table 2.4). Fasham et al. (1999) showed that model 

solutions for variables with good data coverage (such as nutrients) were little affected by 

the choice of weight values, whereas the solutions for data poor variables (zooplankton 

biomass) were more variable. The choice of weights reflects our assessment that 

biomass observations were more reliable than flux observations (therefore the former 

were given higher weights than the latter) and that it was more important to obtain a good 

fit to the former. 

This scenario gave a solution that was unstable over the years. In order to get a better 

parameter set, the model was run and optimised to the NABE observations, using P1 as 

initial constraint, and a new parameter set, called P2, was obtained. 

When the ecosystem model was rerun (without optimising), using P2as the new initial set 

of parameters, the model provided a repeatable seasonal cycle after running for two 

years (see figure 2.3 for schematic diagram). 

The main parameter changes are observed in both phytoplankton groups when P1 and 

P2 are compared. Non-diatoms are five times less efficient taking ammonium, the initial 
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slope of the P-l curve is reduced by 40% and so is their mortality rate (23%). Diatoms 

increase their efficiency taking nitrate and silicate by reducing both half-saturation 

constants by 50%. Their maximum sinking rate increases dramatically (more than 200%) 

and, by contrast, there is a reduction in their mortality rate by 79%. 

Regarding micro and mesozooplankton, a reduction in 44% and 70% in their excretion 

rates was observed. Microzooplankton also graze more efficiently when using P2 as 

initial parameters, which is shown by a 20% reduction in the ingestion half-saturation 

constant, KB. Mesozooplankton is less efficient assimilating food and show less 

preference for diatoms when P2 is used as the initial parameter set. 

So, hereafter when the text refers to the model initial parameters, it should be understood 

that such set is P2. 
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2.6.2 Observations 

In order to obtain the best fit to the NABE data, several runs, in which optimisation was 

also performed, were carried out. In all cases, the model was run for two years, with P2 

as initial parameters, and the third year data set was studied. 

Different runs were performed in which, by trial and error, different weights were given to 

the NABE observations. Fasham and Evans (1995) observed that the choice of some 

target values can affect the optimisation and the solutions obtained. Fort this reason, 

several target values were also tested. 

It was observed that the fit to primary production data improved when several target 

values regarding phytoplankton and mesozooplankton were changed: phytoplankton 

maximum growth rates {Pmaxi and Pmax2) were set to 3, diatoms half-saturation 

constant for silicate uptake (Ks) was set to 0.13 and mesozooplankton grazing half 

saturation constant (gk) to 0.05. 

The best performance was obtained when using the target values mentioned above as 

well as a range of weights (for the different variables available as observations) varying 

from five (assigned to ammonium and silicate) to 250 (assigned to primary production) for 

all the different variables except for total chlorophyll, which was given a weight of 50 for 

most part of the year and weights of 500 (between Julian days 128 to 130) and 600 (for 

Julian days 144 and 145) (see table 2.4). The variable weights provide a better fit to 

chlorophyll as well as to primary production. When chlorophyll weights were all set up to 

50, the model performance was very similar but with varying weights (50, 500 and 600) a 

higher chlorophyll concentration (as well as a better fit to the double peak) and diatom 

biomass during the spring bloom are obtained. 
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2.7 The standard run 

The standard run represents the best model fit to the real observations and it was 

obtained within the following scenario: the model is fed with an initial set of parameters, 

P2, and NABE data as observations. The weights given to the observations are between 

five and 250, with the exception of chlorophyll which uses a variable weighting scheme as 

described in section 2.6.2. Then, the model is run for two years and the third year data 

set provides the best model solution (solution 1) and the best estimated set of parameters 

(P3) that minimized the differences between model and real observations after optimising 

the initial parameters (see figure 2.3 and table 2.3 for parameter details). 

Parameters (P I ) 

NABE observations 
(weights between 1 and 10) 

Ecosystem model 
(Optimisation) 

Twin Experiments 

^ New Parameters (P2) 

Optimisation 

A 

standard run 

NABE observations 

(weights between 5 and 250; 
variablB chl weiglKs) 

(wWy r#ab Kid 
concenlraBon* 

Best parameter set 
and gradients) (P3: Solutlonl) 

Figure 2.3: Schematic diagram of the standard run. 
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2.7.1 General Dynamics 

The simulated results for all the state variables as well as total chlorophyll and primary 

production are shown in figure 2.4. 

Reduced vertical mixing and increased irradiance allow diatoms to grow rather quickly as 

there is no nutrient limitation, diatoms are more efficient assimilating nitrate than non-

diatoms {Ks smaller than Ki), are also better suited to low light ( % greater than ai) and 

have fastest intrinsic growth rates {Pmax2 greater than Pmaxi). As result of the favorable 

conditions, as observed in most temperate and warm seasonally-stratified environments, 

diatoms are the first phytoplankton community to bloom in the water column, sustained by 

winter concentrations of silicate, nitrate and also ammonium. The response of diatoms to 

higher silicate availability provides enough food for mesozooplankton to grow and reach 

their maximum biomass (0.68 mmol N m-3) in Julian day 125 (figure 2.5c). A late diatom 

bloom occurs in autumn (0.63 mmol N rrr^) caused by the onset of vertical mixing which 

brings silicate into the mixed layer and which also drives to slightly higher 

mesozooplankton biomass. Diatom decline is due to mesozooplankton grazing pressure 

and lack of silicate. Furthermore, non-diatom phytoplankton develops as diatoms decline 

and its growth is sustained by nitrate and ammonium originating from zooplanktonic 

metabolic activities. 

Regarding non-diatoms, apart from the spring bloom, there are also three very small 

blooms taking place. As explained above, the result of better light conditions and a 

shallower mixed layer generate a small bloom (0.65 mmol N m-3) based on ammonium 

(as non-diatoms are more efficient assimilating ammonium than diatoms), around Julian 

day 100 (figure 2.5e). Immediately afterwards, when diatoms start to decay after silicate 

has been consumed, and due to the availability of nitrate and ammonium, the spring 
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bloom takes place (reaching 2.23 mmol N m-3) until all nitrogen is depleted. Later in the 

year, around Julian day 215, ammonium is still available in low concentration and nitrate 

is brought into the mixed layer by physical mixing so a third small bloom occurs (0.76 

mmol N m-3) after which non-diatom biomass decreases and remains fairly low until they 

bloom again, around Julian day 313, reaching a value of only 0.50 mmol N rrr^as light 

conditions worsen and irradiance decreases. The increases of both phytoplankton groups 

are soon halted by the growth of herbivorous zooplankton. Microzooplankton responds to 

variability in non-diatom biomass blooming twice in a very short period of time (seven 

days) during spring, reaching a biomass of 0.44 and 0.42 mmol N m-3, respectively and 

blooming again at the end of summer (figure 2.5e). The low microzooplankton biomass 

as response to the main non-diatom spring bloom is caused by high natural mortality and 

also grazing exerted by mesozooplankton which prevents microzooplankton reaching 

higher values. By contrast, mesozooplankton first peak in spring is due to 

microzooplankton abundance while the second peak is due to a combination of both, 

diatom and microzooplankton abundances. 

Detritus and ammonium are also affected by the zooplankton response to changes (figure 

2.4). The main two peaks in terms of detritus are explained by the higher zooplankton 

biomass in spring. The first peak (Julian day 125) is mainly due to microzooplankton and 

to a lesser extent to mesozooplankton and also diatoms. The second peak (Julian day 

150) is mainly due to microzooplankton with little contribution from non-diatoms. The 

increase in detritus concentration later in the year could be mainly explained in terms of 

microzooplankton. Regarding ammonium, high values are observed before the spring 

bloom due to regeneration processes involving mesozooplankton excretion and detritus 

breakdown processes, the latter being the most important one at this stage. Once the 

spring bloom takes place, excretion from mesozooplankton becomes the most relevant 
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contribution to this pool although there is also contribution from microzooplankton. 

Ammonium concentration decays from Julian day 125 until the end of the spring bloom as 

it is consumed by phytoplankton. Its replenishment after Julian day 150 is due to detritus 

breakdown processes. 

The seasonal variation in total primary production (TPP) shows two maxima in spring, the 

fist one mainly due to diatoms (around Julian day 125) and the second one due to non-

diatoms (around Julian day 150) which reach a value of ca. 0.60 mmol N m-̂  (figure 2.5f). 

The model estimates an annual TPP of 0.71 mol N m-2y-i of which 0.41 mol N m^ y-i are 

due to regenerated production (RP) and 0.30 mol N rrf to new production (NP). In 

terms of phytoplankton group, non-diatoms account for 54% of the total NP and 71% of 

the total RP while diatoms are responsible of 46% and 29%, respectively. 

The estimated annual f ratio (defined as the ratio of new to total primary production) was 

0.42 (figure 2.5d). It declined from a winter value over 0.6 to a minimum of ca. 0.1 around 

Julian day 150, after which it increases again due to a deepening mixed layer depth 

bringing nitrate upwards as a result of mixing. The annual f ratios for diatoms and non-

diatoms given by the model were 0.54 and 0.35, respectively. 

Total chlorophyll, which reflects changes in phytoplankton biomass, starts to increase 

gradually from late winter until the first bloom occurs around Julian day 125 (reaching 

over 2 mg chl m^) due to diatom development (figure 2.4). Afterwards, chlorophyll 

concentration starts to decline for a short period but due to the presence of non-diatoms, 

a second bloom occurs around Julian day 150, reaching over 2.50 mg chl rrr^. From that 

time onwards, chlorophyll steadily declines until Julian day 200 when small blooms 

succeed until the onset of winter where chlorophyll concentration remains below 0.50 mg 

chl m-3. 
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2.7.2 Fitting the observations 

The comparison between simulated state variables and observations is shown in figure 

2.6 as well as the corresponding correlation coefficients (r) and the number of 

observations considered (n). Nitrate and silicate are the best fitted observations {rmate = 

0.96, nnitrate = 47; rsiiicate = 0.92, nsiiicate = 39). This is likely due to the large number of 

observations available which define the decline in nutrients very well. By contrast, 

ammonium is poorly estimated by the model (rammonium = -0.66, nammonium = 13) which can 

be explained by several reasons. First, ammonium real data come from two different 

cruises which estimated very different concentrations, nevertheless, no attempt was 

made to weight them by relative data quality. Second, ammonium observations carry 

smaller weights than nitrate and silicate so there will be little ammonium contribution to 

the misfit. Although several trials were initially performed, in which ammonium 

observations were weighted higher, and the model achieved a slightly better fit to this 

nutrient, the fit to nitrate was poorer. Bearing this fact in mind, and also the high variability 

within the ammonium data set (as data provided by cruise Tyro are up to four times 

higher than data collected on board Atlantis), it was decided to give low weights to 

ammonium observations in order to get a better fit to other nutrients (nitrate and silicate) 

better constraint by the observations. 

The initial spring increase in diatoms is also modelled very well (rdiatoms = 0.84, ndiatoms = 

37) although their maximum biomass is underestimated. The model also predicts only 

half observed value of the microzooplankton biomass peak when compared to NABE 

observations (rmicrozoo = 0.65, nmwzoo = 17). By contrast, mesozooplankton biomass is 

overestimated in spring (rmesozoo = 0.32, nmesozoo = 29), reaching its maximum biomass at 

the same time as diatoms and showing no time-lag response due to their ability to prey 

on microzooplankton, which is already present when diatoms start to develop. 
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Fasham and Evans (1995) could not reproduce the double phytoplankton peak observed 

in the NABE data. They pointed out that it could be due to the simplicity of their model as 

FDM had only one class of phytoplankton. Recently, Evans (1999) presented an 

improved FDM model which still included only one phytoplankton compartment. Evan's 

model also failed to reproduce the double phytoplankton peak and he suggested that 

"NABE observations could have been taken in a different water mass" to explain this. 

However, Fasham and Evans (2000) reproduced the double phytoplankton peak, when 

using a model with diatoms but only one zooplankton group, although their model 

underestimated peak values. Our model accurately predicts the double chlorophyll peak 

(rtotai chlorophyll = 0.86, ntotai chlorophyll = 49), not Only In terms of time of the year but also in 

magnitude, showing that their suspicion about the need of a more complex model with 

zooplankton also split into two different classes was right. 

The annual total and new primary production estimated by the model (0.71 and 0.30 mol 

N m-2 y-1, respectively) are in good agreement with primary production estimates from 

Berger (1989) of 0.44-0.75 mol N m-2 y i (being ripp = 0.80, njpp = 28). Martin et al. 

(1993) estimated an average PP value for the top 35 meters of the water column of 0.37 

mmol N m-3 d'̂  between Julian days 114 and 152, the corresponding model estimates for 

this period being 0.41 mmol N m-3 d ' l 

Model values for total annual PP, NP and f ratio are also lower than model estimates from 

Fasham and Evans (1995) who obtained values of 1.54, 0.82 mol N and 0.53, 

respectively. 

In terms of phytoplankton growth rates, Verity et al. (1993) empirically calculated an 

average value of 0.69+0.20 using the dilution method, between Julian days 138 and 

149, and a growth rate, calculated by dividing PP by phytoplankton biomass, of 
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0.26±0.10 d-i. Fasham and Evans (1995,2000) obtained an averaged modelled rate over 

this period of 0.26±0.10 d-i and 0.38+0.01 d-\ respectively, whereas our model gives a 

value of 0.20±0.04 The growth rate for diatoms and non-diatoms was 0.04+0.01 d ̂  

and 0.24+0.07 d-\ respectively (figure 2.5b). 

Nitrate, Silicate & Mixed layer depth Phytoplankton growth rates 

Nitrate 150 D. 

300 2 

SiHcale 

-Nondiatcims 

Diatoms 

0 25 50 75 100125150175200225250275300325350 

Diatoms versus mesozoopiankton 

0 25 50 75 100125150175200225250275300325350 

f ratio 

i ' 
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B Oa 
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Non-diatoms versus microzooplankton 
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Julian Day 
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Figure 2.5: Seasonal variability of nutrients and mixed layer depth (a), phytoplankton and zooplankton (c, e), total and 

size-fractionated phytoplankton growth rates (b), f ratio (d) and primary production (f). Plots b, d and f show total 

phytoplankton in green color, diatoms in light blue and non diatoms in magenta. 
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2.8 Summary of key points 

• Parameter optimisation of an ecosystem model provides a direct technique for 

determining model parameters in a way that produces results that are consistent with 

the observed data. 

• The 0-D, size-dependent ecosystem model is able to provide a good fit to 

observations for the North Atlantic at 47° N 20°W and reproduce the ecological 

seasonal cycle of phytoplankton, zooplankton, nutrients as well as primary 

production. 

The model also reproduced the double chlorophyll peak present in the observations 

data set as a result of explicitly modelling diatom and non-diatom phytoplankton, 

which have different efficiencies in terms of light and nutrient assimilation as well as 

different nutrient requirements. 

• The best fitted state variables were those for which a larger number of observations 

were available (nitrate, silicate, chlorophyll and diatoms). 

Page 52 



Chapter 2: The Ecosystem Model 

Table 2.1: Model parameters, symbols, ecosystem group and units. Units always refer to 
nitrogen unless stated otherwise. 

Parameter Symbol Group Units 

Mortality rate Pnd d-i 

Half saturation constant for nitrate uptake Ki Pnd mmol m-3 

Half saturation constant for ammonium uptake Kz Pnd mmol m-3 

Nitrate uptake ammonium inhibition parameter ¥, Pnd (mmol m-3)-' 

Initial slope of P-l curve a, Pnd (ly d-i 

Phytoplankton self-shading coefficient Kp Pnd, Pd m^ (mmol)-' 

Maximum growth rate Pmax1 Pnd d-i 

Assimilation efficiency on non-diatoms /3, Zmi Dimensionless 

Fraction of zooplankton mortality recycled to ammonium £ Zmi, Zm d-i 

Excretion rate V, Zm d-i 

Mortality parameter c, Zmi (mmol m-^ d)-' 

Maximum ingestion rate 91 Zm d-i 

Ingestion half-saturation constant Ke Zm mmol m-3 

Detrital breakdown rate Si D d-i 

Detrital sinking rate V D m d-i 

Maximum growth rate Pniax2 Pd d-i 

Initial slope of P-l curve Pd ( l y d-i)-i d-i 

Half saturation constant for silicate uptake Ks Pd mmol Si m-s 

Mortality rate % Pd d-i 

Half saturation constant for nitrate uptake Ks Pd mmol m-3 

Half saturation constant for ammonium uptake K4 Pd mmol m"® 

Nitrate uptake ammonium inhibition parameter ¥2 Pd (mmol m-^)"i 

Redfieid ratio (N;Si) Re Pd Dimensionless 

Maximum sinking rate Smax Pd m d-i 

Assimilation efficiency ft Zm Dimensionless 

Excretion rate V2 Zm d-i 

Mortality parameter Cz Zm (mmol m-^ d)-i 

Maximum grazing rate 92 Zm d"i 

Ingestion half-saturation constant Ky Zm mmol m-3 

Preference for diatoms P2 Zm Dimensionless 

Sub-surface nitrate concentration ^nsurf. Nn mmol m-3 

Nitrate gradient across the thermocline ^ngrad Nn mmol m-4 

Sub-surface silicate concentration s 
surf. 

S mmol Si m-® 

Silicate gradient across the thermocline c 
gntd 8 mmol Si m-4 

Non-diatoms initial biomass P 
ndstan 

Pnd mmol m-3 

Microzooplankton initial biomass ^mi Stan Zm mmol m-3 

Ammonium initial concentration Nrstan N, mmol m-3 

Nitrate initial concentration 
start 

Nn mmol m-3 

Detritus initial concentration ^ start D mmol m-^ 

Initial diatoms biomass P 
dstan 

Pd mmol m-3 

Silicate initial concentration s 
start 

S mmol m-3 

Mesozooplankton initial biomass 4 . ^ Zm mmol m-^ 
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Table 2.2: List of parameter set P1 used in the ecological model. 
Target, Lower, Upper and Var correspond to T, L, U, v in equation 30 and define the target value, the 

lower and upper parameter limits and the parameter estimated variance, respectively. Opt. states wheter 

or not the corresponding parameter will be optimized. 

Parameter P1 Target Lower Upper Var 

HI 0.137 0.04 0 0.3 10 

Ki 0.832 0.5 0.05 1 10 

Kz 0.100 0.5 0.01 1 10 

¥i 3.352 1.5 0 4 10 

a, 0.032 0.05 0 0.2 10 

Kp 0.047 0.05 0 0.1 10 

Pnrnl 1.616 1.5 0 4 10 

P, 0.807 0.75 0 1 10 

£ 0.319 0.33 0 1 10 

0.129 0.1 0 0.5 10 

c, 0.228 0.2 0 0.5 10 

91 1.109 1 0 3 10 

Ke 0.993 1 0.05 3 10 

s, 0.242 0.05 0 0.3 10 

V 6 6 0.3 15 30 

Pmax2 1.535 1 0.7 4 10 

% 0.140 0.05 0 0.2 10 

Ks 4.248 0.3 0.05 10 10 

1^2 0.050 0.05 0 0.3 10 

Ks 0.398 0.5 0.05 1 10 

K4 0.820 0.5 0.01 1 10 

¥2 2.831 1.5 0 4 10 

Re 1.113 1 0.2 2 10 

Sum 0.528 10 0 50 10 

P2 0.652 0.5 0 0.7 10 

V2 0.095 0.1 0 0.3 10 

0.266 0.2 0 0.3 10 

92 0.361 0.2 0 0.5 10 

Ky 0.628 1 0.5 3 10 

P2 0.464 0.9 0 1 10 

^nsurf. 3.609 4 0 20 30 

^ngmd 0.029 0.02 -1.002-06 0.2 30 

C 
surf. 

1.702 20 0 30 30 

c 
gfad 0.016 0.02 -1.00E-06 0.5 30 

P 
' nd start 

0.200 0.02 0 2 1.00E+05 0 

^mi start 0.020 0.002 0 2 1.00E+05 0 

^rstart 0.100 1 0 0.2 1.00E+05 0 

start 
5 1 0 20 1.00E+05 0 

^ start 0.300 0.3 0 0.2 1.00E+05 0 

P 0.200 0.02 0 2 1.00E+04 0 

c 
start 

2 4 1 6 1.00E+05 0 

0.010 0.01 0.001 0.2 0 0 

Opt. 
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Table 2.3: List of parameter set P2 used in the ecological model. 
Target, Lower, Upper and Var correspond to T, L, U, v in equation 30 and define the target value, the lower and upper parameter 

limits and the parameter estimated variance, respectively. Opt. states wheter or not the corresponding parameter will be 

optimized. Solutioni (P3) refers to best parameter provided by the model. 
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$ 
3 
§ 
D) C 
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Parameter P2 Target Lower Upper Var Opt. Solutioni (P3) 

0.032 0.04 0 0.3 10 1 0.019 

Ki 0.679 0.5 0.05 1 10 1 0.772 

K2 0.565 0.5 0.01 1 10 1 0.385 

V, 3.475 1.5 0 4 10 1 3.455 

a , 0.019 0.05 0 0.2 10 1 0.021 

Kp 0.086 0.05 0 0.1 10 1 0.079 

Pmaxi 1.834 3 0 4 10 1 1.819 

Pi 0.400 0.75 0 1 10 1 0.361 

S 0.125 0.33 0 1 10 1 0.095 

V, 0.073 0.1 0 0.5 10 1 0.112 

c , 0.228 0.2 0 0.5 10 0.228 

91 1.131 1 0 3 10 1 1.130 

Ke 0.768 1 0.05 3 10 1 0.764 

s, 0.236 0.05 0 0.3 10 1 0.277 

V 6 6 0.3 15 30 6 

Pmax2 2.356 3 0.7 4 10 1 2.841 

% 0.080 0.05 0 0.2 10 1 0.088 

Ks 2.113 0.13 0.05 10 10 1 1.825 

M2 0.010 0.05 0 0.3 10 1 0.010 

Ks 0.208 0.5 0.05 1 10 1 0.208 

K4 0.830 0.5 0.01 1 10 1 0.867 

% 3.351 1.5 0 4 10 1 3.368 

Re 1.619 1 0.2 2 10 1 1.707 

Smax 1.688 10 0 50 10 1 1.703 

A 0.505 0.5 0 0.7 10 1 0.631 

V2 0.028 0.1 0 0.3 10 1 0.038 

C. 0.285 0.2 0 0.3 10 1 0.285 

92 0.387 0.05 0 0.5 10 1 0.372 

K, 0.601 1 0.5 3 10 1 0.601 

P2 0.217 0.9 0 1 10 1 0.489 

^nsutf. 1.244 4 0 20 30 1 2.751 

N 
^ngrad. 

0.037 0.02 -1.00E-06 0,2 30 1 0.033 

s 
surf. 

1.368 20 0 30 30 1 1.350 

C 
grad. 0.014 0.02 -1.00E-06 0.5 30 1 0.015 

nd start 
0.200 0.02 0 2 1.001+05 0 0.200 

^mi start 0.020 0.002 0 2 1 .OOE+05 0 0.020 

^rstart 0.100 1 0 0.2 1.00E+05 0 0.100 

start 
5 1 0 20 1.00E+05 0 5 

start 
0.300 0.3 0 0.2 1.00E+05 0 0.300 

P 0.200 0.02 0 2 1.00E+04 0 0.200 

C 
start 2 4 1 6 1.00E+05 0 2 

0.010 0.01 0.001 0.2 1.00E+05 0 0.010 
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Table 2.4; Different weights given to the NABE observations when 
using either P1 or P2 as the initial parameter sets for the ecosystem 
model. 

Observation P I P2 

Ammonium concentration 1 5 

Silicate concentration 1 5 

Nitrate concentration 1 20 

iVlesozoopianlrton biomass 5 25 

IVIicrozooplanl(ton biomass 10 50 

Diatoms biomass 10 50 

Total chlorophyll 10 50 (500,600) 

Primary Production 1 250 
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Chapter 3: The Twin Experiments 

3.1 Introduction 

The main objective of the twin experiments was to determine the feasibility of using 

sparse observations such as the ones collected on scientific cruises or by remote sensing 

to estimate model parameters and reproduce the ecosystem annual cycle in specific 

areas such as the North Atlantic. 

When modelling ecosystem dynamics there are two major problems that one should be 

aware of as they introduce uncertainties into descriptions of ecosystem dynamics. The 

first one is that models used are never exact due to the approximations made to reduce 

the number of degrees of freedom (infinite in number, otherwise) sometimes by 

elimination of some of the physics involved and others by parameterizations using 

empirical coefficients of uncertain value. 

The second problem is that the measured data available to determine model parameters 

are never wholly adequate. Apart from the common problem related with limited (poor) 

coverage of the area object of study, all data contain noise from instrumental or other 

errors, e. g. spatial patchiness. 

In order to test the ability of ecosystem models to estimate individual parameters strongly 

responsible for the model behavior, twin experiments based on data mimicking the 

frequency of data collection available are starting to be used (Lawson et al., 1996; Spitz 

etal., 1998). Twin experiments using model-generated observations represent a reliable 

way to systematically test the ability of the assimilation data technique to recover 

parameters as the data set used is guaranteed to be consistent with the model, free of 
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random and/or measurement errors and expressed in the same units as the model 

results. 

3.2 The Experiments 

In order to perform the twin experiments, the model was run until it reached a steady 

annual cycle, which took 2 years. The third year data set {solutionV. see section 2.7) 

constituted the model generated data to be used as the new input set of observations 

(subsequently referred to as "synthetic observations" to differentiate them from the real 

observations which comprised the NABE data). This set of data was subsampled at 

different intervals according to various sampling strategies. The subsampled variables 

only comprised mesozooplankton biomass, nitrate and silicate concentration and total 

chlorophyll. There are different reasons why those variables were chosen: 

• We wanted to investigate the model performance in real conditions, when only a few 

variables are available as observations. They should be also feasible to be measured 

on scientific cruises. 

• Determination of fractionated productivity is not yet as extended a practice as one 

would desire so the possibility of sampling diatom and/or non diatom phytoplankton 

was discarded. Instead, total chlorophyll is always a good choice as it is almost a 

"routine" variable sampled on biological cruises. 

• Nitrate was chosen as all forms of phytoplankton have a nitrogen-based physiology 

and the silicate requirement of diatoms also justifies the need of silicate to be able to 

reproduce their seasonal cycle accurately. 

• It was also thought that the model would provide a better fit to the simulated variables 

if, at least, data from one zooplankton group was used to constrain the model. 
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Although it is difficult to get zooplankton data from scientific cruises, it is more likely 

to obtain mesozooplankton data rather that microzooplankton as the latter is not a 

variable often surveyed. 

The first sampling strategy consisted in weekly subsampling in order to generate the 

same density of data that would be available, for instance, from satellite data collection. 

The second strategy only subsampled during the bloom period (between days 100 and 

150) on a daily basis according to the type of survey usually performed on scientific 

cruises. 

As the equations governing the model are solved using a variable step-length algorithm, 

the subsampled data were polynomially interpolated (to obtain daily data) before being 

assimilated as synthetic obsen/ations back into the model. Then, the model was rerun, 

using P1 as the new initial parameter set (first parameter guesses) but without optimizing 

nutrients (either nitrate or silicate) and using the already optimised nitrate and silicate 

parameters (concentrations and gradients across the thermocline) obtained with the 

standard run (P3) instead, as we only want to recover biological parameters. 

This procedure provided us with a new output and a new optimal set of parameters (see 

figure 2.3). The output values were compared with the synthetic observations. The 

recovery of the parameters was calculated and expressed as a fractional change from the 

"true" value corresponding to the standard run, P3. Parameters were considered 

reasonably recovered when fractional changes were smaller than 0.30. 

Page 59 



Chapters: The Twin Experiments 

3.3 Data Assimilation 

Different sampling methods can be found in the literature regarding data assimilation 

(Lawson etal., 1996). We have chosen two different strategies: weekly and bloom-period 

sampling. In both cases, the sampled variables were the same in all the experiments 

performed (nitrate, silicate, mesozooplankton and total chlorophyll) and the collection of 

data was assumed to take place at the same time for all the variables involved, 

3.3.1 Twin Experiment 1 (TE1): Weekly Data Assimilation 

The weekly sampling provides a whole year of data starting the first day of the year 

(Julian day zero) and being carried out once a day, every seven days. Assimilation of this 

data set as synthetic observations resulted in an accurate (see table 3.1) model 

reproduction of the main patterns of seasonal variability in all the variables sampled (r 

between 0.95 and 1.00) although the model was not able to reproduce the double 

chlorophyll peak in spring (figure 3.1). In terms of non-assimilated variables, 

phytoplankton biomass was remarkably underestimated during the spring bloom (by half 

in the case of non-diatoms) while microzooplankton biomass was higher than 

mesozooplankton for the same period, due to a lesser mesozooplankton grazing 

pressure on microzooplankton and a high microzooplankton assimilation efficiency on 

non-diatoms, doubled compared to the standard run. Total primary production was also 

overestimated. Although the model predicted a high microzooplankton contribution to the 

detrital pool, there is a good agreement between model results for ammonium and 

detritus concentration and the standard run. 

However, the model recovered a total of 17 out of 28 parameters. The worst performance 

was in terms of microzooplankton parameters as the model failed to recover all of them 
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except g1. The rest of the badly-recovered parameters were jui, K2 (non-diatoms), Ks, 

Smax (diatoms), Kp (diatoms and non-diatoms), V2 and p2 (mesozooplankton) (see figure 

3.5 and table 3.3). 

3.3.2 Twin Experiment 2 (TE2): Bloom Data Assimilation 

The bloom-period strategy consisted of daily sampling of variables only when the spring 

phytoplankton bloom occurred (from Julian day 100 until day 150, as established by the 

standard run) and following the strategy usually performed on scientific cruises. This 

approach increased the availability of data for assimilation into the ecosystem model 

during the bloom while there is a lack of measurements throughout the rest of the year. 

As in the previous case, the data assimilation produced a good agreement (see table 3.1) 

between synthetic observations and model results (r between 0.96 and 1.00) for the state 

variables for which observations were available (figure 3.1). By contrast, a better 

performance in terms of chlorophyll was achieved this time as the model was able to 

generate the double peak observed in spring. Regarding the remaining variables, the 

model also overestimated microzooplankton biomass, ammonium concentration and total 

primary production and slightly underestimated detritus. In most cases, the model 

predictions were very similar to those obtained when a weekly sampling strategy was 

adopted. 

The model was also able to recover 17 out of 28 parameters, failing to recover ^1, Ki, K2 

(non-diatoms), Pi, vi, (microzooplankton), e (micro and mesozooplankton), ^2, K3, Ks, 

Smax(diatoms), and V2 (mesozooplankton) (see figure 3.5 and table 3.3). 
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The cost function also decreased one order of magnitude but converged to a higher value 

of 40.07, compared to TE1, taking 17 iterations, with equal contribution to the misfit from 

observations and parameters (see table 3.2). 
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Figure 3.1: Seasonal variability of all the state variables corresponding to the standard run (solid blue) vs. the results 

from twin experiment 1 (TE1: red crosses) and twin experiment 2 (752 green circles) when nitrate, silicate, 

mesozooplankton and total chlorophyll were available as weekly and bloom synthetic observations, respectively. 
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3.4 Data Noise 

The numerical experiments described in the previous section were carried out assuming 

that the measured data available for assimilation to determine model parameters were 

completely free of random and/or measurement errors. However, the acquisition of real 

biological data always carries a level of uncertainty inherent in the different sampling 

techniques which varies within each variable considered. This problem introduces 

uncertainties into the description of the marine ecosystem. Although according to 

previous studies (Lawson et ai, 1995; Spitz et al., 1998), the addition of noisy data would 

not improve the rate of parameter recovery, it was thought that it will provide valuable 

information in order to investigate the ability of the model to describe the seasonal 

variability of the ecosystem using constant error information as data source. Previous 

work (Lawson et al., 1995) found that the addition of noise had a very small effect (even 

for a high percentage of noise) on the results obtained from their simple predator-prey 

model. 

To investigate the role that real measurements play, a new set of numerical twin 

experiments were performed in which normally (Gaussian) distributed random noise with 

varying amplitude, was added to the input data sets used as synthetic observations. The 

noise distribution has the following probability density function: 

26^ 

where a and b are the mean (taken as zero) and the standard deviation of the distribution 

for each variable, respectively. 

Three different experiments called noisel, noise2 and noiseS were performed in which 

nitrate and silicate standard deviations remained unchanged but total chlorophyll and 
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mesozooplankton varied (see table 3.4). The first experiment consisted in the addition of 

random noise on all the sampled variables (mesozooplankton, nitrate, silicate and 

chlorophyll) synthetic data. The second experiment was similar to the former but 

increasing the amount of noise added on chlorophyll while the third one was similar to the 

latter but more noise was added on mesozooplankton data instead (see table 3.4). Noise 

was calculated for each variable and added up to the third-year data generated in the 

standard run, to be assimilated as synthetic observations data back into the model. The 

sampling strategy carried out was as described above (section 3.2). 

3.4.1 Twin Experiments 3,4 and 5 (TE3, TE4, TE5): 

Weekly Noisy Data Sampling 

The assimilation of these three data sets of synthetic observations provided us with 

model outputs T£3, TEA and TE5 corresponding to the addition of noise stated in noisel, 

noise2 and noiseS, respectively (figure 3.2). 

All three twin experiments provided very similar results. In particular, variables for which 

synthetic obsen/ations were available (nitrate, silicate, mesozooplankton and total 

chlorophyll) performed better. There is almost no difference in the seasonal variability or 

magnitude of any of the state variables among the three runs. Nitrate and silicate were 

accurately predicted in all cases (rnMe = 0.99; rsiiicate = 0.93; see table 3.1). The model 

overestimated zooplankton biomass during the spring bloom and microzooplankton 

reached higher biomass than mesozooplankton during the same period. Total chlorophyll 

dynamics were described reasonably well (r between 0.78 and 0.85) but the model failed 

to predict the double chlorophyll peak. Non-diatom estimates were very low due to high 

natural mortality and grazing pressure exerted by microzooplankton. It seems like the 

dynamics between non-diatoms and microzooplankton would be better described if there 
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were data available as observations to constrain either of them as it happens to be for the 

diatom-mesozooplankton dynamics. The lack of agreement, when compared to the 

standard run, is also reflected in the low number of parameters recovered corresponding 

to both groups. These results seem to point to the existence of "crucial" parameters 

responsible for this behaviour like, for instance, f i i , which is very high and it has also 

never been recovered in either of the runs and (also high). 

The model provides a good estimation of diatom biomass and also a good number of 

parameters were recovered. Mesozooplankton biomass is overestimated during the 

spring bloom and so is ammonium (during winter and onset of spring). Regarding detritus 

the model did not reproduce the double peak observed in the standard run, failing to 

match the second one (Julian day 150) due to an excessive efficiency of 

microzooplankton grazing on phytoplankton {fii increased dramatically). 

In terms of parameter recovery, TE3 provided slightly better results as it was able to 

recover 17 out of 28 parameters (the same number recovered in the non-noise cases) 

against TE4 and 755which only recovered 16 (see figure 3.5 and table 3.3). 

In all cases, 14 parameters were always recovered, three (out of six) corresponding to 

non-diatoms, four (out of nine) to diatoms, one (out of four) to microzooplankton, five (out 

of six) to mesozooplankton and one (out of one) to detritus. Eight parameters were never 

recovered. 

For all the experiments, the model only managed to recover the same phytoplankton 

parameters recovered before by TE1. TE5 managed to recover all mesozooplankton 

parameters while TE3 and TE4 failed to recover PZ. TE4 succeed to recover 

microzooplankton ingestion half-saturation constant {KB) never recovered by the other 

twin experiments. 
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These results are consistent with the cost function values as the lowest parameter and 

observations misfits are achieved with TE3, whose cost function is almost three times 

smaller than the standard run value and took only six iterations to converge. 

Those results seem to indicate that the model is not as sensitive to noise when variables 

are well constrained by data available as observations, if compared to TE1 (same initial 

parameters, same synthetic observations but no noise added). All the constrained 

variables are reasonably predicted by the model, with the exception of mesozooplankton, 

whose biomass is overestimated during the spring bloom. Although the chlorophyll 

double peak is not reproduced, this is hardly surprising as it was not predicted by TE1, 

either. 

The model seems to be equally sensitive to mesozooplankton as to chlorophyll noisy data 

as the model performances are almost the same. TE4 added more noise on chlorophyll 

than on the other data regarding synthetic observations. The first noticeable effect is on 

non-diatoms which slightly increased their biomass and so did microzooplankton due to 

the availability of food. Mesozooplankton responded to those changes by increasing their 

biomass and the grazing pressure on diatoms. By contrast, TE5 (which added more noise 

on mesozooplankton) caused mesozooplankton to reach higher biomass during the 

spring bloom as result of the increased grazing pressure mainly on microzooplankton. 
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3.4.2 Twin Experiments 6,7 and 8 (TE6, TE7, TEd): 

Bloom Noisy Data Sampling 

In this case, the assimilation of bloom noisy data as synthetic observations provided us 

with model outputs TE6, TE7 and TE8 corresponding to the addition of noise stated in 

noisel, no/se2 and noiseS, respectively (see table 3.4). The model results show greater 

variability among TE6, TE7 and TE8 than in the previous case, when weekly data were 

assimilated (figure 3.3). 

As in section 3.4.1, all the runs performed similarly, specially, when variables were 

constrained by synthetic obsen/ations (nitrate, silicate, mesozooplankton and total 

chlorophyll). Silicate was underestimated in late winter and onset of spring due to the 

rapid development of diatoms as the mixed layer shallows and light becomes less 

limiting. 756 and 757also predicted very high diatom biomass in autumn and winter. The 

model accurately estimated not only mesozooplankton biomass but also total chlorophyll, 

and successfully reproduced the double spring peak in all three experiments carried out. 

Again, the results from these experiments resembled TE2. TE8 performed slightly better 

than the other experiments in terms of diatoms biomass during winter, giving a more 

realistic approach. 756 and 7E7 provided unusually high diatom biomass in autumn and 

winter, preventing non-diatoms from developing until Julian day 125. Then, they bloomed 

twice: first supported mainly by nitrate (Julian day 125) and later, when nitrate was almost 

depleted (around Julian day 142) also supported by ammonium. Microzooplankton 

responded to non-diatoms growth by blooming twice, too. They reached very high 

biomass as a result of a high ingestion efficiency (jS? was 0.80 in all these experiments 

and 0.36 in P3) from then on until winter. For the same reason, ammonium concentration 
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was also high, reflected by the non-recovery of £ in either case. All the noisy runs 

modelled detritus very well, specially TE6, which matched both peaks on Julian days 125 

and 150 and all failed in terms of primary production by generating extremely high values. 

In terms of parameter recovery, all the experiments performed similarly: TE6 and TE7 

recovered 16 parameters and TE8 recovered 15 out of 28. 

In all cases, 12 parameters were always recovered, two (out of six) corresponding to 

non-diatoms, two (out of nine) to diatoms, one (out of one) corresponding to both types of 

phytoplankton, one (out of four) to microzooplankton, five (out of six) to mesozooplankton 

and one (out of one) to detritus. Eight parameters were never recovered (see figure 3.5 

and table 3.3). 

TE6 recovered vi and Ks, and TE8 recovered Ki, parameters never recovered by TE2. 

The cost function values ranged between the standard run and TE2 values. The minimum 

error in terms of either observations and parameters is achieved with TE6, whose cost 

function is four and a half times smaller than the standard run value and took 16 iterations 

to converge. TE8 provides the highest parameter error (more than four times) of the 

three. 

As in the previous case, the model seemed to be equally sensitive to mesozooplankton 

and chlorophyll noisy data. 
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3.5 Sensitivity to a reduction in structural stability 

Following Piatt et al. (1981) and Matear (1995), two different ecosystem configurations 

were formulated in order to assess the model complexity required to reproduce 

observations. The twin experiment carried out was aimed to find out if a basic model 

could be used to reproduce the annual variability of a more complex ecosystem. 

The approach taken in this experiment consisted in the assimilation of data provided by 

the standard run (as synthetic observations) into a simpler model with only seven 

compartments. The reason behind this experiment is the assumption that our model 

captures the ecosystem behaviour, being aware that it is a simpler representation of the 

complex model from which the observations came from, as it happens when modellers try 

to reproduce the dynamics observed in aquatic ecosystems by using computer 

simulations. The seven compartment model (referred to as 7CM, hereafter) has two 

classes of phytoplankton, in order to get the double chlorophyll peak discussed in various 

sections above, but only one class of zooplankton, mainly describing microzooplankton, 

which act as predators on both phytoplankton groups grazing preferentially on non-

diatoms as in Fasham and Evans (2000). 

The same strategy described before regarding data assimilation (section 3.2) was carried 

out to perform these set of experiments in terms of weekly and bloom-period 

observations. 

Page 71 



Chapters: The Twin Experiments 

3.5.1 Twin Experiment 9 (TE9): Weeldy data assimilation 

The degraded model results after the assimilation were reasonably good (see table 3.1) 

compared to the standard run (figure 3.4). The main difference between both runs lays 

on the lower phytoplankton biomass in spring but high diatoms biomass in winter as well 

as the lack of the double chlorophyll peak in spring predicted by the degraded model. The 

7CM accurately reproduced nitrate and silicate although it slightly underestimated silicate 

late in winter just before the spring diatom bloom occurrence and it has also been slightly 

overestimated in autumn. 

The degraded model did not reproduce the double microzooplankton peak, either. Due to 

their ability to graze on both groups of phytoplankton, microzooplankton declined very 

slowly after reaching their maximum biomass in Julian day 125. It is worth noting that 

microzooplankton did not show a response to the increasing diatom biomass in winter 

due to high respiration rates that there are not able to overcome by grazing until both 

types of phytoplankton are present in the column water in significant amounts. 

When compared to the standard run, diatoms grew faster in winter until reaching their 

maximum biomass in spring. By contrast, non-diatoms biomass was fairly low for the 

same period due to very low efficiency regarding light (a? was not recovered) as well as 

higher grazing pressure by microzooplankton and natural mortality. They also bloomed 

earlier in spring and for longer time, as the end of the bloom occurred at the same time 

than in the standard run. The values obtained by the model are not realistic. Even when 

the model produced good seasonal fits for nitrate and silicate concentrations, it did not 

show a realistic behavior in terms of diatoms biomass, whose concentration reached a 

maximum in early winter almost similar in magnitude to the spring bloom. 
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Ammonium and detritus concentration predicted by the degraded model were very similar 

in magnitude to the standard run. 

The degraded model performed a good recovery of parameters (12 out of 22), six 

corresponding to diatoms, two to non-diatoms, three to microzooplankton and one detrital 

parameter (see table 3.3). 

TE9 gave a cost function value similar to TE1 but with a greater misfit due to 

observations and taken 43 iterations. 

3.5.2 Twin Experiment 10 (TE10): Bloom data assimilation 

Basically, the degraded model estimated nitrate well but overestimated silicate 

concentration during autumn and winter when bloom period synthetic observations are 

assimilated (figure 3.4). As described for the weekly data, the model was not able to 

reproduce the double chlorophyll peak shown by the observations although it mimicked 

its dynamics very well and also matched its maximum concentration. Diatoms annual 

variability was better predicted than in the previous case and so was non-diatoms 

biomass although it is halved in spring. Microzooplankton double peak was successfully 

reproduced matching the tendency defined by the synthetic observations. The first one is 

related to the non-diatom bloom and the second one is due to the development of 

diatoms. 

In terms of parameter recovery, TE10 did not perform as well as TE9 as only nine out of 

22 parameters were successfully recovered: three corresponding to diatoms, three to 

non-diatoms, one to both phytoplankton groups (Kp) and two to microzooplankton (see 

table 3.3). As in the previous case, TE10 gave a cost function value similar to TE2 with 

similar contributions to the misfit by observations and parameters. 
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Figure 3.4: Seasonal variability of all the state variables and also total chlorophyll and primary production corresponding 
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3.6 Summary of key points 

• Twin experiments have been shown to be a valuable tool to determine sensitivity of 

the model either to its structure as well as to data constraints needed when using 

ecosystem models. 

• Data available as synthetic obsen/ations through regular sampling of the water 

column (as often as on a weekly regular basis for a year) provided as good 

approximation to the ecosystem dynamics as when sampling is only carried out for a 

shorter but well-defined period of time (spring bloom), in terms of model fit to 

observations. However, the model only reproduced the double chlorophyll peak 

observed in real data when systematically sampling over the bloom period took place 

but with a large penalty due to parameter estimation. Both sampling strategies 

recovered the same number of parameters although they were not always the same 

ones. 

• The addition of noise, either weekly or in spring bloom time, showed a stronger effect 

on variables not constrained by observations. In general, both approximations yielded 

similar results: good representation of nutrient dynamics, mesozooplankton and 

diatoms; overestimation of the primary production. Mismatch between non-diatom-

microzooplankton dynamics (when compared to the standard run) is due to the lack 

of observations available for either group. The main difference was found in terms of 

chlorophyll as weekly data never reproduced the double peak while bloom data did. 

Parameter recovery was also very similar: 14 and 12 parameters were always 

recovered by using the weekly and the bloom sampling strategy, respectively and 
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none of them recovered eight parameters (corresponding to phytopiankton and 

microzooplankton only) in either case. 

• The model seemed to be equally sensitive to mesozooplankton and chlorophyll noisy 

data. 

• Regarding model structure stability: twin experiments showed that the main 

ecosystem dynamics could be described using a simpler representation of the actual 

ecosystem when observations during spring are available although it is unable to 

predict the double chlorophyll peak. When using weekly observations some of the 

variables responded in a non-realistic way. 

• In all the studied cases, the model recovered non-diatom parameters defining nitrate 

uptake inhibition due to ammonium {y/i) and non-diatom half saturation constant for 

ammonium {K4). By contrast, diatom natural mortality {/ni), half saturation constant for 

ammonium {K2) and microzooplankton assimilation efficiency {Pi) were never 

recovered (see figure 3.5). 

With exception of the twin experiments carried out to test the model structure 

stability, the model always recovered y/i, Pmaxi (non-diatoms), gi 

(microzooplankton), Si (detritus), K4 and Re (diatoms), P2, (2, 92, K? 

(mesozooplankton). Never recovered were ^1, K2 (non-diatoms), Pi, 

(microzooplankton), e (micro and mesozooplankton) and Smax (diatoms). 

Mesozooplankton parameters seem to be very robust to the model structure. 

• As expected, variables for which observations were available were better predicted in 

all cases. There seems to be a need to constrain either non-diatoms or 

microzooplankton to improve the model fit. 

_ _ _ 
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Table 3.1: Parameter correlation (r) between model results and synthetic 
observations corresponding to the different twin experiments performed. 
n represents the number of data points. 

Run Fnittate fsilicab rmesozooplankton r total chlorophyll 

TE1 (n = S3) 1.00 1.00 0 .98 0.95 

T E 2 ( n = S0) 1.00 1.00 0 .97 0.96 

T E 3 (n = 63) 0.99 0.93 0 .62 0.85 

T E 4 { n = 53) 0.99 0.93 0 .62 0 .78 

T E 5 (n = 53) 0.99 0.93 0.45 0.85 

TEG (n = 60) 0.98 0.95 0 .73 0.84 

T E 7 (n = SO) 0 .98 0.95 0.74 0 .72 

T E 8 {n = 60) 0 .98 0.95 0 .57 0.85 

fnitrate rsilicabs rmicrozooplankton f total chlorophyll 

TE9(n = S3) 1.00 0 .98 0 .93 0.94 

T E 1 0 (n = 50) 1.00 0 .99 0.96 0.96 

Table 3.2: Misfit components corresponding to the different twin experiments 
performed. 
Misfit due to parameters (ssqp), observations (ssqo), total misfit (ssq) and number of 

Run ssqp ssqo ssq it 

Standard 2.76 547.11 549 .86 14 

Test 3 .88 518.34 522 .22 16 

TE1 4.83 14.88 19.71 12 

T E 2 19.41 20.66 40 .07 17 

T E 3 4 .72 178.16 182.88 6 

T E 4 5.03 307.13 312 .16 7 

T E 5 7 .82 200 .83 208 .66 8 

T E 6 5.95 114.13 120.09 16 

T E 7 8.64 204.84 213 .48 15 

T E 8 34 .20 137.38 171.58 12 

T E 9 1.37 19.46 20 .84 43 

T E 1 0 24.38 24.20 48.58 15 
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Table 3.3: List of the optimal parameters for each twin experiment performed. 
Bold figures show parameters which have been recovered according to the arbitrary criteria chosen. 

Parameter 

1^1 

standard 
(P3) 

0.0186 

TE1 

0.0981 

TE2 

0.0268 

TE3 

0.0591 

TE4 

0.0720 

TE5 

0.0573 

TE6 

0.0712 

TE7 

0.0335 

TE8 

0.0614 

TE9 

0.0946 

TE10 

0.0273 

Ki 0.7718 0.7505 0.1638 0.8850 0.8391 0.8101 0.1488 0.2170 0.5672 0.4361 0.2400 

Kz 0.3852 0.1469 0.0752 0.1599 0.0998 0.1321 0.1072 0.1811 0.0484 0.8662 0.8677 

¥1 3.4546 3.3433 3.3719 3.3993 3.2096 3.2843 3.4570 3.4243 3.4632 3.1439 3.3311 

ai 0.0208 0.0254 0.0212 0.0300 0.0320 0.0242 0.0327 0.0248 0.0240 0.0145 0.0268 

Kp 0.0795 0.0473 0.0630 0.0395 0.0456 0.0352 0.0629 0.0621 0.0583 0.0763 0.0797 

Pmax1 1.8188 1.8542 2.0205 1.5898 1.5658 1.4984 1.9140 1.9557 1.9640 2.8149 1.6249 

P1 0.3611 0.8513 0.8354 0.8425 0.8710 0.8376 0.8320 0.8030 0.8215 0.5484 0.5925 

e 0.0947 0.1361 0.2170 0.1439 0.2135 0.2202 0.1700 0.2807 0.2012 0.0806 0.7769 

V1 0.1125 0.2230 0.1648 0.1793 0.1594 0.1780 0.1296 0.1482 0.1486 0.1407 0.1623 

91 1.1299 1.0861 1.0725 1.0824 1.0451 1.0826 1.0879 1.0701 1.0832 0.7264 0.9985 

Ke 0.7645 1.0519 0.9443 1.0463 0.9934 0.9959 0.9893 0.9917 0.9988 0.7118 0.9074 

S 0.2769 0.2520 0.2402 0.2318 0.2421 0.2418 0.2593 0.2436 0.2398 0.2424 0.0251 

Pmax2 2.8411 2.8851 2.6556 3.6004 3.0170 3.1436 1.0933 3.4202 1.0311 1.1607 1.2178 

% 0.0877 0.1135 0.1046 0.1049 0.1422 0.1399 0.1781 0.1324 0.1588 0.0735 0.1620 

Ks 1.8246 4.1059 4.3080 3.9686 4.0635 3.9847 1.6275 4.9984 2.5694 0.7375 4.2002 

Id2 0.0098 0.0124 0.0036 0.0091 0.0090 0.0055 0.0067 0.0108 0.0106 0.0184 0.0070 

Ks 0.2076 0.1834 0.0631 0.2485 0.2984 0.3164 0.1084 0.0860 0.0846 0.2276 0.9242 

K4 0.8671 0.8204 0.8292 0.8748 0.9079 0.8822 0.8285 0.8269 0.8204 0.8997 0.9576 

Y2 3.3677 3.4739 2.3626 3.3758 3.3750 3.4456 3.0149 2.3529 2.2976 3.5138 2.9469 

Re 1.7066 1.4793 1.8860 1.7754 1.6834 1.7608 1.8773 1.9370 1.3266 1.6988 0.9898 

Smax 1.7034 0.5016 0.5408 0.8329 0.5650 0.5283 0.5799 0.5264 0.1866 1.4296 0.5349 

0.6307 0.6691 0.6813 0.6876 0.6824 0.6892 0.6693 0.6827 0.6885 N/A N/A 

V2 0.0379 0.0505 0,0997 0.0447 0.0486 0.0437 0.1012 0.0887 0.0623 N/A N/A 

C2 0.2855 0.2738 0.2902 0.2782 0.2688 0.2663 0.2352 0.2517 0.2657 N/A N/A 

92 0.3720 0.3610 0.4250 0.3421 0.3544 0.3494 0.4181 0.3929 0.3436 N/A N/A 

K? 0.6006 0.6231 0.5955 0.6132 0.6418 0.6279 0.6348 0.6129 0.6276 N/A N/A 

P2 0.4890 0.7317 0.5104 0.6758 0.6720 0.5896 0.5277 0.5500 0.5322 N/A N/A 

Table 3.4: Actual noise added to the data to be used as observations. 
Variable Nolsel Noise2 Nolse3 

Total chlorophyll ±0.24 ±0.40 ±0.24 

Mesozooplankton biomass ±0.14 ±0.14 ±0.21 

Nitrate concentration ±0.44 ±0.44 ±0.44 

Silicate concentration ±0.42 ±0.42 ±0.42 
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Chapter 4: Parameter uncertainty 

4.1 Introduction 

The aim of this chapter is to asses the precision to which the model parameters are 

determined. Section 4.2 describes the second partial derivatives of the cost function, or 

Hessian matrix as well as the information provided by the Hessian and also by its inverse. 

Section 4.3 describes the model results and discusses the eigensystem of the Hessian 

matrix and, in particular, its indefiniteness. The relative uncertainty of the optimal 

parameters as well as parameter correlation are analysed in section 4.4. In section 4.5, 

the model sensitivity to the starting point in the parameter space is tested. Finally, the 

sensitivity of the 0-D model to the time-step chosen was tested. 

A summary of the key points encountered is also included at the end of the chapter. 
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4.2 The Hessian matrix 

The basic features of the optimisation module implemented as part of the ecological 

model were described in Chapter 2 (section 2.5). Recent studies (Fennel et al., 2001; 

Matear, 1995) have shown the importance of investigating the uncertainty associated with 

the optimal model parameters by analysing the Hessian matrix of the cost function. The 

Hessian matrix is defined as the second partial derivatives matrix of a p variable function: 

^ 2 
H{x)^Vhsq{x) = — ^ for x={xi,...,xp) [4.1] 

dXjdXj 

where ssq is the cost function and /, j = 1 , . . . , p, where p represents the number of 

parameters. 

Because ssq(x) is smooth, it can be expanded in its Taylor series about the minimum x* 

yielding: 

ssq!(x' + x) = s s q ( x ' ) ( x + V^ss(;!(x' + x) [4.2] 

where the third and higher order terms are neglected for practical computation. Thacker 

(1987) showed that if the neglected terms are sufficiently small, the uncertainties 

associated with the optimal model parameters follow a normal distribution with zero mean 

and with an error-covariance matrix given by the inverse of the Hessian. He also showed 

that the inverse of the Hessian matrix of the cost function is the error-covariance matrix of 

the best fit values of the independent variables, whose off-diagonal elements will indicate 

the degree of correlation (positive or negative) between two parameters. 

The behaviour of equation 4.2 about the optimal solution x* is determined by the Hessian 

matrix. By definition: 
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H(x)Ui=2.^Ui [4.3] 

where u,and A,- represent the eigenvectors and eigenvalues of H(x), where /= 1, 2,..., p 

with A, <Ag <. . .<Ap. When all the eigenvalues of H(x) are positive, H(x) will be 

positive definite and therefore, x* will be a strong local or possibly a global minimum of 

ssq. If H(x) is positive semi-definite (its eigenvalues are positive or equal to zero), x* is a 

weak local minimum. If H(x) is indefinite (positive and negative eigenvalues) and non-

singular, X* is a saddle point. Small eigenvalues indicate large uncertainties in the 

parameter set, suggesting that some of the model parameters may be poorly determined 

by the data. 

The condition number of the Hessian provides valuable information about the rate of 

convergence of the minimisation technique as well as about the singularity of the matrix. 

It is given by the ratio of its largest eigenvalue to its smallest (all of them being greater 

than or equal to zero, as H(x) is a symmetric and positive semi-definite matrix at the 

minimum): 

A 
cond{H(x)) = [4.4] 

Ai 

If the condition number is large, the matrix will be ill-conditioned and almost singular, 

indicating that there are some linear combinations of the model parameters not well 

determined by the data used to calculate the fit. Therefore the solution may be changed 

substantially by even small changes in the data. On the other hand, the matrix will be 

well-conditioned if its condition number is close to unity, indicating that the solution is 

"stable" to small changes in the data (important for noisy data). 

The inverse of the Hessian can be calculated from its eigensystem, as the Hessian can 
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be represented as the sum of products of its eigenvalues and eigenvectors (Thacker, 

1989X 

= [4.5] 

Similarly, since H (x) u, =A , u,, 

= [4.6] 
/ A / 

The smallest eigenvalue (Amin) of the Hessian (or the largest eigenvalue of its inverse) 

and the linear function determined by the corresponding eigenvector is the least 

well determined linear combination of the model parameters. 

For the model, the Hessian matrix was evaluated numerically using a centered finite 

differencing scheme and inverted using a Singular Value Decomposition (SVD) algorithm. 

Page 83 



Chapter 4: Parameter uncertainty 

4.3 Model results 

The best estimated set of parameters (P3) obtained in section 2.7 yielded an indefinite 

Hessian with five negative eigenvalues. This means that the optimisation algorithm is 

being computed not at the minimum but at a saddle point of the cost function, which is 

unsurprising due to the high dimensionality of the parameter space. According to 

equation 4.5, the smallest eigenvalues provide the worst estimated H(xj. If we think of 

saddle points as "instabilities" in the system, it is easy to see that the magnitude of the 

eigenvalues indicates how severe they are. The analysis of each eigenvector 

corresponding to each "instability" reveals its nature, and the contribution of each single 

parameter to the corresponding eigenvalue (figure 4.1). By not optimising (fixing a priori} 

the parameters that mostly contribute to the negative eigenvalues, a positive definite H(xj 

can be obtained. 

Li =Lo.7k634! ! ! I I ! ! ! ! ! ! ! ! ! T""! ! I ! ! ! ! ! ! ! T 

- 1 I I I 1 I I ' ' ' I I t I 1 I t I I I 1 I > t I t I I I t I 
1 2 3 4 5 8 7 8 8 10 n M13M M 

~i—I—I—I—I—I—I—I—I—1—I—I—I—1—I—I—I—I—I—I—I—I—I—i—r 
0.5 — 

0 — ' 

-0.5 — 

k2 =U).0i690̂  

t I t I I I > I I I t t I t I t I I 1 I I I I I t I t > t t 
1 2 3 4 5 8 7 8 9 M n M M M M ^ M M M M K % # # » % M 3 

1 tu=U).ob67̂  ' 1—! !—!—! ! !—!—! 1 ! ! !—!—! !—!—! ! ! !—!—!—!—!—T 

' I I ' I ' ' « I I I ' I ' 1 I ' I I I I I I I I I I : I L_ 
1 2 3 4 5 8 7 8 8 M n M M M M ^ M M M M M » 3 # # M M M 3 

UJ-dohoMbe ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! ! 

I I I 1 1 I 1 I I 1 I 1 1 i I I I I 1 I I I I I I I 1 I I L 
1 2 3 4 5 6 7 8 8 M M M M M ^ M H ^ M M # 3 # M K M # a M W M 3 

•?l5 ='-0.0lX)12it88 ' ' ' ' ' ! ! ! ! ! ' ! ' ! ' ' ' ' ' ' ' ' ' ' ' T 

E l 

I I I I I I [ I 1 I [ t I [ t [ 1 I [ I I t I 
1 2 3 4 6 8 7 8 9 M n # ^ M M M ^ ^ M a 3 # M K # # # # M # % 

Figure 4.1: Negative eigenvalues and corresponding eigenvectors for the optimal parameter set (P3) obtained in 

section 2 .4 (chapter 2). The x axis shows parameter numbers corresponding to the ecological parameters in table 4.1. 
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We begin by keeping one parameter at a time fixed, starting with the mesozooplankton 

mortality rate (parameter 25 or C2) as it is the main contributor to A? (the largest negative 

eigenvalue) in figure 4.1. The model was rerun (using P3 as the parameter set without 

optimising C2) and a new H(x) was obtained. Then, the changes in magnitude of each 

negative eigenvalue as well as the different parameter contributions were evaluated, and 

the same process was repeated until a positive definite H(x) was obtained. Figure 4.1 

shows that the eigenvectors corresponding to the negative eigenvalues represent a 

combination of a wide range of parameters, mainly related to microzooplankton grazing 

and to phytoplankton growth rates (specially non-diatoms). This is not surprising due to 

the poor quality in the microzooplankton data (high variability within the data set that is 

very likely to carry significant noise) and the lack of real data to constrain non-diatoms. 

However, as parameters were kept fixed, the analysis of the corresponding eigenvectors 

revealed strong parameter correlation also involving mesozooplankton (real data also 

showed high variability) and larger phytoplankton (diatoms). In the end, a total of 14 

parameters had to be fixed to obtain a positive-definite H(x), ensuring that it is calculated 

at either the global or, most likely, at a strong local minimum. 

The non-optimised (fixed) parameters were: the microzooplankton ingestion half 

saturation constant, maximum ingestion rate and assimilation efficiency {KB, gi, A)I 

mesozooplankton grazing half saturation constant, mortality and assimilation efficiency 

{K7, C2,132)', non-diatom half saturation constant for ammonium uptake, the initial slope of 

the P-l curve and the nitrate uptake ammonium inhibition parameter {K2, m, \|/t): diatom 

half saturation constant for nitrate and silicate uptake, mortality rate and maximum growth 

(K3, KS, H2, PMAX2\, the subsurface silicate concentration (Sw). 

The indefiniteness in the Hessian matrix due to zooplankton parameters is not surprising 
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as there is great uncertainty associated with zooplankton field observations and they are 

likely to carry noise as showed by the great variability in the NABE data set. Neither are 

the parameters corresponding to non-diatoms, as no real data were available for this 

state variable to be constrained. On the other hand, the need to keep Ssurf fixed is very 

likely to be caused by the simple way in which the vertical mixing has been 

parameterised and the use of a better resolved vertical model should improve this. 
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4.3.1 Model sensitivity to negative eigenvalues 

To check the robustness/sensitiveness of the model to fixing the above parameters, the 

model was run, and optimised, under the same conditions that led to the standard run 

results, therefore using P2 as the first parameter guess, but without optimising the set of 

14 parameters that yielded the indefinite H(x). This model run will be referred to as run 

P14. The new model results were very similar to the standard run as is evident from the 

similar values of the cost function {ssq_pi4 = 548.6 versus ssq_standard m = 549.9). The 

largest differences were observed in the silicate and ammonium compartments (figure 

4.2). The winter silicate concentration was around 1 mmol m-3 higher than in the standard 

run as there is no constraint by winter NABE data, the diatoms maximum growth rate 

{Pmax) was reduced compared to the standard run and their silicate assimilating efficiency 

{Ks) increased (figure 4.3), However, peak diatom biomass was higher than in the 

standard run due to mesozooplankton reduced assimilation efficiency (x=23 in figure 4.3), 

reduced diatom sinking rate (x=22 in figure 4.3) and higher light efficiency (x=15 in figure 

4.3). Non-diatoms also reached higher peak biomass as their maximum growth rate (x=7 

in figure 4.3) was higher than in the standard run, leading to higher microzooplankton 

biomass in spring. On the other hand, the nitrate pool was reduced by 0.5 mmol N m-3 

during autumn and winter, compared to the standard run, as the parameter responsible 

for the nitrate subsurface concentration {Nnsud) was reduced. 

Reduced non-diatom efficiency taking up ammonium (x=3 in figure 4.3) and enhanced 

zooplankton excretion are reflected in the higher ammonium concentration in the mixed 

layer. 
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Figure 4.3: Vaiues of the optimai parameter set corresponding to the standard (red), P14 (green) and P16 (blue) runs. 

Non-optimised parameters in PI 4 were parameters number 3, 4, 5, 8 , 11 ,12 ,14 ,16 ,17 ,18 , 23, 25, 27 and 31. The x 

axis corresponds to parameters listed in table 4.1. 
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4.4 Parameter uncertainty, correlation and condition 

number 

After having fixed 14 parameters to obtain a positive definite matrix, the model parameter 

uncertainties associated with the 18 optimised parameters were estimated. They are 

given by the diagonal elements of the error-covariance matrix (as a measure of the width 

of the distribution for the different optimal parameters). Parameter uncertainties were 

divided by their corresponding optimal value to obtain relative uncertainties. Table 4.2 

shows low parameter uncertainties, suggesting that model results are well constrained by 

the data. The calculated relative uncertainties indicate that the detritus remineralisation 

rate {5i), the silicate to nitrogen ratio for diatoms (Re), the mesozooplankton maximum 

grazing rate (gg), the nitrate subsurface concentration {Nnsurt) and the gradient of silicate 

across the thermocline {Sgrad) are the parameters best determined by the optimisation (as 

they have the lowest values of the whole set) and hence the model output is more 

sensitive to those parameters. However, the condition number of the Hessian matrix was 

1.03x10+®, indicating that a number of model parameters are highly correlated and 

therefore, the problem is ill-conditioned. The correlation matrix provides the degree of 

correlation between all pairs of the model optimal parameters. Table 4.3 shows the 

existence of two sets of highly correlated parameters (|r|>0.8) and 11 independent 

parameters. The first set of correlated parameters (set A) are K4 (diatoms half-saturation 

constant for ammonium uptake), v? and V2 (micro and mesozooplankton excretion rates) 

and Nngrad (nitrate gradient across the thermocline); the second set (set B) comprised 

Pmaxi (non diatoms maximum growth rate), Kp (phytoplankton self shading coefficient) 

and p2 (mesozooplankton preference for diatoms). As each set of parameters is 

systematically correlated, the solution they provide is not unique and the applied data set 
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does not contain enough information to determine those parameters simultaneously. All 

correlated parameters in set A are related to nitrogen (3 related to ammonium and 1 to 

nitrate) while parameters in set B are related to phytoplankton growth. Parameter 

resolution, given by the eigenvalues and eigenvectors of the Hessian (figure 4.4) shows 

that the major contributions to the smallest eigenvalues are exclusively due to nitrogen 

related parameters (v;, Nngrad). 

Most of the correlated parameters correspond to state variables that were poorly 

constrained by the data, such as the zooplankton parameters (v/,v2 and ps) and diatom 

parameter K4, directly related to the ammonium pool. As stated earlier, there is high 

variability associated to the mesozooplankton measurements, which are likely to carry 

noise as well as the ammonium data, for which cruises Tyro and Atlantis provided very 

different estimates (< 0.2 mmol NH4+ m ̂  from Atlantis and > 0.8 mmol NH4+ m-s from 

cruise Tyro). The remaining parameters Kp and Pmaxi are used to describe light-based 

phytoplankton growth and their correlation comes from the model formulation of the light-

curve. 

As we want to obtain a well-determined set of parameters that result in the best fit to the 

field observations, any parameter correlation must be avoided. However, it is not clear 

the best way to do so. One feasible approach, is to analyse the relative parameter 

uncertainty for both sets of parameters (A and B). According to the distribution of such 

uncertainty as well as to the diagonal of the Hessian matrix, v? is the best estimated 

parameter, therefore the one chosen to be kept fixed and not optimised as the model 

output is very sensitive to small changes in its values. An alternative approach, when 

having few parameter correlations, consists in the computing of the condition number 

(cond) when fixing all different parameters alternatively. In this case, the smallest cond 

Page 91 



Chapter 4: Parameter uncertainty 

was obtained when not optimising v? (3.69 x 10+ )̂ while the largest was provided by not 

optimising /O (8.35 x 10+5). The remaining condition numbers were 6.96 x lO+^when only 

fixing V2 and 4.58 x 10+̂  for Nngrad-

As both approaches led to the same solution, v i was fixed at its optimum value. The 

model output showed the correlation among all the remaining parameters contained in 

set B was significantly reduced (|r|<0.8), the condition number improved and the 

parameter dependency of the whole model reduced to only two of the parameters in set B 

{Pmaxu Kp which were positively correlated). 

Using the same procedure, we kept Kp fixed to its optimum value. As expected, the 

correlation to Pmaxi was also significantly reduced, all the parameter dependencies have 

been finally overcome and the condition number has also improved (3.51 x 10+ )̂. The 

formulated optimisation problem was finally able to uniquely determine 16 independent 

parameters. 

Compared to similar studies, the model performance is encouraging. Matear (1995) 

tested three different ecosystem models studying parameter correlation based on a 

simulated annealing optimisation technique. The maximum number of independent 

parameters that he could determine varied between 8 and 9, of a total set of 15 and 20 

optimised parameters, respectively. The condition number of his Hessian matrixes varied 

between 10+® and lO+s. Fennel etal. (2001) applied the adjoint method to a 12-parameter 

NPZD model. Their condition number was 10+̂ ^ (they did not estimate parameter 

correlation), which they attributed to their model formulation which was not able to 

reproduce the main features of their field data. 

As in the previous section, the model sensitivity to the non-optimisation of these 

parameters was tested. Once more, the model was run and optimised, under the same 
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conditions that led to the standard run results, using P2 as the first parameter guess, but 

without optimising a set of 16 parameters (the ones specified in run P14 plus v? and Kp). 

This model run will be referred to as run P16. Figures 4.2 and 4.3 show the dynamics 

followed by the state variables as well as the corresponding optimal parameter set. 

Again, P16 is very similar to P14 and the standard run, as reflected in the final value of 

the cost function (ssq = 547.91). 

m m 

JLL = 6 . - 1 0 4 1 - E - ^ 6 

: :D; - ; : 

1 2 3 4 5 6 7 8 8101112131415161718 

, i ll: 

1 2 3 4 5 6 7 8 9101112131416181718 

110 = 0.02571 

1 2 3 4 5 6 7 8 9101112131415181718 

X13 = 0.1.1011 
1 2 3 4 5 6 7 8 9101112131415181718 

A, 16 =v47463 

D_ 

1 2 3 4 5 6 7 8 9101112131415161718 

;i3=.lg324e4)5 
1 2 3 4 5 8 7 8 9101112131415161718 1 2 3 4 5 8 7 8 9101112131416161718 

1 2 3 4 5 8 7 8 9 101112131415161718 

=00075286. 

1 2 3 4 5 6 7 8 9 101112131415161716 

:,acL-liH 
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Figure 4.4: Eigenvalues and eigenvectors corresponding to run PI 4. The x axis corresponds to parameters in table 4.2. 
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4.5 First guessed parameter values 

A final test was carried out aiming to asses the sensitivity of the model to the starting 

point in the parameter space. We wanted to investigate whether the model optimisation 

would provide a positive-definite Hessian when the model was run using a different 

parameter guess (other than P2) and by non-optimizing the same 14 parameters 

specified in section 4.3. Unfortunately, the optimisation algorithm seems to be highly 

dependent on the starting point as an indefinite Hessian was obtained (2 negative 

eigenvalues; ssq=666.9^^, ssqo=658.42; ssqp=8.49 versus ssq=549.87] ssqo=547.11; 

ssq'p=2.76 from the standard run). Why? Inadequate data. The data available are not 

abundant and carry noise which makes the task of finding the global minimum difficult. 

Another reason could be non-ideal sampling and model formulation. 

The sampling hypothesis could be probed by designing twin experiments, in which bogus 

data from the standard run could be used as observations as in chapter 3. These 

experiments would also help to determine the most effective temporal sampling to fully 

constrain model state variables. 

Testing model formulation is complex (see for example Fennel et ai, 2001). An 

alternative to fixing (non optimisating) a priori values of model parameters could focus on 

inspecting the model equations, as well as eigenvalues and eigenvectors, to find those 

parameters that enter the equations as a combination of each other. For instance, figure 

4,1 shows that the largest negative eigenvalue is Xi=-0.766. The corresponding 

eigenvector ( ) has significant contributions mainly from e and Q- Both parameters are 

also anti-correlated in , with opposite signs of the contributions, whereas they do not 

contribute to the remaining eigenvectors. Inspection of model equations shows that e and 
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Q enter equation 2.26 in multiplicative order and therefore, rather than fixing one of the 

parameters we could optimise their product (e /= reformulate equation 2.26 

accordingly and restrict the optimisation to e . A similar appeoach should be taken for the 

remaining correlated parameters, therefore reducing the complexity of the model. 

This is suggested as a future line of research as it goes beyond the scope of this study. 

4.6 Time-stepping sensitivity analysis 

The ecological model uses a variable time step, which means that continuously monitors 

the accuracy of the solution during the computation, and adaptively changes the step size 

to maintain a consistent level of accuracy. 

The model sensitivity to the time step was tested by setting up experiments that 

employed different fixed time steps (0.2 d \ 0.5 d ^ and 0.7 d-i). Results shown that model 

performance was very similar in all cases (except for ammonium) and also similar to the 

standard run (figure 4.5) However, the choice of a variable step algorithm presents 

greater advantages as; 

• It is much faster than its constant time step version, because they concentrate the 

computational effort only on those time intervals that need it most (during the bloom 

time, for instance), taking large strides over intervals that do not need small time 

steps (i.e. during winter). 

• More importantly, varying time step algorithms are more reliable as they can cope 

with sharp changes in the solution by reducing the time step, where constant time 

step algorithms will plow right through and could compute erroneous results. 

• Also, a varying time step algorithm ensures that numerical instability does not occur. 
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4.8 Summary of key points 

• Powell's optimisation technique is effective at determining the optimal parameters for 

the complex 0-D model. However, the analysis of the Hessian matrix revealed its 

indefiniteness, suggesting that the cost function had been calculated at a saddle 

point rather than at the minimum. 

- To ensure that the cost function was calculated, at least, at a local minimum, a total 

of 14 parameters (out of 32) had to be kept fixed during the optimisation. This did not 

significantly affect the model fit to the NABE data. 

• Although the ecological model was able to reproduce the observed data, the 

correlation matrix showed that 7 out of 18 optimal parameters were highly correlated. 

As the number of parameters that can be independently determined (16) is less than 

the number of unknown model parameters (18), the model solution is not unique. 

Parameter correlation involved 2 different groups of parameters: those related to the 

nitrogen pool and those yielding light-based phytoplankton growth. The former are 

likely due to the poor data constrain while the latter are due to the model formulation 

of the P-l curve. 

• The definiteness of the Hessian matrix strongly depends on the starting point in the 

parameter space. 

• The 0-D model showed no sensitivity to the time step (fixed or variable) used. 

Page 97 



Chapter 4: Parameter uncertainty 

Table 4.1: Model parameters, symbols, ecosystem group and units. Units always refer to nitrogen unless 
stated otiierwise. 

Parameter Number Symbol Group Units 

Mortality rate 1 1^1 Pnd d-' 

Half saturation constant for nitrate uptake 2 Ki Pnd mmol m-® 

Half saturation constant for ammonium uptake 3 K2 Pnd mmol m-3 

Nitrate uptake ammonium inhibition parameter 4 ¥, Pnd (mmol m-3)-̂  

Initial slope of P-l curve 5 Pnd (ly d-^)-i d"! 

Phytoplankton self-shading coefficient 6 Kp Pnd, Pd m^ (mmol)-^ 

Maximum growth rate 7 Pmaxi Pnd d-i 

Assimilation efficiency on non-diatoms 8 P, Zni Dimensionless 

Fraction of zooplankton mortality recycled to ammonium 9 e Zmi, Zm d-' 

Excretion rate 10 V, Zn,- d-i 

Maximum ingestion rate 11 91 Zn, d-i 

Ingestion half-saturation constant 12 Ke Zm mmol m-5 

Detrital breakdown rate 13 s, D d-i 

Maximum growth rate 14 P 7 Pd d-i 

Initial slope of P-l curve 15 % Pd ( ly d-')-! d"̂  

Half saturation constant for silicate uptake 16 Ks Pd mmol Si m-® 

Mortality rate 17 % Pd d-i 

Half saturation constant for nitrate uptake 18 Ks Pd mmol m-3 

Half saturation constant for ammonium uptake 19 K4 Pd mmol m"5 

Nitrate uptake ammonium inhibition parameter 20 % Pd (mmol m-̂ )-̂  

Redfield ratio (N;Si) 21 Re Pd Dimensionless 
Maximum sinking rate 22 Smax Pd m d'̂  

Assimilation efficiency 23 A Zm Dimensionless 

Excretion rate 24 V2 Zm d-i 

Mortality parameter 25 (2 Z . (mmol m-̂  d)-i 

Maximum grazing rate 26 SB Zm d-' 

Ingestion half-saturation constant 27 Ky Zm mmol m-3 

Preference for diatoms 28 P2 Zm Dimensionless 

Sub-surface nitrate concentration 29 
^nsurt. 

Nn mmol m-3 

Nitrate gradient across the thermocline 30 
^ngrad 

Nn mmol m-4 

Sub-surface silicate concentration 31 c 
SUlf. 

S mmol Si m-s 

Silicate gradient across the thermocline 32 c 
grad 

S mmol Si m-^ 
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Table 4.2: Optimal model parameters after obtaining a positive-definite Hessian matrix. 

Par. number Symbol Par. Value Hess, diagonal Par. uncertainty Relative uncertainty 

1 0.019 472.22 0.0010 0.054 

2 Ki 0.772 18.30 0.03095 0.040 

3 Kp 0.079 154.73 0.00195 0.025 

4 PmaxJ 1.819 1228.245 0.1825 0.100 

5 £ 0.095 3.55 0.0199 0.210 

6 Vj 0.112 115460.22 0.0057 0.050 

7 4 0.277 0.29 0.0048 0.017 

8 Oz 0.088 454.46 0.0129 0.147 

9 K4 0.867 3.44 0.0603 0.070 

10 % 3.368 6.77 0.1148 0.034 

11 Re 1.707 21.845 0.0297 0.017 

12 Smax 1.703 25.43 0.11885 0.070 

13 V2 0.038 29.84 0.0080 0.211 

14 52 0.372 64.11 0.0057 0.015 

15 P2 0.517 355.40 0.0432 0.084 

16 Nnsurf^ 2.751 2066.19 0.0532 0.019 

17 Nn grad. 0.033 81591.91 0.0019 0.056 

18 S grad. 0.016 23747.63 0.0001 0.005 
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Table 4.3: Correlation coefficients for the optimal model parameters. 

Par. n° 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

i^i Ki Kp e Vl 5i (%2 Ki Y i Re V2 92 P2 Nnsurf Nngrad Sgrad 

Hi 1 -0.07 -0.32 -0.29 -0.34 -0.76 0.26 0.47 0.61 0.43 -0.09 0.09 -0.59 0.29 -0.34 -0.09 -0.56 -0.02 

K, -0.07 1 0.17 0.30 0.09 0.14 -0.14 0.13 -0.04 0.03 0.13 -0.09 0.13 -0.08 0.21 0.03 0.19 0.00 

Kp -0.32 0.17 1 0.86 0.37 0.56 -0.25 0.07 -0.43 -0.23 0.37 -0.54 0.65 -0.17 0.68 0.26 0.52 0.04 

-0.29 0.30 0.86 1 0.47 0.68 -0.33 0.03 -0.49 -0.25 0.52 -0.69 0.78 -0.23 0.87 0.27 0.64 0.05 

e -0.34 0.09 0.37 0.47 1 0.48 -0.12 -0.20 -0.45 -0.24 0.26 -0.34 0.50 -0.18 0.51 0.13 0.51 0.03 

Vl -0.76 0.14 0.56 0.68 0.48 -0.40 -0.46 -0.82 -0.55 0.22 -0.33 0.83 -0.43 0.70 0.17 0.87 0.04 

5i 0.26 -0.14 -0.25 -0.33 -0.12 -0.40 0.28 0.42 0.30 -0.19 0.16 -0.44 0.19 -0.30 -0.02 -0.49 -0.01 

% 0.47 0.13 0.07 0.03 -0.20 -0.46 0.28 1 0.72 0.68 0.16 -0.19 -0.42 0.45 0.04 -0.01 -0.45 -0.03 

K4 0.61 -0.04 -0.43 -0.49 -0.45 -0.82 0.42 0.72 1 0.56 -0.15 0.18 -0.75 0.46 -0.49 -0.09 -0.77 -0.03 

V2 0.43 0.03 -0.23 -0.25 -0.24 -0.55 0.30 0.68 0.56 1 -0.10 0.05 -0.51 0.36 -0.26 -0.09 -0.48 -0.02 

Re -0.09 0.13 0.37 0.52 0.26 0.22 -0.19 0.16 -0.15 -0.10 1 -0.20 0.40 0.03 0.51 0.16 0.30 -0.03 

0.09 -0.09 -0.54 -0.69 -0.34 -0.33 0.16 -0.19 0.18 0.05 -0.20 1 -0.43 0.04 -0.63 -0.06 -0.20 0.03 

V2 -0.59 0.13 0.65 0.78 0.50 0.83 -0.44 -0.42 -0.75 -0.51 0.40 -0.43 1 -0.32 0.70 0.25 0.82 0.07 

92 0.29 -0.08 -0.17 -0.23 -0.18 -0.43 0.19 0.45 0.46 0.36 0.03 0.04 -0.32 1 -0.21 -0.14 -0.33 -0.02 

P2 -0.34 0.21 0.68 0.87 0.51 0.70 -0.30 0.04 -0.49 -0.26 0.51 -0.63 0.70 -0.21 1 0.19 0.58 0.05 

Nnsurf -0.09 0.03 0.26 0.27 0.13 0.17 -0.02 -0.01 -0.09 -0.09 0.16 -0.06 0.25 -0.14 0.19 1 0.01 0.02 

Nngrad -0.56 0.19 0.52 0.64 0.51 0.87 -0.49 -0.45 -0.77 -0.48 0.30 -0.20 0.82 -0.33 0.58 0.01 1 0.05 

Sgrad -0.02 0.00 0.04 0.05 0.03 0.04 -0.01 -0.03 1 -0.03 -0.02 -0.03 0.03 0.07 -0.02 0.05 0.02 0.05 1 
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Chapter 5: The physical model 

5.1 Introduction 

This chapter describes the physical model chosen to be coupled to the ecosystem model 

described in chapter 2 as well as the physical aspects affecting the ecosystem, such as 

mixed layer depth, entrainment/detrainment processes and diapycnal mixing. The model 

chosen is a one-dimensional version of the Miami Isopycnic Co-ordinate Ocean Model 

(MICOM) as recent plankton modelling studies focused on the North Atlantic (Spall, 1997; 

Martin 1999; Spall and Richards, 2000) have obtained encouraging results when 

biogeochemical models of different complexity were embedded into MICOM. 

A brief overview of the physical model has been included in section 5.1. The details of the 

physical processes relevant to the 1-D model, such as ocean-atmosphere exchanges, the 

mixed layer scheme and diapycnal mixing are described in section 5.2. Finally, section 

5.3 briefly describes the forcing and initial conditions that drive the coupled physical-

ecological model. 
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5.2 The Miami Isopycnal Co-ordinate Ocean Model 

The physical model chosen in the present study is version 2.6 of the Miami Isopycnal Co-

ordinate Ocean IVIodel (MICOM), developed at the University of Miami by Bleck and co-

workers. 

MICOM is a primitive equation numerical model, containing four prognostic equations, 

that uses isopycnal co-ordinates to describe the evolution of momentum, mass, heat and 

salt in the ocean. This means that the model equations have a coordinate of density 

(potential density) in the vertical direction rather than the traditional z-coordinate of depth. 

Therefore, MICOM predicts the depths at which different density values are encountered 

as opposed to the traditional approach in which water density changes are predicted at 

fixed depth levels. Amongst others, the advantages of using isopycnal co-ordinate 

models are: 

• the reduction of the vertical truncation error by concentrating coordinate surfaces 

where there are large density gradients. 

higher vertical resolution in regions of strongest density contrast, therefore reducing 

the vertical resolution required compared to an Eulerian coordinate system. 

There are also shortcomings to this approach, one of the most important ones being the 

so-called "outcropping" of isopycnals, which refers to the tendency of isopycnals to 

intersect the sea-surface in regions of near-surface baroclinity. For a more detailed 

description the reader is referred to Bleck and Boudra (1981). 

The dynamic model equations are formulated in terms of an arbitrary vertical coordinate 

called s (to replace the Cartesian z coordinate) but the x and y Cartesian coordinates 

remain invariant (Bleck, 1978). After this change of variables over the vertical coordinate, 
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the general conservation equations, written for the variable s are applied in the isopycnic 

domain and in the surface mixed layer. The thermodynamic variables as well as the 

variables of motion are treated as layer variables. MICOM does not use a rigid lid. 

Instead, the model uses a split-explicit numerical scheme, based on Gadd (1978), to 

calculate the barotropic and baroclinic solutions as it is less expensive than a rigid-lid 

scheme using iterative methods based on successive overrelaxation (SOR) (Bleck and 

Smith, 1990). As the solution of the barotropic component is shifted in time (barotropic 

equations are solved over smaller time steps than the baroclinic equations in order to 

resolve barotropic gravity waves), a forward-backward scheme, using the mass forward 

field (in the continuity equation) and the last pressure field (in the equation of motion), is 

used. 

MICOM considers three types of exchanges between the atmosphere and the ocean: 

radiative exchanges, turbulent heat transfers and mechanical energy transfers. Monthly 

forcing fields come from the National Centre for Environmental Prediction (NCEP) 

meteorological re-analysis (Kalnay etal., 1996) and are interpolated to the model's time 

step. A surface mixed layer of the Caspar (1988) type provides the linkage between wind, 

thermohaline forces, freshwater and evaporative fluxes and the isopycnic grid domain. 

The MICOM model is documented in Bleck et al (1992). A detailed description of the 

numerical code can be found in Langlois (1997). The reader is also referred to the 

MICOM web page for a thorough overview of the MICOM project 

(http://www.panoramix.rsmas.miami.edu/micom). Here, a 1-D version of the model is 

used, which means that all horizontal motions are neglected and only vertical ones are 

considered. This is all that is required for this study. The approach of Martin (1999) is 

followed. 
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5.3 The model equations 

5.3.1 Ocean-atmosphere exchanges 

MICOM considers three types of exchanges between the atmosphere and the ocean: 

• Radiative exchanges {RE), which account for the balance between incident solar 

radiation and radiation emitted by the sea surface. 

• Turbulent heat transfers of two types: 

• Latent heat transfer {LH) due to evaporation of sea water. 

• Sensible heat transfer {SH) established by convection when there is a significant 

difference between sea surface and air temperature. 

• Mechanical energy transfers which involve wind speed at a height of 10 meters. 

5.3.3.1 Heat balance 

Heat is transferred between the surface ocean and the atmosphere by the mechanisms 

of evaporation (latent heat flux), radiation (both direct short-wave sunlight and net long-

wave radiation),and convection (sensible heat flux). In most cases, the incoming short 

wave radiation and outgoing evaporative heat dominate the fluxes. 

The effect of atmospheric-ocean exchanges (apart from wind effects) on the mixed layer 

is accounted for in the thermal balance {TB): 

TB=RE+LH+SH [5.1] 

An upward (positive) flux of sensible heat corresponds to a loss of energy by the sea 

according to the difference in temperature between air (Ta) and sea surface (Ts): 
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STH = Ĉ OmrfFxfT̂ rT-,; 5̂.2] 

where: Ex is an exchange coefficient such that: Ex = PA CT W [5.3] 

Pa is the air density at sea level (1.2x10-3 g cm-3), CT the heat transfer coefficient 

(1.2x10-3), Cpair the specific heat of the air at constant pressure (1.0057 J g-i -C-i) and W 

is wind velocity. 

The latent heat flux is responsible for the heat exchanged between air and sea via 

evaporation and it always induces a heat loss by the ocean. 

LH = Ex Lv (Hu - Ev) [5.4] 

where: Lv is the latent heat of vaporization (2.47x10-3 J g-i), Hu the specific humidity and 

Ev represents evaporation. 

5.3.3.2 Mechanical energy transfers 

The wind stress on the ocean surface, Ts(t), is calculated from the square of the wind 

speed at 10 meters {W(t)), the density of the air (pa) and a drag coefficient (Co = 1.3x10-3) 

according to the following expression: 

[5.5] 

The expression of the drag velocity at the surface u* is obtained by the relation: 

[5 6] 

where ps represents surface density. 
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5.3.2 The ocean mixed layer 

The evolution of the thermodynamically active mixed layer in MICOM follows the scheme 

proposed by Caspar (1988), which treats the parameterisation of the turbulent kinetic 

energy (TKE) differently than Kraus-Turner. In the latter, the dissipation of TKE is a 

constant fraction of the creation of TKE, while in the former, it depends on rotation and 

stability. 

The entrainment rate is derived from vertically integrating the TKE equation over the 

mixed layer and then parameterising the resulting terms using the known variables. The 

TKE conservation equation in the mixed layer is: 

i^2 +^3)^? -0.5h[B{h)-WgAb]-hE^ = 0 

where mg and ma are constants determined from observations, u- is the surface drag 

velocity, h is the thickness of the surface layer or mixed layer depth, B(h) represents the 

sum of surface flux -{b' w'},and the increase of buoyancy due to the absorption of solar 

radiation: 

B W ^ - ( p ' w i + ^ \ R „ + R, " l l n W dz [5.8] 

where: 

b is the buoyancy b 
/ Po 

[5.9] 

where po represents the reference density of seawater. 

w is the vertical velocity, a j is the expansion coefficient given by: 
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CCj — PMO] 
P 

where Tand Sare temperature and salinity, respectively. 

Cp is the specific heat and Ro and & depict solar radiation at the surface and at depth z, 

We is entrainment velocity, Ab represents the discontinuity of the buoyancy at the base of 

the mixed layer and Sm is the TKE (E) heat dissipated in the mixed layer. 

Caspar (1988) reintroduced the vertical dissipation scale of Kolmogorov^e such that: 

15.111 
E 

and over the mixed layer: = y . [5.12] 

where Ue is a characteristic velocity scale of the turbulence in the mixed layer and I a 

dissipation length that can be expressed as a function of the mixed layer depth, the 

Monin-Obukov length and the Ekman length scale: 

^ = [5.13] 

with: 

L = : Monin-Obukov length 

A = : Ekman length 

La = : relative scale at the entrainment zone 
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Lfj — : scale of stratification at the base of the mixed layer 
-h 

N: Brunt-Vaisala frequency 

The term LA can be omitted as the dynamic instability at the base of the mixed layer is of 

a time scale on the order of the inertia! period (Gaspar, 1988) as well as Lw which will not 

have a relevant effect in the ocean. Therefore, equation 5.12 can be expressed as: 

te„=u;(3(%,%) [5.14] 

where G is a function of the stability of the Monin-Obukov length h/L and the rotation 

parameter h/X. Gaspar realised that the setting Ue = U' underestimates the turbulent 

velocity scale by causing convective deepening and defined: 

u j = £ „ = i | £ c ( z [5.15] 

The stability parameter {h/l) can be expressed as: 

G ( 5 ^ , ( K ) = - = ai +82 max[1,/7/(0.4A)]exp(/?/L) [5.16] 

Finally, the prediction of h is given by equation 5.7, in which the turbulent dissipation 

comes from equations 5.14,5.15 and 5.16: 

) u? - 0.5h[B(h) - = 0 [5.17] 

The entrainment velocity is calculated numerically from the following formula: 
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hAbw^-

(0.5/1, - C„S, ) ' + 2C, (%• J / i „ s , ] ' - (o.5„, + C „ S , ) 
[5.18] 

with: 

4,=C,3U?-C,i/,6(/,) [5.19] 

Sp = (fflg + ^3 )uf - 0.5 /? B{h) [5.20] 

[ZO-mg] % +^4] 
[5.21] 

[mXm2+m3)-( + +073-^5^3)] 
'P3 [5.22] 

04=2^4/771^ [5.23] 

The necessary and sufficient condition for entrainment at the base of the mixed layer {we 

> 0) is: 

h 3/ 
Ap =Sp--Ef^l >0 [5.24] 

In the case where this condition is not satisfied, h automatically adjusts itself to maintain 

Ap = 0. When the heat balance B(h) is not zero, this is equivalent to: 

/7 = ̂ L 
p̂i 

[5.25] 

Following the theory of Niiler and Kraus (1977), the equilibrium of the mixed layer is 

attained by: 
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where Bo is the surface buoyancy flux, which is assumed to vary linearly inside the mixed 

layer and is zero at the base. 

Values of Caspar's mixing coefficients are: mi = 0.45; m2 = 2.6; ms = 1.9; m4 = 2.3; ms = 

0.6; ai = 0.6; as = 0.3. 
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5.3.3 Diapycnal mixing 

The term diapycnal mixing refers to concept of turbulent diffusion to express the turbulent 

fluxes associated with the vertical distribution of potential density (p) and biological state 

variables (C). 

The temporal evolution of p and Cat depth z is described as: 

2 
dz ' ' • r 

[5.27] 

where 6 refers to p and C and the term represents the turbulent flux (f) and 

will be zero at the surface and at the bottom of the ocean (Fs = 5 = 0), when neither a 

source term nor horizontal advection are considered. The integration of equation 5.27 

over z conserves 6 in the water column. 

Following Spall (1997), Kv is maintained constant (1x10-4 m-2 s-'') in the mixed layer while 

is parameterised as a function of the buoyancy frequency, as suggested by Gargett 

(1984), below the mixed layer: 

where N represents the buoyancy frequency. is defined as: 

[5.29] 
p dz 

where g is the gravitational constant. 
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5.4 The coupled physical-biological model 

The coupled model consists of 26 unevenly spaced isopycnal layers starting at the 

surface and reaching 1000 m. This depth layering ensures a vertical resolution that is 

less than 30 m In the upper 200 m, a resolution of 50 m between 200 and 800 m, and a 

coarser resolution from 800 to the bottom. In a similar model, Spall (1997) found that the 

depth integrated vertical biological concentrations (for a 7-compartment model) were 

insensitive to the depth layering resolution, when he compared 10 m, 15 m and 30 m 

layering below the mixed layer. 

In this study, the vertical resolution is higher at the top of the ocean In order to get a 

better representation of the biological processes restricted to low depths due to strong 

light limitation as well as to better model the summer pycnocline. The initial depth layering 

(isopycnal thickness), starting from the surface, are as follows: 10, 20, 30,40, 45, 50,65, 

80,90,100, 130, 160,180, 200, 250, 300, 350, 400, 450, 500, 600,650,700,750,850, 

1000 m. The depth layering in MICOM is dynamic. As the model run progresses, the 

number of vertical layers changes due to the "outcropping" inherent to isopycnal models. 

This means that vertical layers can converge and reach 0 m thickness and hence, the 

model losses vertical resolution in unstratified waters. In the same way, as stratification 

progresses, the thickness of the layer decreases and higher vertical resolution is 

achieved. In MICOM, the depth of the top layer corresponds to the mixed layer depth. 

Each layer in the ecosystem is considered homogeneous. 

At each time step, the state variables of the biological model are redistributed by vertical 

diffusion and entrainment/detrainment by the mixed layer according to the equations in 

the preceding section. 
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The mixing of biogeochemical compartments across layer interfaces is related to the 

mixing of a slice of water across the interface and the absorption of the water back into 

the respective layers as in Spall (1997). 

The physical model needs to be run for 22 years before reaching equilibrium or steady 

state (considered as such when the annual rate of deepening of the mixed layer is less 

than or equal to 1 m). On the other hand, the biological model needs only 8 years spin 

up. In order to make the model runs shorter, the physical model was run for 14 years 

(being the biological model switched off) while for the remaining 8 years, the biological 

model was turned on and both modules run together. 

• Physical forcing and initial conditions 

The model is physically forced with fields corresponding to 1988 for the first 23 years and 

is forced with data from 1989 to 1996 thereafter in order to study the interannual 

variability associated to varying physical regimes. Monthly forcing fields come from the 

NCEP meteorological re-analysis (Kalnay etal., 1996) and are interpolated to the model's 

time step using a quasi-hermite scheme. The NCEP variables extracted were: air 

temperature, precipitation rate, specific humidity at 2 m, solar radiation, long wave 

radiation, wind stress (u, v) and wind speed. All of them are available from the following 

URL: http://www.cdc.noaa.gov/cdc/data.ncep.reanalysis.derived.html. 

The interannual variability in the atmospheric forcing at the surface is presented in 

chapter 7 (figure 7.1). 

Initial temperature and salinity data used to calculate density come from Levitus data 

(Levitus, 1982). The mixed layer depth is constrained to be greater than 10 m to ensure 

computational stability. The model time step is 400 s. 
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• Biological initial conditions 

Initial values for all the state variables at the surface are the ones provided by the 0-D 

model (see chapter 2) whereas below the surface, initial profiles were calculated 

according to an exponential 1% decrease dependent on depth where z 

represents depth in meters), for all variables except nitrate and silicate. Initial nitrate and 

silicate vertical concentrations (Nz and Siz) increase from the surface to the bottom of the 

ocean similarly to equation 2.24 (chapter 2): 

Nz = A/surf + Ngrad* Z [5.31] 

Siz = Sisuii+ Sigrad* z [5 .32 ] 

where Nsurf, Sisurf are the initial nitrate and silicate concentrations at the surface as 

provided by the 0-D model (5 and 2 mmol m-̂ , respectively); Ngrad, Sigrad depict the 

vertical nitrate and silicate gradient (0.03 and 0.015 mmol m-3, respectively) and z 

represents depth (m). These parameter values were obtained from the optimisation of the 

0-D model also described in chapter 2. The nitrate and silicate concentrations at the 

bottom (Nb and Sib, respectively) of the modelled ocean (1000 m) were set to 20 and 14 

mmol m-3, respectively, as suggested by N A B E data. It is evident from the above 

equations, that nitrate and silicate will be higher than Nb and Sib at greater depths than 

500 m (for nitrate) and 800 m (for silicate). From those depths downwards, nitrate and 

silicate concentrations were initially set to their values at 1000 m. 

The evolution of the state variables in the different layers of the model is due to vertical 

diffusion, entrainment/detrainment processes and ecology. The ecological equations 

ruling the temporal evolution of the ecosystem are used to calculate the biological 

concentrations over the model time step using a leapfrog time scheme. The equations 

can be expressed as: 
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; ' - s : 
+ biological sources - biological sinks [5.33] 

where C is a generic state variable, Kv is the vertical diffusion coefficient and the last 2 

terms represent the source and sink terms of biogeochemical processes previously 

described in chapter 2. In the case of diatoms, equation 5.33 needs an extra term so as 

to account for variable sinking: 

''•w + —- (m/j P j + Pj, sources - sinks [5 .34] 
oz 

dw^ 
where Ws depicts sinking speed (m d ^). The derivate can be calculated from 

dW; 3S/ 
dSi ' dz 

(as equation 2.15 in chapter 2), where S/represents silicate concentration. 

The depths to which solar radiation penetrates follow: 

where h is the PAR radiation at the surface (see equation 2.7 in chapter 2) and Kw and Kp 

are the light attenuation coefficient for water and the self-shading coefficient, respectively 

as stated in chapter 2. The calculation of h was described in equation 2.7 (chapter 2), 

where cloudiness enters such equation as a constant fraction. 
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Chapter 6: The coupled physical-biological model 

Chapter 6: 

The Coupled Physical-Biological Model 

6.1 Introduction 

In 1953, Sverdrup established that the intensity and extent of mixing within the water 

column influence the ability of plankton to develop under favorable conditions (Sverdrup, 

1953). As described in Chapter 1, the accurate simulation of the physical forcing is vital in 

ecological modelling as it affects many biological processes such as physiological rates 

(temperature and light dependent) and also abiotic processes as nutrient availability 

(influenced by the stratification of the upper mixed layer). In order to improve the 

ecological model performance, a more realistic description of the physical forcing as well 

as mixed layer depth dynamics is needed and for this reason, the next step in this 

research will be the coupling of the ecological model to a 1-D version of the Miami 

Isopycnic Coordinate Model (referred to as MICOM, hereafter). In this chapter, several 

aspects of the coupling process are described in detail. Section 6.2 explains the 0-D 

model changes that proved necessary for the accurate vertical representation of the 

biochemical processes of interest. Results for the 'standard' run of the coupled physical-

ecosystem model are shown in section 6.3. Section 6.4 outlines model tuning to the North 

Atlantic Bloom Experiment (NABE) observational data set for spring in 1989 and briefly 

describes physical and biological variability within the data set. Section 6.5 presents the 

coupled model validation with an independent data set at 48°N, 21° W (BIOTRANS area) 

in autumn 1996. It also explores problems highlighted by a pre-validation test, the need of 

model re-tuning to the 1989 data set and the fit to the observations as well as model 

agreement with other field and model studies. Finally, a summary of the key points found 

in this study are highlighted. 
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6.2 The 0-D model adaptations 

The eight compartment ecological model described in previous chapters was slightly 

modified in order to be coupled to the 1-D version of the Miami Isopycnal Co-ordinate 

Ocean Model (MICOM) (Martin, 1999). In this study two important alterations were 

thought to be necessary. On the one hand, the need to parameterize nitrification could 

not be avoided as remineralisation-nitrification processes lead to pronounced gradients in 

the vertical nitrate profile. Nitrification is mainly carried out by aerobic and chemosynthetic 

bacteria which oxidize ammonium to produce nitrates and nitrites. Due to the absence of 

bacteria as a model variable, nitrification was not explicitly modelled but parameterlsed as 

a constant transfer rate {nr= 0.03 &^) from ammonium into the nitrate pool (Martin et a/., 

2001). 

On the other hand, a detailed description of the role of detrital biogenic silica in the water 

column was also included and an extra compartment, detrital biogenic silica, was added 

as remineralisation processes involving this variable also have an effect on the vertical 

gradient of dissolved silicate present in the water column and it is also subjected to 

sinking. 

The role of silica in biogeochemical modelling studies has often been ignored, as nitrogen 

is regarded as the main limiting nutrient of marine primary production, and also due to the 

fact that biochemistry of silica is still poorly known (Smetacek, 1999). Until very recently it 

was believed that dissolution of diatom shells was mainly controlled by physico-chemical 

factors. Bidle and Azam (1999) have shown that biological factors not only affect the 

diatom shells dissolution process but that bacteria-mediated silica regeneration may be 

critical in controlling diatoms productivity and the cycling and fate of silicon and carbon in 

the ocean. Dudgale and co-workers (1995) showed the important role of silica in driving 
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new production in their coupled silicon-nitrate model and recent studies have started to 

include silica as well as nitrogen in their modelling approaches (Pondaven etal., 1998). 

The model equation that explicitly describes detrital biogenic silica dynamics was 

formulated as follows: 

d Re Re * * M 

where the first term represents diatom mortality, the second term represents 

mesozooplankton egestion of silica component of ingested diatoms, the third term 

represents the breakdown of detrital biogenic silica {82) and K is the sinking rate of 

detrital biogenic silica. 

Mesozooplankton grazing on diatoms takes up nitrogen and biogenic silica. Because 

mesozooplankton are non siliceous organisms their nutritional requirements are fulfilled 

by uptake of carbon and nitrogen alone and the grazed silica will be entirely rejected as 

faecal pellets (term 2 on the right hand side of equation 6.1). 

Therefore, the silicate equation previously described in Chapter 2 (equation 2.26) needs 

to be reformulated, to include the new remineralisation term, as 

follows: 

0% jRe ' : ' ( ° / Af 

[6.2] 

Initial values for 82 (0.012 d-̂ ) and K (5 m d-̂ ) were taken from Pondaven etal. (1998). 

These are the processes that ultimately control biogeochemical variability of the water 

column and affect the entire nitrogen and silicate budget of the system. Therefore, the 
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mentioned adaptations provide a more realistic and also accurate framework for the 

biogeochemical processes that will occur in a vertically resolved water column. 

The new 0-D ecological model (nine compartment) was run, without being optimised, to 

investigate whether or not the structural changes made provided a different solution from 

the previously called standard run. Initial conditions were those corresponding to such run 

(table 2.3) apart from the inclusion of the new parameters specified in equation 6.2 

(62 and Vs). Model results show that there is no significative differences between 

variables in the standard run and the extended 0-D model (figure 6.1). Detrital biogenic 

silica dynamics (data only available from the new 0-D model) respond to diatoms and 

mesozooplankton development as expected. Its concentration increases steadily from 

Julian day 25 until day 119 due to the slow diatom growth accompanied by 

mesozooplankton grazing, reaching less than 0.08 mmol Si m-3. After Julian day 119, 

detrital silica concentration drops due to the switching feeding behaviour of 

mesozooplankton which turns to graze mainly on microzooplankton (as it has slightly 

lower preference for diatoms) and therefore, takes up more nitrogen than silica at this 

stage. Due to the relaxation in grazing and also to the improvement in physical conditions 

(reduced vertical mixing and increased irradiance), diatoms grow fast and so does 

mesozooplankton, generating a maximum in the detrital biogenic silica concentration 

(0.16 mmol Si m-s) on Julian day 129 that is due to an increasing excretion of faecal 

pellets as well as to increased diatom natural mortality. Thereafter, detrital biogenic silica 

concentration declines rapidly as diatoms growth recedes and mesozooplankton biomass 

is mainly maintained by microzooplankton once more. Later in the year, from Julian day 

250, a second increase in detrital silica concentration takes place for the same reasons 

explained above. Hereafter when the 0-D model is mentioned it will be understood to be 

the new 0-D model (nine compartment). 
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Figure 6.1: Seasonal variability of all the state variables corresponding to the standard run (blue) and the new 0-D 
model (green) and real NABE observations (red dots) in the mixed layer. Notice that there is no detrital biogenic silicate 
data for the standard run. Blue line Is hidden by green line as both of them are identical. 
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6.3 The 1 -D "sfandard run" 

The first run of the coupled model is carried out using the set of ecological parameters 

previously discussed in the extended 0-D model as initial parameters (in tables 2.3 and 

6.1). Initial conditions for all the state variables at the surface are the same used in the 0-

D model (biogenic silica set to 0.1 mmol Si m-3). As the coupled model is divided into 26 

vertical levels (see chapter 5), initial values for all the state variables below the surface 

were calculated according to an exponential decrease dependent on depth. Silicate and 

nitrate concentrations at the bottom of the modelled ocean (1000 m) were set to 14 and 

20 mmol m-3 as suggested by NABE data. 

Simulated results, averaged within the mixed layer, for all the state variables, total 

chlorophyll, primary production as well as mixed layer depths are shown in figure 6.2. 

Differences between the 0-D standard run and the 1-D model were observed in the 

seasonal cycles of many state variables and also in the mixed layer depth. The latter was 

particularly important as mixed layer depth will determine the light regime and nutrient 

availability and therefore, favorable or adverse trophodynamic development conditions. 

The maximum deep winter mixed layer specified in the 0-D model (derived from CTD 

NABE data for spring and summer and from Levitus' climatology (1982) for the rest of the 

year) reached 314 m on Julian day 73, slightly shallower than the mixed layer depth 

predicted by MICOM (ca. 333 m) on Julian day 78. Fasham et al. (1990) discussed the 

physical forcing of their model and suggested that Levitus' mixed layer depths 

underestimated the mixed layer in winter which underpins our choice of Caspar's 

formulation of the mixed layer depth (figure 6.21) (see chapter 5). Other studies (Garside 

and Garside, 1993) state that Levitus' Atlas winter mixed layer depths are around 350 m, 

about 50 m less that winter depths shown in Robinson's Atlas (Robinson etal., 1979). 
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Even more relevant than mixed layer depth is the difference in the onset of stratification in 

both models. The coupled model re-stratifies faster and 30 days earlier than its 0-D 

counterpart with striking consequences for phytoplankton and nutrient seasonal cycles, 

especially regarding the timing of the spring bloom, with effects that will extend beyond 

the bloom period. Moreover, the shallowest depth of the mixed layer in the coupled model 

is nearly twice as deep as the 0-D model one (29 versus 15 m, respectively) reducing 

light availability, therefore, the 0-D model prediction of more intense spring blooms and 

higher phytoplankton biomass than in the 1-D case, is not surprising (figure 6.2). 

Seasonal cycle discrepancies between both models can be fully explained by different 

mixing and stratification regimes to which state variables are subjected in each model. 

Although in both models the onset of stratification starts approximately at the same time 

(Julian day 75 in the 0-D model and day 79 in the 1-D case), mixed layer stability occurs 

faster in the 1-D case. Both models show a mixed layer profile consisting of two phases, 

defined in terms of speed of the stratification process. In the 0-D case, stratification starts 

with the slow shoaling of the mixed layer (phase 1), followed by fast stratification over a 

shorter period of time (phase 2), which is the opposite trend to what is observed in the 1-

D case, where phase 1 is fast and phase 2 occurs more gradually for the same time 

scales (see figure 6.21). 

The first phase, in the 0-D model, shows the slow shoaling of the mixed layer from Julian 

day 75 up to Julian day 106, when mixed layer depths are 314 m and 257 m, 

respectively, therefore a depth reduction of 57 m in 31 days. On the other hand, mixed 

layer depths, in the 1-D model, vary between 333 m and 86 m, on Julian days 79 and 

106, respectively, and therefore, a depth reduction of 247 m. This temporal shift in the 

phase of the mixed layer will have important consequences on phytoplankton 

development, as favorable light regimes are sooner achieved in the 1-D case. 

Page 122 



Chapters: The coupled physical-biological model 

phytoplankton will be no longer limited by light and with plenty of nutrients in the water 

column, they will be able to bloom earlier than in the 0-D model. 

In phase 2, from Julian day 106 to Julian day 119, stratification in the 0-D model is fast 

and mixed layer depth shallows 236 m in only 13 days, being the crucial period for 

triggering phytoplankton growth as favorable light regimes are achieved during this 

period. Mixed layer stratification is complete by Julian day 119 although it will be broken 

by a weak mixing event on Julian day 120, lasting less than five days, after which vertical 

stability of the water column will be restored. In the 1-D model, phase 2 is characterised 

by a brief period (2 days) of faster stratification of the mixed layer followed by a gradual 

and slow decrease in mixed layer depth, varying from 86 m, on Julian day 106, to 50 m 

on Julian day 119 {versus a depth of 21 m predicted by the 0-D model). No episodic 

mixing events were predicted by the 1-D model. 

Moving onto model state variables, the most important difference between both runs is in 

terms of nutrients (figure 6.2d and 6.2g). The coupled model predicts very little amount of 

nitrate and silicate. Nitrate highest concentration slightly reaches over 3 mmol m-3 while 

silicate concentration stays lower than 1 mmol m-3. These results seem to be pointing at 

the need of modification in the nutrient remineralisation and sinking rates as they are 

among the most variable parameters in the data set, as reported in the literature 

available. 

Fasham et al. (1990) tried, in their model, three different sinking rates for biogenic 

nitrogen (detritus) ranging from as little as 1 m d ^ up to 10 and also 100 m d-\ They 

found that model results were very similar when using the last two rates but also pointed 

at the difficulty in determine a single sinking rate, as detritus accounts for different 

components of the food web which are variable in size and sinking rates (i.e. faecal 
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pellets, dead zooplankton, etc.). As to dissolution rates, the same uncertainty applies, as 

their values can range from as low as 0.004 up to 0.18 d-i (Jones and Henderson, 1986). 

In terms of detrital biogenic silica, large specific-species variability exists in the rate of 

breakdown of diatom cells (Smetacek, 1999), being as variable as for nitrogen, and its 

rates being almost considered to be free parameters. 

The lack of nitrate and silicate in the model are primarily responsible for the low 

phytoplankton biomass (0.87 and 1.14 mmol N m-3 for diatoms and non-diatoms, 

respectively) compared to the 0-D standard run (1.72 and 2.29 mmol N m ̂  for diatoms 

and non-diatoms, respectively) therefore, zooplankton are unable to reach as high 

biomass as in the 0-D case, apart from microzooplankton, which responds to non-

diatoms bloom by reaching as high biomass as in the simple model (0.36 versus 0.44 mm 

N m-3 for the 1-D and 0-D model, respectively). Mesozooplankton barely exceeds 0.06 

mmol N m-3 mainly sustained above the level of winter standing stock by grazing on 

microzooplankton. 

In terms of the timing of the spring bloom, the coupled model also shows several 

differences compared to the 0-D version, mainly due to the early and fast re-stratification 

of the water column. Both phytoplankton groups bloom nearly at the same time, non-

diatoms 23 days earlier than its 0-D counterpart while there is only a 13 days difference 

for diatoms, which results in one single but wider peak in terms of chlorophyll and primary 

production (also 20 days earlier), compared to the 0-D case. The same situation is 

observed for total primary production, being underestimated by the coupled model 

(maximum of 0.40 versus 0.56 mmol N m-3 d'̂  for the 1-D and 0-D model, respectively). 

These results point to the need of new pr/or values for phytoplankton light efficiency (a) 

and maximum growth (Pmax) as the physics of the mixed layer seem to be well 
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represented by Caspar's scheme and consistent to values provided by field studies for 

the same area. 

The state variables that best resemble the 0-D model results are microzooplankton 

(maximum of 0. 36 versus 0.44 mmol N m-3 d"̂  for the 1-D and 0-D model, respectively), 

ammonium (maximum of 0.45 versus 0.49 mmol N m ̂  d-i for the 1-D and 0-D model, 

respectively) and biogenic nitrogen or detritus (maximum of 0.39 versus 0.53 mmol N m ̂  

d-i for the 1-D and 0-D model, respectively). 

Generally, the coupled model predictions did not match the 0-D model output well in 

terms of timing and phytoplankton blooms and significantly underestimated their biomass 

in many cases. 

The common process of parameter transference between models has important 

implications in terms of parameter portability as it is not unusual to initialise complex 

models (i.e., general circulation models or GCMs) with parameter sets previously tested 

in simpler ones. The results obtained here will give some insight into this matter and will 

be discussed later as part of a sensitivity analysis described in chapter 8. 

These results clearly pointed to the need of a tuning exercise including real observations 

for the NABE site. 
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Figure 6.2: Seasonal variability of all the state variables corresponding to the 0-D standard run (green) and the 1-D 
standard run (blue) and also the NABE obsen/ations (red dots) in the mixed layer. 
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6.4 Tuning the coupled model: the NABE 1989 data 

set 

It has been previously shown that tuning of the 1-D model is needed in order to get a 

more realistic description of the ecological processes occurring in the water column. 

However, this exercise involved a more complex data set than the one used to calibrate 

the 0-D model (figure 2.2) as vertical profiles of such variables have been considered, 

when available, for the same cruises specified in chapter 2. We wanted to have as many 

observations as possible but as the coupled model ignores spatial variability, we also 

wanted to know whether the observational data showed any structure that could not be 

resolved by the relative simplicity of the 1 -D model. 

Observational data; physical variability in 1989 

Prior observations in this area have shown the existence of mesoscale eddies with 

varying characteristics (Le Groupe Tourbillion (1983); Mittelstaedt (1987); Robinson etai, 

1993) also showing interesting biological and chemical variability (Lochte and 

Pfannkuche,1987). In this study, observations came from a varying number of cruise 

stations that lay between 47.6°N and 46.2°N and 17.5°W and 22°W (figure 6.4a). 

Temperature and salinity data from the surface down to 1000 m were compared to 

establish whether samples were taken within the same body of water or whether there 

was intrusion of different water masses. No major changes in surface water properties 

were observed, as shown by T-S diagrams (figure 6.3), for the four cruises. 

Surface and vertical salinity and temperature were also plotted (figures 6.4b, 6.4c and 

6.5) showing a well stratified water column for most of the cruise time although there are 

eddy-like structures present on days 126 (cruise Atlantis 1) and 133 (cruise Meteor) 

which always developed below 500 m (figure 6.5). Two eddy features are revealed by 
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surface data plots (figure 6.4b and c). Both temperature and salinity showed the presence 

of eddies located at 47.15°N 19.5°W and 46.5°N 19°W. There is also a front located at 

46.6° N 18.5°W although this seems to be relying on only one datum. These structures 

are coincident in time with the so-called small and standard eddies described in Robinson 

et al. (1993) at times when cruises Atlantis and Meteor took place. The rest of the 

vertically resolved data available (cruises Discovery and Tyro) showed no mesoscale 

variability. 
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Figure 6.3: T-S diagrams corresponding to cruises Atlantis (I and II), Meteor, Discovery 183 and Tyro. 
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These results show that the biochemical observations carried out during the spring bloom 

at 47-N 20-W correspond to an area of complex mesoscale hydrographic variability. 

Nevertheless, there is no easy way to quantify the effect of such variability in the 1 -D 

ecosystem model described in this work unless a 3-D model is used instead. Three 

dimensional model approaches often show lack of ecological complexity although tend to 

represent physical processes more accurately. The aim of this work is concentrated on 

complex ecological behaviour in response to a realistic physical framework and therefore 

there are obvious limitations in terms of physics and dynamics as there are obvious 

ecological limitations when 3-D models are used. Hence, the effects of horizontal spatial 

variability will be neglected in this work (and regarded as noise) which does not invalidate 

our model results, as it will be a good exercise to quantify how relevant the physical 

environment is in determining realistic and complex patterns in plankton behaviour, in an 

area where cyclonic and anticyclonlc eddies influence plankton development. 
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Figure 6.5: Vertical temperature and salinity as measured on cruises Atlantis (I and II), Meteor, Discovery 183 and Tyro. 
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Observational data: biochemical variability in 1989 

Vertical profiles of chlorophyll a, nitrate, ammonium, silicate and particulate organic 

nitrate (PON) were obtained from all cruises. For all nutrients, data down to 1000 m 

where available but PON and chlorophyll a were only sampled down to 300 m and 150 m, 

respectively (figure 6.6). 

Chlorophyll data remained low (below 1 mg chl m-3) for the first part of the sampling 

period on board Atlantis I (Julian days 115 to 122) and nitrate and silicate concentrations 

were relatively high (above 6 and 2 mmol m ̂ , respectively). After Julian day 122, the 

onset of the spring bloom could be seen at the surface and extending in the vertical down 

to 50 m, reaching a maximum chlorophyll value of 1.99 mg m^. Silicate started 

decreasing at the same time, suggesting that this was a diatom bloom. A possible diatom 

subsurface chlorophyll maximum (1.30 mg chl m-3) was also observed at 72 m depth. The 

spring bloom was completely developed by Julian day 132 (cruise Meteor), reaching a 

maximum of 2.78 mg chl m ̂ , all the silicate being depleted and therefore phytoplankton 

(diatoms) starting to progressively decay afterwards. Eight days later (cruise Atlantis II), 

when there was no silicate left but some nitrate available (not clearly shown in figure due 

to scale), the start of a shallower second bloom, presumably a non-diatom one, took 

place near the surface, also migrating to deeper layers (down to 25 m) and reaching its 

maximum (3.32 mg chl m ̂ ) at 13 m on Julian day 145. Cruise Discovery 183 measured 

the occurrence of a second non-diatom bloom (above 40 m) on Julian day 182 no higher 

than 1.50 mg chl m-3. From then onwards, chlorophyll would remain below 0.60 mg chl 

m-3. Regarding ammonium, there is no data available from cruises Atlantis I or Discovery 

183 and data from Tyro seemed to have been contaminated in the analysis process 

(ammonium analysis is a very delicate procedure). Meteor data showed a vertical patchy 

structure (figure 6.6) dominated by higher concentrations (up to 2.61 mmol N m-s) in the 
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top 100 m from Julian day 130, immediately after phytoplankton development had 

started. Atlantis II showed the same trend in the upper 60 m (maximum values around 

1.00 mmol N m ̂ ). There were two peaks on Julian days 140 and 149. The first one 

matched bloom deepening observed during cruise Meteor where nitrate was still available 

but no silicate was left. The second peak occurred after the phytoplankton bloom had 

ceased. In between both peaks, ammonium seemed to have been consumed as there 

was barely any silicate and phytoplankton will preferentially take up ammonium rather 

than nitrate to support their growth. 

PON data, down to 150 m, were available from cruises Atlantis I, Atlantis II and Meteor. 

Its concentration remained high during all the Meteor cruise, for which the highest values 

were measured (over 3.49 mmol N m-3 in the upper 40 m). Atlantis cruises showed a 

patchier PON distribution, with peak values at the same times and depths for which 

phytoplankton blooms were described earlier. Maximum PON values were ca. 2.60 mmol 

N m-3 on Julian day 127 (Atlantis I) and 2.82 mmol N m-̂  from Julian day 150 to 155 

(Atlantis II). 
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Figure 6.6: Seasonal variability of all the ecological variables corresponding to cruises Atlantis I, Meteor, Atlantis 
Discovery 183 and Tyro. 
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Tuning the model 

Discrepancies found between tine 1 -D and 0-D standard runs led to the need for a tuning 

exercise so as to get the best fit to the vertically resolved NABE89 data set. Although an 

inverse approach method had previously been applied in the 0-D case, such technique 

was computationally too expensive to run and implement in the 1 -D case, and therefore, 

a traditional trial and error adjustment was used instead. 

In order to run the model faster, the trial runs were performed by forcing the model using 

physical fields corresponding to 1989 only; this way, the length of a single run is 

shortened by 50 minutes, taking only 40 minutes to complete on a Sun station at 600 

MHz and 512 MB. 

The misfit between model output and observations was quantified as stated in equation 

2.29 (chapter 2). After many trial runs, searching for a smaller misfit but also seeking a 

good fit to the timing of the bloom, a total of five a priori parameters were modified (see 

table 6.2): detrital silica remineralisation rate {S2) (increased), detrital nitrogen sinking rate 

(I/) (increased), maximum growth rate {Pmax2) for diatoms (decreased), initial slope of the 

P-l curve for both diatoms (%) (increased) and non-diatoms (%) (decreased). 

A five fold increase in 82 significantly increases the amount of regenerated dissolved 

silicate in the water column. In the mixed layer, silicate averaged values varied from 0.57 

to 1.80 mmol Si rrr^ (see figure 6.7). As silicate concentration increases, favorable 

conditions allow diatoms to develop very quickly. The need to constrain their growth 

pointed to a lower Pmax2 but also to an increase in % so as to avoid blooms overlapping. 

Non diatoms are prevented from blooming, due to a less efficient use of nitrate than 

diatoms, until later in the year when an increased ammonium concentration is observed 

after the diatom bloom has passed. 
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The sinking rate of detrital nitrogen was also increased in order to avoid extremely high 

concentrations of ammonium (due to remineralisation processes) and detrital nitrogen 

(due to accumulation). All these parameter changes helped to regulate nitrate 

concentration, generating more realistic winter values (8 versus 3.10 mmol N m ^ in the 

1-D standard run). Mesozooplankton dynamics also benefited from the tuning, as diatoms 

abundance allows them to fulfil their food requirements and reach higher biomass (0.46 

versus 0.05 mmol N m-s in the 1-D standard run). Figure 6.8 shows the 1-D tuned model 

output, depth-resolved, for all the state variables and also chlorophyll and primary 

production. The vertically resolved model shows the presence of two subsurface or deep 

chlorophyll maxima (DCM), right below the mixed layer, due to diatoms. Both maxima 

occur at the same depth (59 m) and after the main spring bloom takes place, when 

silicate in the mixed layer has been depleted. The first deep maximum occurs in May, 

reaching less than 1 mg chl m-3, while the second bloom reaches 1.26 mg chl in 

June. As the model does not take into account physiological variability of the carbon to 

chlorophyll Redfield ratio, both maxima are also biomass maxima. A peak in 

mesozooplankton biomass (0.34 mmol N m-3) and also in biogenic detrital silica (0.38 

mmol N m-3), are observed at the same time and depth as the DCM. 
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Regarding bloom timing and misfit, it can be said that overall, the new parameter set 

gave a good fit to the NABE89 data set (see table 6.3). It is worth noting that the greater 

fraction of the misfit could be due, in certain cases, to heterogeneous data availability (i.e. 

nitrate, silicate and ammonium were measured down to a depth of 1000 m while data for 

other variables data, such as chlorophyll or PON, were taken in the upper 300 m) and 

also to different orders of magnitude characterizing different processes (i.e. nitrate values 

range from 0 to 23 mmol N m-3 while chlorophyll varies between 0 and 3.50 mg m-3). In 

order to avoid contribution by heterogeneous data availability, the misfit was normalised 

by the number of observations of each type but no attempt to scale the observational 

data was made. The highest contribution to the misfit was due to nitrate (49.28%) and 

silicate (24.42%) and the lowest by chlorophyll (5.21%) followed by ammonium (8.39%) 

and PON (12.77%). 

In terms of bloom timing, the 1-D model tends to predict an earlier phytoplankton bloom 

compared to real data, and also to 0-D model results. The initiation of the spring bloom, 

as well as bloom intensity and duration, depend on the physical variables that determine 

the onset of thermal stratification of the mixed layer and therefore, its stability. Such 1-D 

model results can be explained by the earlier stratification of the mixed layer compared to 

its 0-D counterpart, as discussed earlier in section 6.3. 

Regarding bloom timing and intensity, the 1-D model predicts a chlorophyll bloom 

(diatom) about eight days earlier (Julian day 120) than observed in cruises Atlantis I 

(between Julian days 126 and 128) and Meteor (between Julian days 128 and 132), 

overestimating maximum phytoplankton biomass by 0.55 mg chl m-3 (3.34 mg chl 

modelled versus 2.78 mg chl m ̂  from Meteor data) but describing PON and nutrient 

variability quite well (figures 6.9 and 6.10), specially during the Atlantis I cruise. The 
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mismatch observed between modelled PON and Meteor data is due to the earlier 

occurrence of the bloom in the 1-D model, which leads to the underestimation of PON by 

1.21 mmol N m-3. The model reproduces the lack of silicate in the upper 50 m of the water 

column during both cruises (although modelled silicate concentration below 50 m is 

nearly half the concentration suggested by Atlantis I and Meteor data), keeping nitrate 

concentrations in the upper 50 m ca. 4.51 mmol N m^. Ammonium data from Meteor 

shows a vertical patchy structure that the model is not able to reproduce due to its 

physical limitations (figure 6.10). Nevertheless, subsurface amnnonium concentrations 

vary within the limits set by Meteor data. Meteor data show the existence of several 

subsurface ammonium maxima down to a depth of 125 m, accounting for up to 2.61 

mmol N m-3 whereas modelled ammonium is less than 0.5 mmol N in the upper 45 m, 

showing a peak value of 1.80 mmol N rrr^ between 62 and 75 m. Below 75 m, modelled 

ammonium concentration decreases down to 1.23 mmol N m-s, similar to the values 

measured on board Meteor. 

The second chlorophyll bloom (Atlantis II), attributed to non diatoms, is better reproduced 

by the model, both in terms of biomass and also timing, and so are silicate, nitrate and 

ammonium concentrations in the water column for the times and depths at which such 

bloom occurred, when compared to Atlantis II data. A subsurface ammonium maximum, 

between 25 and 75 m, is observed in both, model and observational data, but the 1-D 

model tends to overestimate such quantity below 75 m (figure 6.10). 

Discovery 183 cruise data showed the occurrence of a subsurface chlorophyll bloom in 

summer (from Julian day 183 to 185), located between 23 and 40 m, which was also 

reproduced by the model. Modelled silicate during Discovery 183 cruise underestimated 

measured values, as 1-D model values varied from 0 to 2 mmol nn-3 versus 2 and 5 mmol 

m-3 from Discovery data. No nutrient data, other than silicate, were available from this 
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cruise. Later in the year, Tyro data show low chlorophyll concentration, up to 0.43 mg chl 

m-3 between the surface and 70 m, from Julian day 234 to 238. Below 70 m, chlorophyll 

values remain below 0.1 mg chl m ̂ . Modelled data for this period, showed chlorophyll 

concentrations up to three times higher (1.2 mg chl m ̂ ) in the upper 25 m. In terms of 

nutrients, modelled and measured nitrate are in good agreement but the 1-D model tends 

to underestimate silicate concentration by half the measured values on Tyro. 

Figure 6.11 shows that vertical distribution of nitrate and silicate down to 900 m was 

generally well reproduced by both model results. 
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6.5 Validating the coupled model: the NABE1996 data 

set 

Field data for the NABE site were available from early July until October 1996 from 

German cruise Meteor 36/2 and were used to perform an independent model validation 

(referred to as NABE96 data, hereafter). The 1-D model was run using physical forcing 

corresponding to 1996, having been tuned to NABE89 data, only in order to test that 

model results were within reasonable limits. Once the suitability of the initial conditions 

were checked, the model was rerun and physically forced by a nine year series of 

variables from 1988 to 1996 and model output was compared to the NABE96 data set. 

Observational data: biochemical variability in 1996 

Vertical profiles of nitrate, silicate, ammonium, chlorophyll a and PON were available, 

ranging from 05/07/96 to 07/07/96, from 10/09/96 to 03/10/96 and from 23/10/96 to 

31/10/96 and therefore, setting the prevailing physical and chemical conditions in the 

transition time from summer to autumn. 

As for the NABE96 data set, nitrate, silicate and ammonium were sampled down to a 

depth of 1000 m while chlorophyll and PON data were only available in the upper 200 

and 150 m, respectively (figure 6.12). The first two days of cruise data registered a late 

summer bloom (Julian days 187 to 189, corresponding to early July), when there was a 

well established vertical gradient of chlorophyll a, ranging from 1.50 mg chl m-3 in the 

upper 35 m to less than 0.30 mg chl rrr^ at depths of 65 m and below. For the second part 

of the data (from Julian day 254 to 278, September to early October), the stratified 

chlorophyll a distribution is broken and the occurrence of a less intense deep chlorophyll 

maximum is evident, accounting for 1.10 mg chl rrr^. The fact that there is lack of nitrate 

at such depths strongly suggests a diatom bloom, supported by an observed silicate 
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reduction from 2 to less than 1 mmol Si m-3, at times and depths at which the bloom was 

observed. For the final part of the data (from Julian days 297 to 306), chlorophyll 

remained below 0.60 mg m ̂ . 

Ammonium and PON showed a remarkable vertical structure. The former showed a deep 

maximum between 400 and 500m accounting for 0.92 mmol N m-3. PON showed four 

subsurface peaks (resembling chlorophyll variability), from Julian day 298 to 300, at 

depths ranging from 20 to 82 m. Maximum PON was found at 82 m, reaching a peak of 

more than 3 mmol N m-3. 
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Model validation 

1. Problems encountered 

When the tuned model was run, using 1996 physical fields, results showed that nitrate 

reached unreasonably high values in winter (up to 15 mmol N m^) and remained above 6 

mmol N m-3 in spring, never being depleted. The rest of the variables showed a more 

realistic pattern in terms of biomass but in some cases bloom conditions extended for too 

long due to the nitrogen bonanza; diatoms, for instance, were able to grow 

uninterruptedly for as long as 2 months, allowing mesozooplankton to do so for almost 90 

days. 

As there were no data available for either spring or summer, model results could not be 

checked for this period but previous field studies for this area (Glover and Brewer, 1988; 

Garside and Garside, 1993) gave winter nitrate concentrations ranging between 11 and 

13 mmol N m-3, suggesting that the model was showing an unusual pattern. These results 

probably indicate the use of one or more unsuitable parameters regulating modelled 

nitrogen (possibly detrital nitrogen remineralisation (di) or nitrification rates (nr) or both). 

In order to understand what was causing this behaviour, a series of tests with varying nr 

and S] were set up (table 6.4). 

First, the model was rerun with the nitrification rate being switched off (testi). Model 

results predicted too much ammonium (12 mmol N m-s) and too little nitrate. In the 

second test (test2), the model was rerun as in testi but also using a remineralisation rate 

reduced by a fourth from its a priori value. Model results still predicted a very high 

ammonium concentration (6 mmol m ̂ ) and low nitrate, pointing to the unavoidable need 

of modelling nitrification so as to balance both nitrogen nutrients. The third test was 

carried out by using the reduced remineralisation rate in test2 and nitrification as in the 
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tuned model, showing good ammonium, detritus and nitrate (slightly low) concentrations. 

Finally, several tests with varying remineralisation rates were performed as to determine 

the more suitable rate to achieve a winter nitrate concentration lower than 11 mmol m ^ 

as reported in the literature (Garside and Garside, 1993), given by 5i=0.10694 d \ As 

previously stated, detritus remineralisation rate is a key parameter in ecological 

dynamics. 

Having found what it seemed to be an appropriate remineralisation rate, the model was 

rerun using this rate and the fit to the NABE89 data set was checked once more. The 

new model output showed that the fit was not as good as before (mainly in terms of 

phytoplankton, as both diatoms and non diatoms spring blooms overlapped in time which 

led to nitrate and silicate underestimation) and it was necessary to re-tune the model (see 

figure 6.7 for re-tuned model results). The best fit to NABE89 data was found when 

a i and Ki and K2 (the half saturation constants for nitrate and ammonium uptake, 

respectively) were decreased (see table 6.2) and Si increased ((57=0.12694). The total 

misfit (see equation 2.29) was slightly higher than when the model was first tuned (table 

6.3); silicate, ammonium and PON were better fitted (table 6.3) but fit to chlorophyll and 

nitrate was poorer. Although the model seems to get a slightly worse fit to real data 

during 1989, in the long run it is expected to produce a better fit to both years 1989 and 

1996 and this points at the non uniqueness of the a priori values to provide a good 

solution. 

This case epitomizes the usually neglected problem of data overfitting (a simple idea with 

deep implications), in which a very good fit to a single data set might provide a solution 

that is not suitable for real forecasting (as a model that passes through every real datum 

is also fitting noise, so will not generalize) while a relative worse fit to the same data set. 
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makes the new solution more universal and therefore, more applicable when testing 

using independent data sets. Successful model fitting has to be able to interpolate or 

extrapolate and needs to find the balance between underfitting, where model mismatch 

errors exist as the model cannot describe the data, and overfitting, where there are model 

estimation errors from poor parameter choices in a flexible model (Gershenfeld, 1999). In 

our case, the choice between a reliable estimate from a biased model and a poorer 

estimate from a model capable of a better fit was decided in favor of the latter. 

2. The re-tuned model 

2.1 General dynamics 

The 1-D re-tuned ecological model was physically forced with fields from years 1988 to 

1996 and model output corresponding to 1989 was studied (figure 6.13). Model results 

showed the typical spring bloom structure described earlier for the North Atlantic but 

differed from the previous runs in several aspects. The first striking difference is the 

occurrence of a subsurface non-diatom maximum, triggered in July, just below the mixed 

layer, supported by ammonium concentrations. A diatom subsurface bloom also occurs in 

late spring (not clearly visible in figure 6.13 due to the scale used), slightly less intense 

than the 1-D tuned model one (see figure 6.8), reaching 1.15 mmol N m- .̂ 

The second most noticeable difference is the higher diatom peak biomass (2.85 mmol N 

m-3), chlorophyll (3.72 mg chl m-s), winter surface silicate (2.06 mmol N m-3) and biogenic 

detrital silica concentration (0.78 mmol N m-3) but less non-diatom peak biomass (1.53 

mmol N m-3), winter surface nitrate (5.37 mmol N m ̂ ), ammonium (1.44 mmol N m-3), 

biogenic detrital nitrogen (0.56 mmol N m-s), mlcrozooplankton (0.31 mmol N m-3) and 

primary production (0.62 mmol N d-̂ ) as it can be clearly seen in figure 6.7 (also 

figures 6.8 and 6.13). 
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The new model, the 1-D re-tuned model, predicts six phytoplankton bloom phases: 3 in 

spring, 2 in summer and 1 in autumn. Diatoms bloom in spring (April and June) and also 

in autumn (November) while non diatoms bloom in spring (in early April just before 

diatoms), May and July (subsurface maximum), maintaining a biomass ca. 0.5 mmol N 

m-3 until late September. The non diatom bloom in April started off at the end of winter 

and extended in the vertical down to the base of the mixed layer (300 m), reaching a 

maximum biomass of 1.15 mg chl m ̂ . Both zooplankton groups follow the same pattern 

as the phytoplankton group they feed on, showing a lag time response of, approximately, 

15 days. Detrital nitrogen shows two main peaks, the first one resulting from both 

phytoplankton and mesozooplankton losses and the second one accounting for the late 

non-diatom spring bloom and microzooplankton, while detrital biogenic silica peak 

reflected mesozooplankton inefficient feeding on diatoms. Ammonium tends to 

accumulate below the mixed layer where there is barely any consumption, reaching a 

maximum 1.7 mmol m^. 

In terms of vertical resolved observational data (figure 6.9), the model matched timing of 

the phytoplankton bloom better than previously found for the Atlantis I data set (still 

overestimating peak biomass). Generally, the fit to chlorophyll was very similar to the 

previous case (5.21% versus 5.5^% for 1-D tuned and re-tuned model, respectively; see 

table 6.3). Model onset of the diatoms spring bloom still occurred three days earlier than 

suggested by Atlantis I data and maximum diatom biomass is reached about seven days 

earlier than Meteor observed. Meteor data also showed the occurrence of a third bloom, 

reaching 1.80 mg chl m ̂  on Julian day 140 and presumably attributed to non diatoms, 

due to the removal of nitrogen observed at the same time and depth (not clearly 

noticeable in figure 6.10 due to scale used), that was not reproduced by the model. The 

main non diatom bloom on Julian day 145 was also well matched in time, while bloom 
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intensity was slightly underestimated (model prediction was 2.26 versus observations of 

3.32 mg chl m-3). Discovery 183 subsurface chlorophyll maximum extends for a 3 day 

period, as predicted by the model, ranging from 1.31 to 0.90 mg chl m-̂  while modelled 

subsurface chlorophyll is ca. 0.92 mg chl m-̂ . According to Tyro data, late summer 

chlorophyll remained low (less than 0.6 mg chl rrr^) and so did in the model. 

Vertically resolved ammonium data show a better fit than before as well as PON and 

silicate and a worse fit to nitrate. Ammonium contributes to the total misfit by 6.62% 

versus 8.39% (table 6.3). The 1-D re-tuned model still underestimates ammonium at 50 

m (1.17 versus 2.61 mmol N m ̂  from model output and Meteor data, respectively) but it 

is in good agreement with cruise data below this depth (ca. 1.52 mmol N m-3). Fit to 

Atlantis II data within the upper 60 m is reasonably good but below such depth the model 

overestimates ammonium concentration. PON model results show good agreement, in 

magnitude and also time, with both Atlantis cruises (real data suggest peak values of 

2.62 and 2.82 mmol N m-3 for Atlantis I and II, versus model values of 2.68 and 2.81 

mmol N m-3). Modelled data underestimate PON during the Meteor cruise (peak value of 

3.49 mmol N m-3 versus 2.62 mmol N m-3 suggested by the model), due to the mismatch 

in chlorophyll for the same period of time. Regarding silicate and nitrate, the model 

resolves well the vertical structure observed in all cruises (depletion at the surface and 

increasing nutrients below the mixed layer) although tends to slightly underestimate 

silicate (by 1 mmol Si m-3) and nitrate concentration (by nearly 3 mmol N m-3) below 60 

m. 
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Figure 6.13; 1-D model state variables, chlorophyll and primary production for 1989 down to 400 m. Dotted line 
represents mixed layer depth. 
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2.2 Primary production in the mixed layer 

As the model distinguishes between ammonium and nitrate, it was possible to calculate 

how much of the total primary production (TPP) was new production (NP), which is 

derived from nitrogen supplied by hydrodynamical processes, and how much was 

regenerated production (RP), fuelled by nitrogen regenerated in situ by heterotrophs. NP 

is of vital importance in the physical equilibrium between anthropogenic atmospheric CO2 

perturbations and the ocean interior by facilitating such equilibrium through the sinking 

flux of particulate organic matter. This flux couples sea surface/atmosphere CO2 balance 

with the carbonate system in the interior of the ocean on varying time scales, from years 

to decades (Garside and Garside, 1993). 

Model-predicted total annual primary production, integrated over the mixed layer, was 

1.95 mo! N m ̂  yr^ (or 154.20 g C m ̂  yr )̂ of which 1.06 mol N m-2 yr^ (55%) were NP 

and 0.88 mol N m ̂  (45%) were RP. Small organisms seem to play an important role 

as the non-diatom contribution to TPP is 12% higher than diatom's (56% versus 44%). 

They also accounted for 43% of the total NP and 71% of the total RP, while diatoms 

dominate NP by accounting for 57% and only for 29% of the total RP (tables 6.5 and 6.6). 

According to Eppley and Peterson (1979), the annual f ratio represents a measure of 

exportable production from the euphotic zone. As expected, winter phytoplankton 

standing stocks relied on nitrate (high f ratio) to maintain their biomass. When improved 

environmental conditions in the water column triggered phytoplankton development, the 

onset of all the surface blooms are sustained by nitrate for, approximately, 10 days while 

bloom progression and subsurface ones are mainly supported by ammonium as a result 

of biological activity (mortality, excretion and remineralisation processes). In 1989, the f 

ratio was 0.55 indicating that the ecosystem is mainly supported by nitrate and, therefore, 
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there is relative high matter export (=55%). Model estimates of the annual export (e 

ratio) were only 35.54% of the total PP, a total of 54.81 g C m-2 y r \ at a daily rate of 0.15 

g C m-2 d-i on average. 

Model fluxes show the relevance of grazing in the system. Microzooplankton grazing 

pressure on non diatoms tend to be higher than mesozooplankton's pressure on diatoms 

(75.93% versus 69.57%). Total primary production is mainly grazed by mesozooplankton 

(38.84%) closely followed by microzooplankton (33.55%), the remaining phytoplankton 

losses being due to natural mortality (17.37%) and sinking (10.23%). Egestion processes 

(production of faecal pellets) represent the least of the zooplankton losses (only 3.10% 

for mesozooplankton and 0.60% for microzooplankton) and while excretion accounts for 

most of the reduction in mesozooplankton biomass (56.98%), microzooplankton declining 

is mainly due to natural mortality (65.74%). Overall, secondary production declines 

mainly due to natural mortality (52.03%), followed by excretion (44.56%), egestion 

(1.92%) and mesozooplankton grazing on microzooplankton (1.49%). Mesozooplankton 

is also the main contributor to the detrital biogenic silica compartment (85.23%) versus 

diatom natural mortality (14.77%). 

But how do model results compare to previous studies?. 

2.3 Fit to observations 

In order to make results directly comparable to other studies, phytoplankton chlorophyll 

values were converted into nitrogen units using a constant N:chlorophyll ratio of 14 

(Ducklow et a/., 1993), carbon was converted into nitrogen by assuming a constant 

phytoplankton C:N Redfield ratio of 6.7 (Ducklow et a/., 1993) and a C:N zooplankton 

ratio of 4.5. 
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Primary Production 

The 1-D model estimates an annual PR of 154.20 g C m-z yM, that is 98 g C yr-i 

higher than the annual PP obtained by the 0-D model (table 6.7). Fasham and Evans 

(1995) estimated an annual PP of 122 g C m-2 yr-i in the mixed layer, 32 g C m-2 yr^ less 

than the 1-D coupled model for the same period of time and the same set of NABE 

observations for the upper mixed layer. Their NP reaches 65 g C m ̂  yM, 20 g lower than 

our 1-D model and about 41 g higher than the 0-D model. Three dimensional model 

studies, such as Oschlies et al. (2000) based on a NPZD model, estimate an annual PP 

of 108 g C m-2 yr-i for the NABE area, slightly lower than 1-D model estimates. 

A number of global annual PP maps based on data have been produced from as 

early as 1957 (Steeman Nielsen and Jensen, 1957). The most recent one has been 

published by Berger (1989) based on 8000 data points, who estimated an annual PP of 

35-60 g C m-2 yr-i at 47° N 20° W, which is two and a half times lower than suggested by 

the 1-D model. However, there has been some criticism about the uncertainty associated 

to such maps as it has been suggested that based production rates have been 

underestimated (Martin et al., 1987; Knauer, 1993) and it seems that new clean 

techniques provide values about twice those historical production rates (in Fasham and 

Evans, 1995). New ways of inferring primary production from observations came with the 

development of satellite technology. In 1995, Longhurst etal. estimated an annual PP of 

240 g C m-2 yr-i (at 47- N 20- W) based on seven years of monthly mean near-surface 

chlorophyll fields obtained by the Coastal Zone Color Scanner (CZCS) radiometer. In the 

same year, Sathyendranath et al. (1995) divided the Atlantic Ocean into different 

biogeochemical provinces, estimating an annual PP of 230-243 g C m-2 yr-i at 47° N 

20°W, based on the compilation of field (cruise and satellite data) and laboratory 

measurements of chlorophyll and P-l parameters. Behrenfeld and Falkowski (1997) also 
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assembled ^^c-based productivity measurements and satellite-based chlorophyll 

concentration to asses PP. Their annual estimates at 47°N 20°W, vary between 200-270 

and 150-225 g C m ^ yr^ depending on the type of temperature dependent model used to 

calculate photosynthesis. The latter was inferred using the same algorithm than Antoine 

et al. (1996), whose annual production estimates range between 120-160 g C m ^ yr^ 

based on CZCS data. A combination of CZCS and AVHRR (Advanced Very high 

Resolution Radiometer) data was used by Field et al. (1998), who obtained annual 

surface PP values of 200-250 g C m ̂  yr^ at 47°N 20°W. Therefore, PP annual estimates 

vary widely depending on the data set and the algorithms used to calculate phytoplankton 

productivity. Estimates based on satellite data shown above are about four times greater 

than production estimates from historical maps. The former provide annual PP values 

ranging from 120 to 270 g C m-2 y r \ which agree with our 1-D model estimates. 

In general, the model shows a good agreement to observational studies carried out in the 

same area (table 6.7). Minimum and maximum daily PP estimates from Joint etal. (1993) 

and also peak values from Weeks et al. (1993), during cruise Discovery 183, are well 

matched by the 1-D model. Martin et al. (1993) estimated an averaged PP of 0.37 mmol 

N m-3 in the top 35 m over a period of 38 days (from Julian day 114 to 152). For the same 

period of time, we estimated an averaged 0.39 mmol N m-3 {versus 0.41 mmol N m-̂  

obtained by the 0-D model). Lochte et al. (1993) studied the succession of plankton 

communities at 47° N 20°W from 24 April to 31 May in 1989 based on data gathered from 

several cruises, which included the same data set used in our 1-D model calibration. 

Their integrated (down to 80 m) PP estimates for such period ranged from 0.6 to 1.8 g C 

m-2 d-\ while 1-D and 0-D model estimates are between 0.64-1.48 g C m-2 d-i and 0.44-

0.92 g C m-2 d \ respectively. On the other hand, Chipman et al. (1993) also measured 

integrated PP in the mixed layer -based on data gathered on cruise Atlantis I -from 25 
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April to 10 May- being between 10-33% lower than Lochte et al. (1993) values (see table 

6.7). Difference between chlorophyll measurements had also been observed between 

Atlantis and Meteor cruises data and differences in water masses sampled has been 

suggested as a possible explanation (Lochte etai, 1993). 

Size-fractionated PP measurements, integrated to 35 m, showed that, between 12-18 

May, microplankton (fraction > 5pm, therefore diatom growth) were responsible of 51.2% 

of the TPP while between 2-8 July, smaller phytoplankton fractions contributed to the 

phytoplankton standing stock by 57.1% (Joint et al., 1993). One dimensional and 0-D 

model results show a similar pattern. During the same period In May, the 1-D model 

diatom fraction accounted for 65% of the total phytoplankton standing stock (the 0-D 

model estimated 63%) while non diatoms dominated in July (85.6% and 95%, 1-D and 0-

D model results, respectively). 

Chlorophyll 

The coupled model predicted a maximum chlorophyll peak of 3.55 mg m-3 in 1989 (0-D 

model maximum was 2.69 mg chl m-3) matching observational values given by Joint etal. 

(1993) for the 1989 spring bloom (4.2 mg chl m-3), but 0-D model chlorophyll peak 

estimates are closer to values found by Lochte et al. (1993) based on Meteor data (>2.5 

mg m-3). Both authors found subsurface chlorophyll maxima in the top 50 m of the water 

column and so did the coupled model. Joint et al. (1993) described a chlorophyll 

maximum higher than 2 mg m-3, between 25 and 50 m, composed mainly of diatoms, on 

Julian day 134. Exactly at the same depth, although a few days earlier, Lochte et al. 

(1993) also described a maximum above 2.5 mg chl m-3 that coincides in time with an 

increase in diatom biomass, shown by the coupled model on Julian day 132 (middle May 

in figure 6.13), accounting for up to 1.15 mg chl m-3. 
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Modelled integrated chlorophyll in the mixed layer was slightly higher than observational 

spring values and lower than observed in summer. Joint et al. (1993) reported integrated 

chlorophyll ranging from 25,0 to 52.0 mg over the top 35 m between 12 and 18 May 

(1-D and 0-D model estimated 62.42-72.18 mg m ^ and 35.6-41.22 mg m ̂ , respectively). 

The same authors provided values ranging from 22.8 to 34.6 mg m-2 during the first week 

in July (1-D and 0-D model are 9.97-10.36 mg m-2 and 10.38, respectively). Integrated 

chlorophyll (over the top 80 m), between 24 April and 31 May lay between 30-175 mg m-2 

(Lochte etal., 1993), which is about 25% lower than the 1-D model estimated and 66% 

higher than 0-D model results. Peak integrated chlorophyll simulated by the 1-D model 

(32.59 mg m-2) was similar to values described in Weeks etal. (1993), from 12 June to 13 

July, based on Discovery 183 data (0-D peak chlorophyll was only 20.83 mg m-2). 

Zooplankton 

Due to the lack of zooplankton observational data, model integrated zooplankton was 

also compared to other model studies carried out for the same area. Our 1-D model 

compared well to Oschlies et al. (2000) which predicted similar figures (between 60 and 

80 mmol N m-2) to the 1-D and 0-D model estimates (50 and 39.35 mmol N m-2, 

respectively). 

Observational zooplankton data were available from the Atlantis I cruise (in Marra and 

Ho, 1993) although it has been reported that zooplankton samples became so 

contaminated with phytoplankton, that biomass determination was not reliable (Dam et 

al., 1993). Therefore, comparisons between our model output and real data should be 

taken with care. Observational zooplankton limits vary from 5 to 12 mmol N m-2 sampled 

over 100 m between Julian days 115 and 121 (in Marra and Ho, 1993) while model 

results from both models (0-D and 1-D) are nearly three times higher (table 6.7). 
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Regarding maximum microzooplankton biomass, the 1-D model predicted values (10.90 

fxg C M) that match observational values (13 ng C M) obtained by Burkill et al. (1993) 

during cruise Discovery 183 (Julian days 168 to 189). They also provided estimates of 

microzooplankton standing stock, integrated over the mixed layer, reaching up to 303 mg 

C m-2 at 47°N 20°W and stated that microzooplankton standing stocks ranged between 

one-quarter to one-third of those of phytoplankton. Model results reached up to 349.67 

mg C m-2 (1-D model) and 307.39 mg C m-2 (0-D model), representing one-quarter of the 

total phytoplankton stock in both cases. 

Modelled microzooplankton biomass ranged between 2.20-16.79 mg C m ^ (1-D model) 

and between 5.60-22.46 mg C (0-D model) versus 6-14 mg C m ̂  provided by 

observational studies (In Taylor etal., 1993). 

In terms of PP channeled via zooplankton, there are some discrepancies in the literature. 

Boyd and Newton (1995) and Verity et al. (1993) both agreed that less than 64% of PP 

was grazed by microzooplankton during late April and May, while Burkill et al. (1993) 

estimated between 39-100% of PP grazed from middle June to early July (see table 6.7). 

Regarding mesozooplankton grazing, the majority of literature consulted (Morales et al., 

1991; Dam etal., 1993; Verity efa/.,1993; Burkill etal., 1993; Weeks etal., 1993) give 

values between 1% and 6% but other estimates (Lentz et a/.,1993), point at much higher 

values, up to 45% (they also suggest that only 6% of PP was grazed by 

microzooplankton), which shows the high degree of uncertainty (up to 50%) inherent to 

secondary production measurements. 

Model results are half way through between both trends: the 1-D nnodel predicts less than 

50% of PP grazed by microzooplankton during May and up to 94% during the June-July 

period while the 0-D model predicts more grazing pressure in May (27.91%) than during 
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the summer months (10.33%). Mesozooplankton grazing pressure is high (65.44%), 

agreeing with figures given by Lentz etal. (1993), from late April to early May. From then 

on, such pressure is reduced down to 20% during late May and to less than 6% from late 

May to July, agreeing with the general trend found in the literature. Regarding the 0-D 

model, mesozooplankton grazes between 0.10%-9% of the total PP in all cases (see 

table 6.7). 

Modelled mesozooplankton biomass varied between 12.64-25.14 mg C m-3 (1-D model) 

and 13.12-37.10 mg C m-3 (0-D model) from 25 April to 7 May. Similar results were 

described by Dam et al. (1993), based on Atlantis I data for the same period of time (see 

table 6.7). 

Particle export 

Particle export was estimated at the NABE site by using sediment traps and 2%Th 

models. Martin et al. (1993), deployed free-floating shallow drifting traps to estimate 

export fluxes at 47°N 20°W during the 24 April to 1 June period. Their organic flux 

estimates for the upper 35 m and 150 m represented 45% and 11% of PP, respectively, 

and a total of 45 and 1.5 mmol N m ̂  d l On the other hand, Buesseler et al. (1992), also 

calculated export fluxes for the NABE area based on a non-steady state z^Th scavenging 

model. Maximum carbon exports of 20-42% of PP (from the upper 35 m) were produced 

by this model between 24 April and 1 June. 

Although sediment traps and z^Th model produced similar results at shallow depths, 

significant higher fluxes are predicted by Buesseler's model at higher depths. Buesseler 

and co-authors pointed out that export fluxes calculated by Martin et al. (1993) greatly 

underestimate particle flux at 150 and 300 m depth (by factors of 4 to 7 times), as there 
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are remarkable differences between model (up to 11.67 mmol N m-2 d-i at 150 m) and 

sediment trap (1.5 mmol N m ̂  d-i at 150 m) estimates (see figure 6.14). 

Export Production at 150 m Export Production at 150 m Export Production at 150 m 

1DMOSCMAR Bio Bhi 

Export Production at 300 m 

1DM OSC MAR Bio Bhi 

Jul ian Days 114-125 

1DMOSOMAR Bio Bhi 

Export Production at 300 m 

1DM OSC MAR Bio Bhi 

Julian Days 125-139 

1DM OSC MAR Bio Bhi 

Export Production at 300 m 

1DM OSC MAR Bio Bhi 

Ju l i an Days 139-150 

Figure 6.14: Particle nitrogen export at 150 m (a-c) and 300m (d-f). Results from the 1-D model (1DM) are shown 
versus other estimates. OSC stands for Oschlies et al. (2000), MAR are sediment trap data by Martin et al. 
(1993) and Bhi, Bio are high and low flux estimates from Buesseler et al. (1992). 

Our 1-D model nitrogen export, agree well with rates given by both authors in the upper 

35 m (42.78% of PP), resulting in an / ratio of 0.43 versus a ratio of 0.45 given by Martin 

etal. (1993) (data not shown). In terms of deeper estimates, as shown in figure 6.14,1-D 

model results also show a good agreement with Martin's observations at 150 m, although 

they are slightly higher (between 1.5 to 3 times) than suggested by sediment traps at 300 

m. One dimensional model results are 3 to 6 times lower than Buesseler's high flux 

estimates at 300 m and agree well with their low flux estimates at such depth. Other 

model estimates (Oschlies et al., 2000), provide similar export rates to sediment traps 

between days 125-139 at 150 m but strongly underestimate fluxes at 300 m. 
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3. The re-tuned validated model 

3.1 General dynamics 

Model results corresponding to 1996 can be seen in figure 6.15. They resemble the 

typical spring bloom structure described earlier for the North Atlantic although bloom 

timing and duration are very different. Mixed layer depths also differ from those in 1989. 

Maximum depths go down only to 300 m (332 m in 1989) and stratification of the water 

column shows two clear phases. Shoaling of the mixed layer stars in early March (around 

Julian day 75) but gets interrupted 20 days later at a depth of 100 m ("phase 1") due to 

increasing wind speed and decreasing solar heating, causing the mixed layer to deepen 

again reaching 110 m in April (around Julian day 130). After that day, "phase 2" starts, 

physical conditions improve and stratification continues from early May (Julian day 140), 

reaching a minimum depth of 41 m a month later (on Julian day 180, as in 1989). 

Thereafter, mixed layer dynamics are similar to the ones observed in 1989. 

Consequently, there is a boost in the amount of nutrients (silicate and nitrate) available in 

the mixed layer in early April. This is especially important for nitrate, whose concentration 

had nearly been halved by then (from 8 mmol N m-3 at the beginning of the year to 4.5 

mmol N m-3 in April). As usual, increasing light and a shallower mixed layer triggered the 

initiation of the spring bloom, conditions than are achieved earlier (March) than in 1989. 

Both phytoplankton groups start developing at the same time in March, but although 

diatoms reach their maximum biomass (2.72 mmol N m-3) in early April (Julian day 93), 

non diatoms bloom only account for 1.16 mmol N m-3. By middle April, both blooms start 

declining as grazing pressure increases and nitrate and silicate are consumed, but due to 

the boost in nutrients (mixed layer phasel), diatom decline is much slower and the bloom 

extends for 30 more days until silicate has been depleted in the mixed layer. They bloom 
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ephemerally again in autumn (mid October) when silicate and nitrate concentrations 

increased in the mixed layer and light conditions were still favorable. A subsurface diatom 

maximum was also predicted in July, reaching 0.7 mmol N m ^ where there was plenty of 

ammonium and also silicate. Mesozooplankton dynamics followed closely those of 

diatoms, showing a time lag response of less than 10 days and reaching maximum 

biomass after each diatom bloom (0.5 mmol N m ̂  in April, 0.26 mmol N m-̂  in October in 

the mixed layer and 0.28 mmol N m-3, in early August, below the mixed layer) and so 

does detrital silica, whose concentration rises and falls according to natural diatom 

mortality and mesozooplankton faecal pellets. Regarding non diatoms, the most intense 

bloom occurred in June after diatoms have completely declined, reaching 2.87 mmol N 

m-3, considerably more biomass than in 1989, completely depleting nitrate in the mixed 

layer. Microzooplankton response to this bloom is observed four days later, reaching 0.5 

mmol N m-3. Both phytoplankton and zooplankton groups are responsible for ammonium 

and detrital nitrogen behaviour. The former was depleted in the mixed layer from late May 

to November but accumulated below, where it would support the subsurface diatom 

bloom. Detrital nitrogen showed two maxima, the first one (0.73 mmol N m ̂ ) mainly due 

to diatom mortality and mesozooplankton excretion, and the second one, also the most 

intense of the two (over 1 mmol N m-3) accounting for non diatom mortality, 

microzooplankton and mesozooplankton excretion processes. 
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Figure 6.15:1-D model state variables, chlorophyll and primary production for 1996 down to 400 m. 
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3.2 Primary production 

As for 1989, primary production was also calculated (table 6.5). TPP was higher than in 

1989 (3.19 mol N m-2 yr^), 42% of which was NP and 58% was RP. It seems that the 

larger food chain is dominating as diatoms account for 59% of TPP while only 41% is due 

to non diatoms (table 6.6). Diatoms also accounted for more of the total NP and RP (64% 

and 55%, respectively). The annual f ratio ms 0.42 which indicates that the ecosystem is 

mainly supported by ammonium as figures on RP suggested, but surprisingly, the larger 

food chain prevailed in the ecosystem, therefore an exported production higher than 42% 

should be expected. Model estimates of the e ratio predicted an export production of 

31.16% of the total PP (78.65 g C m-2 yr^) at a daily rate of 0.22 g C m-2 d l 

Mesozooplankton plays a more important grazing role in 1996 than it did in 1989, as one 

would expect, due to an increase in the diatom population compared to 1989. They 

consumed 50.87% of the total PP {versus 38.84% in 1989) and microzooplankton only 

grazed 25.38% of the phytoplankton population. The rest of the fluxes were very similar 

to those observed in 1989. 

3.3 Fit to observations 

Unfortunately, there were less observational data available for 1996 than there were for 

1989 but agreement between model and real data and misfit can be seen in figure 6.9 

and table 6.3, respectively. As in the 1989 case, most of the disagreement came from 

nitrate and silicate (55.81 and 24.28%, respectively) while the best fitted variables were 

ammonium, chlorophyll and PON in this order (1.11%, 2.34% and 16.43%, respectively). 

Qualitatively, the model successfully reproduced the trends observed in the field. 

Chlorophyll concentration during the three cruise batches were very similar for Julian 

days between 187 to 189 (maximum of 1.09 mg m-3 from the model versus 1.49 mg m-3 
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from data), days 255 to 276 (maximum of 1.32 mg m-3 from the model versus 0.99 mg m-3 

from data) and days 297 to 306 (maximum of 0.90 mg m-3 from the model versus 0.67 mg 

m-3 from data) although the model predicts an autumn bloom about 6 days earlier than 

observed. Nitrate and silicate model results agreed well for the upper 400 m and 600 m, 

nitrate being slightly underestimated between 400 and 800 m. In terms of ammonium, the 

real data showed a maximum of 0.8 mmol N m-3 at 400 m that the model reproduces at 

200 m. For PON, the coupled model predicts concentrations of less than 1.5 mmol N m-3 

which are in accordance with background PON measured, but fails to reproduce four 

maxima (up to 3 mmol N m-3) observed in the real data set. 

However, care must be taken when interpreting these model results for reasons than will 

become clear in chapter 7. 
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6.6 Summary of key points 

The 0-D ecological model was modified in order to include biogenic silica as well as 

nitrification processes due to their importance in the vertical gradients of nitrate and 

silicate. 

Differences between 0-D and 1-D model standard runs were observed in terms of 

mixed layer depth and seasonal cycles of the state variables. Caspar's mixed layer 

scheme was consistent with observations available for the NABE area. 

The 1-D coupled model was tuned to the NABE89 data set and validated to the 

NABE96 data set. 

Model tuning needed a total of 5 parameters to be modified: detrital silica 

remineralisation rate, detrital nitrogen sinking rate, diatom maximum growth rate and 

slope of the P-l curve and also non-diatom slope of the P-l curve. 

Validation revealed the need of model re-tuning as nitrate concentration was 

unreasonably high for 1996. Detrital nitrogen remineralisation rate needed to be 

decreased. 

The coupled model showed a good agreement with the observational data and also 

matched well the bloom timing and intensity for 1989. It predicted a subsurface 

diatom maximum (reported in the literature) and also a non diatom subsurface 

maximum. The ecosystem primary production was dominated by small organisms. 

Model validation reproduced the trends observed in the NABE96 data set well. This 

time, the larger food chain dominated the ecosystem and therefore, the export 

production was higher in 1996 than in 1989. 
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Table 6.1: Model parameters used in the 1-D coupled model. 

P a r a m e t e r Symbol Group V a l u e Uni ts Source 

Nitrification nr Nr 0.03 d-i Martin eta!., 2001 

Biogenic silica breakdown rate 5% 0.012 d-i Pondaven ef a/., 1998 

Biogenic silica sinking rate Vs Ds 5 m d-i Pondaven etal., 1998 

Table 6.2: Parameter changes amongst runs. 

P a r a m e t e r 1-D standard run 1--D t u n e d 1 - D re tuned 

0.088 0.098 -

OCi 0.021 0.015 0.010 

Pmax2 2.841 2.541 -

V 6 10 -

h 0.012 0.052 -

Ki - - 0.37175 

Kz - - 0.18516 

Table 6.3; Misfit between 1-D model state variables and NABE89 and NABE96 observations. 
Data have been nomialised by number of obsen/ations of each type. 
Figures given in brackets represent percentages of the corresponding total misfit. 
Model run MISFIT 

1 9 8 9 Chi N i t ra te Sil icate A m m o n i u m PON T o t a l 

1-D tuned 
0.28 2.64 1.31 0,45 0.685 

5.365 1-D tuned 
(5.21%) (49.28%) (24.42%) (12.77%) 

5.365 

0.40 3.90 1.63 0.48 0.84 
1-D retuned 

(5.51%) (53.79%) (22.48%) (6.62%) (11.59%) 
7.25 

1 9 9 6 Chi N i t ra te Sil icate A m m o n i u m PON T o t a l 

0.16 3.77 1.64 0.075 1.11 
1-D validation 

(2.34%) (55.81%) (24.28%) (1.11%) (16.43%) 
6.755 
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Table 6.4: Tests carried out for model re-tuning. 
Test run Parameters 

nr 8, 

Testi 0 A priori 

Test2 0 0.07694 

Tests A priori 0.07694 

Final A priori 0.10694 

Table 6.5; Annual total and size-fractionated primary, new and regenerated production in the 
mixed layer (units are mol N m-̂  yr^). 
TPP, TNP and TAP stand for total primaiy, new and regenerated production. Subindexes d and nd refer to diatoms and 

Y e a r TPP T N P TRP NP, NPnd RPd RPnd f rat io 

1988 2 .16 1.00 (46) 1 . 1 6 ( 5 4 ) 0 .63 0 .37 0 .43 0 . 7 3 0 .46 

1989 1 .95 1.06 (55) 0 .88 (45) 0 .60 0 .46 0 .26 0 . 6 3 0 .55 

1 9 9 0 1.53 0 .85 (56) 0 . 6 7 (44) 0 .59 0 .27 0 .24 0 . 4 3 0 .56 

1991 1.72 0 .90 (52) 0 .82 (48) 0 .59 0 .31 0 .28 0 . 5 4 0 .52 

1992 1.91 0 .86 (45) 1 . 0 5 ( 5 5 ) 0 .52 0 .34 0 .35 0 . 7 1 0 .45 

1993 2 .16 0 .96 (44) 1.20 (56) 0 .62 0 .33 0 .51 0 . 6 9 0 .44 

1 9 9 4 3 .24 1 . 3 0 ( 4 0 ) 1.94 (60) 0 . 7 4 0 .56 1 .00 0 . 9 4 0 .40 

1995 2 .58 1 .24 (48) 1 .34 (52) 0 .83 0 .41 0 .62 0 . 7 2 0 .48 

1996 3 .19 1.33 (42) 1.86 (58) 0 .85 0 .47 1.02 0 . 8 4 0 .42 

m e a n 2 . 2 7 1.06 1.21 0 .66 0 .39 0 .52 0 . 6 9 0 .48 
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Table 6.6: Annual total and size-fractionated primary, new and regenerated production in the 
mixed layer. 
TPP, TNP and TRP stand for total primary, new and regenerated production. . Subindexes d and nd refer to diatoms 
and non diatoms, respectively. 

Y e a r % T P P , % T P P ^ % N P , %NP„, %RP, % R P „ . f rat ioj f r a t i o ^ 

1988 0 .49 0 .51 0 .63 0 .37 0 .37 0 . 6 3 0 .60 0 .34 

1989 0 .44 0 .56 0 .57 0 .43 0 .29 0 . 7 1 0 .70 0 .42 

1990 0 . 5 4 0 .46 0 .69 0 .31 0 .36 0 . 6 4 0 .71 0 .38 

1991 0 .50 0 .50 0 .65 0 .35 0 .34 0 . 6 6 0 .67 0 .37 

1992 0 .46 0 .54 0 .61 0 .39 0 .33 0 . 6 7 0 .60 0 .32 

1993 0 .52 0 .48 0 .65 0 .35 0 .42 0 . 5 8 0 .55 0 .33 

1994 0 . 5 4 0 .46 0 .57 0 .43 0 .51 0 . 4 9 0 .43 0 .37 

1995 0 .56 0 .44 0 .67 0 .33 0 .47 0 . 5 3 0 .57 0 .36 

1996 0 .59 0 .41 0 .64 0 .36 0 .55 0 . 4 5 0 .46 0 .36 

m e a n 0 .52 0 .48 0 .63 0 . 3 7 0 .41 0 . 5 9 0 .59 0 .36 
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Table 6.7: Model output for 1989 versus field data. 
* integrated over the euphotic zone 

+ integrated over top 35 m 

* depending on which algorithm is used to calculate photosynthesis (see text for details) 

§ at 35 m 
® at 150 m 

P r o p e r t y 0 - D 

m o d e l 

1 - D m o d e l O b s e r v a t i o n a l O t h e r 

m o d e l s 

S o u r c e 

Annual PP 
(gCm-2yM) 

56.20 154.20 

35-60 
120-160 
150-225* and 200-270* 
230-243 

240 
200-250 

122 

108* 

Berger (89) 
Antoine et al. (96) 

Behrenfeld and Falkowski (97) 
Sathyendranath et al. (95) 
Longhurst et al. (95) 
Field etal. (98) 
Fasham and Evans (95) 
Oschlies etal. (2000) 

Annual NP" 
(gCm-2yr') 

23.76 83.90 65 Fasham and Evans (95) 

Average PP+ 
(mmol N m-3 d-') 

0.41 0.39 0.37 (Julian days 114-152) Martin etal. (93) 

Daily PP' 
(g C m-2 d-1) 

0.10-0.86 0.08-0.62 0.24-0.64 (12 May-8 July) Joint et al. (93) 
Daily PP' 
(g C m-2 d-1) 

0.30 0.62 0.43 (12 June-13July; peak) Weeks et al. (93) 
Daily PP' 
(g C m-2 d-1) 

0.44-0.92 0.64-1.48 0.60-1.80 (24Aprii-31 May) Lochte etal. (93) 

Daily PP' 
(g C m-2 d-1) 

0.72-0.92 0.43-1.48 0.54-1.20 (24 April-10 May) Chipman et al. (93) 

f ratio 0.44 (annual) 0.55 (annual) 0.53 Fasham and Evans (95) 

Integrated chi' 
(mg m-2) 

35.60-41.22 62.42-72.15 25.4-52.0 (12 May-18 May) Joint et al. (93) 
Integrated chi' 
(mg m-2) 

10.38 10.36-9.97 22.8-34.6 (2 July-6 July) Joint et al. (93) Integrated chi' 
(mg m-2) 20.83 32.59 30 (12 June-13July; peak) Weeks et al. (93) 

Integrated chi' 
(mg m-2) 

22.8-60.11 62.42-229 30-175 (24April-31 May) Lochte etal. (93) 

Maximum chl' 
(mg m-3) 

2.69 3.55 >2.5 (spring bloom; surface) Lochte etal. (93) Maximum chl' 
(mg m-3) 1.8 3.55 4.2 (14ih May; subsurface) Joint et al. (93) 

Integrated 

zooplankton' 
(mmol N m-2) 

21.03-33.35 31.32-33.32 5-12 (Julian days 115-121) Marra and Ho (93) Integrated 

zooplankton' 
(mmol N m-2) 

39.35 50 60-80 Oschlies et al. (2000) 

Microzoop. 
standing stock 
(mg C m-2) 

307.39 349.67 303(17June-8 July) Burkill etal. (93) 

Maximum 
microzoop.' 
(mCI-1) 

14.85 10.9 13 (17June-8 July) Burkill etal. (93) 

Microzoop. 
Biomass 
(mg C m-s) 

5.6-22.46 2.2-16.79 6-14 (Julian days 130-210) 4-10 Taylor et al. (93) 

Microzoop. 

Grazing' 
(% daily PP) 

16.9 
17.4 
27.9 
10.3 

38.77 
8.74 
47.92 
94.4 

<64 (24 April-9 May) 
6.1 (7May-21 May) 
<64 (18 May-29 May) 
39-100 (17 June-8 July) 

Boyd and Newton (95) 
Lentz et al. (93) 
Verity etal. (93) 
Burkill etal. (93) 

Mesozoop. 
Grazing' 
(% daily PP) 

8.4 
8.5 
2 

2.4 
0 
0 
0.1 

65.44 
63.68 
18.92 
19.90 

5.6 
4.3 
5.9 

0.6-5.2 (25 April-7 May) 
45.43 (7May-21 May) 
<6 (18 May- 31 May) 
<5 (18 May-29 May) 
1-2 (17 June-8 July) 
<2 (1 July-5 July) 
<2 (12 June-13 July; peak) 

Dam et al. (93) 
Lentz et al. (93) 
Dam et al. (93) 
Verity etal. (93) 
Burkill et al. (93) 
Morales efaA (91) 
Weeks et al. (93) 

Mesozoop. 
Biomass 
(mg C m-3) 

13.12-37.10 12.64-25.14 5.5-25.3 (25 April-31 May) Dam et al. (93) 

Export flux 
N/A 42.78 45§ (25 April-31 May) 

20-42 

Martin etal. (93) 
Buesseler etal. (92) 

(%PP) 27 11.4® (25 April-31 May) Martin etal. (93) 
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Chapter 7: Interannual variability 

7.1 Introduction 

This chapter describes the intra and interannual variability of the one dimensional 

ecological model associated to the changing environmental conditions, especially mixed 

layer depth, derived from the physical forcing. Originally, the aim of this chapter was to 

investigate the interannual variability of a nine-year period, starting in 1988 and ending in 

1996. This period was chosen based exclusively on data availability as a wide range of 

biogeochemical data were available for 1989 (provided by NABE cruises), and used for 

model tuning, whereas model validation was tested again BIOTRANS data (German 

JGOFS) during 1996. As model results strongly depend on previous winter conditions, 

the model was run starting in 1988 and run forward until 1996, being physically forced by 

NCEP model data (described in section 7.2). 

Model results showed the build-up of nutrients in the ecosystem (mainly nitrate but also 

silicate) at the end of the time-series modelled (1995 and 1996). Further investigation of 

such feature led to the conclusion of a numerical problem as result of strong non-linearity 

of the biological model and limitations of the isopycnal formulation in the 1-D version of 

MIGOM used in this work. A detailed description is presented in section 7.3. 

Section 7.4 describes the biological variability predicted by the model in the upper mixed 

layer from 1988 to 1993, the period chosen to avoid the effects of the numerical problem. 

Finally, section 7.5 describes the ecological variability observed below the mixed layer, 

especially regarding the much debated subsurface chlorophyll maximum, and looks at the 

mechanisms that trigger such maxima in the 1-D model. 

At the end of the chapter, a summary of the key points found is also presented. 
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7.2 Physical variability 

Interannual variability of all forcing physical fields for the period of interest (1988-1996) is 

shown in figure 7.1 as well as surface water temperature, air temperature, salinity flux 

and mixed layer depth (figure 7.2). All the fields come from the NCEP meteorological re-

analysis for the period 1989-1996 (Kalnay et a/., 1996). Monthly NCEP data for the nine 

year period of interest were used to force the 1-D model where they are interpolated to 

the simulation's timestep. For the whole nine-year period, model fluxes annual means 

(corresponding to thermal energy, buoyancy, evaporation minus precipitation and salinity) 

are zero. The strong interannual variability in all fields is evident and this fact will 

determine annual differences in the onset of the stratification of the water column, and 

also in the mixed layer depth, therefore setting the hydrographic conditions for the 

initiation of the spring bloom. The general behaviour observed consisted in high winds 

and strong negative thermal fluxes during the winter months, which set up a typical 

scenario of deep winter convective mixing ending up in winter mixed layer depths 

reaching up to 400 m during March at 47° N and 27°W (Robinson et a/., 1979), and 

between 235 and 367 m according to our model (for the 1988-1996 period). In spring, 

increasing solar heating and low winds allow for an increase in the vertical stability of the 

water column (buoyancy) that raised the modelled mixed layer to its shallowest (between 

29 m and 57 m), allowing phytoplankton to grow rapidly until nutrient depletion and/or 

grazing prevent further accumulation. Thermal energy fluxes in the model varied between 

a minimum of -178 W m ^ in 1996 and a maximum of 156 W m-2 in 1993, wind speeds 

varied between 5.62 m s-'' in 1989 to 17.39 m S'̂  in 1990 and modelled minimum and 

maximum sea surface temperatures between 11.48°C in 1991 and 20.88°C in 1989. 

Deepest winter and summer mixed layers (367 m and 57 m, respectively) occurred in 

1994 coinciding with the highest summer wind speeds and temperatures (figure 7.2). 
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Shallowest winter and summer mixed layer depths were observed in 1992 (235 m) and 

1989 (29 m); the former coincided with the lowest winter wind speeds (12.84 m s-i) while 

the latter was associated to the lowest wind speeds for the nine-year period (5.62 m s-^), 

the highest surface temperatures (20.88 °C) and also strong heating (154 W m-2). Wind 

speed during the period of study showed great variability. 

The physics may not be optimal but the aim of this project was the biological part of the 

coupled system so we did not attempt any optimisation of the physical system. 

thermal energy flux (W/m 

- 1 0 0 

88 89 90 91 92 93 94 95 96 97 

X1 (Evaporation - precipitation (nVs) 

90 91 92 93 94 95 96 97 

temperature (°C) 

90 91 92 93 94 95 96 97 

air temperature (°C) 

net radiation at the surface (W/m 

8 8 8 9 9 0 91 9 2 9 3 8 4 9 5 9 6 97 

X10' buoyancy flux (m /̂s®) 

86 89 90 91 92 93 94 95 96 97 

xio"' salinity flux (10~^ Kg/m^/s) 

88 89 90 91 92 93 94 95 96 97 

wind (m/s) 

89 90 91 92 93 94 95 96 97 88 89 90 91 92 93 94 95 96 97 

Figure 7.1: Annual physical fluxes forcing the 1-D model. 
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Figure 7.2: Top: Superimposed mixed layer depths corresponding to the nine-year period of study (1988 to 1996); 
Middle: mixed layer variability from 1988 to 1996; 
Bottom: daily rate of change in mixed layer depth as an indication of mixing. Negative values indicate 
shallowing while positive values reflect deepening of the mixed layer. 
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7.3 The coupled model assumptions 

Several points need to be considered before entering into the discussion of the model 

results regarding interannual variability. First, the quadratic mortality term in equations 

2.16 and 2.18 (chapter 2) is a closure term representing mortality due to higher predators. 

In the 0-D model it was considered as an "immediate export" term, therefore 

instantaneously leaving the mixed layer without being subjected to remineralisation. In 

the 1-D model, it is assumed that its sinking velocity is such that is instantaneously 

exported at depths greater than 1000 m (the bottom of our modelled ocean) as in 

previous studies (Martin, 1999; Waniek, 2002). 

Second, and more Important, no vertical relaxation of dissolved nitrate or silicate was 

used. Relaxation is a numerical technique widely used in general circulation models (see 

Killworth, 1999; Killworth etal., 2000 ). It consists in the adjustment of the model results 

(for instance nitrate and silicate) by a term proportional to the difference between the 

model output and field observations, such as: 

~ = A,(N^-Nf^) + biological processes [7.1] 

where N is the any model state variable (for instance, nitrate), A is the relaxation 

coefficient. No is the observed nitrate to which we are relaxing and NM is the model 

predicted nitrate concentration. The choice of X will depend on how fast or slow we want 

the model solution to converge towards the observations. The choice of No could vary 

from climatology (Levitus) to observations corresponding to a particular year or even 

mean profiles obtained by a combination of observations from several years. 

Relaxation is a key point that must be taken into account when interpreting the ecological 

processes occurring in the vertical domain of the model, which is often omitted in the 
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literature. Recent 1-D model studies have applied relaxation techniques in different 

modelling scenarios. Martin (1999) coupled a complex biological model (phytoplankton, 

zooplankton, bacteria, nitrate, ammonium, dissolved organic matter and detritus) to the 

same 1-D MICOM model used in this study, also applied to the North Atlantic. He 

prescribed the annual mixed layer depth and relaxed the vertical profile of nitrate to 

Levitus data but did not attempt to investigate interannual variability. Waniek (2002) 

investigated interannual variability in the North Atlantic by using a simple NPZD model, 

physically forced by ECMWF model data with mixed layer depths obtained via a Kraus-

Turner scheme. In this case, it is not clear how to perform the vertical relaxation of nitrate, 

as observational data were only available for 2 years (1989 and 1996) out of the nine-

year series modelled (from 1989 to 1997). Waniek (personal communication) chose to 

calculate a mean vertical nitrate profile (based on 1989 and 1996 nitrate observations) to 

which the vertical modelled nitrate was relaxed (although this fact was not mentioned in 

the paper). The reason for such a relaxation scheme was the consistent build up of 

nitrate from early years, which constrained any possibility of achieving a repeatable cycle 

(Waniek, personal communication). 

However, the use of relaxation techniques imposes huge limitations worth considering 

and questioning. On the one hand, it could hide inconsistencies (numerical or otherwise) 

within the model formulation, creating what could be a false sense of confidence in model 

results, especially when repeatability of the biological cycle is unachievable otherwise. On 

the other hand, calculation of any kind of fluxes among and within biological 

compartments is impossible to perform in a realistic way, as model results would be 

biased towards the relaxation scheme, preventing the model from showing any "unusual" 

behaviour and making model interpretation a difficult task. 
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Third, the coupled model in this study was spun up for 22 years with repeated annual 

forcing (see chapter 5) as this is needed for the physical model to reach equilibrium. As 

a biological repeatable cycle is achieved in only eight years (without the need of vertical 

nutrient relaxation being obvious), all the biology was switched off for the first 14 years of 

spin up, and the physical model was independently run. The biological model was turned 

back on for the last eight years of spin up. For the whole 22-year model spin up, the 

coupled model was physically forced by NCEP data corresponding to 1988. 
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7.4 Problems highlighted by the interannual variability 
studies 

Vertical interannual variability of all the state variables, chlorophyll and primary production 

and their variability in the top 400 m of the water column is shown in figure 7.3. This plot 

reveals a clear increase in nitrate and silicate subsurface concentrations from 1994 

onwards. 

Diatoms Mesozooplankton Silicate 

•B 200 1.5 200 

400 400 - i 

0.4 100 
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m-5) and primary production (mmol N m-^ d'^) in the upper 400 m from 1988 to 1996. The dotted red line represents 
mixed layer depth. 
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Initially, it was thought that biological processes could have been responsible as 

nitrification and detrital silica remineralisation below the mixed layer also increased 

significantly from 1994 to 1996 due to higher primary production. However, such 

regeneration processes could only account for the small increase observed in nitrate and 

silicate during 1994 and not for the concentrations observed in subsequent years. 

In order to pin down what was causing such a significant increase in the nitrate and 

silicate pools, total (dissolved and particulate) nitrogen and silicate were calculated for the 

full nine-year period (figure 7.4). This figure supports our previous argument against 

nitrification processes, as the build up starts at 750 m, where no significant biological 

activity takes place. 
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Figure 7.4: Total (dissolved and particulate) nitrogen and silicate down to 900 m from 1988 to 1996. The dotted red line 
represents mixed layer depth. 
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Other alternatives led us to consider physical processes such as an increase in the cross-

isopycnal diffusion, and/or a faulty redistribution of tracers (state variables) associated to 

model layer-thickness variability or a numerical problem due to the interaction and high 

complexity of the ecosystem and physical models. To test these hypothesis different 

experiments were performed. Firstly, the sinking speed of both detrital compartments was 

set to twice as much as in the 1-D standard run, as this is regarded as an uncertain 

ecological parameter. This high sinking rate would remove nitrogen and silicate at a 

faster rate, therefore increasing the difference between nutrients in the upper layers and 

at the bottom of the modelled ocean, leading to higher diffusion rates (as diffusion is 

calculated as a second derivative, the curvature of the total nitrogen function would tend 

to increase). However, results showed that cross-isopycnal diffusion was not significant. 

The next step was to run the coupled model for an extra 9 years (a total of 40 years) 

using "loop" forcing and the same detrital sinking rates as in the 1 -D standard run in order 

to investigate whether or not the coupled model was able to return to its previous state, 

before any nutrient build up started. In other words, the model was spun up for 22 years 

using NCEP data corresponding to 1988. Thereafter, the coupled model was run for a 

further 18 years with cyclic physical forcing (the 23̂ ^ model year forced by 1988 NCEP 

data, the 24*̂  model year forced by 1989 NCEP data and so on, until model year 31st 

which was forced by 1996 data. After this point, model year 32"^ was forced by 1988 

NCEP data, model year 33"̂  by 1989 NCEP data and so on until reaching model year 

40* which was forced by 1996 NCEP data). Model results shown that the coupled model 

switches into a different state, in which a positive feedback mechanism is activated 

causing the blow up of the coupled model (see figure 7.5), which strongly suggests the 

existence of a numerical problem. However, as this discovery was made at the very last 

stage of this work and due to high complexity of the coupled model, no time was available 
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to solve this problem and further research In the field of the coupled model numerics Is 

suggested for the future. Relaxation may be a way to solve this problem, however for the 

reasons stated earlier we decided not to use it In this work. For this reason, Interpretation 

of model results will only be given for the six-year period between 1988 and 1993, prior to 

the impact of the numerical problem on the results. 

These results also illustrate the point made earlier regarding vertical relaxation. If such 

technique had been used in the present model, numerical instabilities would have never 

been found. It is also interesting to stress that those instabilities would not have been 

detected either if no interannual variability studies had been attempted, as when the 

model was forced with the same NCEP data (regarding the chosen year) a repeatable 

cycle was always obtained. 
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7.5 Biogeochemical variability in the mixed layer (1988 

•1993) 

Initiation of the spring and autumn blooms 

The initiation of the phytoplankton spring bloom, and also bloom intensity and duration, 

widely varied from one year to the next, depending on the physical variables that 

determine the onset of stratification and therefore, stabilisation of the mixed layer depth. 

Figure 7.6 shows the evolution of diatoms and non-diatoms according to changing mixed 

layer depth. Years with similar stratification regimes have been plotted together. By 

stratification regime we mean last" and "slow" stratification. The former was defined in 

this work as the one with a rate of change in the mixed layer greater than 20 m d-\ while 

a smaller change was considered as slow stratification (figure 7.2 bottom). When 

stratification is fast (years 1988, 1990 and 1991) phytoplankton start to develop in late 

winter (February), blooming earlier in the year. On the other hand, when stratification 

occurs at a slower pace (in 1989,1992 and 1993), phytoplankton start their development 

in spring (March/April), typically blooming in May (diatoms) or June (non-diatoms). 

Mixing events (interruptions in the development of the mixed layer) were simulated in 

1988, 1991 and 1992. This occurrence, due to enhanced mixing, is associated with the 

early development of a diatom bloom in all cases. The earlier in the year the mixing event 

took place, the less intense the diatom bloom, clearly related to light limitation (figure 7.6). 
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Figure 7.6: Year to year variability of modelled phytoplankton, zooplankton and nutrients in the mixed layer, from 1988 
to 1993, in mmol N m-3. 
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The deepest winter mixed layer depths were simulated in 1990 and 1991, preventing 

diatoms from developing early in the year due to light limitation. However, non-diatom 

peak biomass was the highest (> 2.5 mmol N m-3) of the six-year period, coinciding with 

their highest nitrogen uptake rates whereas diatoms had the lowest silicate uptake rates 

and were also intensely grazed by mesozooplankton. 

The build up of these series of phytoplankton biomass maxima is particularly important 

for mesozooplankton, as when late phytoplankton blooms occur (in summer or late 

autumn), zooplankton can continue growing and bloom, therefore being better prepared 

for ovenwintering (Radach etal., 1998) as can be seen in figure 7.7 

Non-diatom autumn blooms take place earlier than in the diatom case for light limitation 

reasons, as due to parameter choice the former are less efficient than the latter in poor 

light conditions. The diatom autumn bloom was triggered either in July (in 1992), August 

(in 1989) or early September (in 1988, 1990, 1991,1993), due to the deepening of the 

mixed layer and entrainment of nutrients. The deeper the summer mixed layer, the earlier 

the autumn bloom was obsen/ed. Non-diatoms followed the same trend although bloom 

earlier than diatoms due to light limitations. 
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Figure 7.7: Diatoms and mesozooplankton biomass in 1989 and 1992. 
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State variables 

Maximum peak diatom biomass, in the mixed layer, varied from 1.19 mmol N m-3 in 1992 

to 2.83 mmol N m-3 in 1989 while non-diatoms ranged from 1.16 mmol N m-̂  in 1993 to 

3.00 mmol N m ̂  in 1990 (figure 7.8). Surprisingly, diatoms accounted for a small majority 

of the annual primary production in 1990 (54%; see table 7.1) even when their peak 

biomass for that year was only 1.76 mmol N m-3. This is related to their nutrient uptake 

and mortality rates as well as zooplankton grazing pressure (figure 7.9). Although non-

diatom peak nitrogen uptake is about twice as much as diatoms, the latter uptake nitrate 

and ammonium for longer time. The annual nitrogen uptake rate was 0.83 for diatoms 

versus 0.70 mol N m ^ yr^ for non diatoms in the mixed layer, leading to slightly higher 

PP (54% versus 46%). On the other hand, microzooplankton grazing pressure on non-

diatoms is slightly higher than that of mesozooplankton on diatoms, but non-diatom 

natural mortality is 5 times higher than its phytoplankton counterpart. 
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Figure 7.8; Interannual variability of the model state variables (mmol N m-^) as well as total chlorophyll (mg m-^) and 

primary production (mmol N m-^ d-^) in the mixed layer from 1988 to 1993. 
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In terms of zooplankton, both groups followed the same trend shown by the 

phytoplankton group they feed on, microzooplankton showing a longer time lag between 

their maximum and the non-diatom peak (up to a maximum of 25 days) than 

mesozooplankton (maximum 17 days lag) with respect to the diatom maximum (figure 

7.6). A minimum time lag (between phytoplankton and zooplankton peaks) of four days 

was exhibited by mesozooplankton (in 1991) and microzooplankton (in 1993), usually 

after an earlier increase in their biomass has been triggered by moderate phytoplankton 

blooms, therefore allowing for a quicker response to further phytoplankton growth. 

Maximum and minimum mesozooplankton biomass were predicted in 1989 and 1992, 

ranging from 0.48 mmol N m-3 to 0.36 mmol N m-s, respectively, while microzooplankton 

minimum was also observed in 1992 (0.25 mmol N m-3) and their maximum in 1991 (0.34 

mmol N m-3), coinciding with maxima and minima of the phytoplankton groups they feed 

on. 
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Figure 7.9: Phytoplankton biomass, nitrogen uptake and mortality rates as well as zooplankton grazing rates during 
1990. Biomass units are mmol N m-^ while rates are mmol N m-^ d-^. The dotted line represents mixed layer depth. 
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Annual variability in both biogenic detrital compartments (silica and nitrogen) and 

ammonium follows the seasonality observed in the phytoplankton and zooplankton pools. 

A common feature for the six-year period studied is ammonium exhaustion in the mixed 

layer but accumulation below it, being exclusively of biogenic origin (figure 7.10). By 

contrast, nitrate and silicate concentrations are renewed due to diffusion processes as 

well as ecological processes such as detrital silica and nitrogen remineralisation and 

nitrification. Remineralisation and mesozooplankton excretion always accounted for at 

least 83% of the total ammonium fluxes, therefore excretion due to microzooplankton is 

only responsible for the smallest fraction (<17%). Mixed layer maximum and minimum 

ammonium concentrations varied from 0.85 mmol N m-3 in 1988 to 0.35 mmol N m ̂  in 

1990. In contrast, detrital nitrogen and silica maxima are observed in the surface layers 

ranging from 0.69 mmol N m ̂  in 1988 to 0.50 mmol N m-3 in 1993, and from 0.70 to 0.41 

mmol Si in 1988 and 1992, respectively. Both detrital compartments sink to the 

bottom of the ocean and generate a significant signature that can be followed down to 

600 m, therefore affecting the seasonal cycle of deep nitrate and silicate via 

remineralisation processes. Zooplankton senescence (natural mortality) was the major 

contributor to detrital nitrogen (between 60% and 76%), while phytoplankton mortality 

only accounted for a maximum of 39.5% of the total budget. In terms of detrital silica, the 

same tendency was observed as mesozooplankton egestion accounted for more than 

85% of the pool of biogenic silica versus a maximum of 15% due to diatom mortality. 
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Figure 7,10: Sources of ammonium in the water column. Units are mmol N m-^ d-^. The year shown is 1989. 

Primary production and f ratio 

The interannual variability in total primary production (TPP) is shown in figures 7.3 and 

7.8. The minimum peak value was obtained in 1992, when the lowest nitrate and silicate 

winter concentrations were generated as winter mixed layer depths were the shallowest 

simulated for the six-year period (figure 7.2b). The maximum peak TPP was obtained in 

1991 although nutrient concentrations were similar to other years (apart from 1992; see 

figure 7.6). However, the mixed layer depth was very distinctive as stratification slowed in 

early spring and summer (figure 7.2b). The first time occurred in early March establishing 

a mixed layer depth of 156 m by Julian day 83, which allows diatoms to bloom (reaching 

1.25 mmol N m ̂ ) as nutrients are abundant and diatoms are better suited to low light 

levels than non-diatoms. As stratification re-starts in early April and light levels are less 

restrictive, a second diatom bloom occurs (reaching 1.62 mmol N m-̂ ) as well a non-

diatom one (2.70 mmol N m ̂ ), which overlap in time, producing the highest TPP peak 

(figure 7.6). 
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Maximum annual TPP (2.16 mol N m-2 yr -i) was achieved in 1988 and 1993 whereas 

minimum production (1.53 mol N m-2 yr -i) was observed in 1990. TPP follows a pattern 

that is inverse to that of the annual /ratio as can be seen in figure 7.11. In fact, an inverse 

linear regression between annual TPP and / ratio was found (TPP = -8.55 / ratio + 6.335; 

r= 0.79; n=6). 

In terms of size, both phytoplankton groups equally contributed to TPP in 1991 while non-

diatoms were the main contributors in 1988, 1989 (both years registered the shallowest 

summer mixed layer depths) and 1992 (when the shallowest winter mixed layer depth 

was observed) and diatoms in 1990 and 1993 (figure 7.12 and table 6.6), when the 

highest nitrogen uptake rates by diatoms were observed. 

Annual total new production (TNP) varied between 52% and 56% of TPP from 1989 to 

1991 (coinciding with the highest /ratios modelled) and for the rest of the six-year series, 

total regenerated production (TAP) was dominant (between 54% and 56%) as can be 

seen in table 6.5. For the six-year series of this study, diatom NP accounted for at least 

57% of TNP (in 1989) and the maximum TNP due to non-diatoms was 43% (also in 1989) 

as shown in table 6.6. 

Regarding TRP, non-diatoms clearly dominated for all the years studied (see table 6.6). 

The size-fractionated / ratio reflects the relevance of non-diatoms as contributors to 

regenerated production (/ ratio <0.5 in all cases) and diatoms as contributors to new 

production (/ratio >0.5 in all cases; table 6,6). Both phytoplankton groups registered the 

highest / ratios in 1989, 1990 and 1991 (the only years in which slower stratification in 

spring was observed) when the lowest ammonium concentrations were simulated. 
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The f ratio seem to be physically controlled as the greatest annual /ratios were obsen/ed 

when the deepest winter mixed layer depths occurred (figure 7.11), as deeper winter 

mixed layer depths would make higher nitrate concentrations available for phytoplankton. 
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Model comparison to other studies 

Model and observational studies 

Although many modelling efforts have focussed in the North Atlantic (Fasham et a/., 

1993, Marra and Ho, 1993; Oschlies and Garcon, 1998 amongst many others), the NABE 

site has not been the object of many modelling studies looking at interannual variability. 

Waniek (2002) is the only modelling study, that we are aware of, that has taken the same 

approach as this work, in terms of investigating the intra and interannual variability of the 

food web in the North Atlantic region. Waniek used a simple ecological model (nitrate-

phytoplankton-zooplankton-fast and slow sinking detritus) driven by physical forcing 

(ECMWF) and with dynamic mixed layer depth provided by a Kraus-Turner scheme. Her 

work also studied a nine-year period starting in 1989 and ending in 1997. 

Although our estimates of the annual PP fall within the limits set by other model studies 

(table 7.3), they are twice as large as those predicted by Waniek as are the maximum 

estimates of daily PP. Our daily PP estimates were confronted with observational data 

from Bury et al. (2001) for 1990, who gave values between 0.5 to 1 g C m-2 d ^ for the first 

fortnight in May, very similar to the values predicted by this model (0.61-0.71 g C d ^ 

for the same period). They also estimated NP, giving figures between 45% to 76% of the 

TPP versus 56% predicted by our model. The reader is referred to chapter 6 for 

discussion of 1-D model fit to 1989 data. 

In terms of chlorophyll, our model estimates are slightly lower than Waniek's but once 

more, our model was in good agreement with observational data coming from four 

different sources. Integrated chlorophyll data from Savidge et al. (1995) give estimates 

between 20-120 mg m ̂  for the period lying between 1 May and 19 June in 1990, for 

which the model predicted values ranging from 25.7 to 116.08 mg chl m-2. For a shorter 
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period of time (1-19 May in 1990), Bury et al. (2001) measured between 20-114 mg chl 

m-2, wliich agree witli our model estimates. Observational peak chlorophyll for the spring 

bloom in 1990 was above 3.5 mg chl m-3 (Boyd and Newton, 1995; Bury et al., 2001) 

while model estimated between 4.0 and 4.4 mg chl m-3. 

Regarding zooplankton, Waniek's model estimation of integrated biomass within the 

mixed layer ranged from 10 to 33 mmol N m-2 versus 19 and 38 mmol N m-2 predicted by 

our model. As mentioned in previous chapters, zooplankton observations are usually 

scarce, therefore only model data were available for comparison. 

These results show that the 1 -D model is in good agreement with real data available for 

the North Atlantic and also with most other model estimates for the period studied. 
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7.6 Biological variability below the mixed layer 

The subsurface or deep chlorophyll maximum 

Subsurface chlorophyll maxima (SCM), also called deep chlorophyll maxima (DCM), have 

been observed in almost all areas of the world ocean during periods when the water 

column is stratified, i.e., in the North Atlantic (Lochte and Pfannkuche, 1987), at Ocean 

Station P (McAllister, 1962), in the Sargasso Sea (Cox et a/., 1982) or in the Azores 

(Fasham et a/., 1985). SCM are generally associated with the nitrate gradient and are 

predominant features of vertical profiles in stratified waters in late spring and summer. 

However, the origin of the DCM and their coincidence with the nitracline may be 

explained by several mechanisms, each of which has different ecological implications 

(Cox et al., 1982). The mechanisms creating SCM probably vary from place to place, 

depending on environmental conditions, and several mechanisms may act at once. 

Surface waters above the SCM are usually exhausted of nutrients, especially nitrogen, 

and chlorophyll levels are low. The SCM can be found between 10 to 150 m, depending 

on the location, and is usually near or below the 1% light level depth (Dortch, 1987) 

during late spring and early summer (Kiefer and Kremer, 1981). 

There has been much controversy over the physical and biological mechanisms 

responsible for the SCM and it has been suggested that, in some cases, vertical variation 

of the chlorophyll concentration within the euphotic zone does not necessarily correspond 

to a variation of phytoplankton biomass (Djurfeldt, 1994; Taylor et al., 1997) but shows a 

physiological response to irradiance, nutrient availability and temperature (Cloern et al., 

1995; Geider et al., 1997). Other hypotheses also include accumulation of cells due to 

changes in cell sinking (Menzel and Ryther, 1960; Steele and Yentsch, 1960), increased 

chlorophyll/cell due to shade adaptation (Steele, 1964), presence of non-growing relicts 
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of an earlier spring bloom (Kiefer and Kremer, 1981) and differences in grazing rates 

(Jamart etal., 1977; Ortner etal., 1980; Longhurst and Herman, 1982). 

Studies carried out in Southern California Bight showed that the DCM often was a 

biomass maximum (Cullen and Eppley, 1981), as has been observed too in the Northeast 

Atlantic (Lochte and Pfannkuche, 1987; Joint etal., 1993). Dortch (1987) suggests that in 

eutrophic coastal areas, the DCM is a biomass maximum whereas in oligotrophic areas 

phytoplankton biomass at the DCM is a much smaller fraction of the total. 

The environmental conditions under which the DCM develops indicate adequate light but 

lack of nitrogen above the DCM while below the DCM, nitrogen is abundant, but there is 

not enough light, and phytoplankton growth may be light-limited (Taylor et al., 1986; 

Taylor, 1988). At the depth of the DCM, there is usually observed a subsurface maximum 

of nitrite and/or ammonium (Cox etal., 1982; Dortch, 1987). In some cases, the relative 

greater spatial separation between the DCM and the nutricline suggests that other 

factors, such as light availability and regenerated nutrients, may exert a more important 

influence upon DCM depth and chlorophyll concentrations at the DCM than cross-

isopycnal supply of nitrate (Cox etal., 1982). It is worth mentioning that all the literature 

consulted focused on phytoplankton growth exclusively limited by nitrogen, ignoring any 

other nutrients, such as silicate, probably due to the fact that no size-fractionated studies 

were attempted. 

Modelling studies (Jamart et al., 1977) suggest that grazing pressure is a major factor 

that affects the value of the chlorophyll concentrations at the DCM while data studies 

(Ortner et ah, 1980) have shown that zooplankton aggregations at the DCM are a 

common feature. 
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There is also debate about the phytoplankton group that dominates the DCM as Fasham 

et al. (1985) observed that about 60% of the PP was due to small phytoplankton in the 

region of the Azores front, while Lochte and Pfannkuche (1987) and Yallop (2001) found 

that, in the Northeast Atlantic, it was mainly composed of diatoms. 

The 1-D model subsurface chlorophyll maximum 

Different times and intensity of the spring and autumn blooms are clearly shown in figure 

7.14. As mentioned earlier, a subsurface phytoplankton maximum, less intense than its 

spring predecessor in the mixed layer, was distinctively predicted every year. Even more, 

the model predicted two maxima (a diatom and a non-diatom subsurface bloom), at 

different times of the year, in 1988, 1989, 1990, 1991. The subsurface maxima in the 

model are always found between 28 m and 120 m. The maxima are mainly dominated by 

large phytoplankton (diatoms), which peaked every year. Diatom maxima tend to develop 

in May or in late June/early July, depending on the stability of the water column, at the 

depth of the ammonium maximum, after phytoplankton have peaked in the surface and 

nutrients have been depleted in the upper layers. Those DCM are always terminated by 

mesozooplankton grazing pressure, showing the importance of enhanced grazing as 

suggested by other studies (Harris, 1988). The non-diatom subsurface maxima, in 1988, 

1989, 1990 and 1991, developed under the same circumstances, although later in the 

year (July), and after the diatom subsurface bloom has ceased (May), leaving plenty of 

nitrate and ammonium to be taken up by non-diatoms. All non-diatom subsurface blooms 

developed immediately after stratification of the mixed layer was completed, reaching 

0.34 mmol N nr^ in 1988, 0.64 mmol N m-3 in 1989, 0.815 mmol N m-3 in 1990 and 0.45 

mmol N m-3 in 1991 (subsurface maxima for 1991 not clearly visible in figure 7.14). Those 

four years also registered the shallowest mixed layer depth for the six-year series 

studied. The non-diatom subsurface bloom ends due to a combination of grazing 
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pressure and worsening light conditions (figure 7.13). Microzooplankton also peak in the 

deep layers, showing a time lag response of less than 15 days. 
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Figure 7.13; Non-diatoms, ammonium and microzoopianldon variability at the isopycnai corresponding to the depth of 

the subsurface maximum in 1988,1989,1990 and 1991. Units are mmol N m ^. 

All subsurface phytoplankton maxima are also chlorophyll maxima and therefore, 

biomass blooms, as the model does not take into consideration physiological variability of 

the carbon to chlorophyll ratio. Bloom intensity is related to the existence of summer 

mixing events that break the vertical stability of the water column. When those events 

happened, the diatom spring bloom in the mixed layer occurred earlier and as a 
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consequence, the subsurface bloom occurred in May, being particularly intense, reaching 

over 1 mmol N m-s, in 1990 and 1991 (see figures 7.2 and 7.14). Parallel to the diatom 

subsurface bloom, mesozooplankton subsurface biomass also developed showing very 

little or no lag response (by contrast to what was observed within the mixed layer). The 

grazing pressure exerted was responsible for the termination of the bloom, in contrast to 

the termination of the surface blooms caused by lack of nutrients. For the rest of the six-

year period, the diatom subsurface bloom was observed in summer (late June/early July), 

reaching less than 1 mmol N m ̂  and also being terminated by mesozooplankton grazing. 

Minimum and maximum diatom biomass at the subsurface maximum was 0.32 mmol N 

m-3 in 1992 and 1.15 mmol N in 1989. Regarding non-diatoms, maximum and 

minimum peak values below the mixed layer were 0.815 mmol N m-3 and 0.34 mmol N 

m-3, in 1990 and 1988, respectively. 

The DCM ranged from 1.99 mg chl m-3 in 1988 to 0.62 mg chl m-3 in 1992. In our case, 

the DCM was always triggered by physical events (mixed layer depth and irradiance) but 

relied on subsurface nutrient abundance (especially ammonium) to fully develop at 

depths at which light is not the main limiting factor. 

Therefore, the 1-D model suggests that the formation of the DCM is driven by the nutrient 

regime via a combination of the physical and biological mechanisms proposed by earlier 

authors. As the DCM is always associated with lack of nutrients in the mixed layer, 

subsurface growth will be restricted by light limitation. Physically, the DCM formation 

always occurred when the mixed layer depth was at its shallowest, showing a response 

to light availability. Biologically, the DCM developed at the depth of the ammonium 

maximum (mainly due to detrital remineralisation and zooplankton excretion), where 

silicate was also available for diatoms. 
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Primary production below the mixed layer 

Primary production is mainly limited by light below the mixed layer. Maximum depth at 

which primary production takes place in the model is 400 m, reaching between 8% (in 

1992) and 40% (in 1990) of the total primary production observed in the upper layers 

above (table 7.2), showing that the importance of the DCM for the total annual production 

is far from negligible. The model of Jamart et al. (1977) also addressed the question of 

the importance of the DCM in terms of TPP. Their model showed that the summer DCM 

accounts for more than 50% of the daily production, which is higher than the maximum 

estimate (50%) for the Pacific Ocean. 

By contrast to what was observed in the mixed layer, our model shows that most of the 

TPP below the mixed layer is regenerated production (between 65% and 97%), new 

production playing a minor role and only accounting from 3% to 35% of the TPP (figure 

7.15). Jawed (1973) measured zooplankton excretion rates, ammonium and PP, between 

20 and 100 m, in the oceanic waters off the coasts of Washington and Oregon. His work 

showed that the ammonia excreted by zooplankton provided about 90% of the nitrogen 

requirements of observed primary productivity, which agrees with our model results. 

Correlation between chlorophyll and ammonium maxima is supported by observations 

(Jawed, 1973) and model studies (Jamart etal., 1977) but no modelling attempt has been 

made before to quantify the amount of new and regenerated production ascribed to the 

DCM. 
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Figure 7.14; Year to year verticai variability of the 1-D model phytoplankton from 1988 to 1993 in mmol N (x axis 
represents months and the y axis shows depth, in meters). 
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In terms of PP, diatoms are still the dominant phytoplankton group in most cases despite 

the large amount of RP, only being relegated to a secondary role in 1990. They 

contributed to TPP by at least 57%, as they are better suited to low nitrate and light 

conditions than smaller phytoplankton. F ratios were always less than 0.5. Non-diatoms 

contributed to PP by more than 40% in 1989, 1990 and 1991, when the highest 

temperatures and shallowest mixed layers of the six-year period of study were recorded. 

They were therefore less handicapped in terms of light and able to compete with diatoms, 

as non-diatoms are more efficient using ammonium than their competitors. Those years 

also recorded the most intense diatom sinking, between 21% and 24%, about a third of 

the amount of production lost via mesozooplankton grazing. Diatom sinking was 

negligible for the rest of the period studied and up to 90% of their losses were due to 

grazing, showing the key role played by mesozooplankton in terms of detrital silica and, 

ultimately, in the silicate cycle. 

Regarding non-diatoms, microzooplankton grazing also led to declining of the population, 

being less intense than mesozooplankton, but still consuming, between 63% to 89% of 

the non-diatom biomass, versus 11% to 37% of non-diatom population lost due to natural 

mortality. 

Detrital remineralisation is the main process replenishing the ammonium pool (between 

52% and 60%). Zooplankton excretion processes are also important, with 

mesozooplankton accounting for 75% to 93% of the total zooplankton contribution. 

Regarding detrital nitrogen, zooplankton play a major part once more. Mesozooplankton 

are always the major contributor (between 35% and 72%) during all the six-year period of 

study. Microzooplankton contributed by 12% to 38%. 
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Thus, recapitulating the sequence of events set forth earlier, the 1-D model shows that 

during spring a substantial increase in irradiance and a coincident reduction in mixing are 

responsible for a remarkable increase in phytoplankton biomass in the mixed layer and 

therefore, PP. Although phytoplankton biomass is reduced by grazing, nutrient depletion 

is the main cause for their growth to decline in the mixed layer. Moreover, regeneration 

and vertical transport of nutrients by turbulent diffusion occurred too slowly to 

compensate the uptake rate. However, as the mixed layer shallows and light energy 

increases, phytoplankton developed at greater depths, below the mixed layer, where the 

presence of increased amounts of nutrients sustain growth for longer. Mesozooplankton 

grazing is of great importance in terminating the diatom subsurface bloom, whereas 

ammonium exhaustion and worsening light are the key factors in the non-diatom case, as 

microzooplankton restrict the non-diatom bloom but are not able to fully consume it. 
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Figure 7.15: Vertical ammonium and nitrate uptake by phytoplankton below the mixed layer. Units are mmol N m-^ d-\ 
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7.7 Summary of key points 

• Interannual variability was studied from 1988 to 1993. Although initially, a longer time 

series was chosen (up to 1996), it was reduced to only six years due to numerical 

problems highlighted by the build up of the dissolved nitrate and silicate pools. 

• Model results show that competition between different phytoplankton groups will be 

different according to external conditions (physical forcing). Diatoms will become 

dominant in turbulent water rich in nutrients (due to their higher light and nitrate 

assimilation efficiency) and non-diatoms will constitute the bulk of population in 

stratified water, poorer in nutrients. 

• Regular succession runs parallel to consumption of nutrients and decay of mixing. 

Mixed-layer blooms are terminated due to a combination of grazing and lack of new 

nutrients. 

• A common feature, for the six-year period studied, is ammonium exhaustion in the 

mixed layer but accumulation in deeper layers, where supply is greater than demand. 

• The f ratio is dependent on mixed layer depth (shallowest summer mixed layer 

produced higher f ratios), therefore being physically controlled. 

• The initiation of the spring bloom also depends on the type of mixed layer 

stratification. Fast re-stratification regimes led to earlier phytoplankton blooms than 

slow ones. Summer mixing events encouraged mesozooplankton growth, which 

prepares them better for overwintering. Autumn phytoplankton blooms are triggered 

by the deepening of the mixed layer, as new nutrients are entrained from deeper 

layers. 

Page 208 



Chapter 7; Interannual variability 

• The 1-D model predicted the annual occurrence of a deep chlorophyll maximum 

(DCM), of varying intensity, during the period of study, at the depth of the ammonium 

maximum (mainly due to detrital remineralisation and mesozooplankton excretion, 

followed by microzooplankton's). Diatoms peaked every year, while non-diatoms only 

developed in four occasions, when the shallowest summer mixed layer were 

modelled. The diatom deep maximum is ended by mesozooplankton grazing, while 

non-diatoms ended due to a combination of grazing and light limitation. 

• Primary production below the mixed layer only accounts for 2-40% of the TPP 

predicted within the mixed layer. Most of the deep production is regenerated (65-

79%). Generally, diatoms are responsible of most of it (except in 1990). 
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Table 7.1: Annual TPP in the mixed layer, phytoplankton group responsible for most of the 
mixed-layer TPP (percentage in brackets), mixed layer stratification regime, and minimum 
and maximum mixed layer depths in meters. 

TPP stands for total primary production. 

Year Annual total primary production Phytoplankton PR Mixed layer 

(mol N m-2 yr-1) 

Stratification Min. (m) Max. (m) 

1988 2 .16 Non-diatoms (51%) Fast 36.56 324.40 

1989 1.95 Non-diatoms (56%) Slow 28.72 332.77 

1990 1.53 Diatoms (54%) Fast 36.78 346.02 

1991 1.72 Both (50% each) Fast 37.08 357.26 

1992 1.91 Non-diatoms (54%) Slow 50.44 235.13 

1993 2 .16 Diatoms (52%) Slow 43.36 300.63 

Table 7.2: Total and size-fractionated primary, new and regenerated production down to 
400 m below the mixed layer in mol N m-̂  y-i. 
TPP, TNP and TRP stand for total primaiy, new and regenerated production. Figures in bracl<ets refer to percentage of 

TPP. 

Year TPP TNP TRP NPd NPnd RPd RPnd f ratio 

1988 0.26(12%) 0.03 0.23 0.02 0.01 0.16 0.07 0.12 

1989 0.49 (25%) 0.09 0.39 0.04 0.06 0.24 0.15 0.19 

1990 0.61 (40%) 0.21 0.40 0.08 0.13 0.19 0.21 0.35 

1991 0.44 (26%) 0.10 0.34 0.04 0.06 0.21 0.13 0.23 

1992 0.15(8%) 0.02 0.13 0.02 0.00 0.12 0.02 0.13 

1993 0.31 (14%) 0.04 0.26 0.04 0.00 0.23 0.03 0.14 
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Table 7.3: Model output interannual variability from 1988 to 1994 
Minimum and maximum range values are given. 

' depending on which algorithm is used to calculate photosynthesis (see chapter 6 for details) 

* integrated over the euphotic zone 

Property 1-D model Observational Other models Source 

Annual PP 
(gCm-2y') 

120.78-170.91 

35-60 
120-160 
150-225* and 200-270" 
230-243 

240 
200-250 

51-78* 
108 
122 

Waniek (2002) 
Oschlies et al. (2000) 
Fasham and Evans (95) 
Berger et al. (93) 
Antoine etal. (96) 
Behrenfeld and Falkowski (97) 
Sathyendranath et at (95) 
Longhurst etal. (95) 
Field etal. (98) 

Daily PP' 
(gCm-^d-') 

1.20-1.79 0.9-1.2* Waniek (2002) 
Daily PP' 
(gCm-^d-') 

0.61-0.71 0.5-1 (1-19May:1990) Buty etaL (2001) 

New production 

(%PP) 

56% 45%-76% (1-20 May;1990) Bury etal. (2001) 

Integrated chl' 
(mg m-2) 

138.27-172.49 161-233* Waniek (2002) 

Integrated chl' 
(mg m-2) 

138.27-172.49 

150-180 Oschlies and Garqon (99) Integrated chl' 
(mg m-2) 25.7-116.08 20-120(1 May-15 June; 1990) Savidge et al. (95) 

Integrated chl' 
(mg m-2) 

34.41-116 20-114 (1-19 May;1990) Bury etal (2001) 

Maximum chi" 
(mg m-3) 

4.44 >3.5 (spring bloom; surface; 1990) Boyd and Newton (95) Maximum chi" 
(mg m-3) 4.00 3.5 (1-19 Mav;1990) Bury etal. (2001) 

Maximum chi" 
(mg m-3) 

1.21 1.5 (10 Sep.-30 Oct.; 50 m; 1996) Schiebel etal (2001) 

Integrated zoop.' 
(mmol N m-2) 19.09-28.99 10-33* Waniek (2002) 
Integrated zoop.' 
(mmol N m-2) 19.09-28.99 

60-80 Oschlies and Gargon (99) 
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Chapter 8: Sensitivity analysis 

8.1 Introduction 

The tuning of the 1-D model (chapter 6) highlighted the inadequacy of several ecological 

parameters if a good fit between model and NABE data was to be achieved. Unrealistic 

winter nitrate concentrations in the mixed layer (up to 15 mmol N m-3) were predicted for 

1996, when using the detrital breakdown rate for nitrogen {5i) obtained via optimisation of 

the 0-D model. Even more, when the model was re-tuned to comply with well 

documented winter concentrations for the area (Glover and Brewer, 1988; Garside and 

Garside, 1993), a distinctive non-diatom subsurface maximum, not predicted in earlier 

runs, was observed. Although interannual variability studies (chapter 7) revealed the 

existence of a numerical problem that caused the building up of nutrients, the sensitivity 

shown by the ecological model to certain parameters (5? amongst others) requires the 

evaluation of the model response by assessing the uncertainties associated with the 

modelling process. Therefore, further investigation on what seems to be a critical 

parameter {Si determines the vertical distribution of nitrate and ammonium) was carried 

out by performing a sensitivity analysis (SA) exercise involving a subset of five 

parameters related to nutrient regeneration processes {5i and & -detrital breakdown rate 

for silicate) and to phytoplankton physiology: ai (non-diatom slope of the P-l curve), Ki 

and Kg (non-diatom half-saturation constants for nitrate and ammonium uptake, 

respectively). 

Section 8.2 introduces the concept of SA as well as looking at how previous model 

studies dealt with it. Section 8.3 explains the SA technique used in this work, from 

selection of ranges and distribution of parameters to uncertainty and sensitivity analysis. 

Finally, a summary of the key points found in this work are included. 

_____ 
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8.2 Sensitivity analysis 

Sensitivity analysis (SA) studies how the variation in a model output can be apportioned, 

either qualitatively or quantitatively, depending on the sources of variation, and of how 

such model depends on the information fed into it (Saltelli, 2000). Numerical models are 

often used to represent systems and processes of different nature and complexity. Many 

times, those systems and processes are so complicated that experimentation is not 

feasible and investigators turn to the use of models to explore such systems, otherwise 

constrained by physical limitations. However, model results are also limited by our 

knowledge of the system in question and, therefore, biased by our own uncertainty. The 

model initial conditions and parameters might also be subjected to uncertainty, due to 

errors of measurement and/or lack of information and even the impossibility of a precise 

representation of the system due its intrinsic variability (i.e., stochastic events). Therefore, 

SA techniques help to increase the confidence in the model and its results, as well as to 

understand how the model responds to variations in its initial conditions, parameters, data 

used for calibration and even model structure. 

The use of SA is a common practice in biogeochemical models. The most used approach 

being the modification of each parameter by a certain amount of its pr/or value (Jamart et 

a/., 1979; Taylor and Joint, 1990; IVIarra and Ho, 1993; McGuillicuddy et a/., 1995; 

Fasham, 1995; Pondaven et aL, 1998 amongst others). Model complexity (dimensional 

and structural) usually restricts the number of tests to be performed, as models often are 

computationally expensive to run and interpretation of the results can be a difficult task. 

Although ecological modelling has seen much progress in the last decade, the attention 

paid to formal SA has not evolved at the same rate, and the same methods used 20 

years ago are still in vogue amongst modellers. On the other hand, sophisticated SA 
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techniques such as IVIonte Carlo analysis, Fourier amplitude sensitivity tests (FAST) or 

Sobol's sensitivity indices (see Saltelli 2000) are often unaffordable when the analysis 

focuses on a large parameter set. 

The boundary between sensitivity and uncertainty analysis is sometimes blurred as the 

techniques are closely related. The latter (uncertainty analysis) quantifies the changes in 

the model response to a series of factors (i.e., initial conditions, parameters) while the 

former (SA) looks at the proportion of uncertainty according to the source. In this work, 

we have used both techniques to have an insight into the reliability of the 1-D model 

results and they will be discussed in detail later (section 8.3). 

Due to the problems encountered when the 1 -D model was tuned (previously discussed 

in chapter 6), it was necessary to perform a formal SA. After the tuning exercise for 1989 

was carried out, discrepancies between model output and winter nitrate concentration 

during 1996 were found. This result led to the need of further modification of the prior 

value for the nitrogen detritus breakdown/remineralisation rate (<5?), to which the 

ecosystem showed particular sensitivity. Although nitrate built up (from 1994) is due to 

numerical problems (as discussed in chapter 7), the model sensitivity to nitrogen 

remineralisation rates was still investigated as there is great uncertainty associated with 

this parameter. 

In the model, nitrate enters the mixed layer via 3 different processes: vertical diffusion, 

vertical mixing (entrainment) and regeneration processes (nitrification). The latter is highly 

variable, closely related to ammonium, and directly dependent on ecosystem changes 

(remineralisation and zooplankton excretion inject ammonium in the ecosystem; see 

equations in chapter 2). This fact, as well as previous evidence of phytoplankton 

subsurface development linked to deep ammonium maxima, led to the need to monitor 
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the sensitivity shown by the ammonium pool. Other variables of interest were 

phytoplankton biomass, total chlorophyll as well as annual total primary production (TPP), 

regenerated and new production (TAP, TNP), nitrate and silicate-based export production 

(NBEP, SBEP) and f ratio. 

The SA carried out in this work was focused on a subset of five parameters on which the 

balance among the variables seem to be dependent: di, ai, Ki, K2 and Previously 

discussed in chapter 6 was the need of modification of a?, Ki, K2 in order to avoid the 

diatom/non-diatom bloom overlapping in spring time. The detrital silicate breakdown rate 

{S2) was also included due to its importance to the vertical gradient of silicate in the water 

column and also to the great uncertainty associated to its determination (see chapter 6). 

The analysis tested the model response not only to individual parameter variations but 

also to interaction among them. Results from the analysis would be quantitatively 

assessed in terms of maximum values of certain model state variables as well as primary 

and export production, and f ratio. Special attention will be paid to the factors that trigger 

the presence/absence of a non-diatom subsurface maximum. 

Only a few model studies have investigated the formation of the DCM -Jamart et al, 

(1977 and 1979) in the Pacific Ocean and Taylor etal. (1986), Taylor (1988) and Marra 

and Ho (1993) in the North Atlantic- and no attempt has been made before to 

characterise such maximum in relation to phytoplankton size. Jamart et al. (1979) used a 

simple chlorophyll-ammonium-nitrate model (with varying carbon-to chlorophyll and 

carbon-to-nitrogen ratios) and found that nutrient limitation in the surface layers led to the 

formation of the deep maximum. Taylor et al. (1986) used a time-dependent advection-

diffusion model to study the vertical distribution of phytoplankton in stratified waters in the 

open ocean and also in the shelf. The biological model had only 2 compartments 
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(phytoplankton and a single nitrogen nutrient). Model results showed the development of 

a DCIVI (at 40 m in the ocean case and 30 m in the shelf case) as a result of nutrient 

depletion in the upper water column whereas there are plenty of nutrients at the depth of 

the DCM. The authors also tested the model sensitivity to changing environmental 

conditions (such as diurnal variation of light and turbulence) and obtained no change in 

model results. 

On the other hand, Marra and Ho (1993) applied a mixed layer and a NPZ model (nitrate) 

to investigate the spring bloom at the NABE site. Although their results regarding the 

surface spring bloom were satisfactory, the model failed to reproduce the DCM shown by 

empirical data, unless photoinhibition in the phytoplankton growth (for which, they 

admitted, there is no evidence) was assumed. 

We expect that the SA would clarify the critical parameter/s that trigger such maximum in 

the model and illuminate which aspects of the ecosystem are in most need of further 

study. 

A complete SA of the model involving all the parameters is too complex, and 

computationally expensive, to pursue here (see section 8.3.1 below). 
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8.3 The Analysis Methodology 

Our starting point: 

where / is a descriptor of the model output (e. g. maximum chlorophyll concentration) 

and Xi are a set of input factors (parameters) whose value can either be fixed or sampled 

from a distribution. In our case, i=5. 

Here, the objective of SA is to identify the most important factor or factors that would lead 

to the development of deep chlorophyll maxima and also to the greatest changes of the 

above statement Y. It is also possible to group the factors in subsets, so the solution will 

be influenced by the interactions among factors. 

There are many different strategies to choose from when performing SA (see Salteili et 

al, 2000 for a thorough description). The one used in this work resembles a Monte Carlo 

analysis as it is based on the multiple evaluation of the 1-D model performance using 

randomly selected model parameters from a given distribution. The model results will be 

used to study the uncertainty in the model predictions and quantifying the contribution of 

the input factors to such uncertainty. There are five steps involved: selection of ranges 

and distribution of X;, generation of a sample based on ranges and distributions obtained 

by the first step; evaluation of the model for each element of the sample; uncertainty 

analysis and finally, SA. 
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8.3.1 Selection of ranges and distribution of parameters 

As explained earlier, a subset of five parameters out of the complete ecological 

parameter set (32 in total) were thought to play a key role in determining the ecological 

dynamics observed at 47° N 20°W and in obtaining a good fit to the field data available. 

Those parameters (also referred to as factors throughout the text) were: <5?, &, a?, Ki 

and Ks. As the length of time that one model simulation takes was a limiting factor, only 

five different values, for each key parameter, were investigated. They were randomly 

generated (within the upper and lower limits used by the 0-D model optimisation) 

according to a normal distribution with mean the parameter prior value and standard 

deviation of 1/3 of its pr/or (table 8.1). 

8.3.2 Sampling 

The new parameter space was sampled based on the Latin Hypercube Method (McKay 

etal., 1979), hereafter referred to as LHM, although our approach is much simpler than 

McKay et a/s, and therefore requires a reduced number of model runs. The Latin 

Hypercube Method is a stratified sampling technique where the random parameter 

distributions {Xj, j= k) are divided into equal probability intervals (A/). A probability 

(1/A/) is randomly selected from within each parameter interval, ensuring that the entire 

range is sampled. This means that there are N non-overlapping values for each of the k 

input parameters (five in our case) and that each instance is equally likely to be chosen. 

One of the instances on Xi is randomly selected, matched with a randomly selected 

instance of X2, and so on, until Xk. 

In our case: 

Xi = di = {S11, di2, Si3, 5u, dis}', 
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X2= oci = {aii, ai2, cci3, ecu, ccw}', 

X3= Kl = {Kl1, Ki2, KI3, KI4, KW] 

X4= K2= {K2I, K22, K23, K24, K25} 

X5= 82= {S21, S22, S23, S24, S25] 

Table 8.1 shows the range of values for each parameter. 

8.3.3 Model evaluation 

A total of 45 tests or experiments were performed in order to asses the model 

performance not only to single instances of each parameter (tests 1-5; 26-45; see table 

8.2) but also to interaction among parameters (tests 6-25) using the combinations 

generated by the LHM (table 8.2). 

The output variables of interest were maximum diatom and non-diatom biomass, 

maximum chlorophyll and maximum ammonium during 1989. As the changes in the 

model state variables will crucially affect primary production, export production and f ratio, 

the annual total and size-fractionated primary production (TPP), new and regenerated 

production (TNP and TRP, respectively), and the f ratio in the mixed layer were also 

calculated as well as the total nitrogen and silicate-based export productions (NBEP and 

SBEP, respectively) at the base of the mixed layer. 

The presence/absence of subsurface phytoplankton maxima was also considered. Due to 

the high complexity of the model, the uncertainty and SA were studied in 1989 only, as 

this was the year used for the model tuning and also for which a larger amount of field 

data were available. 

The reader must take into account that parameters were varied across the central or prior 

values used in preceding chapters. Each of the experiments described below consisted of 

5 simulations in which parameter variation was not symmetrical but randomly generated. 
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The difference in the qualitative and quantitative behaviour amongst those simulations 

and the control run will elucidate the dependence of the model solution on the 

parameter(s). Interpretation of model results related to individual and simultaneous 

parameter changes will be discussed. The control run chosen was the one obtained when 

the 1-D model was first tuned (chapter 6) and 8i = 0.107 d-i (figure 8.1), which produced 

a diatom and a non-diatom subsurface maximum. The former reached 1.21 mmol N m-3 

at 65 m of depth in May while the latter only reached 0.80 mmol N m-̂  at 53 m in July 

(less light efficient than diatoms). Both blooms are mainly supported by deep ammonium 

concentrations (figure 8.2). 

Mesozooplankton Diatoms Silicate 
0 

50 

100 
1.5 150 

200 
1 2 5 0 

300 

3 5 0 

400 

0 

0.4 50 
100 

0.3 150 

200 •S 2 0 0 

a; 2 5 0 

J F M A M J J A S O N 
Nitrate 

F M A M J J A S O N 
Detrital silica 

J F M A M J J A S O N 
Ammonium 

0 

50 

100 
150 

200 
2 5 0 

0 -2 300 

3 5 0 

400 

5 200 
s; 2 5 0 

0.5 3 0 0 

J F M A M J J A S O N 
Microzooplankton 

F M A M J J A S O N 
Detrital nitrogen 

J F M A M J J A S O N 
Non diatoms 

0 

0.6 50 
100 
150 

200 
2 5 0 

0 - 2 3 0 0 

350 

400 

1.4 0 
1.2 50 

100 
150 

0 .8 200 

0.6 2 5 0 

0.4 3 0 0 

0 . 2 350 

•S 2 0 0 

g 2 5 0 

J F M A M J J A S O N F M A M J J A S O N 
Chlorophyll 

J F M A M J J A S O N 
Primary Production 

fi 200 
s; 2 5 0 

F M A M J J A S O N 

M o n t h 

J F M A M J J A S O N 

M o n t h 

Figure 8.1:1-D model state variables, chlorophyll and primary production for 1989 down to 400 m from the control run. 
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m-3 d ' l ) . 
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Figure 8.2: Silicate, nitrate and ammonium phytoplanl<ton uptake in the mixed layer (in blue) and at the depth of the 
deep maximum (green) according to the control run. 

8.3.4 Uncertainty analysis and sensitivity analysis 

First of all, we want to investigate which are the parameters that, individually, have a 

greatest effect on the model output. Secondly, we also want to quantify how different 

values of the same parameter affect the model output. Finally, we will be looking at the 

combination of several parameters and the joint effect on the model output. 

Figure 8.3 represents the changes in maximum phytoplankton biomass (diatom and non-

diatom), total chlorophyll and ammonium concentration according to the modification of 

the parameter subset as shown in table 8.2. The changes in annual TPP, TNP, TRP, 

NBEP, SBEP and f ratio in the mixed layer are shown in figure 8.7. Figure 8.8 shows 

size-dependent phytoplankton contribution to primary production, export production and f 

ratio. 
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• Oetrital nitrogen remineralisation rate {Si) 

The detrital nitrogen remineralisation rate was varied between 0.123 and 0.299 d-\ which 

is up to 3 times higher than the control value (0.107 d )̂, corresponding to tests 1 to 5 

(table 8.2). In general, one would expect higher ammonium and also nitrate concentration 

(due to nitrification processes) as Si increases, which would lead to higher phytoplankton 

biomass, specially non-diatom biomass, as they are only limited by nitrogen and are more 

efficient assimilating ammonium than diatoms (also limited by silicate). Model results 

agreed with what was expected. The most significant changes (compared to the control 

run) occurred in the non-diatom case (figure 8.3 and table 8.3) 
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Figure 8.3: Variation in the maximum phytoplankton biomass, total chlorophyll and ammonium concentration after the 
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Model results also shown the occurrence of a non-diatom subsurface bloom in 2 out of 5 

cases (tests 1 and 5) in mid July (figure 8.4). 
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Figure 8.4: Vertical distribution (down to 200 m) of diatom and non-diatom biomass, total chlorophyll, ammonium and 
nitrate from the control run and tests 1, 2 and 5. Results shown correspond to 1989. Dotted line shows mixed layer 
depth. Units are mmol N m-^ apart from chlorophyll (mg chl m-s). 
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This subsurface bloom is related to nitrate availability in the upper mixed layer. When 

winter nitrate concentration is higher than a threshold (8 mmol N m-̂  according to our 

experiments), there is no subsurface bloom but the bloom is observed when nitrate 

concentration falls below that threshold. This behaviour is closely related to the diatom 

dynamics as they are mainly limited by silicate, when nitrate is abundant. In this situation, 

diatoms will decline when nitrate still remains high (up to 6 mmol N m-3) due to the lack of 

silicate (<0.5 mmol Si m-3), allowing non-diatoms to thrive in the mixed layer until nitrate is 

depleted and therefore no subsurface bloom was observed as in tests 2 to 4 (figure 8.5). 
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Figure 8.5: Nutrients versus phytoplankton variability in the mixed layer shown by test 2 (a) and test 5 (b) during 1989. 
Nitrate (d, t) and ammonium (c, e) uptake rates by non-diatoms In the mixed layer (blue) and at the depth of the 
subsurface maximum (green) are also shown. Nn, Nr and Pnd represent nitrate, ammonium and non-diatoms. 

On the other hand, when winter nitrate is below the threshold, diatoms take up most of 

nitrate and ammonium, and very little nitrogen is available for non-diatom development, 

after diatoms have decayed. However, light below the mixed layer is sufficient for non-

diatoms to develop, where there is plenty of ammonium (due to regeneration and 

excretion processes) and nitrate (figure 8.5). 
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A diatom subsurface maximum (DSIVI) was observed in IVlay in all cases, as silicate is 

their main limiting nutrient in the mixed layer but higher concentrations can be found 

below it. A second diatom subsurface bloom was observed in late June (tests 4 and 5) 

and in mid July (tests 2 and 3). In all cases, this maximum only accounted for 0.7 mg chl 

m-3. Why does it happen? The second diatom subsurface bloom is related to the 

generation of two ammonium deep maxima (ADM) and to their intensity. Only one 

ammonium maximum was predicted when the lowest Si was used (test 1), caused by the 

overlapping of the main phytoplankton surface blooms and leading to simultaneous 

zooplankton development, being reflected in the detritus and ammonium temporal and 

vertical profiles (figure 8.4). On the other hand, higher 5i (tests 2 to 4) led to a later 

development of the main non-diatom bloom (preceded by a lower intense bloom, closely 

followed by microzooplankton and also mesozooplankton), generating a second 

ammonium maximum (of varying intensity) due to mortality, excretion and 

remineralisation processes. 

In general, non-diatom phytoplankton reached higher biomass when the amount of nitrate 

in the mixed layer was high (test 3 resulted in a 103% increase compared to the control 

case; figure 8.3; table 8.3) as their growth is only dependent on nitrogen. 

The main surface diatom bloom was invariably observed in late April/early May, 

independently of di. However, the timing of the main surface non-diatom bloom was 

inversely correlated to nitrate concentration in the mixed layer. The higher the nitrate 

concentration, the later in the year the main bloom occurred (June), due to a combination 

of favourable light and nitrogen abundance (figure 8.4), suggesting that nitrate limitation 

plays a more important role than light. Even more, non-diatoms reached higher biomass 
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than diatoms in 2 out of 5 cases, when the highest <5? were used to force the model (tests 

2 and 3), also indicating strong silicate limitation for diatoms. 

Maximum total chlorophyll in the mixed layer was very similar in all tests (maximum 3% 

change compared to the control; table 8.3), varying from 4.26 to 4.32 mg m-3. This is not 

surprising, as the surface chlorophyll maximum occurred in April/May, resembling the 

profile shown by diatom biomass, as they are the main contributors to such maximum 

(figure 8.4). 

As expected, ammonium maximum concentration was subjected to greater variations, 

from 2.08 to 3.14 mmol N (between 14% and 72% higher than the control), 

corresponding to the lowest and the highest 5i (figures 8.3 and 8.4), remarkably following 

the variability shown by non-diatoms. Those variations are mainly due to the balance 

between microzooplankton excretion (increased due to higher non-diatom biomass) and 

detrital nitrogen remineralisation (increased due to higher microzooplankton egestion and 

non-diatom natural mortality), whereas larger zooplankton and phytoplankton respiration 

remained as in the control run (figure 8.6). 

In terms of annual TPP, 5i is the parameter that produces the greatest variation, from 

1.90 to 3.06 mol N m-2 yr''(between 9% and 76% higher than the control; see figure 8.7). 

As expected, higher TPP was achieved when the highest di were used to run the model. 

The same pattern was invariably associated with TNP, TRP and NBEP whereas in terms 

of f ratio the inverse trend was shown (lowest values achieved when di is high) but it had 

no effect on SBEP. As higher di increase the ammonium concentration in the water 

column, one would expect to have a greater effect on regenerated production rather than 

on new production, which is exactly what it is observed, leading to lower / ratios. 
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ammonium and detrital nitrogen remineralisation rate corresponding to the control run and test 3. Values in the mixed 
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In terms of size (figure 8.8), the fraction of non-diatom TPP increased in all cases (higher 

efficiency assimilating ammonium than diatoms) whereas, the fraction due to diatoms 

decreased compared to the control (due to the favourable light and nitrogen levels, non-

diatom exerted higher pressure when diatoms were still present in the water column). An 

increase was also observed in both, new and regenerated PP, in the non-diatom case 

opposed to diatoms (figure 8.8). 

Both phytoplankton / ratios reflect the changes seen in the patterns of PP. Diatoms f ratio 

always decreased compared to the control (following a reduction in T A P and TNP), 

whereas non-diatom f ratio was lower than the control only in 2 out of 5 cases (when the 

highest Si were used). From these results can be concluded that, as expected, the 

ecosystem is most sensitive to high 8i values. Maximum total chlorophyll and diatoms 

were insensitive to 5i variations whereas non-diatoms and ammonium showed the 

highest sensitivity (table 8.3). 
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Figure 8.7: Variation in the total primary (TPP), new (TNP) and regenerated (TRP) production as well as f ratio in the 
mixed layer. The last four plots show nitrate and silicate-based export production at the base of the mixed layer. The 
left and right columns represent magnitude changes and percentage of change relative to the control. Test 1 to 5 and 
26 to 45 show the effects when one single parameter was changed at a time. The rest of the tests represent different 
parameter combinations as stated in table 8.2. The horizontal blue line shows the control value. Results correspond to 
1989. 
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Figure 8.8: Variation in the annual size-fractionated total primary (TPP), new (TNP) and regenerated (TRP) production 
as well as / ratio In the mixed layer. Test 1 to 5 and 26 to 45 show the effects when one single parameter was changed 
at a time. The rest of the tests represent different parameter combinations as stated in table 8.2. Top 8 plots represent 
magnitude changes and the last 8 plots are percentage of change relative to the control run. The horizontal blue line 
shows the control value. Results correspond to 1989. 
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• Non-diatom initial slope of the P-l curve («?) 

The initial slope of the P-l curve was varied between 0.010 and 0.023 l / \ around 43% 

lower and 51% higher than the control value (0.015 lyi), corresponding to tests 26 to 30 

(table 8.2). Higher non-diatom biomass would be expected when a i is increased (tests 

28 and 30) and lower biomass otherwise (tests 26, 27 and 29). Although model results 

showed little change in the biomass of both phytoplankton groups, diatoms suffered the 

greater changes (a reduction of 15% compared to the control). Diatom biomass showed a 

variation that is inverse proportional to a? changes, as expected, but the effects on non-

diatoms were not as clear. In fact, the highest non-diatom biomass was achieved when 

the maximum reduction in a? (43%) was used. Generally, higher a i led to higher non-

diatoms biomass (up to 4% as they become better light competitors) and diatoms 

biomass decreased (15%). On the other hand, when the lowest a? was used (test 26), 

diatoms biomass was higher (10%) and so was non-diatoms (9%) due to the greater role 

of remineralisation and regeneration processes, as the large food chain operates in the 

system. 

Diatoms accounted for the highest biomass in the mixed layer (between 2.03 and 2.64 

mmol N m-3) in all cases (figure 8.3). Maximum surface non-diatom biomass varied 

between 1.33 and 1.55 mmol N m ̂ . As in the previous case, very little changes in terms 

of total chlorophyll were observed (up to 8% compared to the control). Maximum 

chlorophyll (4.51 mg chl m ^) coincided with the highest ammonium concentration in the 

water column (2.01 mmol N m ̂ ) and the lowest non-diatom light efficiency (test 26). 

Once more, no significant changes were observed in terms of annual primary production 

%), NP (7%), RP (2%) export production (7% and 10% for silicate and nitrogen-based. 
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respectively) or f ratio (2%), either when looking at total or size-fractionated changes 

(figures 8.7 and 8.8; table 8.3). 

In all cases, a diatom and a non-diatom subsurface maximum were observed at times 

and depths seen in the control case. The former always occurred in mid May and 

reached between 1.01-1.21 mmol N m-s while the latter was observed in mid July and 

varied between 0.77-0.84 mmol N m-̂ . 

• Non-diatom half-saturation constant for nitrate uptake {Ki) 

Ki was modified between 0.570 and 0.923 mmol N m-3, between 26% lower and 20% 

higher than the control value (0.772 mmol N m-^), corresponding to tests 31 to 35 (tables 

8.2 and 8.3). Model results showed no significant effect on the maximum biomass 

reached by either phytoplankton group (2%) or on the total chlorophyll (1%) and 

ammonium pools (3%). In terms of annual primary and export production, either total 

(<2%) or size-fractionated (<4%), showed no sensitivity. Slight increases in the non-

diatom f ratio were observed (up to 4%) when lower Ki were used (figure 8.8). 

Once more, a diatom and a non-diatom subsurface maximum were observed at the same 

times and depths, and for the same reasons, described earlier. Maximum subsurface 

values ranged from 0.79 to 0.84 mmol N m-3 in the non-diatom case, while diatoms 

subsurface maximum was 1.19 mmol N m-̂  in all cases. 

• Non-diatom half-saturation constant for ammonium uptake (K?) 

K2 values were modified between 0.179 and 0.567 mmol N m-3, that is 53% lower and 

47% higher than the control value (0.385 mmol N m-3), corresponding to tests 36 to 40 

(tables 8.2 and 8.3). Higher K2 (tests 37 and 39) would be expected to produce lower 

non-diatom maxima (as they are mainly supported by ammonium; figure 8.2). Lower K2 
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(tests 36, 38 and 40), therefore more efficient ammonium uptake by non-diatoms, are 

expected to simulate higher non-diatom maxima. However, model results showed the 

opposite trend. Higher non-diatom biomass was observed when K2 was high and up to 

23% reduction in non-diatom biomass was observed when K2 was low. Why? The reason 

lies in the diatom behaviour. When non-diatom ammonium uptake is low {K2 is high), 

diatoms are able to take more nitrogen up and therefore, they are able to reach higher 

biomass and so are mesozooplankton. As the large food chain operates in the 

ecosystem, regeneration processes take place and ammonium accumulates in the mixed 

layer and below it, where supply is greater than demand. Even more, due to nitrification 

processes, nitrate will also reach higher concentrations, and once the diatom bloom has 

decayed, non-diatoms grow in an environment richer in nitrogen, therefore reaching 

higher biomass than when their efficiency regarding ammonium was higher. 

On the other hand, when non-diatom ammonium uptake is high (K2 is low), diatoms 

nitrogen uptake is reduced (compared to the previous case) and so is the magnitude of 

regenerated nutrients in the water column, therefore non-diatom biomass is lower as less 

regenerated ammonium and also nitrate (due to nitrification) are available. 

Once more, diatoms accounted for the highest biomass in the mixed layer and most of 

the total chlorophyll. High K2 led to the highest total chlorophyll (4.44 mg m-3), ammonium 

(1.99 mmol N m-3) and phytoplankton biomass (2.49 and 1.63 mmol N m-3 for diatoms 

and non-diatoms, respectively). Although the 1 -D model showed greater sensitivity than 

in the previous case, changes in the state variables biomass or concentration was less 

than 30% in all cases (see table 8.3 and figure 8.3). 

TPP, NP, RP, NBEP and SBEP shown little sensitivity to changes in K2 (<10%). Slightly 

stronger effects were observed when size-fractionated production was considered. As 
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expected, lower K2, gave rise to the non-diatom RP (9%) but produced less (9%) NP 

(diatoms showed the opposite trend), whereas higher K2 caused the opposite effect 

(figures 8.7 and 8.8). Non-diatoms f ratio decreased by 16% (table 8.3 and figures 8.7 

and 8.8). 

Subsurface diatom and non-diatom maxima were observed in all cases at the same times 

and depths described earlier. Higher K2 (less efficient ammonium uptake by non-diatoms) 

led to slightly less intense maxima (from 0.82 to 0.74 mmol N m-3). 

• Detrital silicate remineraiisation rate (&) 

Minimum and maximum Rvalues were 0.024 and 0.074 d \ which corresponds to 53% 

lower and 42% higher than the control value (0.052 d )̂; see tests 41 to 45 and tables 8.1 

and 8.2. As expected, model results showed that higher & (tests 41, 42 and 45) led to 

higher silicate concentrations and therefore, higher diatom maxima (up to 85%), 

chlorophyll (45%) and ammonium (50%) but lower non-diatom maxima (24%). The 

opposite response was observed when & was reduced (tests 43 and 44). 

Diatoms accounted for the maximum biomass in 3 out of 5 cases (figure 8,3). When & 

was higher than the control value, the highest diatom biomass was observed (4.45 mmol 

N m-3 in test 42), as well as the highest chlorophyll (6.08 mmol N m-3) and ammonium 

concentration (2.75 mmol N m ̂ ). The lowest diatom biomass was below 1 mmol N m-3 

(tests 43 and 44). Less dramatic effects were observed for non-diatoms, and their 

maximum biomass was always below the control value (highest value was 1.23 mmol N 

m-3 in test 45). For the same reasons explained earlier, an increase in the non-diatom 

biomass could be expected due to the higher relevance of excretion, remineraiisation and 

nitrification processes that accompanied diatoms growth. However, diatoms consume 
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more nitrate and ammonium than previously as they are less limited by silicate, leaving 

less nutrients available for small phytoplankton. Overall, the impact on non-diatoms is 

small. 

As usual, a DSM was observed in all cases. A non-diatom subsurface maximum (NDSM) 

occurred in 3 out of 5 cases, when the highest & were used (tests 41, 42 and 45). Why? 

Because as diatoms remove more nitrogen from the mixed layer, ammonium and nitrate 

are increased below it. As the mixed layer reached its shallowest point, better light 

regimes allowed non-diatoms to develop below the mixed layer, where nitrate and 

ammonium had not been exhausted. 

Modification of & had an important effect on primary and export production. As expected, 

lower & led to less TPP (51%), TNP (44%), TAP (60%), NBEP (56%) and SBEP (60%) 

and to a higher annual f ratio (14%). 

Remarks 

In general, & generated the most significant changes in the dynamics of the biological 

ecosystem, followed by di and K2. Caution is needed when interpreting these results as 

parameter variation was not symmetrical about the prior. 

In similar circumstances -increases in St and & by less than 20% (test 1 and 45) and 

50% (tests 5 and 42)-, & caused significantly higher changes in phytoplankton biomass, 

chlorophyll, ammonium, PP and export production (table 8.3). Similar changes in Ki (20% 

increase; test 34) had the same effect that 81 (except for ammonium, which was more 

heavily affected by di). When a i and K2 were modified by 50% (tests 28 and 39), the 

former had very little effect on state variables or production while the latter showed model 

sensitivity equivalent to changes in 5i regarding phytoplankton biomass; modelled 
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ammonium was more sensitive to Si than to K2 as well as primary production, f ratio and 

NBEP. However, SBEP was more sensitive to /Othan to Si. A similar decrease in Ki and 

K2 (27%: tests 33 and 36), showed a moderate, although slightly higher, model sensitivity 

to the latter (table 8.3). 

Overall, when the limit effect of low nitrogen concentrations is eased by increasing 5i, the 

total primary production of the model rises above that of the control run. However, the 

increase in total chlorophyll and diatom biomass is very small (3% and 5%, respectively 

for a 180% increase of di), which highlights the significant role played by silicate 

limitation in the ecosystem. A higher impact was observed in terms of non-diatom 

biomass, as it increases by 122% under the same circumstances. 

The presence/absence of a subsurface non-diatom maximum is also affected by those 

remineralisation rates, as they will determine the vertical distribution of nutrients, 

controlling the degree of oligotrophy in the mixed layer. Oligotrophy (silicate for diatoms 

and nitrogen for non-diatoms) is the main driving force leading to the development of 

deep phytoplankton maxima. In all cases, a diatom subsurface bloom was observed but 

the occurrence of a second one was exclusively related to the highest nitrogen 

remineralisation rates. An interesting result is the influence of S2 on the ammonium and 

nitrate vertical concentrations. When the limiting effect of low silicate is reinforced by 

decreasing &, the PP and export production of the model dramatically fall below the 

control run (by up to 59%) as so do the rest of the variables considered apart from non-

diatoms (table 8.3). In this case, diatom highest biomass barely reached above 0.80 

mmol N m-3, having important consequences in terms of detritus and ammonium, whose 

concentrations also reached a low point. 

Generally, the model showed, for all variables: 
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• no significant sensitivity (<12%) to small di changes (+15% of the prior; test 1) 

• no significant sensitivity (<15%) to any changes in a i (tests 26-30), Ki (tests 31 -35). 

no significant sensitivity (<15%) to relatively high changes in K2 (±50% of the prior; 

tests 37-40) although high K2 led to slightly less intense maxima. 

• significant sensitivity (up to 40%) to small & changes (+19% of the prior; test 45). 

The SA shows the relevance of diatoms in the ecosystem. Small phytoplankton benefited 

from their presence as the larger food chain injects ammonium and detritus in the system, 

via excretion and regeneration processes, which exerted a positive feedback on non-

diatoms. Due to this feedback, an antagonist effect was observed when a? and K2 were 

modified, as what look like physiologically disadvantages (reduced light and ammonium 

efficiency) led to higher population growth and ecosystem production. 

Parameter combination 

• Si and ai 

Tests 6 to 10 were performed in order to asses the effect of combinations of both 

parameters in the model output (tables 8.2 and 8.3). Such effects were classified as 

"nonergic", synergic, and antagonist. The term "nonergic" refers to the interaction 

between two or more parameters producing a lower effect compared to their separate 

effects. Synergic refers to an interaction that produces an enhanced effect compared to 

the individual effect of each parameter, while an antagonistic effect refers to an effect in 

the opposite direction (increase versus decrease). 

This parameter combination did not have much effect on diatoms and total chlorophyll. 

Non-diatoms and ammonium showed significant sensitivity (changes >30%) in 3 out of 5 

cases, as when only <5? was modified. In all cases, a nonergic effect was observed, apart 

_____ 



Chapter 8: Sensitivity analysis 

from test 9 (high di and ai), which had a synergic effect on ammonium (table 8.3). In 

terms of primary and export production, most cases showed similar effects to those 

obtained when only di was modified (table 8.3), although there were exceptions 

regarding TNP (test 7) and NBEP (test 9). TNP and NBEP sensitivity to di was reduced 

compared to its counterpart when only Si was modified, and showed moderate sensitivity 

(27%) to the parameters interaction. In general, the experiments showed nonergic effects 

that were not significant compared to when only di was modified, apart from ammonium 

(synergic). 

Model results showed the occurrence of a non-diatom subsurface maximum (NDSIVI) in 3 

out of 5 cases (tests 6,9 and 10), which is one more than observed when di was the only 

parameter modified. This subsurface maximum is triggered by low nitrate in the surface 

layers (when non-diatom efficiency to light has been increased) as model tests 6, 9 and 

10 correspond to the lowest 5i and the highest ai . The non-diatom subsurface maxima 

always occurred in mid July and their magnitude seem to vary proportionally to light 

efficiency and inversely proportional to the nitrogen remineralisation rate. The usual DSM 

is observed in May as when only di was modified. 

Higher surface phytoplankton maxima occurred when the model was forced by the 

highest di, therefore generating higher nitrogen concentrations in the water column (tests 

7 and 8). Diatoms accounted for the highest biomass (between 2.07 and 2.72 mmol N 

m-3) in all cases but in test 8 (highest Si of this set), when non-diatoms reached 2.69 

mmol N m-3. Highest ammonium is also observed in test 8 but maximum chlorophyll (4.6 

mg chl m-3) was obtained in tests 7 and 9 (medium to high 5i). 
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• d i , a i and Ki 

Compared to the previous case, Ki (experiments 11 to 15) does not have a significant 

effect on the diatom (4%) and non-diatoms maximum biomass (5%), total chlorophyll 

(3%) or ammonium concentration (3%) or on the primary and export production (3%) or f 

ratio (1%). Subsurface maxima were observed as in the previous case. 

• 5i, ai , Ki and Kz 

As in the previous section, /Oshows no significant effect on phytoplankton, chlorophyll or 

ammonium dynamics in any case but when the lowest K2 was used (test 16). A synergic 

effect was observed regarding diatom biomass (increasing by 21%) as a result of high 

non-diatom ammonium uptake efficiency. Same subsurface maxima as observed in 

previous cases. TPP and NBEP were less sensitive to changes in Si when K2 was 

decreased below the control values (tests 19 and 20; table 8.3). 

• di, ai, Ki, K2 and & 

The detritus silica remineralisation rate accounted for the greatest variation in diatom 

biomass and total chlorophyll and interestingly, had a significant effect on non-diatoms 

and ammonium. When these five parameters interacted (experiments 21 to 25), the 

greatest increase in diatom biomass and chlorophyll were observed (98% and 53% 

higher than the control and 85% and 43% higher than in the previous section) associated 

to the highest 62 (similarly, lowest biomass occurred when low & were used). The 

opposite effect was observed in the non-diatom case, as their biomass decreased 

between 8% and 57% when compared to individual changes in 5i. 
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The lowest & produced 40% less TPPJNP and TAP and around 60% less NBEP and 

SBEP but increased the f ratio by 7%. The highest & produced the opposite effect 

increasing TPP and TRP by up to 74% and 115%, respectively. 

The model showed the occurrence of a NDSM in 3 out of 5 cases (test 21, 24 and 25) in 

mid July, as observed when the tandem 5r and a? was simultaneously tested. Earlier 

experiments performed by only changing &, showed the occurrence of NDSM when the 

highest remineralisation rates were used (as in tests 21 and 24) but opposed to the new 

results obtained in test 25 (no NDSM observed in its counterpart test, 43). This result can 

be easily explained when looking at the ammonium concentration below the mixed layer. 

Tests 43 and 25 showed similar silicate and nitrate concentration above and below the 

mixed layer but they differed in the amount of ammonium in the water column. Test 25 

used a similar a? but a higher di than test 43, which allows for higher ammonium in the 

system (0.82 versus 0.58 mmol N m-s). Due to high nitrate limitation, non-diatoms were 

unable to thrive in the mixed layer but they could develop right below it, supported by the 

relatively high modelled ammonium concentration in test 25 compared to test 43. Same 

subsurface maxima as observed in previous cases. 

Remarks 

Parameter combination confirmed that the 1-D model is most sensitive to individual 

variations in &, followed by Si and also to the interaction between them both. This is 

hardly surprising and can be attributed to the influence of both parameters on 

regeneration processes affecting the vertical profile of nutrients. Therefore, these results 

might be construed as an indication that silicate and nitrogen play a more crucial role 

than light not only in terms of peak biomass but also onset of the bloom and 

presence/absence of subsurface chlorophyll maxima. 
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The formation of the deep chlorophyll maximum (DCM) was simulated in all the 

experiments. The DCM develops as a consequence of nitrogen (non-diatoms) or silicate 

(diatoms) limitation in the mixed layer. In all cases, a diatom deep maximum was 

developed as a consequence of silicate limitation in the mixed layer. In several cases, a 

non-diatom deep maximum was also observed when nitrogen limitation in the mixed layer 

was severe as the lowest 5i were used. The hypothesis of nutrient limitation explains all 

the results obtained in the SA and also coincides with previous modelling studies (Jamart 

e f a / . , 1 9 7 9 ) . 

Model results also highlighted the need of further investigation of detrital remineralisation 

rates, specially the poorly known silicate detrital breakdown rate. Due to the highly 

variable results obtained when they were modified, this work can only suggest model 

tuning and validation (using independent sets of field data, when possible, or subsets of 

the same data set) as the only tool to give confidence in simulated results (as done in 

chapter 6). 

The remaining parameter subset (a?, Ki and K2) had a negligible effect on either state 

variables, primary and export production or f ratio. As a general trend, interaction 

amongst parameters produced a model output that accounted for less variation than 

obtained by adding independent parameter effects together (nonergy) with the exception 

of di and S2 (synergy). 
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Table 8.1: Model parameters object of the SA corresponding to the control run. 

Parameter Lower Upper Prior Random parameter values 

Detrital nitrogen 
breakdown rate (5?) 

0.000 0.300 0.107 

(5js} = 

{0.253, 0.123, 0.182, 0.299, 0.161} 

Slope of the P-l 
curve (ar) 

0.000 0.200 0.015 
OCi^ = 

{0.010, 0.014, 0.023, 0.016, 0.021} 

Nitrate uptake % sat. 
constant (Ki) 

0.050 1.000 0.772 

Kis} = 

{0.598, 0.774, 0.570, 0.923, 0.707} 

Ammonium uptake 
% sat. constant {K^ 

0.010 1.000 0.385 

{K21, ..., K25} = 

{0.179, 0.418, 0.250, 0.567, 0.282} 

Detrital silicate 
breakdown rate (&) 

0.000 0.300 0.052 
{ & ? S2S] = 

{0.067, 0.074, 0.024, 0.027, 0.062} 
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Table 8.2: Sampling combinations obtained using the Latin Hypercube Method (LHIVl) 

Test Nitrogen 
break, rate 

Slope P-l 
curve 

Nitrate uptake 
V2 sat. constant 

Ammonium uptake 
V2 sat. constant 

Silicate 
break, rate 

1 S\2 
2 5 i i 

3 5I4 

4 5|3 

5 5|6 

6 5|2 a i 3 

7 a i l 

8 (5I4 a i 2 

9 5|3 a i s 

10 5I5 a i 4 

11 5|2 a i 3 K11 
12 5l1 a n Kw 
13 5|4 a i 2 KI2 

14 S\S a i 5 Km 

15 SiS a i 4 Kis 

16 5|2 a i 3 K11 K21 
17 5ii a i i KI4 K22 
18 5|4 a i 2 KI2 K24 
19 5|3 a i 5 Kis K23 
20 5|6 a i 4 KI3 K2S 

21 5|2 a i 3 K11 K21 &i 
22 5ii a i i KI4 K22 & 2 

23 5|4 a i 2 KI2 K24 & 4 

24 5|3 a i 6 Ki5 K2S Sis 
25 5is a i 4 KI3 K25 & 
26 an 
27 a i 2 

28 a i 3 

29 a i 4 

30 a i 6 

31 K11 
32 Ku 
33 KI2 
34 KI5 
35 KI3 
36 K21 

37 K22 
38 K23 
39 K24 
40 K2S 

41 &i 
42 da 

43 & 3 

44 & 4 

45 & 5 
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Table 8.3; Percentage of change in the values of maximum diatom and non-diatom biomass, total chlorophyll 
and ammonium in the water column as well as total primary production (TPP), new (TNP) and regenerated 
(TRP) production and f ratio in the mixed layer and silicate and nitrogen-based production at the base of the 

Test Max. Max. non- Max. Max. TPP TNP TRP f ratio Export Export 
Diatoms diatoms Tot. Chi amm Silicate Nitrogen 

1 2 0 1 14 9 7 12 -2 0 10 
2 5 93 3 50 63 36 98 -17 -1 59 
3 5 103 3 72 76 39 122 -21 0 65 
4 4 44 2 30 38 25 55 -10 -1 41 
5 3 14 1 26 29 20 41 -7 0 32 

6 -14 15 -3 -6 0 -4 5 -4 -7 -8 
7 13 71 10 42 46 27 71 -13 6 38 
8 7 89 0 64 73 37 119 -21 1 62 
9 -5 37 10 50 33 17 52 -12 -5 26 
10 4 15 1 25 29 20 41 -7 0 32 

11 -18 13 -6 -9 0 -4 4 -3 -9 -9 
12 13 68 10 42 45 26 70 -13 6 36 
13 7 89 0 64 73 37 119 -21 1 62 
14 -5 37 10 50 32 17 51 -11 -6 26 
15 3 20 0 23 29 20 41 -7 -1 32 

16 -30 1 -19 -25 2 -8 14 -10 -7 -14 
17 13 66 10 42 42 24 66 -13 7 33 
18 8 87 7 45 61 32 98 -18 4 49 
19 -7 35 8 46 26 10 47 -13 -10 12 
20 2 8 -5 19 28 16 43 -9 -4 27 
21 25 5 17 14 29 9 53 -15 31 19 
22 98 69 53 95 74 41 115 -19 66 58 
23 -64 46 -23 9 -1 -8 9 -8 -53 -16 
24 29 30 29 74 57 29 91 -17 20 SO 
25 -75 6 -48 -54 -42 -37 -47 7 -60 -58 

26 10 9 7 10 4 6 1 2 7 9 
27 3 -6 0 2 1 1 1 0 1 2 
28 -2 0 -1 -3 0 0 -1 0 -2 -1 
29 1 0 1 2 0 0 0 0 1 1 
30 -15 4 -8 -19 -4 -7 -2 -2 -2 -10 
31 -2 0 -1 -2 0 0 -1 0 -2 -1 
32 0 0 0 0 0 0 0 0 0 0 
33 -2 0 -1 -3 0 0 -1 0 -2 -1 
34 1 0 1 2 0 0 0 0 1 1 
35 0 0 0 -1 0 0 0 0 -1 0 
36 -9 -23 -15 -18 -2 -6 4 -4 -5 -9 
37 1 3 2 2 0 1 0 0 1 1 
38 -5 -15 -9 -11 -1 -4 2 -2 -3 -6 
39 4 15 6 9 2 4 -1 2 4 7 

40 -3 -11 -6 -8 -1 -3 1 -2 -3 -4 
41 60 -19 30 37 26 18 36 -6 42 34 
42 85 -24 45 50 34 22 48 -9 60 43 
43 -76 -15 -53 -68 -51 -44 -60 14 -56 -59 

44 -69 -17 -50 -65 -50 -43 -59 14 -55 -58 

45 40 -13 20 25 19 13 25 -4 29 25 
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Chapter 9: Conclusions 

9.1 Introduction 

A thorough discussion and a list of the key points found in this study has already been 

presented in each of the previous chapters. However, a summary of the main conclusions 

will be presented here. 

9.2 Main conclusions 

This study demonstrates that: 

• a 0-D, size-dependent ecosystem model is able to successfully reproduce the 

seasonal cycle of different phytoplankton and zooplankton groups as well as nutrients 

and primary production patterns in the North Atlantic at 47° N 20° W, as described in 

field data. The complexity of the model is a key element in reproducing the double 

chlorophyll and primary production peaks found in NABE data in both, 0-D and 1-D 

models. 

• non-linear optimisation techniques can successfully be applied to fit model results to 

observations, even when the ecological model is highly complex (the parameter 

space studied comprised 32 dimensions). 

However, it was not possible to find a unique parameter set that would give a good fit 

to all observations probably due to poor data constraints (as, for instance, ammonium 

and zooplankton NABE data shown high variability) and to model formulation (e.g. 

high correlation existed between parameters describing light-based phytoplankton 

growth). 
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• twin experiments can be successfully employed to determine the best sampling 

strategy needed to fully capture the seasonal variability of the ecosystem as well as 

the type and frequency of measurements needed, and therefore could be applied to 

help design more effective data collection exercises (i.e. ship-based observations). 

Model results show, for example, that by intensively sampling the spring bloom, the 

data acquired are adequate to constrain the seasonal cycle. 

• the ecosystem model was able to determine the response of plankton to changes in 

the physical forcing, when the model was embedded into a 1-D physical model. 

The 1 -D model successfully reproduced the bloom timing and intensity found in the 

vertical set of NABE observations. Model estimates of nitrogen export (and / ratios) 

agreed well with particle export at the NABE site obtained by sediment traps. 

• it is necessary to vertically resolve water column so as to be able to fully investigate 

the patterns in ecological behaviour, especially the onset of the spring phytoplankton 

bloom and the factors governing the development of the deep ammonium and 

chlorophyll maxima, related to realistic physical forcing and mixed layer development. 

• the coupled model becomes unstable after running for 30 years. Model instabilities 

had never been noticed in either the physical or the biological model before (when 

independently run) and shorter model runs would not have revealed them either. 

Those instabilities could have been avoided by relaxing vertical profiles of nitrogen to 

known reference values (e. g. climatology). However, such techniques (whose use 

seem to be somehow extensive although not always mentioned in the literature) 

would not have solved the problem but hide it, also preventing the calculation of 

fluxes and the realistic interpretation of model results. 

• the 1-D coupled-model showed the occurrence of, at least, one annual deep 
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chlorophyll maximum in spring/summer during the five-year period studied, The deep 

maximum is triggered by the lack of nutrients above the mixed layer when light is less 

limiting for phytoplankton. Primary production at the deep maximum mainly relied on 

ammonium, therefore being regenerated production (up to 79%). 

A deep diatom maximum was observed every year, whereas deep non-diatom 

maxima were strongly restricted by the light field, only occurring when the shallowest 

mixed layer depths were observed. When a diatom and a non-diatom deep maximum 

were observed in the same year, the former always developed earlier than the latter 

as non-diatoms are less efficient than diatoms in terms of light. 

The deep biomass maxima also end for different reasons in both cases. 

Mesozooplankton grazing is responsible for diatom deep maximum decay, whereas a 

combination of microzooplankton grazing and worsening light conditions caused the 

end of the non-diatom one. 

• interannual variability studies shown that the initiation of the spring bloom depends 

on how the mixed layer stratifies, as fast stratification led to earlier bloom 

development than when stratification occurred at a slow pace. 

Summer mixing events influenced the patterns of mesozooplankton overwintering, as 

those events encourage mesozooplankton growth. 

• it is also necessary to better determine critical parameters such as detrital breakdown 

rates, which determine the vertical distribution of nutrients such as nitrate and 

silicate, and the rate of organic matter exported to the deep ocean. 
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9.3 Future research 

The need to develop ecosystem models that provide reliable ecological predictions is a 

key issue, if such models are expected to be employed in investigating feedback 

mechanisms between the ocean and the atmosphere at global scale. For this reason, 

testing the biogeochemical model structure as well as the parameters that rule 

physiological response is basic. For this reason, this study suggests the following lines of 

future work: 

• The use of stochastic optimisation algorithms, such as simulated annealing (SAN) 

techniques, which might be potentially able to uniquely determine a parameter set 

which fits available observations, independently of the initial parameter guess. 

• The application of artificial neural network (ANN) techniques combined with numerical 

models, when the dynamics of some of the modelled state variables are poorly 

known. ANN have shown a great capacity of fitting observations as well as producing 

reliable hindcasts (Barciela etal., 1999) when applied to pelagic coastal ecosystems. 

The development of "hybrid models", in which variables such as micro and 

mesozooplankton would be treated as "black boxes", and therefore implemented 

using ANN techniques, would reduce the number of model parameters as well as 

undesirable parameter correlation. In those "hybrid models" better known variables 

(such as phytoplankton or nutrients) would be parameterised in the usual ODE 

fashion. 

• Results obtained via Powell's optimisation technique, (see chapter 2) demonstrated 

that the best determined state variables (nitrate and silicate) were those for which a 

greater number of observations were available. For this reason, the assimilation of 
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ocean colour (derived chlorophyll) should help to improve model results. This study 

also highlighted the need of improvement in the number and quality of zooplankton 

measurements. 

• It would be also desirable to test the model portability to other regions of the globe, 

such as, for instance, the Southern Ocean. However, the effect of iron limitation on 

phytoplankton growth would need to be included. 

A more ambitious project could embed the biogeochemical model into a GCM. 

• The coupled model revealed the existence of numerical instabilities which might have 

developed for different reasons, amongst others, the combination of propagating 

round-off errors when using a leapfrog time stepping scheme and/or the inherent 

outcropping of the isopycnals in the mixed layer. The former problem could be 

investigated by implementing different time-stepping techniques and comparing the 

robustness of the model. 

Recent efforts have been made to develop HYCOM (Hybrid Co-ordinate Model; 

Megan, pers. comm.) based on the original work of Bleck and Boudra (1981). This is 

an isopycnal model which uses a layer model approach in the mixed layer (therefore 

improving vertical resolution) and could also help to solve numerical instabilities 

associated with isopycnal outcropping. 
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