
UNIVERSITY OF SOUTHAMPTON 

Social Power and Norms: 

by 

A thesis submitted in partial fulfillment for the 

degree of Doctor of Philosophy 

in the 

Faculty of Engineering and Applied Science 

Department of Electronics and Computer Science 

June 2003 



tJNT\TSRSTTY CfSCMJTIL\&[PTC»4 

ABSTEIACT 

I%WCLn:rr(3FI3N{%%03IRDNUA}fDj\PPlJEDSC3E}K:E 

rKa%VRT%fE^nrcH;EiJ3:rR{M^K:s/usDC%%vo^7rEfisciE%K:E 

Doctor of Philosophy 

SOC14LFCnVERyU^DrK%&WG:DdE&CTC%fA{%&frBEBU&qOim 

by Fabiola Lopez y Lopez 

Since the agent paradigm emerged, agent researchers have faced the challenge of build-

ing open societies in which heterogeneous and independently designed entities can work 

towards similar or different ends. Open societies involve agents that do not necessarily 

share the same interests, that do not know and might not trust each other, but that can 

work together and help each other. One of the key omissions in the computational rep-

resentation of open societies relates to the need for norms in multi-agent systems, that 

help to cope with the heterogeneity, the autonomy and the diversity of interests among 

their members. This also requires agents that can reason about norms because their par-

ticipation in a society, rather than predefined, must be voluntary. So, these agents must 

understand why norms should be adopted and complied with, and why the authority and 

the power of agents in a society must be respected. This thesis addresses both the in-

troduction of norms in systems of autonomous agents, and the modelling of agents that 

can reason about norms. 

The thesis makes three main contributions. First, it develops a framework of norma-

tive concepts that enables agents to reason about norms and the society in which they 

participate. Second, it provides the means for agents to identify situations of power, and 

to use these powers both for the satisfaction of their goals and to understand why the 

goals of other agents must be satisfied. This is required since agents in an open soci-

ety must interact with other agents which are also autonomous, and power represents a 

means to influence them. Third, this thesis provides models for agents that adopt and 

comply with norms not as an end, but as the result of a deliberation process in which 

their goals and motivations are taken into account. This enables agents to voluntarily 

decide whether participating in a society is important for the achievement of their goals. 
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Chapter 1 

Introduction 

1 . 1 I j i t r c M l u c t i o i i 

Agents are software entities able to act without external intervention. Since the agent 

paradigm emerged, agent researchers have faced the challenge of building open soci-

eties in which heterogeneous entities can work towards similar or different ends [14, 89]. 

The basic idea is to enable different software agents to work together in the same way 

as humans in order to satisfy objectives beyond the abilities of a single agent. How-

ever, contrary to models in which agents are designed beforehand to cooperate with 

each other [66, 97], open societies involve agents that do not necessarily share the same 

interests, that do not know and might not trust each other, but that can work together 

and help each other. 

Enabling heterogeneous agents to participate in collective work is not easy. Besides 

basic technological problems regarding communication languages, interaction proto-

cols, ontologies, design methodologies, and standards for all of these, there are prob-

lems associated with both the organisation of the participants and the establishment of 

norms that make possible the interaction between these agents. Norms prescribe how 

agents ought to behave in specific situations, and they can make the performance of a 

system more effective by constraining the behaviour of its components. Norms are also 

the means of empowering less favoured agents by designating other agents as responsi-

ble for the satisfaction of their goals. Moreover, it is only through norms that the power 

and authority of some agents in a society are recognised. 

No matter how well the norms of a system are designed or how much power agents 

have, norms and powers do not have any impact without agents being able to deal with 

them. That is, for autonomous agents to effectively work in a society regulated by norms 

some capabilities are required. Agents must be able to adopt and comply with norms, 
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and they must be able to identify and constrain the scope of the authority of empowered 

agents. Thus, norms and agent powers are important aspects that must be considered by 

agent designers to model agents capable of participating in a society. 

Although the problem of modelling agents able to deal with norms can be solved by 

designing agents always to comply with norms and obey authorities, these characteris-

tics constrain agent capabilities to voluntarily act in flexible and dynamic environments 

such as open societies where other agent members are not known in advance, their 

behaviour is unpredictable, and where norms frequently change, and the normative be-

haviour of some agents might affect the goals of others. We argue that to effectively 

act in a society, autonomous agents must reason about norms and the power of agents. 

They must decide, on the basis of their goals and motivations not only when, why and 

how a norm must be fulfilled, but also when and why an authority must be recognised 

and its orders obeyed. These aspects of agents and norms are the concern of this thesis. 

1 J 2 C ^ p e n S o c i e d e s 

At the most elemental level, an open society is a system of heterogeneous entities with 

imperfect knowledge which, although pursuing their own objectives, can still cooperate 

with other entities. Open societies are in constant evolution; they are dynamic and, con-

sequently, their members must be able to respond to rapid change in the environment. 

Since agents are software entities able to act in flexible and unpredictable environments, 

to take decisions without external control, and to interact with each other, they have 

been considered by many as suitable metaphors to model open societies. These kinds 

of societies are needed to implement any kind of system whose members are indepen-

dently designed, such as virtual organisations, markets and coalitions. There, agents 

can represent the interests of different users, that do not have to be compatible and yet 

can converge on some points, just like in human societies. Due to the autonomy of their 

members, some problems may arise in open societies[35] and actions are taken to solve 

them. In particular, 

® all agent actions that cause negative effects on other agents are constrained, and 

® since social actions are performed because agents know what to expect of one 

another, it is required that these expectations of behaviour are consistent, and that 

they hold at least until they are satisfied. 

Human societies have addressed these problems through norms and, by analogy, 

norms can also be the solution to problems that arise when more than one selfish and 

autonomous agent meet and interact in a common environment such as in open societies. 
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1L.3 

In the last fifteen years, the agent metaphor has been one of the more pervasive issues 

in computing systems. Its origins can be traced back to the early years of Distributed 

Artificial Intelligence when people started to take advantage of advances in network 

technology to solve problems whose complexity requires the effort of several software 

components [74, 111, 160, 161]. In such models, the idea is to overcome the knowl-

edge, resources, and processing limitations of single components by making several of 

them work together and, consequently, satisfy complex goals which might not be solved 

otherwise. 

The agent metaphor allows the development of applications in areas as diverse as 

manufacturing [139], process control [92, 99], business processes [98], personal assis-

tants [110], and health care [88, 109] among others. Nowadays, thanks to both the 

Internet and the middleware currently available, agents and multi-agent systems are 

expanding their domains towards applications such as e-commerce, e-markets, virtual 

organisations, and coalitions [122]. Since in many of these applications agents act on 

behalf of humans, it is not unusual to find that agent research combines theories of eco-

nomics, management, sociology, organisation theory, psychology and philosophy with 

the most recent advances in computer science. Given this interdisciplinary character of 

agent research, it is common that people use the term agent to refer, without distinc-

tion, to both human beings and computer systems. Although we share this vision, and 

many of the concepts and theories discussed in this work also concern humans, the final 

objectives are directed to facilitate computational systems. 

1.4 Autonomous Agents 

As mentioned before, it is assumed that the members of an open society are agents 

independently designed that represent the interests of different users. They are self-

interested and autonomous agents that act without external intervention [177]. Their 

behaviour is directed towards the satisfaction of some goals [23, 90], but when decisions 

must be taken, their motivations play a key role [117]. Motivations are mechanisms to 

express an agent's preferences, and they are taken into consideration not only to decide 

which goal to achieve first, but also whether a goal is preferred over another. 

Although autonomous, agents have limits on their abilities, knowledge, and percep-

tion, among other things. Thus, the satisfaction of some goals is only possible with 

the help of other agents, and complex dependence relationships emerge among agents. 

Dependence relationships have been recognised as the origins of sociality [21, 61, 62]. 



That is, one of the advantages for agents in a society is that they can overcome their 

limited capabilities by using the capabilities of others and, in this way, satisfy goals that 

might not be achieved otherwise. However, since agents are autonomous, they can de-

cide not to help others even if they have the means to do so. Even when an agent agrees 

to provide help to another, there is no guarantee that such a promise will be kept later 

on. In addition, conflicts of interest might cause some agents to hinder or even prevent 

the satisfaction of the goals of other agents. All of this suggests that autonomy must be 

regulated so that agents become responsible for their actions [116]. 

111*; 

Several researchers have argued that norms play an important role to avoid many of 

the problems that occur when autonomous agents with different interests converge [11, 

38, 44, 45, 164]. Norms are introduced to avoid and solve conflicts, make agreements, 

reduce complexity, and in general to achieve a desirable social order. It is not difficult 

to observe that conflicts of interest might appear in a world in which autonomous agents 

are entirely unconstrained [148]. 

Norms are mechanisms to regulate the behaviour of agents, and they represent the 

means by which agents understand their responsibilities towards other agents. In gen-

eral, these responsibilities are the result of the relationships in which agents have volun-

tarily agreed to participate. Norms make agents more susceptible to societal concerns, 

and they allow coherent group actions without centralised control [41,127]. Norms also 

represent an agent's expectations about the behaviour of others, and agents work under 

the belief that others will behave as norms prescribe but, above all, norms are the means 

of empowering agents by entitling them to require other agents to behave in a particular 

way. 

We claim that the use of norms is a necessity in multi-agent systems in which the 

members are autonomous, but not self-sufficient and, therefore, cooperation is needed, 

but it cannot be assured. 

To participate in a society regulated by norms, it is enough that agents are able to rep-

resent and fulfill norms, and to recognise the authority of certain agents. However, to 

voluntarily be part of a society or to voluntarily leave it, other characteristics of agents 

are needed. Agents must be able to reason about why norms should be accepted and 



complied with. In addition, they must not only be able to recognise the power of agents 

in a society, but also the limits of this power in order to avoid abusive situations. Since 

autonomous agents have their own goals and, sometimes, they act on behalf of others 

whose goals must be satisfied, when reasoning about norms and powers, agents must 

focus on the positive or negative effects on those goals. Moreover, since agents might 

have many goals to satisfy and some of them can be in clear conflict with some norms, 

their motivations must be considered to take effective decisions. 

Autonomy to take decisions regarding norms leads us towards the possibility of norm 

infringement. This negative social behaviour is often found in humans, but could seem 

an undesirable characteristic for computational entities. Some people might even argue 

that one of the purposes of norms is to avoid conflicts among agents and to achieve co-

ordination, so that conflicts of interests would arise immediately if agents were allowed 

to break rules. We agree with this position but we also argue that although norms avoid 

conflicts between agents, they are the cause of some of them and, consequently, their 

infringement is important. Thus, norms might be violated in the following cases: 

® when agents face two or more conflicting norms, and 

• when agent goals are in conflict with norms. 

Conflicting norms can be the result of agents belonging to more than one society, in 

this case, agents must choose which norms to fulfill. Conflicts between two norms can 

also be a consequence of a poorly designed system of norms. Here, agents can provide 

useful information to improve these systems. Now, since norms represent something 

that ought to be done, they can be in conflict with some goals. Some overcome this 

problem by suggesting that in conflicting situations agents must prefer their social re-

sponsibilities over their own goals [49, 55]. By contrast, we argue that depending on the 

motivations of their goals, agents might prefer to suffer the consequences of their acts 

through punishments instead of losing the opportunity to satisfy one of their important 

goals. 

Autonomy to decide which norms to fulfill enables an agent either to break its rela-

tions with other agents or to leave its society in search of one more compatible with its 

individual goals. This property becomes indispensable to create open societies, coali-

tions, and any kind of system in which members are designed independently without 

knowing in advance in which society they can be. 



1.7 laiwi IPtiiicqples 

The agent community has been working on norms mainly by modelling multi-agent 

systems that include norms with which agents are assumed to comply [6, 51, 55, 69, 

144, 153]. Others have worked on the representation of norms in particular domains 

[100], and on the emergence of norms between a group of agents [87,171]. There is also 

work that describes some strategies to avoid deviations from norms [28, 85], work that 

examines the effects in a society of having agents that fulfill their social responsibilities 

[91, 96, 103], and work that proposes logics for their formalisation [151, 169, 172]. 

From the perspective of individual agents, agents that always comply with norms have 

been already modelled [13, 108, 153]. 

By contrast, little work has been done to explain why autonomous agents adopt and 

comply with norms [43] and, consequently, models of autonomous agents that reason 

about norms are scarce, and current proposals are incomplete [29]. This is in part be-

cause there is no canonical representation of norms that includes the necessary elements 

for agents to take effective decisions regarding norms. Thus, for each type of norm, a 

different process of reasoning is proposed [12, 54]. In addition, since the study of nor-

mative systems is focused on the global effects of agents fulfilling their norms (or not), 

some elements needed by agents to effectively reason about norms and the powers of 

agents have been omitted. In some systems [69], although agents are able to recognise 

the power (and authority) of certain agents, they have not been endowed with the abili-

ties to constrain this power. Without this ability, agents are condemned to obey forever 

such authorities. This contradicts the notion of autonomous decision-making and makes 

it difficult to represent agents that voluntarily can enter an open society and can leave it 

when they decide to do so. 

Towards the computational implementation of open societies where independently 

designed, and autonomous agents meet and interact, two aspects demand immediate 

attention. The first refers to the introduction of norms in multi-agent systems that help 

to cope with the heterogeneity, the autonomy and the diversity of interests among their 

members, and the second is related to the development of agents able to reason about 

the norms and the powers of agents in a society. Now, considering that current research 

covers only partial aspects of these concerns, the aims of this thesis are focused on an 

integral conceptualisation of norms, agents that reason about norms, and all the elements 

in the environment that might influence the normative behaviour of agents. In particular, 

this thesis is aimed at the following. 

® Providing a general model of norms which besides including all the elements 

needed by agents to take decisions concerning their normative behaviour, allows 
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the representation of the different types of norms that agents have to deal with. 

# Providing a model of multi-agent systems regulated by norms that allows agents 

to understand and delimit the authority of certain agents. In addition, such a 

model must enable agents to identify the different relationships that emerge be-

tween them, not only as a result of norms, but also as a result of the normative 

decisions of agents. This model must also consider that agents are autonomous 

and, therefore, although certain behaviour can be expected, it cannot be ensured. 

® Providing the means for agents to use the empowered situations that result from 

both their capabilities and their inclusion in a society to effectively satisfy their 

goals. 

# Providing a model for agents that describes their normative behaviour. In this 

model, rather than taking for granted the adoption of norms and their compliance, 

these must be the result of decision-making processes that consider an agent's 

goals and motivations. These processes must also be coupled with other decision 

processes because the goals and intentions of agents might be affected by the 

normative decisions agents make. 

These aims will contribute to a better understanding of norms and the role they play 

in enabling heterogeneous agents to interact each other, and will facilitate the develop-

ment of more effective agent-based open systems. In developing our theories, there are 

principles that guide our research. These are listed as follows. 

9 Since we recognise that autonomous agents might have many goals, we consider 

that any decision an autonomous agent takes must be not only by evaluating its 

effects on a particular goal, but by considering overarching effects on all of them. 

We also adhere to the principle that motivations enable agents to prefer one goal 

over another, and that the preferred goal is always the most motivated goal at the 

time. 

e We consider that it is not necessary to start from scratch in every new proposal. 

Well-founded frameworks of agents can be used to build up new and more com-

plex theories. In this way, researchers can concentrate their efforts on the par-

ticular focus of their work without addressing issues of inconsistencies at lower 

levels. 

9 The anthropomorphic view of agents has encouraged the introduction, in agent 

research, of theories from other disciplines. The fast deployment of the agent 

paradigm is a consequence of previous advances in other areas of knowledge. 
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However, although we recognise the richness that theories from other disciplines 

might provide, we have to recognise that a direct translation of them is not al-

ways possible because, sometimes, these theories are described by using natural 

languages which introduce vagueness and ambiguities. We also believe that for 

a concept to be incorporated into agent research, it must be well defined in order 

both to provide a common vocabulary that can be used in future agent research 

and to facilitate their computational implementation. 

» We certainly believe that agent theories must be supported by their correspond-

ing formalisations, in order to avoid ambiguities introduced by the use of natural 

languages and to allow their verification. These theories must allow the develop-

ment of practical systems and, therefore, their formalisations must be directed to 

facilitate the development of computational systems. 

1 . 8 TThwBsislChyeiifievF 

Our research on agents, multi-agent systems and norms is presented in nine chapters, 

including this one, organised as follows. Chapter 2 reviews work that is used to support 

the theories expressed in this thesis. It describes research on autonomy and motiva-

tions of agents, agent models and architectures. Social Power Theory, and the different 

perspectives from which researchers have worked on norms. 

Very well known concepts such as beliefs, goals, intentions, plans, and motivations 

are defined in Chapter 3. Once they are defined, they are used as building blocks to 

define complex components such as agents and autonomous agents. This chapter also 

discusses the need of formalisms to describe agent's theories, and it describes the Z lan-

guage as the selected formalism in this thesis. The formal definitions presented in this 

chapter, although they might look repetitive at first, underpin the model subsequently 

developed for norms, normative agents, and normative multi-agent systems. 

A normative framework, as the fundamental part of our theory, is described in Chapter 

4. In it, the role and properties of norms are introduced, and a general model of norms 

is given. By using this model, further categories of norms are also defined. Actions that 

are either permitted or forbidden by norms are also specified, and the concepts of norm 

instances and interlocking norms are introduced. Moreover, a model of multi-agent 

systems regulated by norms is proposed, and the dynamics that result from norms and 

the normative behaviour of agents are explained. 

Power is recognised as a means to influence the behaviour of autonomous agents in 

Chapter 5. There, two kinds of agent powers are discussed, and the means for agents to 
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identify empowered situations are provided. Circumstantial powers are a consequence 

of the current goals and capabilities of agents, and institutional powers arise from the 

norms and the roles agents play in a society. Moreover, since agents recognise institu-

tional powers as long as they want to participate in a society, the reasons for agents to 

become members and to remain in a society are also provided in this chapter. 

In Chapter 6, the way in which powers impact the behaviour of agents is explained. 

In particular, we discuss how four processes of decision-making can change due to the 

recognition of powers. In goal delegation, agents use their powers to make other agents 

to satisfy their goals. Then, the selection of plans that require the cooperation of other 

agents is discussed in terms of an agent's powers. Powers also impact the process of 

goal adoption because agents without power might be influenced to adopt the goals of 

agents with power. Finally, norm adoption is given as a way to make formal the adoption 

of goals. 

The reasons why autonomous agents should comply with norms and the way in which 

any decision regarding norms affects an agent's goals are given in Chapter 7. There, a 

model of autonomous norm compliance is proposed. This model is divided into two 

parts, once to deliberate about a norm and the other to update goals accordingly with 

normative decisions. Nine different ways to take decisions regarding norms are also 

provided in the chapter. 

Chapter 8 provides an experimental way to observe the effects of norm compliance re-

garding two issues: an agent's performance, and the effectiveness of norms in a system. 

Finally, Chapter 9 summarises the model, the main contributions and the limitations of 

this research, and the potential for further investigations. 

Parts of the work in this thesis have been already presented and published in different 

international conferences and workshops through the papers [112, 113, 114, 115, 116]. 



Chapter 2 

Agent Systems and Norms 

2.1 Introduction 

In order to provide an effective theory for norms, multi-agent systems regulated by 

norms, and agents that reason about norms and the society in which they participate, 

current research on autonomy and motivations, agent architectures, social power theory, 

and different perspectives of norms are reviewed in this chapter. 

One of the key concepts for explaining the behaviour of agents and their interactions 

is that of autonomy and, although it is mentioned in some research, its meaning and 

the meaning of other related concepts are not always shared by researchers. Some 

agent models consider autonomy only with respect to the means of achieving goals and 

not with the capability to generate goals. Autonomy is also sometimes confused with 

asociality because it is supposed that autonomous agents prefer their own goals over the 

goals of other agents. This is not always true, and agents sometimes make agreements, 

join societies, or even provide help in a benevolent way. To explain these phenomena, 

the preferences of agents and how these preferences are related to their goals must be 

understood. Thus, autonomy, motivations, goals and preferences are related concepts 

whose meaning must be understood. Since researchers have used them in many senses 

[23, 61, 117, 119, 126, 131, 132, 158, 159], the different views of these concepts are 

reviewed here in order to make our proposals consistent. 

Reviewing current agent architectures is necessary firstly because it allows us to un-

derstand how agent behaviour is represented by combining different mental elements 

with different processes of decision and, secondly, because we are not looking for a 

new model of agents but for the best way to integrate the notion of norms and powers 

into currently successful models of agents [15, 80, 141]. 

There is a great deal of literature concerning the problems of how to enable a set 
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of agents to cooperate relating, for instance, to issues of negotiation [128], distributed 

planning [65] and organisational structures [20]. The work in this thesis, however, is 

more concerned with the reasons that cause agents to cooperate with each other and 

to adopt and comply with the norms of a society. Explaining reasons to cooperate has 

been the main objective of Social Power Theory [21,24, 26,27, 31, 36] and, since norms 

are a formal way to commit someone to cooperate, understanding this theory can offer 

insight into the aims of this thesis. 

This review chapter cannot be complete without including research on norms. How-

ever, it is not our intention to provide an exhaustive assessment of all the work on norms 

but just the better known or the most representative research on the topic. Figure 2.1 

shows the different perspectives taken into account to assess the state of the art on this 

issue. 

Norm 
Research ' 

-Social lial 1 

Social Norms [Tuomela] 

I — Laws [Ross] 

Patterns of 
• Behaviour 

- Constraints 
on Actions 

Social 
• Commitments 

- [Hashimoto-Egashira] 

- [Ullman-Margalit] 

[Axelrod] 

- [Walker-Wooldridge] 

- [Moses-Shoham-Tennenholtz] 

- [Norman et.al, Alonso] 

- [Esteva-Sierra] 

[Jennings] 

[Gastelfranchi] 

Mental 
• Attitudes 

Normative Behaviour [Gonte-Castelfranchi] 

Normative Agent Architectures [Dignum et.al., 
Boella-Lesmo, Castelfranohi et.al.] 

Norm 
• Modelling ling — ( Z 

Categories of Norms [Dignum, Singh] 

Normative Reasoning [Jones-Sergot] 

FIGURE 2 . 1 : Research on Norms 

Since norms were invented by humans as the means to regulate the behaviour of the 

members of a society, it is natural to start with the work that describes how norms, their 
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characteristics, and their roles are defined in areas concerned with human beings. In 

particular, research on norms from the philosophical, social, and legal points of view 

are described [146, 164, 165, 166]. The maturity already reached in these fields offers 

us the opportunity to translate many of these theories to the field of agents. We have 

grouped these approaches as the social perspective of norms. 

The second perspective considered here aims to explains how some norms emerge in 

a society of agents {norms as patterns of behaviour). In general, approaches of this kind 

seek to find a pattern of behaviour that works as a norm in a group of agents without 

involving previous planning [5, 11, 87, 167, 171]. Thus, norms emerge as the result of 

individuals being forced to make rational choices. Although this perspective does not 

concern the modelling of agents, it is interesting because it shows how theories already 

used in other areas such as economics can be expanded to the context of multi-agent 

systems. 

One of the first approaches to introduce norms in agent research is that which de-

scribes norms as constraints on actions. In this view, norms specify which actions are 

permitted or forbidden for agents in particular states of a system [17, 127, 153]. Al-

though the original idea has been overtaken, the basic concepts are still used by many 

[3, 133] and are, therefore, included here. 

Social commitments represent agreements to do something between two or more 

agents. We consider social commitments as norms because they represent the obligation 

of agents to do something and, in general, social pressure is exerted to make an agent 

fulfill them. Social commitments have shown their effectiveness to coordinate the activ-

ities of agents [174] and, given their importance, we have to review the way researchers 

have defined and worked with them [22, 93, 94], in order to effectively incorporate the 

concept of social commitments to our general model of norms. 

In the majority of the current research, norms are considered as mental states that 

might influence agent behaviour [38, 39, 43]. That is, norms are mental attitudes that 

might produce new goals in an agent and, therefore, they can direct its behaviour. Since 

a model of agents able to reason about norms is one of the aims of this thesis, approaches 

of this kind deserve a detailed review [12, 29, 54]. 

An important trend in norm research has been focussed on defining and specifying 

the concept of norm, as well as providing classifications for the norms that agents have 

to deal with [52, 53,157]. Analysing all this work is necessary in order to find common-

alities among the different definitions and models of norms. Some research also deals 

with the problem of modelling reasoning about the norms of a system, and although 

this is a problem that has emerged in the context of Artificial Intelligence to build ex-

pert systems [100, 101], agent researchers use similar mathematics and computational 
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kKds[102, 107,151, 168, 169]. 

The organisation of this chapter follows the same order in which the different issues 

were introduced here. Each issue is followed by a brief discussion of the area, and some 

conclusions drawn at the end. 

2.2.1 Introduction 

As stated before, related concepts such as autonomy, motivations, preferences and goals 

have different meanings. Some agent models consider autonomy only with respect to 

the means of achieving goals. Thus, given a goal, an agent is free to choose the plan 

which best allows its satisfaction. An agent is also free to change and adapt its plans 

according to its circumstances, which enables agents to act in dynamic and flexible 

environments [140]. Autonomy has also been related to the abilities to satisfy a goal 

without help [23], and the ability to generate goals [61]. Despite these different concep-

tions, the majority of researchers agree that autonomy is a property that enables agents 

to take decisions [177] and, to do that, agents consider their preferences or motivations 

which must be related to their goals. The purpose of this section is to review the dif-

ferent conceptions of autonomy, motivations, preferences, and goals, in order to adopt 

definitions of them to make our proposals consistent. 

2.2.2 IMotives and Goals 

One of the early efforts to point out the importance of motivations was undertaken by 

Sloman and Croucher [158, 159]. They work on the idea of motives as mechanisms 

to decide what to do. For these authors, motives represent desires, wishes, tastes, or 

preferences that can be classified as follows. First-order motives are those which di-

rectly specify goals. Second-order motives are subclassified as motive generators and 

motive comparators to make a distinction between motives to generate new motives, 

and motives to give priorities to conflicting motives. Sloman states that the following 

three parameters must be taken into account for a motive to give rise to a goal: intensity, 

importance and urgency. Thus, goals with enough intensity are considered by an agent 

to be intended; however, only the more important goals will be intended. The urgency 

of each goal determines how fast a goal must be satisfied before it is too late. 

Moffat and Frijda [126] define concerns as dispositions to prefer certain states and/or 

dislike others. They are related to the fundamental needs of an agent, almost like in the 
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case of a biological organism. Goals are generated every time an event relevant to an 

agent's concerns is perceived. Then, according to its relevance, the current processing 

may be interrupted, and a new goal can be intended. Concerns are not active all the 

time, but are aroused only when relevant events occur in the environment. 

2.2.3 Motivated Agency 

Contrary to the view that neither goals nor their importance change over time, Norman 

and Long [131, 132] argue that agents must be able to satisfy more than one goal, and 

that changes in dynamic environments may lead to changes in goals so that new goals 

may be created and old goals may be dropped. However, due to the natural limitations 

of agents, not all the generated goals can be achieved, and agents must limit the number 

of goals processed at one time by giving them priorities. Norman and Long propose 

a motivated agency architecture based on the BDI model of agents in which motives 

and motivations play an important role in the generation and selection of goals. They 

describe a motive as a need or desire that causes an agent to act, and a motivation as 

the driving force that arouses and directs actions towards the achievement of goals. In 

other words, motives are reasons for creating goals, and motivation is a measure of the 

importance of a goal at a particular time. A motivation depends on both the internal 

state of the agent and the external state of the world. Consequently, goals are seen as 

the result of different changes that affect the motivations of agents. 

In their architecture, the purpose of a motive is to monitor any internal and external 

changes. Motives are defined as functions that map a list of beliefs to a, possible empty, 

set of goals. Each goal is associated with a motivation that changes over time and 

gives relevance to the goal, as well as a criterion to decide which goal to achieve first. 

Motivation is then defined as a heuristic function which, given a set of beliefs, provides 

the intensity associated with motives. In this way, a goal is generated only if the intensity 

of the associated motivation exceeds a predetermined threshold, and only then is the 

associated motivation mitigated. 

2.2.4 Motivation and Autonomy 

Although Luck and d'lnvemo's view [56, 61,117,119] of motivation is also focused on 

the generation of goals, they go beyond the concept of motivation defined by Norman 

and Long. They describe motivations as higher-level non-derivative components that 

provide reasons for doing something. They define motivation as any desire or preference 

that can lead to the generation and adoption of goals, and which affects the outcome of 

the reasoning or behavioural tasks intended to satisfy these goals. Luck and d'Invemo 
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state that motivation is the main characteristic of autonomous agents because, by having 

the ability to generate their own goals, they do not depend on the goals of other agents 

to act. 

According to Luck and d'Invemo [119], motivations are associated with goals. Each 

motivation has a strength (or value) that varies over time according to both the internal 

and external state. This value is used to determine which goal controls the agent be-

haviour at a particular moment. When this value exceeds a threshold, the agent is said 

to be motivated to do something and a set of goals is generated [83]. Each autonomous 

agent can be endowed with a set of motivations whose associated goals depend on the 

kind of agent being represented. In this way, goals are created and destroyed in order 

to mitigate an agent's motivations. In Luck and d'Invemo's framework, motivations are 

also used to solve the problem of conflicting goals. That is, autonomous agents always 

select a set of goals with the greatest motivation among competing or alternative goals. 

Goals can also be destroyed when there is not a high enough motivational value that 

maintains them. 

2.2.5 Discussion 

In general, most researchers agree that motivations provide reasons to do things, but they 

differ in the definition of both goals and motivations. Whereas for Sloman motivations 

are goals, others argue that motivations are not goals because they cannot be represented 

as states to bring about. We adhere to this latter position, and agree that motivations not 

only provide reasons to generate goals, but also give reasons to prefer one goal over 

another, and to hold an intention until the goal becomes achieved [62, 83]. Thus, we 

adopt d'Invemo and Luck's definition of motivations. 

In what follows, autonomy is considered as a property that enables agents to act 

without the intervention of other agents, to have control over their internal state and 

their behaviour [177]. More specifically, autonomous agents are those that have their 

own goals, and that are able to take decisions on the basis of their own preferences 

[23, 117]. We also consider that autonomy must be reflected in the ability of agents not 

only to choose which goals to pursue, but also to decide which goals to prefer. Having 

preferences over their goals enables agents to take decisions when conflicts between 

goals are detected. This acquires special relevance in the cases in which the conflicting 

goals either belong to other agents or are derived from norms that agents must fulfill. 

Understanding an agent's preferences allows us to understand those situations in which 

autonomous agents, although satisfying their own goals, can still provide cooperation. 

That is, they are able to coexist with other agents. 
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2.3.1 Introduction 

To model the behaviour of agents, four basic approaches are considered; the reactive, 

deliberative, interacting and hybrid models [130]. Reactive agents respond with an 

immediate action to events that occur in the environment; instances of this model are the 

sub sumption architecture [18] and Pengi [1], Since the main characteristic of reactive 

agents is that they neither reflect on the long term effects of their actions nor consider 

the coordination of activities with other agents [177], they are no longer interesting for 

the purposes of this thesis. 

Deliberative agents are those whose behaviour involves different processes of reason-

ing before making a decision (e.g. BDI architectures [15, 80, 141]), whereas interacting 

agents are those whose architecture includes mechanisms and mental elements to deal 

with the presence of other agents. For instance, the COSY architecture [19] includes 

a module for perceiving the external world, and it considers cooperation protocols to 

allow communication with other agents. Other examples are the agents described in 

both the GRATE* [97] and ARCHON systems [99]. Finally, hybrid architectures are 

designed to combine the advantages of the different paradigms mentioned above and, 

typically, they have functional layers to deal with different types of problems. Examples 

include the InteRRaP [129], Touring Machines [75] and AuRA [4] architectures. 

This section reviews key examples of successful architectures by giving particular 

attention to those that have considered actions that involve other agents. A detailed 

analysis of all existing architectures is beyond the scope of this thesis, but can be found 

elsewhere [86, 130, 134, 177]. 

2.3.2 BDI Architectures 

Perhaps one of the best known models of agents is the BDI agent architecture. It is 

based on the theory of practical reasoning stating that an agent's behaviour is driven by 

its goals. These agents are entirely defined by using three mental attitudes as follows. 

Beliefs are the representation an agents has about its world, goals are states an agent 

wants to bring about, and intentions represent the means that an agent has to satisfy 

its goals. The practical reasoning process is divided into two sub-processes: one for 

deliberating and deciding what goals an agent wants to achieve {deliberation) and the 

other to decide how those goals should be achieved {means-ends reasoning). Once a 

goal is chosen, it becomes an intention that determines the future actions of the agent. 

Figure 2.2 shows an abstract BDI agent architecture taken from [176]. It shows in ovals 
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F I G U R E 2 . 2 : The B D I Model of Agents 

the three main mental attitudes of agents: beliefs, desires and intentions, while boxes 

represent the decision-making processes as mentioned above. 

An early example of a BDI architecture is IRMA (Intelligent Resource-Bounded Ma-

chine Architecture) [15], which allows agents to evaluate alternative courses of actions 

without spending too much effort on the deliberation process. IRMA's main elements 

are plans, which provide recipes for action to the agent. Besides plans, the model in-

cludes beliefs, desires, and a plan library, which is a repository of all the plans that 

one agent knows. Once one of these plans is adopted for execution, it is considered an 

intention and the agent is committed to it. Now, given that the environment is by default 

dynamic, agents cannot have complete knowledge of future events and, consequently, 

they cannot plan in advance all the activities that they have to perform. To solve this 

problem, instead of having plans that include everything that must be done {total plans), 

incomplete plans are considered (partialplans). Partial plans include subgoals to repre-

sent desired states, but without a corresponding subplan to achieve them. The selection 

of this plan is made only at the time at which the subgoal must be satisfied. 

IRMA agents have four processes for reasoning: the means-ends reasoner, the oppor-

tunity analyser, filtering process and the deliberation process. Figure 2.3 illustrates 

these processes in rectangles, whereas ovals represent mental states, and arrows indicate 

the data flow described as follows. For each partial plan already adopted, the means-

ends reasoner is invoked to propose subplans to complete it. At the same time the 
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opportunity analyser also proposes other options (i.e. goals) that result from changes 

in the beliefs of the agent due to events in the environment. Both proposals are passed 

to the compatibility filter of the filtering process in order to check for a conflict with 

the current intentions. All compatible options are then sent to the deliberation process, 

which is responsible for weighing these competing options against one another in order 

to produce new intentions that must be incorporated into the existing ones. 

Options classified as incompatible by the compatibility filter are sent to the filter over-

ride mechanism of the filtering process. This process is responsible for reconsidering 

the possibility of dropping some intentions in order to take new opportunities that the 

environment provides, and then adopting new plans as intentions. In this phase, agents 

evaluate their options and decide whether to keep the old ones or to change them for 

new ones. Sometimes, as a result of a change in the beliefs of agents, plans are no longer 

achievable. In this case, if the plan is a subplan of another, the means-end reasoner is 

invoked again. However, if the plan was adopted to satisfy a desire that still exists, the 

agent tries to find alternative plans to satisfy it. 

Perhaps the best known BDI system is the PRS (Procedural Reasoning System) agent 

architecture [80], which also instantiates the BDI model and uses partial plans as the 

means to achieve goals. An abstraction of PRS, and its successor dMARS (distributed 
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Multi-Agent Reasoning System), can be found in AgentSpeak(L) [141, 142] where its 

creators develop a formalisation of the operations in such architectures. Further formal-

isations of them are given in [58] and [59]. 

2.3.3 GRATE* 
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FIGURE 2.4: GRATE Functional Agent Architecture 

GRATE* (Generic Rules and Agent Model Testbed) [95, 97] is a general framework 

to develop multi-agent systems where the individual agent architecture is based on the 

BDI model, but incorporates capabilities to assess situations in order to determine when 

a social activity is needed. An agent functional components are shown in Figure 2.4 

where ovals are mental states, rectangles are processes, arrows represent the control 

flow, and dotted arrows the data flow. GRATE agents are able to maintain two roles, 

one as an individual and the other as a member of a team. In this architecture, goals 

(identified as tasks) are generated directly from events internally monitored or from the 

environment. Then, the means-ends analyser process decides whether a goal must be 

achieved locally, or whether it should be delegated to someone else. 

If the goal must be locally satisfied, the means-end analyser uses the plan library 

to find an appropriate plan to fulfill its objective, and creates a local intention that is 
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passed either to a compatibility checker in order to verify its consistency with other 

intentions that already exist, or to an inconsistency resolver to modify the intention in 

order to make it consistent with other intentions already adopted. If the goal cannot be 

performed by the agent, it should be delegated to another agent. Agents use the plan 

library and information about the capabilities of other agents to determine potential 

participants in the social action. Once the agent has selected other agents to delegate 

the goal to, a joint intention is created, and its consistency with other local intentions is 

checked. Finally, both joint and local intentions are executed and monitored until their 

execution finishes. In addition, agents decide which requests for cooperation should be 

accepted on the basis of their own capabilities. That is, if the requested goal can be 

satisfied locally, an agent agrees to cooperate with another. 
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The InteRRaP agent architecture [76, 129] is a hybrid architecture whose structure, 

shown in Figure 2.5, is divided into three layers: a reactive, a local, and a cooperative 

layer. The reactive layer is known as the behaviour-based layer, and allows an agent 

to react quickly to changes in the environment. The local layer, called the plan-based 

layer, is similar to the traditional BDI model in that when it is given a goal, a plan is 

found and then executed. Finally, the third layer, or the cooperation-based layer, deals 
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with those goals requiring the cooperation of other agents; it enables agents to interact 

with other agents by coordinating actions and forming joint plans. 

As a consequence of this layered vision, mental states and operational control are also 

divided into three hierarchical layers. Regarding mental states, beliefs are classified as 

those that one agent has about its environment (the world model), those about the agent 

itself, including goals, plans and intentions (the mental model), and those about other 

agents, also including joint plans, joint goals and joint intentions (the social model). 

Operation control is similarly divided into three layers in order to deal with three differ-

ent kinds of goals; reaction goals which immediately activate a process for fast reaction; 

local goals which are achieved by a local plan; and, finally, those goals that are shared 

by a group of agents and that need joint plans to be satisfied. Each layer works indepen-

dently until it recognises a situation it is not able to deal with. In this case, the operation 

of the next layer in the hierarchy is invoked and control is passed to it. 

2.3.5 Discussion 

The success of BDI models, such as IRMA and PRS, is a consequence of their flexibil-

ity. The model allows attitudes, such as beliefs, desires and intentions, to be explicitly 

represented and, consequently, easily manipulated and reasoned about. In addition, its 

control cycle allows agents to detect new events in the environment that can lead to 

changes in their goals and in their intentions. However, the BDI model does not in-

clude any explicit mechanism to interact with other agents, and does not even attempt 

to explain how and why social interactions between agents occur. Both GRATE* and 

InteRRaP agents overcome these problems by including mechanisms that consider the 

existence of other agents and that facilitate the delegation and adoption of goals through 

the establishment of joint commitments. An interesting point to observe in these models 

is that both the goal adoption and goal delegation processes are achieved by consider-

ing only a few factors. On the one hand, agents decide to delegate goals when these 

are beyond their capabilities. On the other, agents adopt external goals just in cases in 

which the satisfaction of these goals is possible according to their capabilities, and are 

consistent with their current intentions. Thus, there are only two cases in which agents 

refuse to cooperate: when there is a practical impossibility of achieving the suggested 

goal, and by having intentions which conflict with that goal. In addition, once an agree-

ment of cooperation is made, agents respect it and the only reason for failing is due to 

physical failure. 

The agent models mentioned above are intended to provide benevolent cooperation; 

the roles for agents are determined in advance, and agreements to cooperate are almost 

taken for granted. Refusals to cooperate neither affect nor create any kind of relationship 
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between agents. If this happens, it is due to causes beyond an agent's control. The 

situation in open systems is quite different. Autonomous and self-interested agents 

coexist and, therefore, cooperation can never be guaranteed. Refusals to cooperate 

result not only because agents lack capabilities, but also because they can decide not 

to provide help. Since providing cooperation is an agent's decision, the possibility of 

changing this decision also exists and, consequently, agreements among agents can also 

be dropped. 

Since the BDI model has been successfully applied in environments where flexibil-

ity is needed, and since it has also been successfully augmented with mechanisms to 

interact and create commitments between agents as in GRATE* and InteRRaP, we be-

lieve that it can also be used as the basis for constructing agents with more freedom 

to choose the goals they want to pursue, the goals they want to adopt, the norms they 

consider necessary and, above all, the norms they want to comply with. 

TTIbueoi') 

2.4.1 Introduction 

Social Power Theory states that dependence constitutes the basis of all social interac-

tion, because it is when agents become aware of their dependence on the abilities of 

other agents to achieve one of their goals that they try to obtain help and, consequently, 

a process of interaction among agents begins [125]. However, given that other agents 

are also autonomous and have their own goals, a mechanism to influence them is needed 

in order to cause them to adopt external goals. In this way, a network of dependence and 

power among agents is created. Conte and Castelfranchi [38, 40] argue that by making 

autonomous agents aware of their dependencies, different models of interaction such 

as cooperation, social exchange, coalitions, negotiation, and even some types of social 

exploitation, could emerge. All these theories give rise to the social reasoning mech-

anism proposed and simulated by Sichman et al. [46, 154, 155]. This section explains 

the main concepts underlying this theory. 

2.4.2 Social Powers and Dependence 

According to Castelfranchi [26], the personal powers of agents are determined by their 

capabilities, resources, skills, knowledge or motivations that allow them to satisfy their 

goals. When these powers can also be used to satisfy the goals of other agents, rela-

tionships of power and dependence are established. Dependence is then considered as a 
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combination of the lack of power of one agent and the corresponding personal powers 

of another. 

Social dependence between two agents occurs when one of them has a goal, and the 

success of that goal depends on an action which it cannot carry out, while the other 

agent can [31]. By using this definition as a starting point, more complex dependence 

relationships between two interacting agents are defined as follows. Firstly, mutual de-

pendence is a situation where an agent infers that it, and another agent, socially depend 

on each other for the same goal; that is, they have a common goal. Secondly, a recip-

rocal dependence situation occurs when both agents socially depend on each other, but 

for different goals. Finally, unilateral dependence is a situation where an agent infers 

that it socially depends on an agent for one of its goals, but this latter agent does not 

socially depend on it for any of its goals. 

Castelfranchi explains that by using dependence and powers, some strategies to influ-

ence agents can be identified. For example, a promise of a prize is a strategy where an 

agent induces another to adopt a goal on the promise of reward (money, welfare, gifts, 

etc). However, for this strategy to succeed, these prizes must be in accordance with the 

goals of the agents to be influenced. Castelfranchi also says that a threat of sanctions 

occurs when an agent induces another to adopt one of its goals in order to avoid being 

punished. In this case, the second agent must know that the first has the power to im-

pose that punishment. By contrast, a search for cooperation strategy is used to influence 

agents to adopt goals because they are pursuing the same goal (mutual dependence). Fi-

nally, when two agents are in reciprocal dependence a future reciprocation strategy can 

be used. In this case, one of the agents agrees to adopt a goal on the promise of future 

help; in other words, an exchange of goals is agreed. 

2.4.3 Multiparty Dependence 

Social power theory states that an agent not only needs to know its dependence on 

another specific agent, sometimes it needs to reason about its position within a society. 

Agents can be in three different situations. First, an agent may find that many agents can 

help it to overcome its dependence with respect to one of its goals, meaning that it can 

choose one from among many agents to satisfy its goals. This situation leads the agent 

to be less socially dependent, because the probability of finding help increases as well 

as the probability of achieving its goal without having to give something in exchange. 

On the contrary, if many agents are needed to satisfy its goals, the agent becomes more 

socially dependent. Finally, when an agent is frequently required for help, so that many 

agents depend on it, it can be said that it has great social utility [40]. These situations are 

known as or, and and co dependence respectively [31, 40], and a combination of them 
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allows an agent to know its value or importance within a society. This is the negotiation 

power of agents, which determines how useful an agent is for those agents that depend 

on it. 

2.4.4 Discussion 

Social Power Theory sets up the basis to explain why many forms of social interactions 

occur. It contributes to understanding the dynamics of multi-agent systems, and explains 

how the powers of agents emerge, transform, circulate and multiply when agents are 

included in a society. In addition, the social reasoning mechanism provides the means 

for agents to choose a way to interact with other agents. However, this theory is limited 

to powers that appear due to agent abilities. By contrast, we argue that power is not only 

given by agent abilities but also by the social structure in which agents exist. Thus, the 

notion of powers can be extended to include empowered situations which are given by 

the roles agents play in a society. We also consider that powers can be not only used to 

select strategies for influencing agents, but also as strategies for selecting a plan, which 

might be the difference between the satisfaction of a goal or not. As can be seen, social 

power theory still has many things to offer. 
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2.5.1 Social Norms 

From a philosophical point of view, Tuomela proposes a general structure for the norms 

of a group of agents. Thus, a social norm consists of four components: a class of 

addressee agents, the group of agents to which all addressees belong, the task to be 

performed by them and, finally, the circumstances under which the task must be carried 

out [164, 165, 166]. Tuomela classifies social norms as one of two kinds: rules or 

r-norms, and proper social norms or s-norms. 

According to Tuomela, rules represent explicit agreements among agents, and are 

created by an authority. Rules are subdivided into two further classes as follows. For-

mal rules are those that include legal sanctions such as laws and regulations, and in-

formal rules that are not in written form but communicated orally and include informal 

sanctions. 

In addition, proper social norms are norms accepted not through agreement but 

through mutual beliefs, and are also divided into two classes: conventions, which con-

cern the whole society or social class and have social sanctions, such as approval or 
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disapproval; and group-specific norms, which concern a group of agents in a society. 

Tuomela also explains the conditions under which either rules or proper social norms 

ought to be fulfilled by the members of a group; these conditions cause a norm to be in 

force. Thus, the promulgation condition refers to the fact that norms must be issued by 

an authority. The accessibility condition states that all members of the group acquire 

the belief that they ought to comply with the norm. Now, if many members of the group 

fulfill the norm, or at least are disposed to do so, it is said that the pervasiveness condi-

tion is satisfied, whereas the motivational condition is met when at least some members 

sometimes fulfill the norm because they believe it is true and that they ought to do so. 

The sanction condition refers to the existence of social pressure against members that 

deviate from the norm. Finally, for a rule, the acceptance condition is the conjunction 

of the promulgation and accessibility conditions, whereas for a proper social norm to 

be accepted, only the accessibility condition is needed. Thus, contrary to rules, s-norms 

do not need to be issued by an authority, but they have to be recognised as norms for all 

the members in a group. 

Tuomela argues that an r-norm is a social ought-to-do rule in force in a group if and 

only if the acceptance (interpreted as promulgation and accessibility), pervasiveness, 

motivational, and sanction conditions are satisfied. In addition, an s-norm is a proper 

social ought-to-do norm in force in a group if and only if the acceptance (or accessibil-

ity), pervasiveness, motivational, and sanction conditions are satisfied. 

Besides r-norms and s-norms, Tuomela recognises the existence of other kinds of 

norms that are not based on social responsiveness, but represent something more per-

sonal. For instance, moral norms (m-norms) are those such as, 

one shall not steal in normal circumstances, 

and prudential norms (p-norms) are those such as, 

one ought to maximize one's expected utility. 

Tuomela argues that norm-obeying means acting for the right normative reason. That 

is, r-norms are obeyed either because they represent a law, because they represent an 

agreement, or due to the presence of sanctions (r-sanctions). S-norms are grounded 

in an agent's beliefs, and are fulfilled because such behaviour is expected by others, 

and because social sanctions (s-sanctions) may be applied if they are not. M-norms 

are obeyed because conscience demands it, and p-norms because it is rational to do so. 

Now, in the case of conflicts among norms, priorities among them are considered. In 

general, r-norms override s-norms, but can be overridden by either m-norms or p-norms. 
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Tuomela also observes that when a group lacks a specific kind of norm, other kinds 

of norms arise. Thus, a lack of s-norms in force is compensated for by the creation of 

r-norms (to the enjoyment of lawyers). For example, if the norm 

do not commit fraud 

is not grounded as a belief in the group of agents, (i.e. it is not a s-norm) it must be 

issued as a law (or r-norm) whose compliance is monitored and penalised by legally 

recognised authorities. 

2.5.2 Law and Norms 

Ross [146] distinguishes norms from directive utterances because whereas directives are 

just linguistic phenomena, norms are related to social facts. He also distinguishes norms 

from conformity or patterns of behaviour because when a norm is violated, a social 

reaction follows. This reaction comes either from individuals acting spontaneously, or 

from institutionalised organs of the society created for this purpose, such as police, 

courts, and executive authorities. A fundamental condition for the existence of norms is 

that, in the majority of the cases, they are fulfilled by the members of a society. 

In addition, Ross argues that a norm is binding when it arouses feelings of obligations, 

or when agents feel in a position of coercion such that the norm must be complied with. 

In fact, compliance with norms is generally enforced by the threat of punishment, which 

means that there must be a reaction when a norm is violated. Consequently, norms that 

specify which punishments must be applied against whoever violates a norm must also 

exist. 

Under these considerations, Ross considers norms as directives (or commands) re-

lated to certain social facts. He also argues that a norm describes the patterns of be-

haviour that must be followed by the members of a society. Members, in turn, must 

feel bound to the norm, and its violation must be penalised. Ross states that a norm 

includes the following elements: the subjects of a directive, the situations in which the 

norm must be followed, and the theme of the norm that specifies how subjects must act 

under the specified conditions. In this way, norms represent obligations for agents. 

Ross also defines commands and prohibitions by using obligations as follows. A 

command is a norm that creates an obligation to behave according to its theme. A 

prohibition is an obligation not to behave in accordance with the theme of the norm. 

Ross defines norms of conduct for humans in terms of obligations and prohibitions 

as follows. If a person A is under an obligation, to another person B, to behave in 

accordance with the theme of a norm, then B is entitled to claim that A must behave in 
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such a way. In other words, a person is entitled to require the other to comply with the 

norm. In similar terms, the permission of person A for person B not to do something 

means that person A cannot claim that person B must do it. 

Norms of competence are also identified by Ross. They explain how new valid norms 

may be created through the performance of legal acts. Competence is a relation among 

two people, stating that one person is under the obligation to obey the norms created by 

the other in a correct manner. In other words, one person is endowed with competence 

to issue new norms in a specific field, and the other, that is subject to this power, has the 

obligation to obey the former. Consequently, the subjection of a person towards another 

means that the first has competence over the second. Immunity relations can also be 

defined through norms so that a person can ignore every other person whose powers 

cannot be exerted over him, and disability occurs when powers of competence cannot 

be exerted. 

2.5.3 Discussion 

Norms have long been used as mechanisms to limit human autonomy in such a way 

that coexistence between self-interested people has been made possible. They are indis-

pensable to overcome problems of coordination of large, complex and heterogeneous 

systems where total and direct social control cannot be exerted. For this reason, their 

role has been studied from different perspectives. Philosophy, sociology, psychology 

and, in particular, legal sciences, have progressed far in this respect, so that they have 

much to contribute. However, a direct translation of theories in these fields to the field 

of agents and multi-agent systems is not possible because, in many cases, they are 

described using natural language which introduces vagueness and ambiguities. These 

undesirable characteristics are, in general, avoided in computer science by introducing 

formal methods to specify and verify computational components and, consequently, to 

produce applications less prone to errors. 

We believe that Tuomela's and Ross's research may provide the basis from which a 

framework to represent norms and normative systems can be created. Their work also 

sets up the basis to recognise the validity of norms, and explains some of the reasons for 

agents to fulfill norms. To take advantage of these and other studies of norms, we need 

to find a means to integrate some of these concepts in models of agents, enabling them 

to reason about norms. However, one must be aware that there are issues concerning 

norms which, although interesting, cannot be represented currently. For example, the 

sense of guilt when a norm is not followed as in the case of moral norms, or the emotions 

that some humans have in punishing offenders even if this might be costly (and therefore 

irrational) for them [73, 156], cannot easily be incorporated in existing models. 
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An interesting perspective on norms takes them to be desired patterns of behaviour in a 

group of agents [5, 11, 87, 167, 171]. This view has its origins in game theory, which 

can be viewed as an extension of decision theory. That is, decision theory is concerned 

with an isolated agent that must take decisions under conditions of risk and uncertainty. 

By contrast, game theory deals with decisions in situations of social interaction. These 

decisions require a strategy of interaction in which the best choice of each participant 

depends on the actions of others. Thus, each participant knows that the other's actions 

depend on its own decisions. Both selected strategies and agent interactions converge to 

patterns of behaviour for a large number of agents over a period of time. These complex 

patterns of behaviour are known as norms. 

In this view, norms are taken to be solutions to problems posed by certain types of so-

cial interactions. Ullmann-Margalit [167] identifies three types of situational problems. 

9 In prisoners' dilemma type situations [79, 145], a state of the system is desired by 

all the participants, but there is also a strong temptation for each to deviate from 

that state, and the system state that results when all participants deviate is bad for 

all. The problem here is to devise a method that protects the desired state, and 

inhibits the temptation to deviate [85]. 

• In coordination type situations [149, 150, 171], there are several mutually benefi-

cial states, none of which is strictly preferred. There is perfect (or almost perfect) 

coincidence of agent interests. However, there is no possibility of the participants 

coming to an explicit agreement. The problem is then to find a mechanism that 

enables them to coordinate their choices of action in order to achieve the desired 

state. 

e Finally, in inequality situations, the state of inequality is not completely stable 

because it is in constant threat. The problem here is for the participants favoured 

by this inequality to determine how to fortify the state against upsetting the other 

less favoured participants. In other words, the problem is how to maintain their 

favoured or powerful position. 

2.6.1 Discussion 

Much of the research in multi-agent systems has focused on the solutions to problems 

of coordination, or what has been called the emergence of norms that can be beneficial 

for the system as a whole. This can be seen as a problem of finding the correct strategies 
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that enable agents to converge to situations that are beneficial for all. Having found such 

a strategy, it becomes a norm for all the members in it, and since this norm is agreed by 

all agents, it is always complied with by all agents. Although interesting, this approach 

is not useful for the aims of our work, because rather than being concerned with the 

process of how norms are created by agents, our research focuses on the role of norms 

and how norms affect the behaviour of agents. As a result, we will not consider this 

approach further. 
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2.7.1 Social Laws 

According to Moses, Shoham and Tennenholtz [127, 153], social laws are constraints 

on the behaviour of agents, and they specify which of the actions that are in general 

available to agents are allowed in a given state. Shoham and Tennenholtz define con-

straints as pairs composed of an action and a logical proposition that can be true or false 

in different states. Thus, when an agent is in a particular state and the proposition is sat-

isfied, the action cannot be applied. They define a social agent as a tuple comprising 

a set of actions, a first-order logical language to describe sentences, a set of possible 

states of the agent, a set of social laws or constraints, and a transition function which, 

given a state, an action and a set of social laws, provides a set of possible next states for 

the agent. Such transition functions are used to create plans that satisfy the restrictions 

imposed by the social laws. In other words, agents are endowed with a set of norms that 

state what actions must be avoided in predetermined situations. Here, agents are always 

normative in the sense that they always follow all the restrictions that are imposed on 

them. 

Briggs and Cook extend this model of norms by proposing what they call flexible 

social laws [17]. In their model, agents prefer to obey laws but are able to relax them. 

Briggs and Cook assume the existence of different sets of laws, ranging from the most 

strict to the most lenient. In this way, a hierarchy of sets of laws is defined. Then, in 

trying to achieve goals, agents make plans that fulfill the most strict set of laws. If no 

plan can be made by following that set of laws, agents use the next set of laws in the 

hierarchy. Agents continue changing sets of laws, until they find a set that allows them 

to create a plan to achieve their goals. 
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2.7.2 Permitted and Forbidden Actions 

In contrast to constraints, some people have considered an agent's rights. For instance, 

Norman et al. [133] define a right as an action that can be executed by an agent without 

being at risk of being penalised by other members of the society. Thus, a right is an 

action that an agent can legally perform because it is either an inherent property of the 

agent in the system, or because another agent has permitted it to do so. Agents that 

cannot achieve their goals due to some restrictions over their actions, must require per-

missions to perform them. Norman et al. define agreements between agents as combi-

nations of actions to be performed and the corresponding rights to perform them. There 

is also a relation that binds one or more agents with an agreement, which expresses that 

agents must defend that agreement. Commitments are agreements among two agents, 

and all agents bound to a commitment, are responsible for defending it. A moral agent 

is also defined as an agent that will not perform an action if it does not have the right to 

do it. 

Alonso [3] defines a right as a permission to perform a set of actions under certain 

constraints. He argues that, in a group of agents, no other agent is allowed to execute 

any action that inhibits the rights of an agent, and also that the group is obliged to 

prevent any inhibitory action. That is, agents have the right to be protected from the 

actions of other agents and, consequently, the notion of group is a guarantee that agent 

rights and obligations are observed through sanctions and rewards. Unlike Norman et al. 

Alonso argues that rights can only be exerted until certain conditions become satisfied. 

He also defines prohibitions as those actions that inhibit the rights of other agents, and 

obligations as actions either to prevent or to penalise the violation of a right. 

2.7.3 E-institutions 

Electronic Institutions are multi-agent systems in which the interactions that take place 

between agents are regulated by norms [144] and achieved through message inter-

change. Each message, except the initial message of a conversation, is issued as an 

answer to a previously issued message. In these systems, norms are used to constrain 

the kinds of messages an agent can issue in a determined state of a conversation. 

Esteva et al. [68, 69, 70], for example, identify four basic elements to define an elec-

tronic institution: a dialogic framework, scenes, the performative structure and norms 

as follows. 

® The dialogic framework defines the valid illocutions (types of messages) that 

agents can exchange, the roles of the participants and their relationships. 
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® Scenes are patterns of the conversation between agents in a particular context, and 

model the dialogues that can take place in a particular activity. 

e Dialogues of complex activities are specified by establishing relationships among 

scenes called performative structures, which indicate the role that an agent must 

play to be able to enter a scene. In this way, the performative structure defines 

the movement of agents between one activity and another, and scenes define the 

dialogues that can take place in each activity. 

e Finally, norms define the obligations of participating agents. Obligations are illo-

cutions that an agent must utter in a specific scene, and norms are all the obliga-

tions that must hold when a set of illocutions has been uttered, a set of constraints 

has been satisfied and a second set of illocutions has not been uttered. That is, 

norms are activated when certain messages have been issued and certain condi-

tions in the environment hold. 

Esteva et al.'s work has been used in the implementation of a framework, called IS-

LANDER, which can be used to specify and verify electronic institutions so that design-

ers can check, for example, if all dialogues (scenes) have an initial and end state, if all 

the defined norms can be activated in one of the defined scenes, and so on. 

2.7.4 Discussion 

The idea behind social laws is to reduce the options that agents have in a specific state. 

By using social laws, agents are internally/orced to find a solution in the way designers 

want. Social laws are built-in norms, and agents always comply with them. Therefore, 

neither the concept of authority, nor the idea of being enforced by others are considered. 

Although the use of social laws allows designers to avoid conflicts among agents, it 

does not allow unexpected situations in which agents must react in different ways and, 

therefore, possibly violate a norm; nor does it allow situations in which new norms 

must be issued and existing norms must be abolished. The same considerations apply 

for flexible social laws, because although agents can dismiss norms, no consideration 

of the consequences of doing so are made by any agents. In fact, the social character 

of norms is not considered in these models because there are no mechanisms to enforce 

compliance with norms. Moreover, the models do not allow the representation of norms 

whose compliance might benefit other agents in the society. 

By interpreting rights as permitted actions that cannot be inhibited by other agents 

without the risk of being penalised, both Norman et al. and Alonso recognise the social 

character of norms. However, although rights seem to work in small groups of agents, 
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their applicability to complex organisations and societies is not clear. In addition, these 

models do not consider other kinds of norms, such as obligations to do something, or 

norms that are followed because of social pressure. In these models, it is taken for 

granted that the group (as a whole) applies punishments, and remains vigilant with 

respect to all agents complying with norms. However, we argue that, as a matter of 

practicality, someone must be responsible both for monitoring compliance with norms, 

and for the application of punishments when compliance does not occur. We also argue 

that in the same way that agents must recognise whether an action is legal or not, they 

must also be able to recognise who has authority in the group. 

E-institutions are a clear example of the utility of norms and the need for agents that 

can reason about norms. Agents join these kinds of societies as a way to satisfy their 

goals, but they must also respect the norms of the society in order to do so. However, 

norms are different in each institution and, therefore, agents must be able to adopt new 

norms. In addition, since it is possible that more than one institution can satisfy an 

agent's goals, agents must be able to decide which institution is better in that respect. 

2 . 8 S o c i a l ( ^ o r n i a i b i M n i t s 

Social conmiitments are considered to be agreements between agents to do something 

in the future. They provide a certain degree of predictability of agent behaviour because 

commitments specify not only what must be done, but also under which circumstances 

and by whom. Thus, commitments are an essential aspect of achieving coordination 

among a group of agents. Jennings argues that all coordination mechanisms can be re-

duced to (joint) commitments and their associated (social) conventions [94], and that 

two kinds of commitments can be created, namely individual commitments (or com-

mitments to oneself) and joint commitments (which involve more than one agent). All 

agents involved in a joint commitment must be aware of it and, for this reason, a joint 

commitment is considered as a shared mental state. In addition, Jennings argues that 

commitments must be monitored, through their associated conventions, in order to de-

cide whether they are still valid in changing circumstances. So, conventions describe 

circumstances under which an agent should reconsider its commitments, and indicate 

the appropriate course of action to either retain, rectify or abandon the commitment. 

Castelfranchi [22] also provides a view of commitments which, he says, are closely 

related to norms and obligations among agents. He identifies three types of commit-

ments: internal, social and collective. Individual commitments correspond to Cohen 

and Levesque's notion [34] referring to a relationship between an agent and the actions 

that are performed when an agent decides to do something. Social commitments are 
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created when an agent decides to perform an action for another agent. (Here there is 

always a third agent that plays the role of a witness). Finally, a collective commitment 

is the internal commitment of a group of agents. According to Castelfranchi, a social 

commitment always includes normative elements because an agent agrees to perform 

an action for another that acquires the right to control and monitor what the first has 

promised. It also has the right to complain and protest if the first does not perform the 

action. In addition, collective commitments are created to achieve a common goal, and 

can be expressed as a set of social commitments where an agent has a commitment with 

a group, which acquires the rights to monitor the fulfillment of such commitments. 

2.8.1 Discussion 

Social commitments are a very important concept for any model in which agreements 

among agents must be reached. This is crucial for systems of autonomous agents in 

which neither cooperation, nor compliance with previous agreements among agents is 

guaranteed. In particular, we agree with Jennings and Castelfranchi that social com-

mitments represent a confirmation that what has been promised will be fulfilled. Social 

commitments imply responsibilities for agents, and social pressure is exerted to make 

agents fulfill them, which suggests that social commitments can be considered as par-

ticular types of norms and, therefore, they are important for this thesis. However, unlike 

other kinds of norms which persist longer and are recurrently considered, such as obli-

gations in a society, the persistence of social commitments is limited to their fulfilment, 

i.e. social commitments disappear as soon as agents comply with their promises. Given 

their importance, we must find the means to incorporate social commitments to a gen-

eral model of norms. 

2L9 

2.9.1 Normative Agent Behaviour 

Conte and Castelfranchi [38, 39] state that a norm is a mental notion that establishes 

actions that ought to be performed by a set of agents. They argue that a norm has two 

sides: the internal or mental side that corresponds to the agent, and the external side 

that corresponds to the society. The external side of a norm concerns the process of 

spreading norms in the social system, or the route a norm follows from legislators to ad-

dressees. By contrast, the internal side of a norm is related to its internal representation, 

and to all the processes that occur inside the agent in order to adopt or comply with a 
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norm. Conte and Castelfranchi state that norms are aimed at controlling the behaviour 

of agents subject to them, and that this control is possible because when agents receive 

a norm, they create a normative belief, which represents a belief about an obligatory so-

cial requirement. From these beliefs, new goals are generated in the mind of addressee 

agents. These kinds of goals are called normative goals. 

In addition to such mental concepts, Conte et al. [43] discuss two decision-making 

processes concerning norms: the acceptance of a norm and the decision to conform to 

it. To accept a norm, agents must be able to evaluate candidate norms against several 

criteria. For instance, a norm must be rejected if it is an instantiation, application or 

interpretation of another norm, if the agent that issues the norm is a non-recognised 

authority, if the norm is not directed to the agent itself, or if addressee agents are not 

within the scope of an authority. Furthermore, an agent will only accept a norm if by 

doing so some of its goals are satisfied in the future. 

Conte et al. state that once a norm is accepted and the corresponding normative goal 

formed, the decision to comply with it is made based on several factors. For instance, 

a normative goal is dropped if there is a conflict with goals that are more urgent than 

it. In this case, agents must reason about the expected value of the violation of a norm, 

which depends on several factors such as the probability and weight of punishments, the 

importance of the goal, the value of respecting the norms and being a good citizen, the 

importance of possible feelings related to norm violation (guilt, indignity, etc.), and the 

importance of foreseen negative consequences of the violation for the global interest. 

A norm can also be violated when there is a conflict with other norms already adopted, 

when the agent believes that the norm is not its concern, or when the norm prescribes 

an action that cannot be executed. 

2.9.2 Normative Agent Models 

Dignum et al. [54] present a modified BDI-interpreter to deal with norms and obliga-

tions. They state that norms are different to obligations, because whereas the objective 

of norms is to make the behaviour of agents standard in order to facilitate the coop-

eration and interaction of agents within a society, obligations are associated with spe-

cific enforcement strategies that involve punishment for their violators. According to 

Dignum et al., norms are beneficial for the group, there are neither punishments nor 

rewards for complying with them, and they are followed as an end. By contrast, obli-

gations are fulfilled whenever there is a probability of being caught, and the cost of 

punishment is higher than the cost of adhering to such an obligation. Norms and obli-

gations are beliefs and, in that sense, an agent may have an incomplete or incorrect 

understanding of them. In Dignum et al.'s model, agents order their norms based on the 
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preferences of the social benefits of a particular situation. Conversely, the obligation 

preference order is based on the cost of punishment when an obligation is not fulfilled. 

To include reasoning about norms and obligations, Dignum et al. modify a BDI ar-

chitecture to identify deontic events. These events determine which norms and obliga-

tions must be applied. That is, they represent invocation conditions for a set of plans 

that must be considered in order to fulfill the corresponding obligation or norm. These 

active plans are fed into a deliberation process which determines which plan must be 

executed based on the preferences for norms and obligations mentioned above. 

Boella and Lesmo [12] present another proposal for agents able to reason about 

norms. They consider a norm as an obligation that involves at least two individuals 

(modelled as intelligent deliberative agents): the bearer of the obligation that must 

respect the norm, and the normative agent (or authority) that wants the norm to be ful-

filled. This authority also has the right of imposing punishments to offenders of a norm. 

In their work, obligations are considered as 4-tuples which include: the content of the 

obligation, its bearer, a normative agent, and an action (which they call sanction) that the 

normative agent will bring about in the case of detecting the violation of an obligation. 

Boella and Lesmo ground their agent architecture on situated BDI agents that choose 

one of a set of potential plans to perform. A utility function is also included to eval-

uate the outcomes of actions, and to help agents to select a plan that maximises their 

expected utilities. To introduce reasoning about obligations, Boella and Lesmo mod-

ify the architecture of these agents as follows. First, the planning phase considers the 

agent's obligations in order to avoid forbidden actions. Then, the plan selection phase, 

besides considering the utility function mentioned above, includes a process in which 

agents simulate the reaction of the normative agent (or authority). In fact, agents anal-

yse the possibility that the normative agent selects, as its next goal, the application of 

a punishment if the norm is violated. This is possible because agents know that nor-

mative agents are also self interested and, therefore, the only way in which a normative 

agent selects the application of a sanction as its next goal is when the plan associated 

with such a goal offers greater utility than other available options. Consequently, the 

decision of fulfilling an obligation is a trade-off between the cost (in terms of time or 

resources consumed) of doing something for achieving the obligation and the effects of 

the reaction of the normative agent. 

Castelfranchi et al. [29] propose an agent architecture which is not directly based on 

BDI agents, though the generic architecture that is used as its basis is. In this architec-

ture, a special maintenance-of-society-information module is included, which is respon-

sible for both accepting and storing the norms that are directly extracted from the com-

municated information. Another related component is the norm manager, which deter-
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mines which norms the agent adopts or rejects and, on the basis of these norms, creates 

some meta-goals. These meta-goals are passed to the strategy-management component 

to determine the strategies used in the creation and selection of goals and plans. 

2.9.3 Discussion 

Conte and Castelfranchi's work on norms contributes towards explaining the role of 

norms and identifying some of the processes of deliberation regarding norms that agents 

undertake. However, their work is more intuitive than formal, and gaps and ambiguities 

can be found in it. For example, neither the way in which normative goals are generated 

from norms, nor the way in which other processes of decision are affected is mentioned. 

Moreover, although they mention some criteria used by agents to decide whether to 

accept and comply with norms, the way to do this is not described. 

Regarding models of normative agents, the most important contribution of the work 

described above lies in the acknowledgment that agents must be provided with the 

means to deliberate about when and why they must fulfill a norm. However, these 

models address the problem only partially. Both Dignum et al. and Boella and Lesmo 

describe specific strategies for decision-making, the first based on the cost of complying 

with norms, and the second based on the intentions of agents responsible for applying 

punishments. In both models there is no indication of how other current goals and inten-

tions may be affected by any decisions that agents take regarding norms. Their model is 

restrictive and agents that follow other strategies to comply with norms cannot be repre-

sented. Although the architecture provided by Castelfranchi et al. is more general, and 

they mention that norms must affect the processes of selecting goals and plans, they do 

not consider the problem further. Consequently, we consider that in order to accommo-

date the richness of norms into agents and multi-agent systems, a more general model 

for normative agents must be provided. 

2.10.1 Categories of Norms 

There are neither common agreements about the structure of norms nor about the dif-

ferent kinds of norms that can be used in multi-agent systems. However, some work has 

already been done towards the unification of normative concepts. Dignum [52, 53], for 

example, divides norms into three levels; the private, the convention, and the contract 

levels. 
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At the private level, norms are expressed as preferences that allow agents to make 

private judgements between different obligations or goals, in order to determine which 

actions agents will take. In other words, when there is an obligation or goal that must 

be satisfied, an agent might prefer certain situations to be true. For instance, if an agent 

has to travel, it would prefer to travel free. 

According to Dignum, the convention level of norms provides a kind of moral back-

ground for agents to interact. Conventions are generally fixed when the system is ini-

tiated. There are two kinds of convention: interpretation rules and prima facie norms. 

Interpretation rules are used to indicate how terms must be interpreted by the agent. 

For example, they can be used to explain what ''reasonable" or ''cheaper" mean. They 

can also indicate the implicit effects that the execution of one action may have. For 

instance, a rule can state that when a good is bought, it must be paid for. Dignum says 

that prima facie norms are general social norms and values that can be given as prohi-

bitions or permissions, and that prohibitions are limitations on the behaviour of agents, 

and permissions are used to indicate exceptions to a general rule in cases of uncertainty. 

Contracts are defined by Dignum as sets of obligations and authorisations between 

agents, and a directed obligation means that an agent is forced either to perform an 

action or to maintain a situation for other agents. All these concepts belong to the 

level of contracts. Dignum also states that an authorisation describes the obligation 

from the point of view of the other agent. That is, the other agent has authorisation to 

demand the fulfillment of an obligation, as well as authorisation to claim compensation 

in case the obligation is not complied with. Consequently, contracts describe the types 

of relation that hold between agents and their mutual expectations of behaviour. They 

have a specific objective, and hold for a limited period of time (until the objective is 

satisfied). Dignum states that by using norms in this way, legal contracts, cooperation, 

and informal agreements between agents can be easily described. 

Singh [157] presents a framework called spheres of commitments where agents can 

be recursively composed of heterogeneous individuals or groups of agents. A sphere of 

commitments is a group of agents, together with its roles and its concomitant commit-

ments. His framework defines commitments and some operations over them as follows. 

A commitment represents an agent compromising itself to bring about a situation for 

another agent that belongs to the same group of agents. A commitment can be created, 

discharged, cancelled, released, delegated, or assigned. Operations for groups are con-

sidered. For instance, a group can be created, an agent may adopt a role, an agent may 

re-assign itself to another role, or an agent may exit a group. 

Singh distinguishes two kinds of commitment: explicit and implicit. Explicit com-

mitments are created after direct interaction between two or more agents, while implicit 
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ones simply represent common knowledge in the system. In addition, Singh defines 

social policies as restrictions over the kind of operations that can be performed on a set 

of commitments. 

According to Singh, by defining relationships between commitments and operations, 

different normative concepts can be defined as follows. Pledges are explicit commit-

ments arising from commissive performatives, in which all commitment operations are 

permitted. Ought commitments are those among the members of a group in which oper-

ations to cancel, delegate or assign are not permitted. Taboos are implicit commitments 

that can neither be cancelled nor overridden by other commitments. Customs or con-

ventions are implicit commitments that that can neither be cancelled nor overridden by 

other commitments but can lead to other commitments. Collective commitments are 

the conjunctions of the commitments of the individuals to the group. In Singh's view, 

obligations can be either pledges or ought commitments. 

By using his definition of commitments, Singh also provides definitions for tradi-

tional concepts as follows. Claims are what agents can demand from others and, there-

fore, they are defined as commitments. Privileges represent the freedom agents have 

from the claims of others, and power refers to the ability of an agent to force the alter-

ation of a legal relation. Finally, immunity means freedom from the power of another 

agent. 

2.10.2 Normative Reasoning 

Deontic logic refers to the logic of invitations, requests, commands, rules, law, moral 

principles, and judgments. For this reason, it has been used for a long time in the 

representation of reasoning about legal matters, i.e. to represent the way that human 

beings ought to behave according to the normative principles that drive them. Currently, 

its use in agents and multi-agent systems seems to be justified with the introduction 

of norms [173] because, by using deontic inferences, the ways in which agents must 

behave can be represented [107, 168, 169]. 

In contrast to propositions, norms do not have a truth-value and, consequently, propo-

sitional calculus cannot be used to make inferences about them. Deontic logic was cre-

ated with this objective in mind. Instead of assigning truth-values to norms, deontic 

logic uses the concept of validity of norms. Then, by defining operators on norms (sim-

ilar to those used in prepositional logic such as and, or, and not), inferences on deontic 

events are made. Until now, different kinds of deontic logics have been proposed to 

overcome different problems. For example, some but not all deontic logics allow the 

representation of the so called contrary-to-duty norms, which specify obligations that 

38 



are in force only in sub-ideal situations. 

One of the main contributions in this field is the work of Jones and Sergot [101, 102, 

151], which is directed towards the application of deontic logic both for the construction 

of legal expert systems able to analyse legal text, and also for the formal specification of 

institutions whose members are controlled by norms. They state that, at the appropriate 

level of abstraction, law, computer systems, and many other kinds of organisational 

structures may be viewed as instances of normative systems. Barbuceanu et al. [8, 9] 

also use a variant of deontic logic to enable agents to reason about forbidden and obliged 

goals based on the cost of complying with their obligations. 

2.10.3 Discussion 

The classifications of both Dignum and Singh help us to understand the different kinds 

of norms that agents must deal with, and although we do not completely agree with 

some of their definitions, there are many interesting points that deserve our attention. 

For example, by defining contracts as pairs composed of obligations and authorisations, 

Dignum highlighted the importance of those norms that specify what must be done 

when an obligation is not fulfilled. Singh's perspective is also very interesting because 

he shows how, by defining a single normative concept, the most common normative 

terms can also be defined. In addition, he notes the importance of contextualising norms 

and agents into a specific group. 

One of the major problems that we observe in Dignum's classification is that each 

category seems to be very different from others and, consequently, agents would have 

to apply a different process of reasoning for each one of them. This may complicate any 

model of normative agents. In addition, neither Dignum nor Singh provide a model for 

norms that allows agents to reason about why a norm should first be adopted and then 

complied with. 

Now, although we recognise the importance of deontic logic to represent knowledge 

and reasoning about the normative behaviour of agents into systems regulated by norms, 

its use does not address some important issues for this thesis. In particular, autonomous 

decisions of agents are difficult to model by using deontic logic because deontic logics 

deal with things that are obligatory for agents but not with things that are desired by 

agents, which is the source of many conflicts of interest. We argue that, sometimes, 

autonomous agents must decide what is more important, their social responsibilities or 

their own goals, and since this problem is not easy to represent in deontic logic, we will 

not consider its use further, but will examine alternative formalisms. 
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2 . 1 1 ( C o i w d u G i o n s 

To sum up the main points highlighted in this review chapter, we start by saying that 

motivations are the key to understanding the decisions of autonomous agents. In partic-

ular, motivations enable agents to take decisions when conflicting situations are found 

and, since the coexistence of self-interested agents in general causes conflicts, motiva-

tions must be considered to explain the behaviour of self-interested agents that must 

interact with other agents of similar characteristics. 

The BDI model of agents has been applied with great success in different domains. It 

has been taken as the basis to develop other agent models with additional characteristics 

such as those that allow agents to interact with other agents in the environment. We 

consider that the model can also be enhanced to cope with the presence of norms. This 

can aid the work of agent designers who can reuse previously designed components to 

model normative agents. 

Being autonomous does not mean being asocial. Autonomous agents work to satisfy 

their own goals but they can still cooperate with other agents or they can even join 

societies. Thus, although their autonomy sometimes becomes constrained, autonomous 

agents are able to adopt and fulfill the norms of a society. To provide an effective 

model of autonomous and normative agents, we have to explain the reason agents have 

either to create relationships with other agents or to join societies (and to adopt and 

comply with their norms). Powers and dependence are some of the explanations for 

these decisions, and although they were initially considered as relationships that emerge 

due to an agent's capabilities, they can also be explained as a result of the roles agents 

play in a society. 

Advances in the study of norms from the view of many social sciences can be ex-

ploited to create models of norms, models of agents able to reason about norms, and 

models of multi-agent systems that are regulated by norms. However, theories from 

other disciplines must be coupled with current successful models of agents in order to 

facilitate the incorporation of these new characteristics into previously developed mod-

els of agents and multi-agent systems. In addition, for a concept to be incorporated 

into the agent field, it must be well defined and formalised in order to facilitate their 

computational implementation. 

In general, the problem of modelling agents able to reason about norms is far from 

trivial, and although some research has been done, more is needed [44, 45]. Besides 

finding a model that describes the normative behaviour of autonomous agents, problems 

regarding other issues must also be faced. In particular, the following problems require 

an immediate answer. 

40 



® There is no canonical representation of nomas. Although the majority of views 

agree that norms prescribe patterns of behaviour for a set of agents, and that there 

is social pressure to enforce them, there is neither consensus about their meaning, 

nor about the components that norms must include. 

® There is no consistent way to reason about different kinds of norms. Several 

categories of norm have been already proposed; however, instead of facilitat-

ing reasoning about them, this causes confusion. They give a false indication 

that many reasoning process must be implemented for each kind of norm, which 

makes agent models much more complex. 

e To comply with norms, agents must recognise themselves as part of a system and, 

consequently, agents must have a model of the system they are in. Given that sys-

tems regulated by norms have been designed with the objective of making them 

efficient, many of the elements needed by autonomous agents to take decisions 

regarding norms have been ignored. In particular, there are no means to limit 

the authority of some agents and, therefore, agents are condemned to obey them 

forever without the possibility of leaving or staying in a society. 

® In current research on norms, no distinction is made between norms as abstract 

specifications and norms as mental attitudes from which goals for agents are de-

rived. Without considering these differences, norms being adopted, fulfilled, or 

violated by agents cannot be represented in a model for norm alive reasoning. 

By taking the perspective of individuals agents, many of the gaps in current models of 

norms, and systems regulated by norms, can be filled and, more importantly, a general 

model for agents able to reason about norms and powers can be proposed. 

41 



Chapter 3 

Grounding the Theory of Normative 

Agents 

Since many concepts regarding agents do not have a common meaning [120], before 

introducing our theories, it is necessary to provide a vocabulary that includes definitions 

for agents and the mental attitudes that determine their behaviour. However, describing 

concepts by only using natural language might introduce ambiguities because natural 

language is vague and imprecise, and this can lead to severe problems not only in the 

theories but also in any application of them [57]. Two problems arise here. On the one 

hand, definitions for agent concepts that act as building blocks to develop consistent 

theories of norms, agents that reason about norms, and multi-agent systems that are 

regulated by norms, must be provided. On the other, the means to describe in a precise 

and unambiguous manner, not only the basic concepts regarding agents but also the new 

concepts introduced in this thesis, are needed. Both problems are the main concern of 

this chapter. 

In providing a common vocabulary of precise and unambiguous terms, formal meth-

ods play an important role [170]. Formal methods are mathematical modelling tech-

niques used in the specification and design of computer systems. They allow inconsis-

tencies, ambiguities and incompleteness in a specification to be opportunely detected 

[33]. Whereas specification is the process of describing a system and its desired prop-

erties, formal specifications do so by using languages, caWed. formalisms, with a mathe-

matically defined syntax and semantics [175]. So, precision and understanding of agent 

theories can be increased if a mathematical basis is used in conjunction with natural 

language. 
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Introducing formal specifications to describe theories provides many advantages be-

cause they can be mechanically checked and, above all, they allow the properties of 

a described system to be verified. Some agent researchers have used different logics 

as formalisms to express their theories of agents, for example temporal logic, modal 

logic, and deontic logic. However, designers have had difficulty in implementing them 

because the logics are not oriented to creating software systems. Since one of the prin-

ciples of this thesis is to provide theories yielding software implementations, we need 

formalisms that facilitate this work. One of these formalisms is the language Z, which 

is adopted here to describe our theories. 

Now, there is much work that formally describes properties and terms related to 

agents [81, 142, 152], and work that goes beyond this to formally describe agents and 

multi-agent systems [62]. Thanks to them, it is not necessary to start the labour of 

defining every basic concept regarding agents and multi-agent systems from scratch. 

These frameworks provide principles and well-defined terms that can be used as the 

foundations for more sophisticated theories. In this thesis, we adopt the S M A R T agent 

framework [62] as the basis to develop our theory of norms mainly because its concept 

of motivations as the driving force that affects the reasoning of agents in satisfying their 

goals, is considered here as the underlying argument for autonomous agents to reason 

about norms. The S M A R T agent framework is also adopted because it describes how and 

why important relationships between autonomous agents emerge as a result of agents 

voluntarily satisfying the goals of other agents. This is important because norms are 

social concepts that prescribe the satisfaction of some goals from which some agents 

might benefit and, therefore, norms are also the means to relate agents. However, since 

S M A R T is intended to cover a wider range of agents and multi-agent systems, we must 

refine many of its concepts in order to make them suit our purposes. 

To satisfy the objectives of this chapter, four more sections are introduced. First, in 

Section 3.2, the reasons to adopt the Z language in this thesis are given, and the language 

itself is described. After that, the concepts of the S M A R T agent framework that are 

important for our theories are mentioned in Section 3.3. Agents and the basic mental 

attitudes that determine their behaviour are defined in Section 3.4, whereas autonomous 

agents and motivations are defined in Section 3.5 before concluding. 
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] \ h ) t a t i o n 

3.2.1 Introduction 

The formal specification language Z is a mathematical language based upon set theory 

and first order predicate calculus. Z extends the use of these languages by allowing an 

additional mathematical type known as a schema where objects and their properties are 

put together. Schemas are a powerful structuring mechanism because new and more 

complex schemas can be defined by using previously well-defined schemas. Together 

with natural language, the Z specification language enables the provision of specifi-

cations in the strict sense of software engineering [162]. That is, Z specifications are 

easy to read and understand, and the language allows incremental building of complex 

specifications, reusability and a smooth transition from specification to implementation 

through well defined techniques of refinement. Thus, a specification can be refined into 

another that is closer to executable code [175]. Moreover, since in Z every object has 

a unique type, type checkers can be used to check specifications and detect inconsis-

tences, ambiguities, and incompleteness. In particular, all the specifications provided in 

this thesis have been type-checked by using the type-checker for Z. 

The Z language can be used to describe the state of a system, and the ways in which 

that state may change. This property makes the language useful to describe agents since 

they are situated in an environment and any action they perform might change such 

an environment. The effectiveness of the Z language to specify agents properties has 

been demonstrated by Goodwin in [81] and by d'lnvemo and Luck in [58, 59, 62, 120] 

among others. There are, however, some concerns about the effectiveness of Z to model 

agent interactions because Z is not intended for the description of timed or concurrent 

events. In these cases, Z can be used in combination with other formal methods that are 

well suited for those purposes. 

In this section, rather than providing a detailed description of the Z language, general 

descriptions of the elements of Z that are used in this thesis are given. A summary of 

these elements is shown in Figure 3.1, and more information about the language and its 

use can be found elsewhere [163, 175, 179]. 

3.2.2 The Z Specification Language 

As mentioned before, the Z language is based upon set theory and a first order predicate 

calculus, hence, concepts such as set operators (i.e. union, intersection, etc.), cartesian 

product, power sets, logical operators, and universal quantifiers are used to describe 

object properties. Now, to introduce a basic type in Z, the notion of a given set is 
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used. For instance, the sentence [STUDENT] may be written to represent the set of 

all students. If it is desired to state that a variable takes on the set of students, x : 

P STUDENT must be written, whereas, if the variable is an ordered pair of students. 

To represent more complex structures, schemas are introduced. Z schemas have two 

parts; the upper declarative part, which declares variables and their types, and the lower 

predicate part, which relates and constrains those variables. The type of any schema 

can be considered as the Cartesian product of the type of each of its variables, without 

any notion of order, but constrained by the schema's predicates. For example, if we 

want to represent a class which consists of a limited set of students already enrolled, a 

schema whose declarative part includes a set of students and a variable that represents 

the maximum allowed number of students, is given as follows. 

_ Class 

maximum : N 

^enrolled < maximum 

Class is the name of the schema, and its predicate part states that the cardinality of 

the set of students is always lower than the maximum specified. This constraint must 

always be fulfilled. Each schema is a type that can be used to define new variables. 

For instance, the sentences cslOhClass and cs203:Class may represent two different 

Computer Science classes. A variable included in a schema can be accessed by writing 

the name of the schema variable followed by a dot and the name of the required variable. 

For instance, cslOl.maximum is used to refer the maximum number of students allowed 

in class cflOl. 

Modularity is facilitated in Z by allowing schemas to be included within other schemas. 

For example, to represent the students in a class who have been evaluated, the Class 

schema can be included in a new schema as follows. 

_ ClassEvaluated 

Class 

evaluated C enrolled 

Here, all variables and constraints on variables of the first schema are included in the 
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declarative and predicate part respectively in the second schema. Thus, the ClassEval-

uated schema is equivalent to the following schema. 

_ ClassEvaluatedEq 

maximum : N 

^enrolled < maximum 

evaluated C enrolled 

Besides schema inclusion, conjunction md disjunction of two schemas are permitted. 

These operations result in schemas whose declarative part is taken as the union of the 

declarative parts, whereas the predicate part represents the conjunction, or disjunction, 

of the predicate parts of each of the involved schemas. This schema calculus is a method 

of building new schemas from old ones. 

Operations on the variables of a state schema are defined in terms of changes on 

the state of such variables. An operation is denoted by the symbol A preceding the 

state schema on which the operation is performed. Specifically, an operation relates 

(initial) variables before and (final) variables after the operation. Final variables are 

denoted by dashed variables. Operations may also have inputs represented by variables 

with question marks, and outputs represented by variables with exclamation marks. For 

instance, to represent the operation to enrol a new student who has not previously been 

enrolled in a class with a limited number of places, we use the following schema. 

-Enrolling 

AClass 

newstudentl : STUDENT 

newstudent? 0 enrolled 

•^enrolled < maximum — 1 

enrolled' = enrolled U {newstudent?} 

In the above schema, the first two predicates are the constraints that must be satisfied 

before performing the operation; whereas the last predicate represents the results of the 

operation. When the operation does not change a state schema, it is preceded by the 

symbol S. Composition of operations on schemas is also possible. The composition 

operator is denoted by the fat semicolon §, and indicates that the final states of the first 
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operation are taken as the initial states of the second. For example, if an operation which 

gives as output the number of students already enrolled in a class is required, a schema 

is written as follows. 

-HowMany. 

EClass 

totall : N 

totall = ij^enrolled 

Now, to represent an operation that enrols a student in a class, and then displays how 

many students there are, we use the following composition operation. 

EnrollandCount = Enrolling g HowMany 

A relation type expresses some relationship between two existing types, known as 

the source and the target types. The type of a relationship with source X and target Y 

is P(Z X F). A relation is therefore a set of ordered pairs. When no element from the 

source type can be related to two or more elements from the target type, the relation is a 

function. For example, the relation below defines a function which relates nl to n2, n2 

to n3, and n3 to n2. 

Rell = {(nl,n2), («2,n3), (n3,«2)} 

A total function (—>) is one for which every element in the source set is related, 

while a partial function (-+») is one for which not every element in the source is related. 

The domain (dom) of a relation or function comprises those elements in the source 

set that are related, and the range (ran) comprises those elements in the target set that 

are related. In the example above, domi?gZl — {nl, n2, n3}and ran/?eZl = {n2, n3}. 

The inverse of a relation is obtained by reversing each of the ordered pairs so that the 

domain becomes the range, and the range becomes the domain. A sequence {seq) is a 

special type of function where the domain is the contiguous set of numbers from 1 up 

to the number of elements in the sequence. For example, the relation below defines a 

sequence. 

= {(1, M4), (2, n3), (3, n2)} 

Sets of elements can be defined in Z by using set comprehension. For example, the 

following expression denotes the set of squares of natural numbers greater than 10: 
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{x : N ! X > 10 • jc * %}. Functions, relations, and variables can be also defined outside 

an schema by using axiomatic definitions. Axiomatic definitions, like schemas, contain 

declaration and predicate parts. All elements defined through an axiomatic definition 

are considered as global elements that can be used in any subsequent schema. The 

following example defines a function that gives the square of a natural number. 

square ; N —)• N 

Vn ; N ® square{n) = n*n 

TTliie siA/L/iRr jAigreiart IfiiaumerwoirkL 

In providing a common vocabulary of terms regarding agents and their behaviour, the 

use of very well founded frameworks for agents and multi-agent systems avoid the work 

of starting from scratch and reduce the risk of having inconsistences at low levels. In 

this thesis, the SMART (structured and Modular Agents and Relationship Types) agent 

framework developed by Luck and d'Invemo [62] has been adopted. It contains very 

well defined concepts regarding agents and their interactions in multi-agent systems that 

are considered here as the basis for our work on norms. 

S M A R T describes the environment as a collection of entities of four different types 

which are organised in a hierarchy. Entities are things in the environment that can be 

described by using a set of attributes. Objects are entities capable of doing some actions. 

Agents are objects capable of achieving goals, and autonomous agents are agents with 

motivations. Then, motivations are defined as desires or preferences that affect the 

outcome of any decision-making process. Goals and motivations are crucial to define 

agency and autonomy because agents can satisfy goals, but autonomous agents also 

have reasons to satisfy them. Thus, the framework clearly distinguishes between what 

must be done (goals) from the reasons for which it must be done (motivations). This 

is very important in our work about norms since we consider that autonomous agents, 

rather than adopting and complying with norms as an end, have reasons to do so, and 

that these reasons can be explained in terms of their goals and motivations. 

In S M A R T the concept of agent interaction is key to defining multi-agent systems. It 

explains interaction as a result of an agent satisfying the goal of another. Then, multi-

agent systems are defined as systems that contain two or more agents where at least 

one of them is autonomous. In these systems, there is at least one relationship between 

two agents one of which is satisfying the goal of the other, and from which interaction 

between agents emerges. S M A R T describes how, through adoption of goals, different 

relationships between agents arise in a multi-agent system. Particularly important for 
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this thesis are the relationships of cooperation where autonomy plays an important role 

in distinguishing between doing something as an end or as a voluntary decision. Thus, 

for agents to adopt a goal, they must be convinced rather than being imposed. So, 

autonomous agents cooperate when they have voluntarily agreed to adopt the goal of 

other agent. 

Being able to identify the relationships in which they are involved, allows agents to 

exploit the capabilities of others to achieve their own goals. This capability is important 

when agents have to evaluate alternative plans in which other agents might be affected. 

Voluntary relationships are key for modelling agents able to decide on their own whether 

to enter and remain in a society (and, therefore, to comply with its norms) is important 

for their own goals. 

Since the framework is intended to cover a wide range of agents, an internal agent 

architecture is not prescribed. Nevertheless, Luck and dTnvemo provide an example of 

how a specific architecture can be incorporated into S M A R T [59]. In our case, a BDI-like 

agent model is also used to describe the normative behaviour of agents, and some of the 

concepts defined in this chapter have already been defined in S M A R T . However, new 

concepts are also introduced. In particular, those concepts that correspond to the rela-

tions between goals (Subsection 3.4.4) and the importance of goals (Subsection 3.5.2) 

are new aspects of our model. 

3.4 Agents 

BDI is one of the most successful model of agents, and it has been chosen as the starting 

point towards a model of normative agents. In a BDI model, agents are endowed with 

different mental attitudes (namely beliefs, desires and intentions) which together with 

processes to decide what to do {deliberation processes) and processes to decide how 

to do it {means-ends reasoning) determine their behaviour [177]. Besides mental atti-

tudes, a definition for agents and some goal relationships are provided in this section. 

Descriptions of the processes of deliberation and means-ends reasoning can be found 

elsewhere [15, 141, 176], and the cases in which these processes are affected by norms 

will be described in detail in subsequent chapters. 

3.4.1 Primitives 

Agents are situated in an environment that can be described as a set of attributes [117]. 

An attribute is defined as a perceivable feature of the world and can, therefore, be 

represented as a predicate or its negation. Details of predicate representations are not 
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relevant for this work but can be found elsewhere [58, 59]. Here, predicates are formally 

defined as given sets, which means that we need say nothing more about them. 

[Predicate] 

Now, the formal representation of attributes is given through d^free type definition in 

Z language. It states that attributes are either positive predicates (those preceded by pos) 

or negative predicates (those preceded by neg). 

Attribute ::= pos {{Predicate)) \ neg {{Predicate)) 

The state of the environment is defined as a set of attributes that describes all the 

features of the world that hold at a particular time. 

EnvState == Pj Attribute 

Actions are discrete events that change the state of the environment when performed. 

Then, the set of all possible actions that can be performed in an environment is formally 

defined as follows. 

j Action : F{EnvState -4 EnvState) 

3.4.2 Beliefs 

Beliefs are internal representations of the information that one agent has about both 

itself and its environment. Due to the limited perception of agents, beliefs are not always 

true; however, they persist until an agent obtains new information that contradicts them. 

Beliefs are formally defined as attributes. 

Belief == Attribute 

3.4.3 Goals 

Goals are defined as states of the world that an agent wants to bring about and, although 

an agent may have several goals, just one will be carried out at one time. Since states of 

the world can be represented as predicates or their negation, we also use a non-empty 

set of attributes to formally define goals as follows. 

Goal == Pj Attribute 

51 



A goal is considered as satisfied if the state that represents it is a logical consequence 

of the current state of the environment. Defining if a state is a logical consequence of 

another is computationally intractable and, although this can be easily done by humans, 

it can also require a huge quantity of computational work [143]. Dealing with this 

problem is beyond the scope of this thesis; instead, we abstract it and introduce a new 

predicate (logicalconsequence) which is true when the second argument is a logical 

consequence of the first. 

I logicalconsequence_ : F{F Attribute x f Attribute) 

The formal representation of a satisfied goal can then be given as follows. 

satisfied- : f'{Goal x EnvState) 

Vg : Goal, st; Env State # 

satisfied (g, st) ^ logicalconsequence [st, g) 

3.4.4 Goal Relationships 

To take effective decisions, agents assess how, by satisfying some goals, other goals 

might be affected. We start with goals that negatively affect others by defining goals 

in conflict. Sometimes a conflict is easy to observe because the state of one goal is 

simply the negation of the other, such as being outside a room and being inside it at the 

same time. In general, however, conflicting situations are more difficult to identify. For 

example, cleaning a room and watching a favourite TV programme can be in conflict if 

both activities take place at the same time and in different locations. Formally, we say 

that a goal conflicts with another when the second is not a logical consequence of the 

first. This relationship is formally represented as follows. 

conflicts^ : ¥[Goal x Goal) 

Vgi,g2 : 

Knowing when a goal is a subgoal of another is also important for our aims. Sub-

goals are, in an intuitive sense, those goals that contribute towards the satisfaction of a 

goal. That is, a goal contributes to another when the first represents a step towards the 

satisfaction of the second as, for example, when a tourist buys a flight ticket as a first 

step towards going her holiday. Following this intuitive meaning, some properties for 

subgoal relationship can be given as follows [63]. 
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Subgoals are consistent; that is, a subgoal cannot prevent its super goal. A goal is a 

subgoal of itself (the relation is reflexive). The subgoal relationship is also transitive, 

so that subgoals of a subgoal, are also subgoals of the super goal. Finally, no goal 

has an infinite chain of subgoals (the relation is well-founded). Formally, the subgoal 

relationship is a consistent relation whose domain and range are defined in the set of all 

the goals. It is reflexive, transitive, and well-founded, and it is represented as follows. 

subgoaL : F{Goal x Goal) 

Vgi,g2 : G W # (-< (gngs)) 

Vgi : G W e jwAgooZ (gi, g i ) 

Vgi,g2,g3 : 

( ( W ' g W (gi.gs) A (g2,g3)) =)' (gl,g3)) 

Vg : GooZ # (#{gi : G W | ^w^gW (gi,g)} E N) 

Now, we say that a goal benefits another goal if the first is a subgoal of the second. 

This is formally described below. 

benefits-.: P(GoaZ x Goal) 

Vgi,g2 : GoaZ# 

(gi,g2) ^w6goaZ (gi,g2) 

A goal hinders another if the first conflicts with one of the subgoals of the second. 

The formal representation of the hinders relation is given below. Notice that although a 

goal is a hindrance to another, it does not mean that this latter goal cannot be satisfied 

because agents can find other ways to satisfy their goals. 

hinders- : F(Goal x Goal) 

Vgi,g2 : G W # 

(gi,g2) <=> (3&3 : G W # 

(^M6gW (g3,g2) A (gi.gs))) 

3.4.5 Plans 

Recipes for action that describe how a goal can be achieved are known as plans. They 

are usually described as sequences of actions that can be executed when certain condi-

tions in the envirormient are satisfied. Since environments are dynamic, agents cannot 

know in advance how the world might change, nor opportunities or difficulties that they 
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could face in the future. As a result, not all the details of a plan can be specified from 

the beginning [140]. Instead, some subgoals are included in plans to represent desired 

states, but without a corresponding subplan to achieve them. The selection of a plan 

for each subgoal is made only at the time at which the subgoal must be satisfied. The 

structure for plans adopted in this work is quite similar to that used in dMARS and 

AgentSpeak(L) [58, 59, 142]. First, we define a branch, or step, in a plan as either an 

action directly executed by an agent, or a goal (subgoal) that must be satisfied for the 

plan to continue. 

Branch ::= actionstep{{Action)) | goalstep{{Goal)) 

At execution time, when a subgoal in a plan is reached, a new plan is selected in order 

to satisfy that subgoal. In this way, the original plan is expanded to create a stack of 

plans as shown in Figure 3.2. The plan at the top of the stack corresponds to the most 

recent subgoal, and the plan at the base of the stack corresponds to the original goal. In 

the illustration, the original goal is go- A plan starting with an action ai , a subgoal gi, 

and an action og, is selected to satisfy it. After action ai is executed, a plan to satisfy 

gi is added to the top of the stack of plans. Then, actions as and 04 are executed and a 

plan to satisfy g2 is added to the stack. As soon as the plan to satisfy g2 finishes, it is 

removed firom the top of the stack, and the plan to satisfy gi continues. When the stack 

is empty, the original goal could be considered as satisfied. 

FIGURE 3.2: Stack of Plans 

The body of a plan is a non-empty sequence of actions or goals. The most simple 

plan can be described as one whose body contains just an action. That is, the execution 

of the action leads to the satisfaction of the goal. 

Body == seqBranch 

A general model of a plan is given in the schema below. It includes the goal that 

can be satisfied by executing all the actions and satisfying all the subgoals included in 
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the body. The context is the state in the environment that must be true for a plan to be 

applied. 

_ Plan 

goal: Goal 

body : Body 

context; f Attribute 

In addition, functions to find either all actions (planactions) or subgoals (plangoals) 

included in a plan's body are defined as follows. 

plangoals : Body —> P Goal 

planactions : Body -4 f Action 

V b ; Body, gs ; P Goal; acts : P Action ® 

{plangoals b = gs g : gs 9 

3br : Branch m br E ran6 A g = goalstep~^br)) A 

{planactions b — acts ^ (V ac : acts ® 

3br : Branch • br E rmb A ac = actionstep~^br)) 

3.4.6 Intentions 

Once a plan is selected to satisfy a goal, a plan instance is created. A plan instance 

is a copy of the original plan that now serves as a mental attitude directing behaviour 

as opposed to a recipe for behaviour. The distinction between plans as recipes and 

plans as mental attitudes is very important in the study of deliberative agents, and we 

distinguish them by calling the former plans, and the latter plan instances, whose formal 

representation is as follows. 

Planlnstance == Plan 

Once a goal is selected from an agent's desires, and a plan is selected to achieve it, 

the plan forms the basis of an intention that will direct the future behaviour of the agent 

[16]. An intention represents the commitments that one agent creates in order to achieve 

a goal [34]. As mentioned before, for each goal a sequence (or stack) of plan instances 

is created and all these plan instances are part of an intention. An intention is formally 

defined as a sequence of plan instances, and is represented as follows. 

Intention == seqPlanlnstance 
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Defining intentions in this way gives agents flexibility for the achievement of goals 

because if an instantiated plan fails, agents have the opportunity to find another plan. 

3.4.7 Agent Definition 

To distinguish one agent from another, a unique name is assigned to each agent. The set 

of all agent names is defined below. 

[AgentName] 

An agent is an entity capable of satisfying some goals [62]. It has an identity {self) 

that makes it different from other agents. An agent is essentially defined by its plan 

library, which contains all the recipes for action the agent knows about, and its ca-

pabilities or specific actions. At run-time, an agent will typically have sets of beliefs, 

intentions and goals which are generated in response to changes in the environment 

through the reasoning and action control cycle of the agent. These components define 

the agent as it is acting in the world, and they are the key artifacts that are manipulated 

to ensure effective behaviour. The schema below formalises an agent. 

_ Agent 

self : AgentName 

planlibrary: ¥ Plan 

capabilities : Pj Action 

beliefs : Belief 

goals : P^ Goal 

intentions : ¥ Intention 

planlibrary ^ 0 

capabilities ^ 0 

goals ^ 0 

3.5 

3.5.1 Motivations 

According to Luck and dTnvemo [117, 120] motivations are any desires or preferences 

that can lead to the generation and adoption of goals, and which affect the outcome of 
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any reasoning process intended to satisfy these goals. To represent motivations, first a 

set of symbols representing the identity of all motivations is defined. 

[MotiveSyfn\ 

Each motivation has two associated elements: a symbol and an intensity [119]. The 

symbol is the identity of the motivation. The intensity is a value which represents how 

much an agent is motivated. This value changes according to an agent's beliefs, so that 

an agent's motivations are not always at the same level and, consequently, the focus of 

attention of an agent might change. The higher the intensity, the more motivated an 

agent. A schema for motivations is given as follows. 

-Motivation 

symbol; MotiveSym 

intensity : N 

3.5.2 Motivated Goals 

Contrary to definitions that take motivations as goals [158, 159], the SMART framework 

clearly states the difference between them. Whereas goals are states that an agent wants 

to bring about, motivations are preferences that drive the behaviour of agents. Agents 

work to satisfy their goals, but when decisions must be taken, agent preferences are 

considered. The range of these decisions covers many aspects such as which goals to 

pursue, which goals to prefer, which goals to adopt, or even which society an agent 

wants to belong to. As Luck and d'Invemo state [117, 120], motivations are the main 

characteristic of autonomous agents. 

In general, an autonomous agent's goals are associated with a unique set of motiva-

tions which are different for each agent. Thus, agents show their individual preferences 

towards particular goals. Then, it is said that an autonomous agent's goals are moti-

vated. A motivation-goal association is formally defined as a relationship between a set 

of motivations and a goal, and is represented as follows. 

MotivationGoal == T Motivation x Goal 

The relationship above allows us to define the importance of a goal as the intensity of 

the highest of its associated motivations. The higher the motivation, the more important 

the goal. There might be other forms to define the importance of a goal. For instance, 

we can define it as the sum of all the intensities of the motivations associated with the 
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goal or as the average of these intensities. For the purpose of this thesis it is not relevant 

which definition is chosen, only a means to express the preferences of an agent for a 

goal, and the means to compare two goals are needed. 

A formal representation of a function to get the importance of a goal is given through 

the goalimportance axiomatic definition, which takes a set of motivation-goal associa-

tions and a goal as arguments. The function is divided into two cases. First, the impor-

tance of a goal is nil when there are no motivation-goal associations (i.e. agents are not 

autonomous) or there is no motivation-goal association corresponding to the required 

goal (i.e. the goal is not motivated). Otherwise, the importance of a goal is given by the 

motivation with the highest intensity. 

goalimportance : (P MotivationGoal x Goal] N 

\/ gms : f MotivationGoal-, g : Goal] imp : N ® 

{goalimportance {gms, g) = 0 {gms = 0 V 

-I {3gm : gms e g = second gm))) V 

{goalimportance {gms, g) = imp ^ {gms ^ 0 A 

(3 gm : gms | g = second gm # 

(3 m : {first gm) # {imp = m.intensity A 

(V/Mg : {first gm) # imp > m2.intensity)))))) 

In Figure 3.3, an example of motivation-goal associations is shown. Vertical bars 

represent the intensity of the corresponding motivation of a particular goal. In the figure, 

goal is associated with three motivations, mi, mg, and mg. The importance of gi 

is the intensity of motivation mg. In the same way, goal g2 is associated with two 

motivations, m^ and and its importance is the intensity of the motivation Then, 

when comparing these goals, an agent prefers g2 over gi, because the importance ofgg 

is higher than the importance of gi. 

FIGURE 3 . 3 : Motivated Goals 
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Instead of comparing two goals, sometimes comparing sets of goals is needed. Then, 

a way to define the importance of a set of goals must be given as well. As for the 

importance of a goal, there might be several alternatives to define the importance of a 

set of goals. For instance, we can either define it as the importance of the most motivated 

of the goals, or define it as the sum of the importance of each goal. In the first definition 

only one goal is considered to determine the importance of a complete set, whereas in 

the second, all the goals included in the set contribute to this value. Again, for our 

purposes, having the means to compare two goals and two sets of goals is enough, and 

only the first definition is considered. This is formally represented in the function below 

which states that the importance of a set of goals is defined as the importance of the most 

motivated goal in the set. 

importance : {F MotivationGoal x FGoal) -4- N 

\/gs : FGoal] gms : FMotivationGoal-^ imp : N ® 

importance {gms^gs) = imp 

(Vg2 : gs * goalimportance {gms,gi) > goalimportance {gms,g2))) 

3.5.3 Autonomous Agent Definition 

Based on the S M A R T framework, an autonomous agent is an agent with motivations 

which determine not only the goals that the agent is able to generate, but also its pref-

erences. All of its goals are motivated (i.e. all goals have a unique set of associated 

motivations) and, therefore, the importance of each one of them can be obtained. The 

schema below represents an autonomous agent as an agent whose motivations are not 

empty (shown in the first predicate), and with a set of motivation-goal associations 

{gms). The second predicate states that for all goals, there exists a motivation-goal as-

sociation with a set of motivations that is never empty. Finally, the last predicate states 

that only one set of motivations is associated with the same goal. 
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-AutonomousAgent 

Agent 

motivations : P Motivation 

gms : F MotivationGoal 

motivations ^ 0 

V g : g o a k # (3^ g m : ^ 0 A g = feco /wf g m ) ) 

\/ms ; ¥ Motivation-, g : goals; gm : gms ® 

{ms C motivations A gm = {ms^g)) 

(V/M/ : TMotivation; gm' : gms j gm' — {ms', g) »ms = ms') 

3.6 Conclusion 

This chapter provides definitions for the elements considered necessary to develop our 

theory about norms, agents and multi-agent systems. The S M A R T agent framework 

has been fundamental for this labour. Particularly important is the notion of motivated 

agency which provides the basis for understanding the decisions that autonomous agents 

take. The range of these decisions covers many aspects such as which goals to pursue, 

which goals to prefer, which goals to adopt, or even which society an agent wants to 

belong to. 

Besides providing definitions for classical concepts such as beliefs, goals, plans, in-

tentions and motivations, the chapter provides formal ways to identify goals that are in 

conflict, goals that benefit from other goals, and goals that can be hindered by others. 

Identifying these relationships is important for agents to assess the consequences, on 

their goals, of satisfying external goals. Associations between goals and motivations to 

define motivated goals are also given in the chapter. By doing so, the importance of 

goals is defined. This is a key concept that will be used in the remains of this thesis to 

show how motivations drive the normative behaviour of agents. Thus, on the basis of 

the importance of goals many decisions regarding norms will be taken. 

Agents and autonomous agents are defined following the S M A R T hierarchy of agents. 

However, these are not simple repetitions because we have extended their characteristics 

towards a model for normative agents. There are other aspects regarding motivations 

and goals that are not considered here, such as, how agents' motivations change accord-

ing to changes in the environment, or how agents select goals to be intended based on 

their motivations. Although important, these aspects are not relevant for our work on 

norms but can be found elsewhere [83]. 
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Chapter 4 

A Normative Framework for 

Agent-Based Systems 

4.1 Introduction 

Since many conflicts of interest may appear when the actions of an agent negatively af-

fect the goals of others, the behaviour of self-interested agents that coexist in a common 

world must be regulated [148]. The role of norms is precisely to avoid these conflicts be-

cause they prescribe what is permitted and what is forbidden in a society. Norms specify 

the responsibilities and benefits for the members of a society and, consequently, agents 

can make their plans for action based on the expected behaviour of others. Knowing 

what to expect from others may reduce the number of necessary interactions to achieve 

agreement among agents [3], so the complexity of some decision-making processes can 

also be reduced. Norms also formalise agreements between agents that promise to do 

something and agents that expect that thing to be done. In general, all kinds of ac-

tivities that require the coordinated participation of more than one agent are possible 

thanks to the introduction of norms [94]. Given these characteristics, the introduction 

of norms in multi-agent systems has been considered as an important factor to increase 

the effectiveness of the work of agents [37, 45]. 

To incorporate norms in multi-agent systems, efforts have been done to describe and 

define the different types of norms that agents have to deal with [53,157]. However, this 

work has not led towards a model that facilitates the computational representation of any 

kind of norm. Each kind of norm appears to be different, which also suggests that if we 

want to model agents able to reason about norms, different processes of reasoning must 

be proposed. There is also work that introduces norms in systems of agents to represent 

societies, institutions and organisations [51, 55, 69, 127, 144, 153]. This research has 

primarily been focused at the level of multi-agent systems where norms represent the 
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means to achieve coordination among their members. There, agents are assumed to 

be able to comply with norms, to adopt new norms, and to obey the authorities of 

the system. Nothing is said about the reasons why agents will be willing to adopt and 

comply with norms, nor about how agents can identify situations in which an authority's 

orders are beyond its responsibilities. That is, although agents in such systems are said 

to be autonomous, their models of norms and systems regulated by norms do not offer 

the means to explain why autonomous agents that are working to satisfy their own goals, 

still comply with their social responsibilities. 

We can say that there are two omissions in the introduction of norms into multi-agent 

systems. One is the lack of a canonical model of norms that facilitates their implemen-

tation, and that allows us to describe the processes of reasoning about norms. The other 

refers to considering, in the models of multi-agent systems regulated by norms, the per-

spective of individual agents and what they might need to effectively reason about the 

society in which they participate. Both are the concerns of this chapter, and the main 

objective is to present a formal framework for norms and normative multi-agent systems 

where emphasis is placed on those aspects that might affect an agent's goals and that 

can help agents in deciding what to do regarding norms. 

The organisation of the chapter is as follows. Section 4.2 analyses different properties 

of norms. This analysis is then used to justify the elements that a general model of a 

norm must include in order to enable autonomous agents to reason about them. In 

Section 4.3 a discussion of different categories of norms is presented. These categories 

are formalised by using our proposed model of norms. In Section 4.4, the concepts of 

norm instances and interlocking norms are introduced, whereas in Section 4.5 the main 

properties of systems of autonomous agents that are regulated by norms are discussed, 

their components are defined, and a model is presented. This section also provides a 

way to identify general normative roles for agents. Section 4.6 analyses the dynamics 

of a system that results not only from the presence of norms, but also from the normative 

behaviour of agents within it, and defines the different possible states of a norm. Finally, 

a summary is given, the contributions are presented, and related work is compared and 

discussed. 

4.2 Norms 

4.2.1 Introduction 

Norms are mechanisms to drive the behaviour of agents especially in those cases when 

their behaviour affects other agents. Norms can be characterised by their prescriptive-
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ness, sociality, and social pressure. In other words, 

® a norm tells an agent how to behave (prescriptiveness)-, 

® in situations where more than one agent is involved {sociality)-, and 

® since it is always expected that norms conflict with the personal interest of some 

agents, socially acceptable mechanisms to force agents to comply with norms are 

needed {social pressure). 

By analysing these properties, the essential components of a norm can be identified. 

These components must enable agents to reason about why a norm should be complied 

with. 

4.2.2 Norm Components 

Norms specify patterns of behaviour for a set of agents. These patterns are sometimes 

represented as actions to be performed [5, 165], or restrictions to be imposed over an 

agent's actions [3,133,153]. At other times, patterns of behaviour are specified through 

goals that must be either satisfied or avoided by agents [39,157]. Now, since actions are 

performed in order to change the state of an environment, goals are states that agents 

want to bring about, and restrictions can be seen as goals to be avoided, we argue that 

by considering goals the other two patterns of behaviour can be easily represented (as 

is shown later on in Section 4.2.4). 

In brief, norms specify things that ought to be done and, consequently, a set of nor-

mative goals must be included in a norm. Sometimes, these normative goals must be 

directly intended, while at other times their role is to inhibit specific states (as in the 

case of prohibitions). 

Norms are always directed at a set of addressee agents which are directly responsible 

for the satisfaction of the normative goals. The set of addressee agents may contain 

all the agents in the system, as with a mutually understood social law, or it might just 

contain a single agent. Moreover, sometimes to take decisions regarding norms, agents 

not only consider what must be done but also for whom it must be done, agents that 

benefit from the satisfaction of normative goals may also be included in a norm. 

In general, norms are not applied all the time, but only in particular circumstances 

or within a specific context. Thus, norms must always specify the situations in which 

addressee agents must fulfill them. Exception states may also be included. These ex-

ception states represent situations in which addressees cannot be punished when they 
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have not complied with norms. Exceptions represent immunity states for all addressee 

agents in a particular situation [146]. 

To ensure that personal interests do not impede the fulfillment of norms, mechanisms 

either to promote compliance with norms, or to inhibit deviation from them, are needed. 

Norms may include rewards to be given when normative goals become satisfied, or 

punishments to be applied when they are not. Both rewards and punishments are the 

means for addressee agents to know what might happen whatever decision they take 

regarding norms. They are not the responsibility of addressees agents but of other agents 

already entitled to either reward or punish compliance and noncompliance with norms. 

Since rewards and punishments represent states to be achieved, it is natural to consider 

them as goals. 

4.2.3 Norm Model 

Normative Goals 

Addressees 

Beneficiaries 

Context 

Exceptions 

Rewards 

Punishments 

FIGURE 4 . 1 : The Model of a Norm 

Specifically, an agent may have access to certain norms which can be represented 

as data structures relating to social rules. Our proposed model of norms contains the 

components illustrated in Figure 4.1 and described as follows. 

• A set of normative goals that the relevant group of agents must seek to achieve. 

® Each norm applies to a certain set of agents, which may be all agents in a society, 

or just a limited subset of them. In either case, however, the addressee agents that 

should obey the norm are included. 

» Typically, there is also a set of beneficiary agents, which are those agents that 

might specifically gain from addressee agents fulfilling the norm. 
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» The context of a norm refers to the enviromental state that must be believed by an 

agent for a norm to be complied with. For example, if an agent enters a library, 

the norm of being quiet must be triggered. 

® The model also includes exceptions, which are states of the world that exempt 

addressee agents from the duties specified by the norm. 

® Finally, it may be that addressee agents obtain some reward if norms are complied 

with, or punishments if they are not. 

In other words, a norm must be considered for fulfillment by an agent when certain 

environmental states, not included as exception states, hold. This norm forces a group 

of addressee agents to satisfy some normative goals for a (possible empty) set of ben-

eficiary agents. In addition, agents are aware that rewards may be enjoyed if norms 

become satisfied, or that punishments that affect their current goals can be applied if 

not. 

The formal specification of a norm is given in the Norm schema. All the components 

of norms described above are included, together with some constraints on them. First, 

it does not make any sense to have norms specifying nothing, norms directed at nobody, 

or norms that either never or always become applied. Thus, the first three predicates 

state that the set of normative goals, the set of addressee agents, and the context must 

never be empty. The fourth predicate states that the set of attributes describing both the 

context and exceptions must be disjoint to avoid inconsistencies in identifying whether 

a norm must be applied or not. The final constraint specifies that punishments and 

rewards are also consistent and, therefore, they must be disjoint. 

-.Norm 

normativegoals; P Goal 

addressees : ¥ AgentName 

beneficiaries : T AgentName 

context: EnvState 

exceptions : EnvState 

rewards : P Goal 

punishments ; P Goal 

normativegoals / 0 

addressees 7̂  0 

context 7̂  0 

context n exceptions = 0 

rewards PI punishments = 0 
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4.2.4 Permitted and Forbidden Actions 

Sometimes it is useful to observe norms not through the normative goals that ought 

to be achieved, but through the actions that can lead to the satisfaction of such goals. 

Then, actions that are either permitted or forbidden by a norm are considered as follows. 

If there is a situation state in which a norm must be fulfilled, and the results of an 

action benefit the achievement of the associated normative goal, then such an action is 

permitted by the respective norm. For example, the action of leaving a building through 

an emergency exit is an action that is permitted by the norm of being outside every time 

a fire alarm becomes activated. Formally, since both goals and the results of actions are 

defined in terms of states of the environment which are represented by a set of attributes, 

we say that an action is permitted by a norm in a particular state of the environment, if 

and only if the context in which such a norm must be applied is a subset of this state, 

and the results of the action benefit one of the normative goals of the norm (as defined 

in Subsection 3.4.4). 

permitted- : T{Action x Norm x EnvState) 

V a : Action] n : Norm] env : EnvState e 

permitted (a, n, env) n.context C env A 

{3g : n.normativegoals » benefits {a {env),g)) 

By analogy, forbidden actions are defined as those actions leading to a situation which 

contradicts or hinders the normative goal. For example, the action illegal parking is an 

action forbidden by a norm whose normative goal is to avoid parking in front of a 

hospital entrance. Formally, we say that an action forbidden by a norm in a particular 

state of the environment, if and only if the context in which such a norm must be applied 

is a subset of this state, and the results of the action hinder one of the normative goals 

of the norm. The definition of hinders predicate is given in Subsection 3.4.4. 

forbidden^ : T{Action x Norm x EnvState) 

Vo : Action; n : Norm; env : EnvState ® 

forbidden {a, n, env) 4* n.context C env A 

(3g : n.normativegoals # hinders {a {env),g)) 

In other words, if an action is applied in the context of a norm, and the results of 

this action benefit the normative goals, then the action is permitted. However, when the 

action hinders the normative goals instead of providing benefits, then it is forbidden. 

66 



$-3 C ^ a t e g ^ o r i e s c f f^cwnnis 

4.3.1 Introduction 

The term norm has been used as a synonym for obligations [12, 54], prohibitions [52], 

social laws [153], and other kinds of rules imposed by societies (or by an authority). 

The position of our work is quite different. It considers that all these terms can be 

grouped in a general definition of a norm, because they have the same properties (i.e. 

prescriptiveness, sociality and social pressure) and they can be represented by using 

the same model. They all represent responsibilities for addressee agents, and create 

expectations for beneficiaries and other agents. They are also the means to support 

beneficiaries when they have to claim some compensation in the situations where norms 

are not fulfilled as expected. Moreover, whatever the kind of norm being considered, its 

fulfillment may be rewarded, and its violation may be penalised. 

What makes one norm different from another is the way in which they are created, 

their persistence, and the components that are obligatory in the norm. Thus, norms 

might be created by an agent designer as built-in norms, they can be the result of agree-

ments between agents, or they can be elaborated by a complex legal system. Regarding 

their persistence, norms might be taken into account during different periods of time, 

such as until an agent dies, as long as an agent stays in a society, or just for a short 

period of time until its normative goals become satisfied. Finally, some components of 

a norm might not exist; there are norms that include neither punishments nor rewards, 

even though they are complied with. Despite these differences, all types of norms can 

be reasoned about in similar ways. Some of these characteristics can be used to provide 

a classification of norms into four main categories: obligations, prohibitions, social 

commitments and social codes as shown in Figure 4.2. Below we explain each of these 

in turn. 

Norms 

Obligations Prohibitions 
Social 
Codes 

FIGURE 4 . 2 ; Categories of Norms 
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4.3.2 Obligations and Prohibitions 

Obligations and prohibitions are norms whose purpose is to ensure the coordination 

of individuals in a society, and which agents adopt once they become members of the 

society. Agents adopt these norms because they represent the means to satisfy other 

important goals. Generally, addressee agents do not participate in their creation, but 

there are some agents entitled to do so. Obligations and prohibitions are considered by 

agents to be complied with, as long as they stay in a society. The main characteristic of 

these kinds of norms is that punishments are applied to those agents that offend them. 

Norms adopted by a secretary in an office, by workers in a factory, or by students in a 

university are some examples. Formally, an obligation is a norm in which violation is 

always penalised. To represent an obligation, the schema of a norm is used by imposing 

a constraint on punishments as follows. 

_ Obligation 

Norm 

punishments ^ 0 

Whereas obligations represent goals that addressees must bring about, prohibitions 

represent goals that should be avoided. Since goals are represented as desired states, and 

states are represented as predicates or their negation, normative goals of prohibitions can 

be easily represented as negated goals. Consequently, no further distinction between 

obligations and prohibitions is given, and they have the same formal representation. 

Prohibition —= Obligation 

4.3.3 Social Commitments 

The second category of norms corresponds to social commitments. These are norms 

derived from agreements or negotiations between two or more agents [94]. They are part 

of a deal between two sets of agents and, consequently, addressees participate actively 

in their creation. Normative goals, rewards and punishments of this kind of norm are 

agreed rather than imposed. Once the normative goals of a social commitment are 

satisfied, rewards can be claimed. For this reason, social commitments sometimes come 

in pairs, one specifying what must be done in the first instance, and the other specifying 

what must be done when the first social commitment becomes fulfilled. Beneficiaries of 

a social commitment are, in general, responsible for monitoring its fulfillment. Contrary 

to obligations, social commitments are temporary, because they may disappear once the 
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normative goals become satisfied. Social commitments are formally specified, in the 

schema below, as norms whose fulfillment is always rewarded. 

_ SocialCommitment 

Norm 

rewards ^ 0 

4.3.4 Social Codes 

Our third category of norms is social codes. These are norms that are accepted as 

general principles by the members of a society or a particular agent group. Rather than 

being forced through punishments or rewards, social codes are complied with as ends 

in themselves. They are motivated to be fulfilled because of the empathy or sympathy 

that addressee agents have towards other agents (specially towards agents that benefit 

from the norm), or because addressee agents want to express their social conformity. 

Examples of these kinds of norms can be norms that prescribe that elderly people must 

have priority for seats on buses, norms that state that garbage must not be thrown on 

the street, or norms that state that any personal information provided to an institution 

is confidential. Formally, social codes are norms which have neither punishments nor 

rewards (at least explicitly). They can be represented as follows. 

_ SocialCode 

Norm 

rewards — 0 

punishments = 0 

In the remainder of this thesis, and in accordance with its definition, the term norm is 

used as an umbrella term to cover every type of norm, namely obligations, prohibitions, 

social commitments and social codes. The particular names will be referred to when 

needed. 

4.3.5 Discussion 

By using the proposed model, different kinds of norms varying from laws in a society, 

to norms in a family, obligations in an organisation, and even agreements among friends 

can be represented. Table 4.1 shows some raw examples of norms. 
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Social Law Everyone must pay council tax during November, except full-time stu-
dents, otherwise fines of £100 must be paid. 

Family Rule All children must be at home at 9:00 pm, otherwise they will not get 
dinner. 

Job Regulatiorii All workers must produce n pieces of work during their working day, 
otherwise they will fired. 

Job Regulation2 All workers on the production line must receive a monthly payment as 
soon as they comply with Job Regulatiorii. 

Commitments If Mike pays for the cinema tickets on Saturday, Ron will pay for dinner 
for both. 

TABLE 4 . 1 : Examples of Norms 

NormativeGoals Paying council tax 

Addressees All people over 18 

Beneficiaries City Council 

Context November each year 

Exceptions Full-time students 

Rewards -

Punishments Fines up to £100 

NormativeGoals Being at home 

Addressees Children living in a house 

Beneficiaries — 

Context Every day at 9:00 pm 

Exceptions -

Rewards -

Punishments No dinner 

TABLE 4 . 2 : A Social Law and a Family Rule 

The components of each norm of the Table 4.1 can be identified by making some 

assumptions. Table 4.2 shows, respectively, the representations of the social law, and 

the family rule. In both cases, normative goals, addressee agents, the context, states 

of exception, and punishments are easily identified, whereas rewards are not specified. 

Observe that the rule in a family represents the prohibition of being outside a house 

after 9 pm for all children living there. 

NormativeGoals Getting n pieces of work 

Addressees All workers 

Beneficiaries The company 

Context Every day 

Exceptions — 

Rewards Getting a salary 

Punishments Getting fired 

NormativeGoals Paying a salary 

Addressees Manager 

Beneficiaries A worker 

Context Regulationi is fulfilled 

Exceptions -

Rewards -

Punishments — 

TABLE 4.3: Regulations in a Job 

Table 4.3 shows the components of the norms in a factory. These norms are comple-

mentary because as soon as the first becomes fulfilled, the second must be considered 

to be fulfilled by the corresponding addressee agents. In the next section, these kinds 

70 



of norms will be analysed because their structure allows the definition of interesting 

chains of norms. Finally, Table 4.4 shows the commitment of Table 4.1 between two 

friends expressed as two norms. That is, it is expected that once Mike fulfills his com-

mitment of paying for cinema tickets on Saturday, he must receive, as a reward, a free 

dinner at Ron's expense. Once Ron receives the benefit of getting a free ticket for the 

cinema, he becomes committed to pay for the dinner for Mike. There are no associated 

punishments in both cases. 

NormativeGoals Pay for cinema tickets 

Addressees Mike 

Beneficiaries Ron 

Context On Saturday 

Exceptions Being ill 

Rewards Get a free dinner 

Punishments -

NormativeGoals Pay for dinner 

Addressees Ron 

Beneficiaries Mike 

Context On Saturday after Mike pays 
the cinema 

Exceptions Ron has no money 

Rewards -

Punishments -

TABLE 4 . 4 ; Commitments among Friends 

4.4 Chains of Norms 

4.4.1 Norm Instances 

To understand the consequences of norms in a particular system, it is necessary to con-

sider norms that are either fulfilled or unfulfilled. However, since most of the time a 

norm has a set of agents as addressees, the meaning of fulfilling a norm might depend 

on the interpretation of analysers of a system. In small groups of agents, it might be 

easy to consider a norm as fulfilled when every addressee agent has fulfilled the norm; 

by contrast, in larger societies, a proportion of agents complying with a norm will be 

enough to consider it as fulfilled. Instead of defining fulfilled norms in general, it is 

more appropriate to define norms being fulfilled by a particular addressee agent. To do 

so, the concept of norm instances is introduced. 

Once a norm is adopted by an agent, a norm instance is created, which represents 

the intemalisation of a norm by an agent. A norm instance is a copy of the original 

norm that is now used as a mental attitude from which new goals for the agent might 

be inferred. Norms and norm instances are the same concept used for different pur-

poses. Norms are abstract specifications that exist in a society and are known by all 

agents [164], but agents work with instances of these norms. Consequently, there must 
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be a separate instance for each addressee of a norm. Formally, we do not make any 

distinction between a norm and its instances, and an instance of a norm is represented 

as follows. 

Normlnstance == Norm 

We say that a norm has been fulfilled by an addressee agent if all the normative goals 

of the corresponding instance have already been satisfied in a specific state. As can be 

observed, saying that an instance of a norm has been fulfilled is equivalent to saying 

that its normative goals have been satisfied. In what follows, we use both concepts 

without distinction. Formally, we say that an instance of a norm is fulfilled when all its 

normative goals are satisfied. Its formal representation is given in the schema below. 

fulfilled^ : f {Normlnstance x EnvState) 

Vn : Norm,Instance\ st: Env State » 

fulfilled {n. St) <4- (Vg : n.normativegoals e satisfied (g, st)) 

Sometimes, it is important to know if an instance corresponds to a specific norm. 

Formally, we say that a norm instance corresponds to a norm if the addressee of the 

norm instance is an addressee of the norm, and each component of the norm instance 

corresponds to its counterpart in the norm. This is represented as follows. 

isnorminstance^: Y{NormInstance x Norm) 

Vm : Normlnstance-, n : Norm ® 

isnorminstance {ni, n) 4^ 

ij^ni.addressees = 1 A 

ni.addressees C n.addressees A 

ni.normativegoals — n.normativegoals A 

ni.beneficiaries — n.beneficiaries A 

ni.context = n.context A 

ni.exceptions — n.exceptions A 

ni.rewards = n.rewards A 

ni.punishments = n.punishments 

4.4.2 Interlocking Norms 

The norms of a system are not isolated from each other; sometimes, compliance with 

them is a condition to trigger (or activate) other norms. That is, there are norms that pre-
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scribe how some agents must behave in situations in which other agents either comply 

with a norm or do not comply with it [146]. For example, when employees comply with 

their obligations in an office, paying their salary becomes an obligation of the employer; 

or when a plane cannot take-off, providing accommodation to passengers becomes a re-

sponsibility of the airline. Norms related in this way can make a complete chain of 

norms because the newly activated norms can, in turn, activate new ones. Now, since 

triggering a norm depends on past compliance with another norm, we call these kinds 

of norms interlocking norms. The norm that gives rise to another norm is called the pri-

mary norm, whereas the norm activated as a result of either the fulfillment or violation 

of the first is called the secondary norm. 

In terms of the norm model mentioned earlier, the context is a state that must hold 

for a norm to be complied with. Since the fulfillment of a norm is assessed through 

its normative goals, the context of the secondary norm must include the satisfaction (or 

non-satisfaction) of all the primary norm's normative goals. Figure 4.3 illustrates the 

structure of both the primary and the secondary norms and how they are interlocked 

through the primary norm's normative goals and the secondary norm's context. 

primary norm 

normat ive goals context except ions 

satisfied (or unsatisfied) normative goals 

normat ive goals context except ions 

secondary norm 

FIGURE 4 . 3 : Interlocking Norm Structure 

Formally, a norm is interlocked with another norm by non-compliance if, in the con-

text of the secondary norm, an instance of the primary norm can be considered as vi-

olated. This means that when any addressee of a norm does not fulfill the norm, the 

corresponding interlocking norm will be triggered. The formal specification of this is 

given below. There, ni represents the primary norm, whereas, n2 is the secondary norm. 

lockedbynoncompliance- ; f{Norm x Norm) 

Vni, ^2 : Norm • 

lockedbynoncompliance (»i, Ma) <=> {3ni: Normlnstance 

isnorminstance {ni.ni) e -^fulfilled {ni^n^-context)) 
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Similarly, a norm is interlocked with another norm by compliance if, in the context 

of the secondary norm, an instance of the primary norm can be considered as fulfilled. 

Thus, any addressee of the norm that fulfills it will trigger the interlocking norm. The 

specification of this is given as follows. 

lockedbycompliance^ : Y{Norm x Norm) 

V Ml, ^2 : Norm @ 

lockedbycompliance (ni, ng) (3nt ; Normlnstance \ 

isnorminstance (nz, nj) • fulfilled {ni^n2-context)) 

Having the means to relate norms in this way allows us to model how the norma-

tive behaviour of agents that are addressees of a secondary norm is influenced by the 

normative behaviour of addressees of a primary norm. 

4.5 Normative Multi-Agent Systems 

4.5.1 Introduction 

Since norms are social concepts, they cannot be studied independently of the systems 

for which they are created and, consequently, an analysis of the normative aspects of so-

cial systems must be provided. Although social systems that are regulated by norms are 

different from one another, some general characteristics can be identified. They consist 

of a set of agents that are controlled by the same set of norms ranging from obligations 

and social commitments to social codes. However, whereas there are static systems in 

which all norms are defined in advance and agents in the system always comply with 

them [13, 153], a more realistic view of these kinds of systems suggests that when au-

tonomous agents are considered, neither can all norms be known in advance (since new 

conflicts among agents may emerge and, therefore, new norms may be needed), nor can 

compliance with norms be guaranteed (since agents can decide not to comply). We can 

say then, that systems regulated by norms must include mechanisms to deal with both 

the modification of norms and the unpredictable normative behaviour of autonomous 

agents. In what follows, any kind of system of autonomous agents regulated by norms 

is called a normative multi-agent system. These systems have the following character-

istics. 

» Membership. Agents in a society must be able to deal with norms but, above 

all, they must recognise themselves as part of the system. This kind of social 
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identification means that agents adopt the society norms and, by doing so, they 

show their willingness to comply with these norms. 

e Social Pressure. Effective authority cannot be exerted if penalties or incentives 

are not applied when norms are either violated or complied with. However, this 

control must not be an agent's arbitrary decision, and although it is only exerted 

by some agents, it must be socially accepted. 

» Dynamism. Normative systems are dynamic by nature. New norms are created 

and obsolete norms are abolished. Compliance or non-compliance with norms 

may activate other norms and, therefore, force other agents to act. Agents can 

either join or leave the system. The normative behaviour of agent members might 

be unexpected, and it may influence the behaviour of other agents. 

Given these characteristics, we argue that normative multi-agent systems must in-

clude mechanisms to defend norms, to allow their modification, and to identify authori-

ties. Their members must also be agents able to deal with norms. Each of these concepts 

is discussed in this section. 

4.5.2 Enforcement and Reward Norms 

Particularly interesting for this work are the norms triggered in order to punish offenders 

of other norms. We call them enforcement norms and their addressees are the defenders 

of a norm. These norms represent exerted social pressure because they specify not only 

who must apply the punishments, but also under which circumstances these punish-

ments must be applied [146]. That is, once the violation of a norm becomes identified 

by defenders, their duty is to start a process in which offender agents can be punished. 

For example, if there is an obligation to pay accommodation fees for all students in a 

university, there must also be a norm stating what hall managers must do when a student 

refuses to pay. 

As can be seen, norms that enforce other norms are a special case of interlocking 

norms because besides being interlocked by non-compliance, the normative goals of 

the secondary norm must include every punishment of the primary norm. Figure 4.4 

shows how the structures of both norms are related. By modelling enforcement norms 

in this way, we cause an offender's punishments to be consistent with a defender's 

responsibilities. Addressees of an enforced norm (i.e. the primary norm) know what 

could happen if the norm is not complied with, and addressees of an enforcement norm 

(i.e. the secondary norm) know what must be done in order to punish the offenders 
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of another norm. Enforcement norms allow the authority of defenders to be clearly 

constrained. 

enforced norm 

normative goals context punishments 

unsatisfied normative 

normative goals context exceptions 

enforcement norm 

FIGURE 4 . 4 : Enforcement Norm Structure 

Formally, the relationship between a norm directed to control the behaviour of some 

agents and a norm directed at punishing the offenders of such a norm can be defined as 

follows. A norm enforces another norm if the first norm is activated when the second is 

violated, and all punishments associated with the violated norm are part of the normative 

goals of the first. Every norm satisfying this property is known as an enforcement norm. 

enforces- : T{Norm x Norm) 

Vni, n2 : Norm • 

enforces (ni, Mg) lockedbynoncompliance (n2,"i) A 

n2-punishments C ni.normativegoals 

So far we have described some interlocking norms in terms of punishments because 

punishments are one of the more commonly used mechanisms to enforce compliance 

with norms. However, a similar analysis can be done for interlocking norms corre-

sponding to the process of rewarding members doing their duties. These norms must be 

interlocked by compliance and all the rewards included in the primary norm (rewarded 

norm) must be included in the normative goals of the secondary norm (reward norm). 

The relations between these norms are shown in Figure 4.5. 

Formally, we say that a norm encourages compliance with another norm if the first 

norm is activated when the second norm becomes fulfilled, and the rewards associated 

with the fulfilled norm are part of the normative goals of the first norm. Every norm 

satisfying this property is known as a reward norm. 
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rewarded norm 

normative goals context rewards 

satisfied normative goa/s^v,^ 

normative goals context exceptions 

reward norm 

FIGURE 4 . 5 : Reward Norm Structure 

rewardnomi- : T{Norm x Norm) 

Vni, Mg : Norm • 

rewardnorm {ni, MG) lockedbycompliance (NG, MI) A 

n2-rewards C n-i.normativegoals 

It is important to mention that this way of representing enforcement and reward norms 

can create an infinite chain of norms because we would also have to define norms to ap-

ply when authorities or defenders do not comply with their obligations either to punish 

those agents breaking rules or to reward those agents that fulfill their responsibilities 

[146]. The decision of when to stop this interlocking of norms is left to the creator of 

norms. If a system requires it, the model (and formalisation) for enforcing and encour-

aging norms can be used recursively as necessary. There is nothing in the definition of 

the model itself to prevent this. 

Both enforcement and reward norms acquire particular relevance in systems regu-

lated by norms because the abilities to punish and reward must be restricted for use 

only by competent authorities (addressees of enforcement and reward norms). Other-

wise, offenders might be punished twice or more times if many agents take this as their 

responsibility. It could also be the case that selfish agents demand unjust punishments or 

that selfish offenders reject being punished. That is, conflicts of interest might emerge in 

a society if such responsibilities are given either to no one or to anyone. Only through 

enforcement and reward norms can agents become entitled to punish or reward other 

agents. 

4.5.3 Legislation Norms 

Norms are introduced into a society as a means to achieve social order. Some are in-

tended to avoid conflicts between agents, others to allow the establishment of commit-
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ments, and others still to unify the behaviour of agents as a means of social identifi-

cation. However, neither all conflicts nor all commitments can be anticipated. Con-

sequently, there must exist the possibility of creating new norms (to solve unexpected 

and recurrent conflicts among agents), modifying existing ones (to increase their effec-

tiveness), or even abolishing those that become obsolete. Although it is possible that 

many of the members of a society have capabilities to do this, these capabilities must 

be restricted to be carried out by a particular set of agents in order to avoid everyone 

imposing norms, otherwise conflicts of interest might emerge. That is, norms stating 

when actions to legislate are permitted must exist in a normative multi-agent system 

[102]. Formally, we say that a norm is a legislation norm if actions to issue and to abol-

ish norms are permitted by this norm in the current environment. These constraints are 

specified in the following declaration. 

legislate- : 'F{Norm x EnvState) 

V n : Norm; env : EnvState ® 

legislate (n, env) 4^ (3 issuingnorms, abolishnorms : Action # 

permitted {issuingnorms, n, env) V permitted {abolishnorms, n, env)) 

4.5.4 Normative Agents 

The effectiveness of every structure of control relies on the capabilities of its members 

to recognise and follow its norms. However, given that agents are autonomous, the 

fulfillment of norms can never be taken for granted, since autonomous agents decide 

whether to comply with norms [116]. 

A normative agent is an agent whose behaviour is shaped by obligations that it has to 

comply with, prohibitions that limit the kind of goals that it can pursue, social commit-

ments that are created during its social interactions, and social codes whose fulfillment 

represents social satisfaction for the agent, even though they are not penalised. Norma-

tive agents are able to deal with norms because they can represent, adopt, and comply 

with them and, for autonomous agents, decisions to adopt or comply with norms are 

made on the basis of their own goals and motivations. That is, autonomous agents are 

not only able to act on norms but also they are able to reason about them. In what 

follows, all normative agents are considered as autonomous agents that have adopted 

some norms and, although their normative behaviour is described in subsequent chap-

ters, their representation is given in the schema below. 
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_ Normative Agent 

Autonomous Agent 

norms : f Normlnstance 

norms ^ 0 

To remove any ambiguity in subsequent definitions, we assume that each normative 

agent in the world has a unique name, and that every agent name is associated with 

a unique normative agent. Formally, the AgentWorld schema is introduced. In this 

schema, the set of all agents in the world is represented by the variable agents, whereas 

idagents represents the set of all agent names. The two predicates in the schema state 

that each normative agent is associated with a unique agent name and that each agent 

name is associated with a unique normative agent, respectively. 

-AgentWorld 

agents : F NormativeAgent 

idagents : F AgentName 

y nagi,nag2 : idagents] agi : agents ® 

( a g i . f g y = n a g i A ^ = / w g z 

Vnag ; idagents; agi,ag2 : agents e 

( a g i . f g y = mag A agg ^ a g i = agg 

A function (jiormativeAg) which, given an agent name, provides its corresponding 

normative agent model, is now specified as follows. 

normativeAg : AgentName >—» NormativeAgent 

V nag : AgentName; ag ; NormativeAgent » 

normativeAg {nag) = ag 4*^ (3 agW : AgentWorld 

{nag € agW.idagents A ag E agW.agents A 

= nag)) 

4.5.5 Normative Multi-Agent Systems Model 

Having defined the components of a normative multi-agent system (iVMAS), illustrated 

in Figure 4.6, a model of these kinds of systems can be provided. A normative multi-

agent system includes a set of normative agents, called agent members, and a set of 

general norms that govern all of them. Subsets of these norms are dedicated to legisla-

79 



legislation 
norms 

general norms 

enforcement 
norms 

reward 
norms 

NMAS 

agent members 

FIGURE 4 . 6 : Normative Multi-Agent System Components 

don, others to punishing non-compliance with norms, and others to rewarding compli-

ance with them. Now, since normative agents can belong to more than one normative 

multi-agent system, it is important to provide the means to distinguish one system from 

another. So, we introduce the set of names for all normative multi-agent systems as 

follows. 

[NMASName] 

A normative multi-agent system is formally represented in the NormativeMAS schema. 

It is defined in a world of agents, and it has an identity represented by the variable 

nmasname. A normative multi-agent system comprises a set of normative agent mem-

bers (i.e. agents able to reason about norms) and a set of general norms that govern 

the behaviour of these agents (represented here by the variable generalnorms). There 

are also norms dedicated to enforcing other norms (enforcenorms), norms directed to 

encouraging compliance with norms through rewards (rewardnorms), and norms issued 

to allow the creation and abolition of norms (legislationnorms). The current state of the 

environment is represented by the variable environment. Constraints over these com-

ponents are imposed as follows. The members of the system must be part of the world 

of agents (first predicate). Now, although it is possible that agents do not know all the 

norms in the system due to their own limitations, it is always expected that they at least 

adopt some norms, represented by the second predicate in the schema. The third pred-

icate makes explicit that addressee agents of norms must be members of the system. 

Thus, addressee agents of every norm must be included in the set of member agents 

because it does not make any sense to have norms addressed to nonexistent agents. 
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The last three predicates respectively describe the structure of enforcement, reward and 

legislation norms. Notice that whereas every enforcement norm must have a norm to 

enforce, not every norm may have a corresponding enforcement norm, in which case no 

one in the society is legally entided to punish an agent that does not fulfill such a norm. 

_ NormativeMAS 

AgentWorld 

nmasname : NMASName 

members : T AgentName 

generalnorms : fNorm 

enforcenorms : P Norm 

rewardnorms ; fNorm 

legislationnorms : fNorm 

environment: EnvState 

members C idagents 

Vag : members ® {normativeAg ag).norms fl generalnorms ^ 0 

V sn ; generalnorms e sn.addressees C members 

\/en : enforcenorms • {3 n : generalnorms « enforces {en, n)) 

Vm : rewardnorms ® (3n : generalnorms # rewardnorm {m,n)) 

y In : legislationnorms e legislate [In, environment) 

4.5.6 Normative Roles 

Defining normative multi-agent systems in this way allows the identification of general 

roles for agents as follows. Besides roles of addressees and beneficiaries of a norm 

described earlier, there are other roles that depend on the kind of norms agents are 

responsible for. All possible roles are listed below. 

• Addressee agents are directly responsible for the achievement of normative goals. 

® Beneficiaries are agents whose goals can benefit from normative goals becoming 

satisfied. 

* The set of agents that are entitled to create, modify, or abolish norms is called 

legislators. No other members of the society are endowed with this authority, and 

generally they are either elected or decreed by other agents. 

# Defender agents are directly responsible for the application of punishments when 

norms are violated. That is, their main responsibility is to monitor compliance 
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with norms in order to detect transgressions. Moreover, they can also warn agents 

by advertising the bad consequences of being rebellious. 

® By contrast, promoter agents are those whose responsibilities include rewarding 

compliant addressees. These agents also monitor compliance with norms in order 

to know when rewards must be given, and instead of enforcing compliance with 

norms they simply encourage it. 

These normative roles for agents are not mutually exclusive. In fact, agents are able 

to have more than one normative role at the same time, depending on the kind of norm 

being considered. For example, in a social commitment, beneficiary agents can also be 

defenders and encourage the fulfillment of a norm. They can even apply sanctions or 

give the agreed rewards. In an office, the manager can be both a legislator and impose 

his own norms, and a defender entitled to punish his employees. The more complex a 

society, the more elaborate these normative roles become and, in some cases, legislators 

and defenders constitute a complex structure of control generally named government, 

with its own legal norms directed at managing the rest of the society. 

Both addressees and beneficiaries can be directly observed in the structure of a norm. 

By contrast, legislators, defenders and promoters can only be observed within the con-

text of a normative multi-agent system which gives them the scope of their entitlements 

(i.e. the authority of these agents is only recognised by members of the same system, 

no other agent ought to obey them). Formally, the authorities of a system are defined 

as the addressee agents of every legislation, enforcement or reward norm. They are 

represented in the schema below. 

AuthoritiesNMAS 

NormativeMAS 

legislators : F AgentName 

defenders : ¥ AgentName 

promoters : f AgentName 

VZg : legislators ® {3lnorm : legislationnorms # Zg E Inorm.addressees) 

df : defenders # {3enorm : enforcenorms • df E enorm.addressees) 

Vpm : promoters « (3 morm : rewardnorms # pm E morm.addressees) 

As can be seen, all components of a normative multi-agent system cannot be taken 

independently, but are somehow complementary. 
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FIGURE 4 . 7 ; Norm Dynamics 

Norms are not a static concept. Their inclusion in a system influences the behaviour 

of those agents responsible for complying with them, those agents that benefit from 

them, and those agents responsible for monitoring the normative behaviour of other 

agents. There are different processes started by norms (ranging from their creation 

to their abolition) in which different agents become involved. From these processes, 

the states of a norm can be identified. Figure 4.7 shows the transitions between one 

state of a norm to another as follows. First, legislators issue a norm. After that, the 

norm is spread among the agent members by either indirect or direct communication. 

Then, adoption of norms by addressee agents takes place, and instances of the norm are 

created; through this process an agent expresses its willingness to fulfill the norm as 

a way of being part of the society. Once a norm is adopted, it remains inactive, or in 

latency, until the context (which represent the applicability conditions) is satisfied. In 

exception states, agents are not obliged to comply with these norms, and consequently 

norms can be ignored. However, in most cases, two different situations might occur after 

a norm becomes activated, depending on whether the norm is fulfilled by addressee 
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agents. After a norm is complied with, a reward can be offered. By contrast, if the 

norm is violated a punishment is applied. However, since agents responsible for the 

application of punishments have limited perception it is possible that the violation of 

a norm remains unnoticed and, therefore, offenders are not punished. Finally, as time 

progresses, some norms are either abolished or modified. 

States of norms are the result of both the normative behaviour of different agents 

and changes in the environment. For instance, norms are issued by legislators but are 

adopted and complied with by addressees, and norms are activated when the environ-

ment state satisfies their context. Identifying the different states of norms is important 

because changes to them cause agents to react and, consequently, the way in which 

the normative behaviour of agents might be influenced by the normative behaviour of 

other agents can be modelled. For example, addressee agents acquire new responsi-

bilities because of adopted norms, beneficiary agents might require compliance with 

active norms, and defender agents might apply punishments to the addressees of unful-

filled norms. In the following subsections, the way in which these states of norms are 

identified is explained. 

4.6.2 Changing Norms 

Legislation of norms is a responsibility only shouldered by legislator agents. Such a 

responsibility comprises at least three processes, namely: issuance, abolition, and mod-

ification of norms. These processes involve changes that might affect any agent in the 

system. Consequently, analysis of the prevailing situation and how the changes might 

affect the complete society are needed before any change can be made. Situations of 

this kind are complex and some of them have been investigated by researchers working 

on emergence of norms [5, 11, 87, 167, 171]. All these problems are beyond the scope 

of this thesis and, therefore, the processes to issue, abolish and modify norms are not 

provided, but the changes that result from any modification in the system of norms can 

be explained. 

After a legislator decrees either the creation of a new norm or the modification or 

abolition of an old one, these events must be notified (spread) to all agents in the society. 

As a result of these changes at a global level, some of the agent members might also 

change because new norms might be adopted, and other norms might be modified or 

even abolished. Before explaining these changes, a relationship that holds between a 

norm and the legislator that issues it is formalised by using the predicate below. 

I issuedbj- : P(iVorm x AgentName) 
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The NormLegislation schema formalises all the functions associated with the leg-

islation of norms. Thus, the legislation of norms is defined in a normative multi-

agent system where authorities can be identified. We represent this by including the 

NormativeMAS and AuthoritiesNMAS schemas. Two functions to identify all recently 

created norms (getnewnorms), and all norms that must be abolished {getobsoletenorms) 

are introduced as well. Notice that since the modification of norms can be seen as the 

abolition of a subset of norms together with the issuance of another subset of norms 

with the same name, a specific function to modify norms is not needed. The func-

tions spreadnorms and abolishnorms, which can be seen as the processes through which 

agents are notified of the creation of new norms and the abolition of norms that become 

obsolete, are also included. The two predicates in the schema state that only legislators 

are entitled to create or abolish norms. 

-NormLegislation _ 

NormativeMAS 

AuthoritiesNMAS 

getnewnorms : F AgentName —> f Norm 

getobsoletenorms : ¥ AgentName —> ¥ Norm 

spreadnorms ; AgentName x fNorm) -4- ¥ AgentName 

abolishnorms : AgentName x TNorm) —> ¥ AgentName 

Vn/z: {rsxi getnewnorms) ® 

{3 lag : legislators « (Vn : nn ® issuedby (n, lag))) 

y on : {x2Ln getobsoletenorms) » 

{3 lag : legislators ® (Vn : on » issuedby {n, lag))) 

In the ChangeLegislation schema, the operation for updating the norms in a system 

according to the changes dictated by legislators is specified as follows. First, all norms 

recently created (newnorms) and all norms that must be abolished {obsoletenorms) are 

obtained. After that, agents in the system are notified about which norms are obsolete 

and must, therefore, be removed. The variable agentsabolish represents the agents after 

the abolition of some of their norms. Then, these agents are updated with all recently 

created norms. Finally, the set of system norms is updated, and consists of all the old 

norms except those recently abolished, together with all norms recently created. 
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_ ChangeLegislation. 

ANormativeMAS 

NormLegislation 

let newnorms == getnewnorms [legislators) » 

(let obsoletenorms == getobsoletenorms [legislators) # 

(let agentsabolish == abolishnorms [members, obsoletenorms) ® 

[members^ = spreadnorms [agentsabolish, newnorms) A 

generalnorms' = generalnorms \ obsoletenorms U newnorms))) 

4.6.3 Norm States 

Once norms are adopted, instances of norms are created by addressee agents. Remem-

ber that an instance of a norm is just a copy of the original norm which an addressee 

works with. At a very high level (i.e. from the perspective of an external observer), 

all instances of norms remain in a cycle until they become abolished. This cycle starts 

when a norm instance becomes activated. A norm instance is active when its context is 

satisfied in the current environmental state. For example, if a driver wants to park his 

car in front of an entrance, the norm that forbids such situations is applied, otherwise 

the norm is not even considered by the driver. Formally, we say that a norm instance 

is active when its context is a logical consequence (defined in Subsection 3.4.3) of the 

state of the environment. This is specified in the following predicate. 

activenorm^ : ¥[NormInstance x EnvState) 

Vn : Normlnstance] st: EnvState # 

activenorm (n, 4=> logicalconsequence [st, n.context) 

The cycle of norm instances continues when these instances become either fulfilled 

or violated (as defined earlier). Fulfilled instances might provoke the activation of the 

corresponding norm to reward the compliant addressee. We say that a norm instance 

has been rewarded if it has been fulfilled and the corresponding norm to reward it has 

been also fulfilled. This means that the promoter of the norm has also complied with 

its responsibility of rewarding compliance with norms. Something similar occurs with 

unfulfilled norm instances, which might cause the activation of enforcement norms to 

punish the corresponding offender. We say that a norm instance has been punished if it 

has been violated and the corresponding enforcement norm has already been fulfilled. 

Here, the defender of the norm has complied with its obligation of punishing agents. 

Since norms and their corresponding enforcement and reward norms are defined in re-
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lation to a normative multi-agent system, to formalise them first we define the state of a 

system. 

The NMASState schema represents the states of all the norm instances in a sys-

tem. The variable allinstances represents the instances of each of the norms in the 

system, whereas activenorms variable represents the norm instances currently active. 

The schema also includes variables to represent norm instances that have been fulfilled 

(fulfillednorms), violated (unfulfillednorms), rewarded (rewardednorms), and punished 

(punishednorms). In the predicate part of the schema, the states of norm instances are 

defined as follows. The first predicate states that all norm instances are instances of 

a general norm. The next three predicates define active, fulfilled and unfulfilled norm 

instances as explained earlier. The fifth predicate states that for all rewarded norm in-

stances, there must be an already fulfilled reward norm. The last predicate states that 

punished norm instances are those for which the corresponding enforcement norm has 

already been fulfilled. Notice that all norm states are taken according to the current 

environment of the system. 

_ NMASState 

NormativeMAS 

allinstances: T Normlnstance 

activenorms : F Normlnstance 

fulfillednorms : f Normlnstance 

unfulfillednorms ; F Normlnstance 

rewardednorms: F Normlnstance 

punishednorms; F Normlnstance 

y in : allinstances ® (3« : generalnorms ® isnorminstance {in, n)) 

M na : activenorms # activenorm {na, environment) 

yfn : fulfillednorms # fulfilled (fn, environment) 

\/ufii : unfulfillednorms e fulfilled {ufh, environment)) 

V m ; rewardednorms e (3 rgn : rewardnorms # 

{rewardnorm {rgn, m) A fulfilled {rgn, environment))) 

ypn : punishednorms e {3egn ; enforcenorms ® 

{enforces {egn,pn) A fulfilled {egn, environment))) 

This schema can be used by agents to assess the normative behaviour of other agents. 

For instance, an agent is an offender of a norm if the corresponding instance is an 

unfulfilled norm. 

Now, although not all norm instances change their state at the same time, they must 
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be updated at a particular point in time. At a particular time some instances of norms be-

come activated, and other previously activated norm instances become either fulfilled or 

violated. Some of the unfulfilled norm instances are punished, and some of the fulfilled 

ones are rewarded. These changes are represented in the UpdatingNormStates operation 

schema. It includes the function (observedchanges) which reports the observed changes 

in the social environment. Then, the state of norm instances change as follows. First, 

the variable environment takes the new state of the environment. Next, sets of instances 

of norms are updated as follows. The set of new active norms (newactive) is calculated 

by analysing if the context, to trigger a norm, is true in the current state of the system. 

After that, the set of active norms that were fulfilled (newfulfilled) by their correspond-

ing addressee agents is calculated by verifying the satisfaction of the corresponding 

normative goals. Next, unfulfilled norms that were punished (newpunished) are found 

by verifying if the norms that enforces them, have already been satisfied. Something 

similar is done to verify if fulfilled norms were rewarded {newrewarded). In this way, 

the states of norms are updated accordingly. These changes are represented in the last 

five lines of the predicate part of the schema as follows. Active norms (activenorms) are 

replaced by the set of new active norms, and the sets, fulfillednorms, unfulfillednorms, 

punishednorms and rewardednomis are increased respectively by all the active norms 

already fulfilled, unfulfilled, unfulfilled norms that were punished, and fulfilled norms 

that were rewarded. 

_ UpdatingNormStates 

ANMASState 

observedchanges : EnvState —> EnvState 

environment^ = observedchanges {environment) 

(let newactive == {n : allinstances | activenorm (n, environment')^ * 

(let newfulfilled == {n : activenorms \ fulfilled (n, environment')"^ ® 

(let newpunished == {n : unfulfillednorms | (3 en •. enforcenorms ® 

fulfilled {en, environment'))} # 

(let newrewarded = = {n ; fulfillednorms | {3en : enforcenorms ® 

fulfilled {en, environment'))} e 

{activenorms' = newactive A 

fulfillednorms' = fulfillednorms U newfulfilled A 

unfulfillednorms' = unfulfillednorms U {activenorms \ newfulfilled) A 

punishednorms' = punishednorms U newpunished A 

rewardednorms' = rewardednorms U newrewarded))))) 
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41.IT 

4.7.1 Summary 

Norms are mechanisms to influence the social behaviour of agents. They have three 

properties: prescriptiveness, sociality, and social pressure. A norm prescribes how 

an agent must behave in situations in which more than one agent is involved. It is 

always expected that norms conflict with the individual goals of agents, so mechanisms 

to enforce compliance with them are always needed. In this chapter, a general model of 

norms has been proposed. It includes components that allow agents to know what must 

be done, when it must be done, who is responsible for what, who may benefit from this, 

and what may happen in cases in which norms become either fulfilled or violated. By 

considering these components in a model of norms, it is possible to represent different 

categories of norms ranging from obligations and prohibitions, to social commitments 

and social codes. Some cases of norms require that instead of stating what must be 

done, norms must prescribe what actions are permitted and what actions are forbidden 

for agents. However, instead of proposing a different model, these cases are considered 

as variants of the general model of norms. 

Norms are social concepts and, therefore, they cannot be studied outside the system 

for which they are created. Norms form a complete system in which many norms are 

interlocked. Thus, compliance with some norms cause other norms to be activated. 

In this chapter, a model for such norms has been proposed. Normative multi-agent 

systems are defined as systems of autonomous agents controlled by a common set of 

norms. These systems have three characteristics: membership, social pressure, and 

dynamism. Since their members are autonomous normative agents able to reason about 

norms, compliance with norms cannot be guaranteed. We have considered this, and the 

proposed model of normative systems includes mechanisms to either enforce or promote 

the fulfillment of norms. The components of our model enable agents to recognise the 

system's authorities, and the limits of their authority. 

Normative agents are defined here as autonomous agents able to reason about norms. 

These agents besides being able to represent norms, can adopt and comply with norms 

not as an end, but by considering their own goals and motivations to decide whether to 

do so. We argue that besides agent members and the general norms directed at them, 

normative multi-agent systems must include norms that allow agents to legislate, punish 

and reward compliance with norms. Through these norms, order in a system is reached 

because the authority and responsibilities of agents are well defined. Moreover, by 

using these norms, the roles of legislators, defenders and promoters of norms are easily 

identified. 
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Given the autonomy of their members, normative multi-agent systems are by nature 

dynamic. Such dynamism results from the agent decisions about whether to adopt or 

comply with norms because the normative behaviour of agents influences the normative 

behaviour of other agents. In other words, the fulfillment or violation of norms might 

cause other agents to act. Towards a modelling of the normative behaviour of agents, we 

have identified (and defined) different states for norm instances. At a determined time 

some norm instances are activated, others are either fulfilled or violated, the already 

fulfilled instances of norms become rewarded, and the violated ones become punished. 

4.7.2 Contributions 

A well defined framework for norms and normative multi-agent systems is the main 

contribution of this chapter. The framework contributes to a better understanding of 

the role of norms, because besides identifying the main properties of norms and nor-

mative multi-agent systems, models of them that can be computationally implemented 

have been provided. Moreover, the dynamism of normative multi-agent systems has 

been explained as a result of the normative behaviour of their members. States of norm 

instances have been discussed, and the means by which agents can identify them have 

been given. Although there has been much research on norms and agents, the work 

presented here is more complete because it not only subsumes most of the current work 

on norms, but it also covers many aspects not considered previously. Particular contri-

butions of the chapter can be listed as follows. 

• A general model of norms has been developed with the following characteristics. 

- It provides the means for autonomous agents to decide why and when norms 

should be complied with. 

- It can be used to group together different known categories of norms in a 

coherent fashion to provide a unifying model. 

- Its structure allows the representation of complex chains of norms. 

» A general model of normative multi-agent systems has been developed with ele-

ments to deal with the autonomy of their members. 

- It includes legislation norms that allow the modification of norms. In this 

way, the norms of a system might change at any time without loosing the 

required control because not all agents are entitled to modify them. 

- Enforcement and reward norms are included as mechanisms to either en-

force or promote compliance with norms. 
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- The authority of agents is very well defined and constrained through legis-

lation, reward and enforcement norms. 

A way to identify the different states of a norm has been elaborated by using norm 

instances. 

In the remainder of this subsection, comparisons between some of the contributions 

of this work and the work developed by others are presented. 

Table 4.5 compares the model for norms proposed in this thesis (denoted by Lopez) 

against models proposed by others. This comparison is made on the basis of which 

components have been included in other models of norms. In particular, the following 

components (represented in columns) are assessed: the prescribed pattern of behaviour 

(P5); the addressees of the norm (AD); the conditions to trigger a norm(C7V); the sit-

uations of exception {EX); the beneficiaries of the norm {BN)\ the incentives to com-

ply with the norm {RW)-, and the punishments to avoid deviation from the norm {PN). 

Ticked columns mean that such a component has been included in the model, whereas a 

dash (—) means it is not included. Finally, not explicit means that although the compo-

nent is mentioned by authors, it is not explicitly represented in their model. In this table 

not all perspectives discussed in Chapter 2 are included because many are quite similar; 

only the more representative models are considered. In particular, our model for norms 

is compared with the model of norms provided by Ross [146], Tuomela [165], Axelrod 

[5], Ullmann-Margalit [167], Conte and Castelfranchi [39,41], Dignum [52], and Singh 

[157h 

Norm Model PB AD CN EX BN RW PN 

Ross / / / not explicit / - not explicit 

Tuomela / / / - - - not explicit 

Axelrod / all 
members 

- - — not explicit meta-nonns 

Ullmann-
Margalit 

/ all 
members 

— - — - not explicit 

Conte & 
Castelfranchi 

/ / - — / - not explicit 

Dignum / / - - / — — 

Singh / / - not explicit / - not explicit 

Lopez / / / / / / / 

TABLE 4.5: Models of Norms 

As can be observed from the table, the majority of the proposed models consider only 

three things when modelling norms: what must be done, who must do it, and for whom 
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this must be done. We claim that for autonomous agents to deliberate about norms, 

more components must be considered in the representation of norms. Specifying the 

situations in which norms must be applied is important because they are not applied 

all the time but only in specific agent states. Immunity conditions give flexibility to 

the system by considering special situations in which agents can dismiss norms. Since 

agents are autonomous, they must know the consequences of complying with norms in 

order to motivate them to fulfill the norms. Consequently, norm models must include 

the rewards that can be obtained by complying with the norm and the punishments that 

might be applied if it is not. In Axelrod's model, metanorms are used to punish those 

offenders of norms. Our model allows the representation of these kinds of norms by 

using interlocking norms. 

We can conclude that the model of norms presented in this chapter subsumes other 

models and is more appropriate for agents that do not comply with norms as an end, 

but that reason about why norms should be complied with. For instance, Esteva et al.'s 

model of norms [68, 69, 70] can be seen as an instance of our own model of norms 

in which the context of a norm is taken sets of messages that have and have not been 

issued, and a set of constraints that must be fulfilled. In this case, normative goals are 

the issuance of new messages. In addition, scenes of this particular framework can be 

defined as interlocking norms, because a norm is satisfied when the agent issues the cor-

responding messages which, in turn, activate another norm, causing the corresponding 

addressee agent to act accordingly. 

Our model of norms differs from others [13, 127, 165] in the way in which patterns 

of behaviour are prescribed. To describe the pattern of behaviour prescribed by a norm, 

other models use actions. Thus, agents are told what exactly they must do. By contrast, 

we use normative goals, which is an idea more compatible with autonomous agents 

whose behaviour is driven by goals. Agents can choose the way to satisfy the normative 

goals, instead of being told exactly how it must be done. Our work also emphasises that 

all norms can be represented by using similar components, and that they are analysed 

by agents in similar ways. We also consider that what makes one norm different from 

another is the way norms are created, how long they are valid, and the reasons agents 

have to adopt them. These factors enable norms to be divided into categories such as 

obligations and prohibitions, social commitments and social codes. 

A collateral result of our work is the proposed model for interlocking norms. These 

relations between norms have already been mentioned in several papers, especially from 

philosophical and legal perspectives [146], but no ways to model them have been pro-

vided. Dignum's concept of authorisations [53] attempts to describe norms activated 

when others are not fulfilled; however, his idea and models are incomplete. We claim 
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that this form of representing connections between norms can be used not only to repre-

sent enforcement and reward norms, but also to represent things as complex as contracts 

and deals among agents. 

By contrast with current models of systems regulated by norms [6, 55, 69, 127] in 

which no distinction among norms is made, our work emphasises that besides the gen-

eral norms of the system, at least three kinds of norms are needed, namely norms to 

legislate, to punish, and to reward other agents. By making this differentiation, agents 

are able to know when an issued norm is valid, when an entitled agent can apply a pun-

ishment, and who is responsible for giving rewards. In addition, order is imposed on 

agents responsible for the normative behaviour of other agents, because their authority 

is defined by the norms that entitle them to exert social pressure. Roles for legislators, 

defenders, and promoters of norms become easily identified as a consequence of the dif-

ferent kinds of norms considered. Thus, in this thesis, the authority of agents is always 

supported and constrained by norms. Table 4.6 compares some of the current models 

for normative multi-agent systems. This comparison takes into account both the kind of 

norms included in the models and the concept of authority. In particular, the following 

elements are assessed: general norms {GN)\ legislation norms (LAO; enforcement norms 

(EN)\ rewards norms (KN)-, communication norms (OV); and authorities in the system 

{AT). Ticked columns mean that such an element is included in the model, whereas a 

dash (—) means it is not. 

NMAS model GN LN EN RN CN AT 

Balzer & Tuomela / / - - - -

Esteva & Sierra / - - - / -

Moses & Tennenholtz / - — - - — 

Dignum & Dignum / - - - — — 

Lopez / / / / - / 

TABLE 4.6: Normative Multi-Agent Systems Models 

The dynamics that occur in a system due to norms have been analysed, and according 

to the normative behaviour of agents, states for norm instances have been identified. 

These states enable agents to observe the normative behaviour of other agents and, 

consequently, they can be used as the elements on which decisions of agents are based. 

As far as we know, there is no other work in which these dynamics are identified. 

So far, we have presented a normative framework that besides providing the means 

to computationally represent many normative concepts, can be used to give a better 

understanding of norms and normative agent behaviour. The framework explains not 

only the role that norms play in the society but also the elements that constitute a norm 
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and that in turn can be used by agents when decisions concerning norms must be taken. 

By contrast with other proposals, our normative framework has been built upon the idea 

of autonomy of agents. That is, it is intended to be used by agents that must reason 

about why norms must be adopted, and why an adopted norm must be complied with. 
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Chapter 5 

Agent Powers 

5.1 Introduction 

One possibility for agents in a society of many agents is that they can overcome their 

limited capabilities by using the capabilities of others and, in this way, satisfy goals 

that might not otherwise be achieved. However, given that agents are autonomous, the 

benevolent adoption of goals cannot be taken for granted since agents can choose not to 

adopt them [119]. As a result, mechanisms to convince agents to adopt goals must be 

used. Identifying situations in which influence can be exerted is an ability that agents 

can exploit each time they need to persuade other agents to satisfy their goals. Clearly, 

agents that have such power are more likely to have their goals adopted by agents on 

whom the power can be exerted. 

According to Ott [135], power can be defined as the latent ability to influence the 

actions, thoughts or emotions of others and, consequently, it is the potential to get peo-

ple to do things the way you want them done. Translating these concepts to an agent 

context, we can say that the powers of an agent are expressed through its abilities to 

change the beliefs, the motivations, and the goals of other agents in such a way that its 

goals can be satisfied. Then, power involves a bilateral relationship between agents with 

power and agents on whom the power can be exerted [78]. In an absolutist view, agents 

without power will never object to the orders of empowered agents and, consequently, 

their goals are always adopted (i.e. these agents always allow themselves to be influ-

enced.) However, autonomous agents must understand why powers should be accepted. 

The key argument of this chapter is that powers must be accepted if by exerting them 

the goals of agents without power can be affected. So, agents without power decide 

when allowing themselves to be influenced is beneficial for their own goals, which is 

more in accordance with our notion of autonomy. 
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In agent research, two different approaches to agent powers have been considered, 

powers that emerge from dependence relationships [2, 26, 31], and powers given to 

authorities of multi-agent systems organised as social institutions [13, 51, 69, 70, 77, 

102,123]. The first approach corresponds to Castelfranchi's Social Power Theory which 

states that agents acquire power due to their capabilities to achieve goals that other 

agents do not have. Consequently, agents without power might agree to satisfy the 

goals of empowered agents in the hope that these agents help them to satisfy their own 

goals in the future. The central aspect of Social Power Theory (SPT) is that autonomous 

agents must have reasons to adopt the goals of others, and these reasons are found in 

the dependence and power relationships that emerge among agents. Thus, empowered 

agents influence dependent agents to satisfy goals. 

In the second approach, agents acquire power due to the authority they have in a 

social institution. So, authorities can require members of an institutions to achieve 

particular goals. In contrast with powers that emerge from an agent's abilities, the 

recognition of the powers of an authority with a consequent requirement to accept its 

orders, has not been considered as an autonomous decision. In current models of multi-

agent systems regulated by norms, the authority of agents is assigned beforehand, is 

absolute, and can never be contravened. Therefore, members of a system are forced to 

obey an authority's orders, i.e. their autonomy is not respected. Clearly, this does not 

permit the modelling of agents deciding on their own in which society or relationship 

they want to participate because they are neither able to object to an authority nor able 

to understand its limits. Although agents that always obey authorities are needed in 

societies in which absolute control is necessary, they are not suitable for modelling 

open, dynamic and flexible societies in which autonomous agents that satisfy their own 

goals can still coexist with other agents. 

We argue that agents with abilities to recognise situations of power are needed to 

model relations of cooperation in which the participation of agents is voluntary. These 

agents must recognise not only when some powers exist, but also in which situations 

powers can be exerted in order to be able to constrain powers. As a result, the objective 

of this chapter is to provide the means for autonomous agents to recognise situations of 

power in which they might be. Moreover, since motivations for entering and remain-

ing in a society are key aspects in understanding why the authorities of a system are 

recognised, this aspect will be also considered in the chapter. 

Unlike other models in which powers are considered eternal and absolute, in our 

model, power is always considered as being relative to particular situations of agents 

and, therefore, dynamic because powers appearing in one situation might not exist in 

another. Our power model always emphasises the autonomy of agents and claims that 
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for autonomous agents to recognise the power of other agents, they must understand 

how such power might affect their goals. 

Agent Powers 

Circumstantial Powers 

_[ 
Facilitation Power 

Illegal Coercive Power 

Exchange Power 

Reciprocation Power 

Support Power 

]_ 
Institutional Powers 

1 
Legal Power 

Legal Benefit Power 

Legal Preventive Power 

1 
Legal Punishment Power 

Legal Reward Power 

F I G U R E 5 . 1 ; Powers Taxonomy 

Two kinds of powers are identified in this thesis, powers due to an agent's capa-

bilities {circumstantial powers), and powers due to the role agents play in the society 

{institutional powers). Figure 5.1 shows a summary of the different situations of pow-

ers, identified in this chapter. Circumstantial powers include not only those powers due 

to agent dependence, but also those powers due to coercive actions that might impede 

the satisfaction of some goals, and powers that agents acquire due to relationships with 

other agents. Institutional powers are initially accepted by agents when they become 

part of a society, and continue to be accepted as long as the agents decide to remain in 

this society. In our view, institutional powers are given by norms that are accepted as 

legitimate by the members of a society. Thus, the authority of agents is a legal right 

supported by the social structure and, therefore, it must be recognised by all agents that 

consider themselves as part of the society. 

Accordingly with our notion of autonomy, to understand an agent's reasons to enter 

and stay in a society its goals and motivations must be observed. In particular, we 
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argue that agents enter a society when some of their goals can be satisfied by doing so. 

However, once inside, agents remain there not only due to the satisfaction of their goals, 

but also due to the relationships they create with other agents in the society. 

The rest of this chapter is organised in four sections as follows. Section 5.2 describes 

the powers that result from an agent's capabilities (circumstantial powers), while the 

powers acquired through the norms of a society (institutional powers) are described 

in Section 5.3. The reasons why autonomous agents enter and stay in a society are 

explained in Section 5.4. Finally, a summary and conclusions are provided. 

5.2 

5.2.1 Introduction 

It can be observed that due to their capabilities to satisfy goals, which can contribute 

to the satisfaction of other agents' goals, agents become empowered because it is their 

decision to provide or deny the help that other agents might require. That is, agents 

have the power to facilitate or impede the satisfaction of other agents' goals. Now, if 

agents are able to satisfy goals that can hinder the goals of other agents, they acquire 

the power to threaten these agents. In both situations, agents without power are liable 

to be influenced in order to satisfy their goals. We argue that for power to exist it is not 

enough to have capabilities to satisfy goals; these goals must have some impact on the 

goals of other agents. 

Some of the powers that appear in this way have been already studied by the Social 

Power Theory [26, 31]. In this section, these and other kinds of powers that are also the 

result of an agent's abilities are described. In particular, power to facilitate the goals of 

other agents, power to threaten other agents, power to exchange goals, power of being 

reciprocated, and power given by supportive agents, are discussed in this section. 

5.2.2 Facilitation Power 

When the capabilities to satisfy certain goals coincide with the needs of other agents, a 

basic situation of power emerges: the power to facilitate or impede the goals of other 

agents. We call it facilitation power. In other words, if an agent is able to satisfy a goal 

for another agent that is unable to satisfy it, we can say that the first agent has power 

over the second. 

In seeking to develop a formal definition of this kind of power, a means to represent 

the ability to satisfy goals is needed. Sometimes, being able to satisfy a goal is described 
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as being able to execute actions that can lead to the achievement of the goal. In this case 

the satisfaction of a goal depends on an agent's capabilities. However, being able to 

satisfy a goal is much complex than this and other aspects must be observed to identify 

this ability. For instance, some agents are able to satisfy goals even when they are unable 

to execute all the required actions because it could be the case that they can delegate 

some actions to others. This is a complex topic and its discussion is beyond the scope 

of this thesis. Here, the capability of an agent to satisfy a goal in a specific state of the 

system is formalised via the following predicate. 

I satisfy-.: F{NormativeAgent x Goal x EnvState) 

Being able to satisfy goals creates dependence relations between agents with the rel-

evant abilities and those without them. A dependence relationship can be formally 

defined in terms of an agent's abilities and their absence, as follows. One agent depends 

on another agent if the first agent has a goal that it is unable to satisfy, but the second is 

able to do so. 

depend- : '^'{NormativeAgent x Normative Agent x Goal x EnvState) 

Vagi, ag2 : Normative Agent, g ; Goal, st: EnvState 

( a g i , og2,g , (g € o g i - g o a k A 

( a g i , g , f f ) A (ag2 ,g , ^ ) ) 

Now, we can formally define the facilitation power in terms of dependence relation-

ships as follows. An agent has the power to facilitate the satisfaction of the goal of other 

agent, if the second agent depends on the first to satisfy such a goal. 

facilitationpower- : F {NormativeAgent x Normative Agent x Goal 

X EnvState) 

Vagi, ag2 : NormativeAgenf, g : Goal] st: EnvState ® 

facilitationpower (agi,ag2,g,st) <=> 

( g G ag2 goaZ,; A (fepgncf (ag2, a g i , g , ^ ) ) 

The above relationships are similar to those given by Castelfranchi and colleagues 

[21, 31, 125]. Detailed definitions of powers and dependence in terms of an agent's 

plans and capabilities can be found elsewhere [60, 115, 154]. Here, these later defini-

tions are not included because our work is focussed on an agent's goals rather than the 

actions or the means to achieve those goals. 
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5.2.3 Illegal Coercive Power 

For some agents, their abiUties are not used to benefit the goals of other agents, but to 

impede or hinder them. In these cases, power is expressed by an agent's capabilities 

to directly threaten the goals of other agents in order to obtain what they want. This 

power is considered as illegal if there is no norm that entitles these agents to coerce the 

others. This kind of power is generally forbidden, which is why although it is possessed 

by some agents, it is scarcely used. Formally, we say that an agent has illegal coercive 

power over another if it is able to satisfy a goal that can hinder one of the goals of the 

second, the hinders predicate is defined in Subsection 3.4.4. 

illegalcoercivepower^ : ¥{NormativeAgent x Normative Agent x Goal 

xEnvState) 

Vagi,ag2 : NormativeAgent; g2 : Goal] st: EnvState » 

5.2.4 Exchange Power 

Castelfranchi et al. [31,40] state that dependence relationships can give rise to a network 

of relationships that might be used by agents to influence each other. Among all the 

possible forms of dependence relationships that Castelfranchi and colleagues identify, 

reciprocal dependence is of particular interest for this thesis because it represents a 

situation in which two agents need each other (i.e. an agent depends on another to satisfy 

a goal and vice versa), both of them have power, and processes of negotiation might 

be needed to achieve the goals of each agent. In this particular situation, both agents 

acquire the so called exchange power [47], because both of them have the power to offer 

something to benefit the goals of the other. Any of the agents can start a negotiation 

process that finishes with the creation of a social commitment in which each agent 

receives what it wants. Formally, we say that an agent has exchange power over another 

agent regarding two specific goals in a particular state if the first agent has the power to 

facilitate a goal of the second and vice versa. This is formalised as follows. 
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exchangepower- : Y{NormativeAgent x Goal x NormativeAgent 

xGoal X EnvState) 

Vagi, ag2 : NormativeAgent-, gi,g2 : Goal] st: EnvState # 

gxcWiggpmvgr (agi,gi, ogg,g2, 4=> 

( g i € ag i .goaZf A gg G a g g . g W f A 

facilitationpower ( a g i , a g 2 , g 2 , st) A facilitationpower ( a g g , agi,gi,st)) 

The above relations of power (facilitation, illegal coercive and exchange powers) are 

defined in terms of both an agent's current goals and the current state of a system. This 

means that if either the goals of an agent or the state of the system change, these powers 

might disappear. 

5.2.5 Reciprocation Power 

Powers also emerge from relations that have occurred in previous interactions. Recip-

rocation for previous actions has been considered as one of the key aspects underlying 

society cohesion [82]. Agents that have worked in support of the goals of others gener-

ally expect to receive reciprocal benefits, even if not explicitly agreed. This represents 

an ethical matter in which agents must show their gratitude to others. In particular, 

agents that satisfied the goals of others without the necessity of being coerced or re-

warded acquire reciprocation power. To formally define this kind of power, the state of 

a normative multi-agent system must be considered because it contains a record of all 

fulfilled norms. This state is represented in the NMASState schema in Subsection 4.6.3. 

We say that an agent has reciprocation power in a normative multi-agent system if the 

following conditions are satisfied. 

# Both agents are members of the same system. 

# There is a norm instance addressed to the first agent, which has already been 

fulfilled, whose benefits were enjoyed by the second agent, not including rewards. 

® The second agent must have the power to facilitate one of the goals of the first. 

These constraints are formalised as follows. 
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reciprocationpower^ : F{NormativeAgent x NormativeAgenl 

xNMASState x EnvState) 

V agi, ag2 ; NormativeAgent; nmas : NMASState-, st: EnvState # 

reciprocationpower (agi, agg, nmas, st) 4^ 

{agi.self E nmas.members A ag2.self € nmas.members A 

(3 in : nmas.allinstances ® 

{agi.self G in.addressees A M E nmas.fulfillednorms A 

ag2.self E in.beneficiaries A in.rewards = 0 ) ) A 

: agi.goals # facilitationpower (ag2, agi,g, st))) 

5.2.6 Support Power 

One of the things that makes small groups work well is the relations of support or 

camaraderie that are created among their members. In this case, agents are empowered 

because they know that they can receive help from any of the agents in a group, and that 

they are not committed to give something in exchange. We call this group supportive 

agents. The way in which these kinds of groups are created is complex to define and 

the topic is beyond this research. So, we just assume that each agent has the means 

to identify a group of supportive agents. The unique restriction for supportive agents 

is that they must be normative agents because they must be able to comply with all 

commitments that benefit other agents in the group. Formally, we say that an agent 

has support power over another if both agents belong to the same group of supportive 

agents, and the second agent has the power to facilitate a goal required by the first. 

supportpower^ : f {NormativeAgent x NormativeAgent x ¥ AgentName 

X Goal x EnvState) 

Vagi,ag2 : NormativeAgent] supportiveags : ¥ AgentName] 

g : Goal, st: EnvState # 

supportpower {agi, ag2, supportiveags, g, st) 44-

{{agi.self,ag2.self} C supportiveags /\ 

facilitationpower {ag2, agi,g, st)) 

This is the kind of power that might exist in a group of friends. Note that the power 

can exist even if the first agent does not consider the second agent as a friend. It is 

enough that the second agent believes the first is among its friends to provide it help. 

This is not critical and we prefer to consider both agents as part of the same group of 

supportive agents. 
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Table 5.1 shows a summary of the prevailing conditions for circumstantial powers to 

lype of Power 
Conditions for an agent (Agi) 

to become empowered 
Conditions for an agent (Agg) 
to be subject of power 

Facilitation Power « Capabilities to satisfy g. @ g is one of its goals. 

Illegal Coercive Power ® Capabilities to satisfy gi. 

" gi hinders g2. 

® g2 is one of its goals. 

Exchange Power # gi is one of its goals. 

» Capabilities to satisfy ̂ 2-

» g2 is one of its goals. 

B Capabilities to satisfy gi. 

Reciprocation Power ® gi is one of its goals. 

» Addressee of a norm (n). 

» M is fulfilled. 

o n does not include re-
wards. 

» Capabilities to satisfy gi. 

9 Beneficiary of the norm n. 

Support Power ® gi is one of its goals. 

® Ag2 is a supportive agent. 

® Capabilities to satisfy gi. 

e Agi is a supportive agent. 

TABLE 5.1: Circumstantial Powers 

5.2.7 Discussion 

Circumstantial powers emerge during agent interactions and, as any kind of power, 

they are neither eternal nor absolute, i.e. powers are constrained. These powers are 

relativised to a particular situation in which some goals either receive benefits or are 

hindered. Therefore, what is true in one situation may not be true in another if an agent's 

interests, and therefore its goals, change. For example, exchange power disappears if 

one of the goals to be interchanged is no longer considered important. 

These forms of power can be exemplified by considering four students in an everyday 
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situation as follows. Sanghee is waiting for the postman at home because she is expect-

ing a very important package. She also wants to go for shopping because there is a 

sale for only two hours in her favourite shop. Cora, Sanghee's neighbor, wants to make 

a cake for her friends. She needs some ingredients from the supermarket, but cannot 

go outside because recently she twisted her ankle and cannot walk. Angle is Sanghees 

friend, and Angie never refuses when Sanghee asks for help. Alejandro is doing his 

homework on Sanghee's computer. 

gi : receive a package g2: go shopping 

gg: wait for the postman gi'. make a cake 

gg: get ingredients from the supermarket gg: finish homework 

g?: get the computer back -

TABLE 5 . 2 : Goal Descriptions 

By omitting information that is not relevant, the goals of these agents can be listed 

as shown in Table 5.2. Now, according to the description of these students' current 

situation. Table 5.3 shows both the goals and the capabilities associated with each agent. 

The capability of an agent to satisfy a goal g is denoted by the predicate satisfy {g). 

Agent Goals Agent's capabilities 

Sanghee { Sl^S2 } 
Cora { f 4 } { } 
Alejandro {ge} { } 
Angie 

TABLE 5.3: Agent States 

By making some assumptions, the relationships that hold among these agent goals 

are as follows: gs benefits gi, gs benefits g^, and g j hinders ge- Now, according to 

both the definition of circumstantial powers and the status of agents shown in Table 5.3, 

some empowered situations among these agents are identified as follows. 

# Since gs benefits gi, Cora has facilitation power over Sanghee. 

® Since g^ benefits g^, Sanghee hzs facilitation power over Cora. 

# Due to both previous relationships, Cora and Sanghee have exchange power over 

each other and, therefore, have the power to interchange goals with each other. 

They can make a deal. 

# Goal g7 hinders gg and, therefore, Sanghee has coercive power over Alejandro, 

and can oblige Alejandro to wait for the postman. 
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9 Since Angle considers Sanghee her best friend, Sanghee has supported power 

over Angie, and Sanghee can ask her to get the package. 

• Once Angie helps Sanghee to satisfy her goal of getting the package, she acquires 

the reciprocation power in the future. 

In this example, if Sanghee correctly identifies her powers, she can choose to exert 

the power which better suits her interests. This decision will determine the way in which 

she interacts with the others. 

5.3 IiuaKtiUdkMnai jFYrwners 

5.3.1 Introduction 

It is generally accepted that social structures define power relationships derived from 

the roles agents play in the social system. In such systems there always exist norms that 

entitle some agents to direct the behaviour of others. Therefore, as long as agents want 

to stay in such a system, they must recognise the power and, therefore, the authority, 

of certain agents. These kinds of powers are known as institutional powers, a term 

borrowed from [102]. 

Institutional powers are powers assigned through norms and that are accepted as le-

gitimate by the members of a society (i.e. these powers are supported by the social 

structure). These powers enable agents to issue new norms, to claim benefits, to prevent 

agents from violating norms, to claim rewards, and to punish offenders of norms. How-

ever, they cannot be exerted at any time, but only when agents over whom the power 

can be exerted behave in certain ways. For example, to exercise the power of punishing 

someone, two conditions are needed. On the one hand, there must be an agent empow-

ered by an enforcement norm to apply punishments and, on the other, the agent to be 

punished must have offended such a norm. 

Institutional powers only exist in the context of a normative multi agent system which 

has been defined as a set of normative agents controlled by a common set of norms in 

Section 4.5. Among the norms of these kinds of systems, the norms to allow the cre-

ation of new norms (legislation norms), those directed at encouraging compliance with 

norms by giving rewards {reward norms), and norms directed at enforcing compliance 

with norms by applying punishments {enforcement norms) are important to define insti-

tutional powers. Based on these norms five different forms of institutional powers are 

identified: legal power, legal benefit power, legal preventive power, legal punishment 

power and legal reward power. Details of each one are provided in next subsections. 
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5.3.2 Legal Power 

Legal power is the kind of power that agents entitled to issue new norms have. The 

validity of a norm could be questioned, and then rejected for all the members of a 

normative multi-agent system if the norm is issued by agents without this kind of power. 

For instance, a manager in a factory has legal power. She gives orders to workers under 

her control, she exerts the power acquired through the role she plays in the factory, and 

workers accept her orders because they recognise her authority, and therefore her power, 

in the social structure of the factory. Orders from other people could be rejected. This 

kind of power is formally defined in the predicate below, which states that an agent has 

legal power over another if both agents are members of the same normative multi-agent 

system, and the first agent is an addressee of a legislation norm. 

legalpower^ : F{NormativeAgent x NormativeAgent x NormativeMAS) 

\/agi,ag2 : NormativeAgent; nmas : NormativeMAS ® 

legalpower (agi, ag2, nmas) 4* 

{agi.self e nmas.members A ag2.self € nmas.members A 

(3 Zg ; nmas.legislationnorms # agi.self G Ig.addressees)) 

5.3.3 Legal Benefit Power 

Agents that expect to receive benefits from a norm whose non-compliance is penalised, 

are also empowered agents. These agents can satisfy their goals by using the respon-

sibilities of other agents, responsibilities that are acquired through the norms of the 

system. The benefits for these kinds of agents are guaranteed through the social pres-

sure that agents entitled to apply punishments can exert. For instance, a guest in a B&B 

has the power to request a clean room from the manager, otherwise the English Tourist 

Board could be informed, and the corresponding penalties might be applied. So, for 

this power to exist, the following constraints must be fulfilled. The empowered agent 

must be a beneficiary of a norm of the system, the agent over whom the power is ex-

erted must be an addressee of such a norm, and there must be an enforcement norm 

that entitles other agents to punish those agents that do not comply with the original. 

Thus, the social structure supports less favoured agents which would otherwise be un-

protected. Those norms without a corresponding enforcement norm do not give power 

to their beneficiaries because there is no means of exerting social pressure on addressee 

agents. There, the expected benefits depend on the willingness of addressee agents to 

comply with the norm, which makes it less likely to get those benefits. 

Formally, we say that an agent has legal benefit power over another agent regarding 
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a norm in a normative multi-agent system if both agents belong to the same system, the 

first is a beneficiary of the norm, the second is an addressee of the norm, and there is an 

enforcement norm for it. This is specified as follows. 

legalbenefitpower^ : f{NormativeAgent x NormativeAgent x Norm 

X NormativeMAS) 

Va^i, flg2 : NormativeAgent-, n : Norm-, nmas : NormativeMAS ® 

legalbenefitpower {agi, ag2, n, nmas) -#> (» 6 nmas.generalnorms A 

agi-self € nmas.members A ag2-self E nmas.members A 

agi.self G n.beneficiaries A ag2.self E n.addressees A 

(3 en -. nmas.enforeenorms ® enforces [en, n))) 

5.3.4 Legal Preventive Power 

The power to prevent agents from dismissing norms is reserved for those agents entitled 

to defend a norm by applying punishment or by giving rewards. These agents may exert 

pressure over addressees of a norm by reminding them of the potential punishment if 

they do not comply with the norm, or by reminding them of the rewards they can lose if 

the norm is dismissed. Thus, this kind of power is acquired either through enforcement 

norms or through reward norms. Formally, we say that an agent has legal preventive 

power over another agent regarding a norm in a normative multi-agent system if both 

agents belong to the same system, the second is an addressee of the norm, and the first 

is an addressee of either an enforcement norm that enforces the norm, or a reward norm 

that rewards compliance with the norm. This power is represented in the following 

predicate. 

legalpreventivepower^ : ¥{NormativeAgent x NormativeAgent x Norm 

X NormativeMAS) 

Vagi, ag2 • NormativeAgent-, n : Norm-, nmas : NormativeMAS ® 

legalpreventivepower {agi,ag2,n,nmas) -#'(»€ nmas.generalnorms A 

agi.self € nmas.members A ag2.self E nmas.members A 

ag2.self € n.addressees A 

{{3 en : nmas.enforcenorms # 

{enforces {en, n) A agi.self € en.addressees)) V 

(3 m : nmas.rewardnorms ® 

{rewardnorm {m,n) A ag^.self G m.addressees)))) 
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5.3.5 Legal Punishment Power 

An agent entitled to punish gains power as soon as another agent dismisses a norm. 

That is, an agent is legally allowed to punish another when it fails to comply with a 

norm. Thus, legal punishment power is limited to cases of norm violation. Entitlement 

to punish is only acquired through an enforcement norm, so this avoids the situation 

in which other agents coerce their peers. For instance, in a factory, only managers are 

entitled (by norms) to fire workers if their production level decreases, but no worker can 

do so. 

Now, since legal punishment power can only be exerted when a norm becomes un-

fulfilled, to define it we use the state of a normative multi-agent system (NMASState) 

which, besides containing a record of all norms already activated, includes a record of 

all fulfilled and unfulfilled norms as defined in Subsection 4.6.3. Formally, we say that 

in a normative multi-agent system, an agent has legal punishment power over another 

agent regarding a norm if both agents belong to the same system, the first is an addressee 

of an enforcement norm that enforces the norm, the second is the addressee of the norm, 

and its corresponding instance has been violated. The predicate below expresses these 

constraints. 

legalpunishmentpower_ : T{]SIormativeAgent x NormativeAgent x Norm 

X NMASState) 

Vagi, ag2 ; NormativeAgent] n : Norm-, nmass : NMASState ® 

legalpunishmentpower {agi, ag2, n, nmass) (n € nmass.generalnorms A 

agi.self € nmass.members A ag2.self E nmass.members A 

(3 en : nmass.enforcenorms ® 

{enforces {en,n) A agi.self G en.addressees)) A 

(3 in : nmass.unfulfillednorms » 

{isnorminstance {in,n) A ag2.self E in.addressees))) 

5.3.6 Legal Reward Power 

Once an agent complies with a norm that includes rewards, it acquires the power to 

claim the offered reward. Thus, the agent has the right to be rewarded by the promoters 

of a a norm (i.e. agents responsible for providing rewards.) This responsibility is only 

acquired through a reward norm. The power is the result of past compliance with a 

norm and, similarly to legal punishment power, a record of fulfilled norms is needed 

to define legal reward power. Formally, an agent has legal reward power over another 

agent regarding a norm in a normative multi-agent system if both agents belong to 
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the same system, the first has already fulfilled an instance of the norm, and the norm 

has a corresponding reward norm for which the second agent is an addressee. This is 

represented in the predicate below. 

legalrewardpower^ : ¥{NormativeAgent x NormativeAgent x Norm 

xNMASState) 

Vagi, a&2 : NormativeAgent-, n : Norm-, nmass : NMASState # 

legalrewardpower {agi, ag2, n, nmass) -<=>(»€ nmass.generalnorms A 

agi-self G nmass.members A ag2.self E nmass .members A 

(3 in : nmass.fulfillednorms ® 

[isnorminstance {in,n) A agi.self E in.addressees)) A 

(3 m : nmass.rewardnorms ® 

[rewardnorm {m,n) A ag2.self € m.addressees))) 

Table 5.4 shows a summary of institutional powers in a normative multi-agent system 

(NMAS) and the conditions for them to be exerted. 

5.3.7 Discussion 

To exemplify these forms of powers, some hypothetical norms in a university regarding 

the accommodation provided to students are shown in Table 5.5. 

In this example, the normative multi-agent system consists of all the students either 

living in a hall or starting their first year and looking for a place in the halls, all members 

of staff dealing with accommodation problems, and all regulations to control students 

and staff. Now, by observing the description of the norms in Table 5.5, some of their 

characteristics can be identified as follows. A is a legislation norm. 5 is a norm directed 

at the Accommodation Office (denoted in the examples of Table 5.6 by ACCO) whose 

benefits are enjoyed by all first year students. C is an interlocking norm which is ac-

tivated in the case of B being unfulfilled. D is an enforcement norm activated when C 

is violated (to punish ACCO). E represents a reward norm for B, and F is an enforce-

ment norm of E. In Table 5.6, the main components of these norms have been roughly 

extracted. For example, norm B is activated as soon as a first year student submits an 

application form. To fulfill such a norm, a room must be assigned to the student, a room 

in a hotel must be found and paid for if this norm is not complied with, but if it is, 

ACCO will gain money and the reputation of being a reliable office in the University. 

The addressee of this norm is the Accommodation Office and the direct beneficiaries 

are the first year students. 
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Type of Power 
Conditions for an agent (Agi) 
to become empowered 

Conditions for an agent (Agz) 

to be subject of power 

Legal Power ® Addressee of a legislation 
norm in the NMAS. 

# Member of the NMAS. 

Legal Benefit Power ® Beneficiary of norm n. 

« There is a norm {en) that en-
forces norm n. 

® Addressee of norm n. 

Legal Preventive Power ® There is a norm (em) that 
either enforces or rewards 
norm n. 

® Addressee of norm (em). 

® Addressee of norm (n). 

Legal Punishment Power ® There is a norm (en) that en-
forces norm n. 

® Addressee of the norm (e«). 

® Addressee of norm (n). 

« Norm n is violated. 

Legal Reward Power ® There is a norm (m) that re-
wards norm n. 

® Addressee of norm («). 

® Norm n is fulfilled. 

* Addressee of the norm 
(m). 

TABLE 5 . 4 : Institutional Powers 

By using the definition of institutional powers and the elements of the norms shown 

in Table 5.6, the following situations of power can be found. 

e The Head of the Accommodation Office has legal power over students living in 

university halls. 

® All first-year students have legal benefit power over the Accommodation Office 

when they apply for a place in a university hall. 

# The Accommodation Office has legal reward power when they assign a place for 

students. 
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Name Content 

A All students living in a university hall must follow the regulations issued by the 
Head of the Accommodation Office. 

B First year students have a guaranteed place in one of the halls of the university if 
they apply before a term starts. 

C If a place cannot be given to a first year student, the Accommodation Office must 
find and pay for a room for the student in a nearby hotel until a place in the halls 
can be given. 

D If the hotel is not paid a fine will be applied by the University. 

E Students located in a hall must pay a monthly rent until the end of their contract. 

F If the accommodation fee remains unpaid by the end of the month, students will 
be expelled from the university. 

TABLE 5.5: Norms in a University Accommodation Office 

Context Normative 
goals 

Punishments Rewards Addressees Beneficiaries 

A A norm is 
needed 

Issuing new 
norais 

- - Head of 
ACCO 

-

B Application 
received 

Assigning 
rooms 

Finding 
a hotel 

Gaining 
money and 
reputation 

ACCO First year 
students 

C B is violated Finding a hotel Losing 
money and 
reputation " 

ACCO First year 
students 

D C is violated Imposing fines - - University ACCO 

E B is fulfilled Paying fees Being 
expelled 

— Students in a 
hall 

ACCO 

F E is violated Expelling 
from the 
university 

University Students 

TABLE 5 . 6 : Components of Norms in the Accommodation Office 

The University has legal punishment power over the Accommodation Office when 

they fail to provide a place to live for a student. 

The University has legal punishment power over all students who fail to pay their 

accommodation fees. 

The University has legal preventive power over all students living in a university 

hall. 

Similarly to circumstantial powers, institutional powers are neither eternal nor abso-

lute. The authorities of a society are recognised as long as agents consider themselves 

of So 
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members which, most of the time, is either due to some of their goals being satis-

fied simply by being there, or due to the relationships agents create with other agents 

in the society. However, sometimes agents evaluate their society, or compare it with 

other societies, in order to know which might be more convenient for the satisfaction 

of their goals. As a result of this evaluation, agents might emigrate to other societies 

and, consequently, the norms that until now have influenced them, can be abandoned 

and authorities can lose their legal power. 

^Sjuit()i ioi]ioins oiF IShcirTmiitirvTe (SiowciEitiiss 

5.4.1 Introduction 

In accordance with our notion of autonomy, autonomous agents must express their pref-

erences for being part of a particular relationship, group, organisation or society. Thus, 

agent motivations are the key to understand why agents join and stay in a society. These 

motivations also allow us to explain why agents recognise the power and authority of 

others, and why they adopt and comply with the norms of a society. As long as agents 

want to stay in a society, they will respect both its authorities and its norms. 

Agents join new societies as a means to achieve some of their individual goals. For 

example, workers join a factory because the money they earn can be used to satisfy 

their personal goals. As a result, they respect their superiors, adopt the norms of the 

company and commit themselves to obey those norms. Students join a university in 

order to satisfy their particular goal of receiving a degree which, in turn, becomes the 

main motivation to comply with all the university regulations. Software agents that 

search information in large private databases must agree, for instance, to respect the 

norms of confidentiality and copyright, before being allowed to access the required 

information. 

However, once agents are in a society the satisfaction of their goals is not the only 

reason why they stay there. Sometimes, agents acquire certain responsibilities that can-

not be dismissed as soon as they achieve their goals. For instance, an agent that joins a 

credit bureau to get money and, therefore, to satisfy its personal goals, cannot leave the 

bureau until it fulfills its commitment to repay the money it borrowed. The following 

subsections are aimed at modelling an agent's decisions to enter and to stay in a society. 
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5.4.2 Becoming a Member 

As mentioned before, autonomous agents join societies because some of their goals 

can be satisfied by being in those societies [38, 39], However, since agents might have 

many goals, and some of them can conflict with the norms of these societies, agents 

must evaluate the effects on their goals of such membership. Being in a society means, 

on the one hand, that agents have responsibilities acquired through the norms addressed 

to them and, on the other, that they receive some contributions to their goals from the 

responsibilities of other agents. Consequently, to decide whether belonging to a society 

is worthwhile, an agent must assess its responsibilities in a society and the contributions 

to its goals that the society might offer. 

To formally define the terms mentioned above, first, a function to obtain all society 

norms addressed to a particular agent, is defined as follows. 

normstocomply : {AgentName x NormativeMAS) — P Norm 

V ag : AgentName', nmas : NormativeMAS; nms : P Norm e 

normstocomply {ag, nmas) = nms (Vn : nms » 

{ag € n.addressees A n € nmas.generalnorms)) 

Now, a set of useful functions to extract normative goals, punishments and rewards 

from a set of norms are defined respectively as follows. 

normgoals,punishgoals, rewardgoals : FNorm F Goal 

\fns : ¥Norm ® 

normgoals ns — (J{n : ns e n.normativegoals} A 

punishgoals ns = |J{n ; ns # n.punishments} A 

rewardgoals ns = }J{n ; ns e n.rewards} 

Then, the responsibilities of an agent in a society are defined as all the goals that 

must be satisfied by the agent as long as it is considered a member. Formally, the 

responsibilities of an agent are the normative goals of all the norms for which the agent 

is an addressee. 

agentresponsibilities : {AgentName x NormativeMAS) P Goal 

\/ ag : AgentName-, nmas : NormativeMAS: ngs : fGoal # 

agentresponsibilities{ag,nmas) = normgoals {normstocomply {ag,nmas)) 

Agents can obtain contributions to their goals in two ways. They can receive direct 
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contributions as beneficiaries of norms addressed to other agents, or they can receive 

contributions from the rewards of the norms they ought to fulfill. To formalise this, 

first, a function to find all the norms of a society from which some benefits are obtained 

by an agent is defined as follows. 

normsthatbenefit: {AgentName x NormativeMAS) —> fNorm 

V ag : AgentName] nmas : NormativeMAS', nms : P Norm * 

normsthatbenefit {ag, nmas) = nms (Vn : nms ® 

{ag E n.beneficiaries A n E nmas.generalnorms)) 

Formally, the contributions that an agent can obtain for being a society member are 

the normative goals of those norms that benefit the agent, together with the rewards that 

can be obtained from the norms it has to comply with. Its formalisation is given below. 

societycontributions : {AgentName x NormativeMAS) —> P Goal 

V ag : AgentName-, nmas : NormativeMAS; ngs : P Goal » 

societycontributions {ag, nmas) = 

normgoals {normsthatbenefit {ag, nmas)) U 

rewardgoals {normstocomply {ag, nmas)) 

Now, to evaluate how their responsibilities and the society contributions may affect 

their goals, agents must consider two things. 

# The contributions must provide some benefits for their important goals because it 

does not make any sense to enter a society from which benefits cannot be taken. 

« The new responsibilities must not hinder goals which are more important than the 

goals that benefit from contributions. Otherwise, agents can lose goals which are 

more important than those that can be satisfied by being in a society. 

To formalise these conditions, first, we define a function which, given two sets of 

goals, provides the goals of the first that can be hindered by any goal of the second. 

Here, hinders is a predicate that is true when one of the goals hinders the other as 

explained in Subsection 3.4.4. 

hindered : (P Goal x P Goal) —> P Goal 

(Vgi : gj'3 # 

((gi E A (3g2 : (g2,gi)))) 
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Now, a function which, given two sets of goals, provides the goals of the first that can 

benefit from any goal of the second is defined below. As explained in Subsection 3.4.4, 

the predicate benefits is true when a goal benefits another. 

benefited : (P Goal x P Goal) -4- P Goal 

(Vgi : gJs » 

((gi € gai) A (3g2 : g&z # (g2,gi)))) 

As defined in Section 3.5.2, the importance of goals is determined by the intensity 

of the motivations that are associated with these goals. The higher the intensity of 

its motivations, the more important the goal. Thus, agent motivations are key aspects 

for deciding when joining a society is worthy. A normative agent that has chosen the 

societies in which it wants to stay is formalised in the schema below. There, societies is 

a variable that represents the set of all societies for which the agent is a current member. 

_ SocietiesAgent 

NormativeAgent 

societies : F NormativeMAS 

\/ s : societies » self 6 s.members 

Now, every time an agent decides to join a new society, the evaluation of both its re-

sponsibilities and the contributions it can receive, must be carried out as follows. Agents 

evaluate the goals that can be hindered by their responsibilities and the goals that can 

benefit from the contributions they receive from the society. Then, the goals that benefit 

from society contributions must be more important than the goals hindered by an agent 

responsibilities. We call this constraint the social satisfaction condition. If this condi-

tion is fulfilled, the agent enters the society, and it must adopt the corresponding society 

norms as an act of willingness to comply with these norms. However, this does not 

mean that these norms will be complied with, since the motivations of an agent might 

change at the moment that these norms must be fulfilled. The process that represents an 

agent's decision to enter a new society is represented in the BecomingMember schema. 

There, newsociety? represents the society that the agent is considering joining. The first 

predicate states that the agent has not yet entered the new society. The second predicate 

is the social satisfaction condition evaluated in the newsociety. The third predicate rep-

resents the agent accepting the society by including it in the set of societies to which the 

agent belongs. Finally, the last predicate represents the agent adopting the norms of the 
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accepted society. 

_ BecomingMember 

ASocietiesAgent 

newsocietyl : NormativeMAS 

newsocietyl ^ societies 

let scgs == societycontributions {self, newsociety?) e 

let args == agentresponsibilities {self, newsocietyl) # 

{importance {gms, benefited {goals, scgs)) > 

importance {gms, hindered {goals, args))) 

societies' = societies U {newsocietyl} 

norms' = norms U normstocomply {self, newsocietyl) 

5.4.3 Society Normative Agent 

Before describing how the decision to remain in a society is made, agents able to ob-

serve the society in which they participate, and to keep records of past compliance 

with norms, must be modelled. To do so, we introduce the SocietyNormativeAgent 

schema. This schema includes all the components of the NormativeAgent schema, a 

variable {society) to represent the model the agent has about its society, and a variable 

{societystate) which holds records of past compliance with norms in the society (as 

defined in Subsection 4.6.3). The first predicate in the schema states that the agent con-

siders itself as part of the society, whereas the second states that the agent has adopted 

some of the norms of this society. The third predicate states that the societystate variable 

must correspond to the state of the agent's society. Finally, the last predicate makes it 

clear that, when needed, the state of the society, represented by its variable environment, 

must be interpreted according to the agent's beliefs. This raises the possibility that other 

agents have a different view of their environment and, therefore, inconsistencies among 

agents can arise. (How to deal with these inconsistencies is beyond the scope of this 

thesis, and will not be discussed further.) 
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_ SocietyNormativeAgent _ 

NormativeAgent 

society : NormativeMAS 

societystate : NMASState 

self E society .members 

norms fl society.generalnorms 7̂  0 

society.nmasname = societystate .nmasname 

society .environment = beliefs 

5.4.4 Staying in a Society 

Once agents are in a society, the satisfaction of their important goals is not the only 

reason why they remain there. Humans, for example, do not emigrate to other societies 

because of any of the following reasons [35]. 

® There are no other societies to go, or at least they do not know them. 

@ They are not willing to face the risk of changing because they are unable to know 

or predict how their goals could be affected by being there. 

• They are under coercion or threats of other humans. 

e They have moral commitments to fulfill. 

® Their goals are being satisfied in the society. 

• They are involved in a network of relations that make them feel strong. 

• They need a familiar culture, and they have strong social ties. 

Regarding agents, we divide the reasons for staying in a society into two groups: 

the first includes reasons regarding an agent's goals, and the second includes reasons 

regarding an agent's relationships. The first group corresponds to those reasons that 

cause the agent to enter the society. That is, as soon as the important goals of agents 

continue being satisfied, and their responsibilities do not hinder these important goals, 

agents will stay there. 

The first group of reasons is formally represented in the StayingbyGoals schema. 

There, the SocietyNormativeAgent schema is included to represent a normative agent 

that has entered a society from which some norms have been adopted, and it has models 

of its society {society) and the state of this society {societystate). The predicate states 
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that the society being considered satisfies the social satisfaction condition as explained 

earlier. 

StayingbyGoals 

SocietyNormativeAgent 

let scgs == societycontributions {self, society) ® 

let args == agentresponsibilities {self, society) ® 

{importance {gms, benefited {goals, scgs)) > 

importance {gms, hindered {goals, args))) 

In the second group of reasons, an agent assesses its relationships with other agents. 

Thus, an agent might decide to stay in a society in any of the following cases. 

® The agent is being coerced by a member of the society to remain there. 

9 The agent is part of a group of supportive agents and one of them, which is also a 

member of the society, needs its help. 

« The agent feels obliged to reciprocate to some agents in the society. 

The agent has already decided to comply with norms but their fulfillment has not 

yet occurred. 

In the first three cases, the agent recognises the circumstantial powers of some mem-

bers of the society. In the last case, the agent is being consistent with the normative 

decisions it has made. We formalise each reason separately as follows. 

Despite the social satisfaction condition not being fulfilled, an agent stays in a society 

if there is someone in the society with the capability of impeding one of the agent's 

goals that is more important than the goals hindered by the agent's responsibilities. If 

the agent is not a member of the society, this implies that this important goal cannot be 

satisfied. This means that although an agent's responsibilities are more than the social 

contributions the agent can receive, there is a more important goal that the agent can 

lose if it decides to abandon the society. The formal representation of this is given in 

the StayingbyCoercion schema. There, the SocietyNormativeAgent schema is included 

to represent a normative agent that recognises itself as a member of a society for which 

a model is held {society). The predicate in the schema is composed of several predicates 

stating the following. First, the social satisfaction condition is not fulfilled in the society 

being considered. Second, the agent believes that there is a goal regarding which other 

agent, which is a member of the society, has illegal coercive power over it. Third, such 
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a goal is more important than the goals hindered by the agent's responsibilities. Finally, 

the fact that the agent is not a member of the society implies that the goal is not among 

its goals. 

-Stayingby Coercion 

SocietyNormativeAgent 

let scgs == societycontributions {self, society) » 

let args == agentresponsibilities {self, society) # 

let bgoals == benefited {goals, scgs) # 

let hgoals == hindered {goals, args) ® 

{importance {gms, bgoals) < importance {gms, hgoals) A 

(3 g : goals # 

(3 ag : society .members ® illegalcoercivepower {normativeAg ag, 

normativeAg self, g, beliefs) A 

importance {gms, {g}) > importance {gms, hgoals) A 

self 0 society.members g 0 goals))) 

An agent stays in a society if it is part of a group of supportive agents, and one 

of them, which is also a member of the same society, needs its help. We use the 

StayingbyFriends schema to formalise this case. There, the components of the Soci-

etyNormativeAgent schema are included as in previous schemas. In addition, a variable 

(friends) to represent the group of supportive agents is included. The predicate in the 

schema states that there is a member of the society, which is a also a member of the 

agent's supportive group, and that has a goal that can be satisfied by the agent (i.e. its 

friend has supported power). 

. StayingbyFriends 

SocietyNormativeAgent 

friends : F AgentName 

3 ag : society.members ® {ag G friends A 

{3g : {normativeAg ag).goals ® 

supportpower {normativeAg ag, normativeAg self, friends. 

An agent remain in a society when it has to reciprocate another agent for actions from 

which the former agent was benefited. This case is formalised in the StayingtoReciprocate 

schema where the SocietyNormativeAgent schema is also included. The predicate states 
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that the agent believes that there is a member of the society that is expecting to be re-

ciprocated. That is, one of the members of the society has reciprocation power over the 

agent. 

_ StayingtoReciprocate 

SocietyNormativeAgent 

3 ag : society.members » 

reciprocationpower {normativeAg ag, normativeAg self, 

societystate, beliefs) 

Finally, an agent stays in a society when it has already decided to comply with norms 

that have not yet been fulfilled. Here, the agent shows its respect for the commitments 

it has with other agents. This case is formalised in the StayingtoComply schema where, 

besides the SocietyNormativeAgent schema, the intendednorms variable is included to 

represent the norms the agent has decided to comply with. The predicate states that 

there is a norm of the society the agent has decided to comply with (i.e. it is an intended 

norm) that has not yet been fulfilled. 

- StayingtoComply 

SocietyNormativeAgent 

intendednorms : ¥ Normlnstance 

3 n : intendednorms ® (N € society state.allinstances A 

n ^ society state.fulfillednorms) 

All these cases can be combined through logical disjunctions to represent an agent's 

decisions to stay in a society due to the relationships (or ties) it has with other agents in 

the society as follows. 

StayingbyTies = StayingbyCoercion V StayingbyFriends V 

StayingtoReciprocate V StayingtoComply 

5.5 Conclusions 

On the one hand, agents must be able to recognise their powers in order to use them to 

cause agents, on whom the power can be exerted, to satisfy their goals. On the other 

hand, agents must be able to recognise the power of other agents in order to know when 
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the goals of those agents can be adopted, and to be able to work in systems in which the 

authority of agents exists. 

Two kinds of power are identified in this chapter; powers due to an agent's capabil-

ities, and powers acquired through the roles agents play in a society. These are called 

circumstantial powers and institutional powers, respectively. Contrary to much work in 

which powers of agents are taken as eternal and absolute, all situations of power have 

been relativised to an agent's goals and to the society in which agents exist. This allows 

agents to decide, at run-time and according to their current situation, both if someone's 

authority is valid and if a particular kind of power can be exerted. This also enables 

agents to constrain the power of agents and to avoid abusive situations from emerging. 

Circumstantial powers are those that result from an agent's abilities and the circum-

stances of others that cause the agent to be in an empowered situation. Although our 

analysis builds on important work on power, dependence and norms, it goes beyond 

power due to dependence [21,26, 31] by including other powers not considered before. 

In particular, five types of circumstantial powers are identified in this chapter: power to 

facilitate the goals of other agents, power to threaten other agents, power to exchange 

goals, power of being reciprocated, and power given by relations of support among 

agents. 

As long as an agent wants to stay in a society, the powers and authority of certain 

agents must be recognised. We define institutional powers as the powers supported by 

the norms in a society. In this chapter, five empowered situations due to norms have been 

identified: power to legislate and to issue new norms, power to claim the benefits that 

some norms provide to agents, power to prevent agents deviating from norms, power 

to punish offenders, and power to reward compliant agents. Some of these relations 

of power due to norms have been mentioned in other work [146, 157], but the full set 

identified here has not been considered as a coherent whole. 

As mentioned, to understand why agents recognise the authority and, therefore, the 

power of certain agents in a society, the reasons for agents to enter and to stay in a 

society are explained. We argue that autonomous agents enter a society as a means of 

satisfying their important goals. However, since their other goals might be in conflict 

with the norms of a society, agents must evaluate the contributions they can get from 

being members against the responsibilities they have in the society. In addition, once 

inside a society, agents stay there not only to satisfy their goals but also due to the 

relationships that they create with other agents in the society. In particular, we argue 

that an agent stays in a society because of any of the following reasons: its goals are 

being satisfied, someone is threatening the agent, some of its friends need help, the agent 

wants to reciprocate others from whom help was received, or the agent has committed 
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itself to comply with some norms. The problems of entering and leaving a society have 

been previously treated from the perspective of the society, organisation or group in 

consideration. That is, there is always someone that selects agents as members of a 

society on the basis of their capabilities, among other things [7, 48, 51, 55, 144]. Our 

perspective is complementary to all these approaches because in this case, it is the agent 

who evaluates if membership is worthy for its own interests. 

Lopez Ross Singh 

Power to legislate Competence -

Under power to legislate Subjection — 

Legal benefit power Claim Claim 

Under legal benefit power Obligation Commitment 

Legal preventive power Obligation Power 

Legal punishment power - -

Legal reward power -
— 

TABLE 5 . 7 : Institutional Power Comparison 

Table 5.7 compares the situations of institutional power identified in this chapter (de-

noted by Lopez in the table), against similar normative relations presented by Ross [146] 

and Singh [157]. Note that the compared models are taken from different, yet compat-

ible, areas of research. Whereas Ross's work is focussed on the formalisations of legal 

actions, Singh's research is interested in the interactions that might occur in a multi-

agent system due to norms. By contrast, our work is focussed on autonomous agents 

and what they need to take effective decisions regarding norms. From the table, we can 

observe that our model, besides including the others, allows the identification of powers 

that result from the normative behaviour of other agents. This is possible thanks to the 

use of the previously defined normative framework which considers the dynamics that 

result from the normative behaviour of agents in a system. 
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Chapter 6 

The Impact of Powers on Agent 

Behaviour 

6 . 1 I n t r o d u K t w D n 

Undoubtedly, one of the cornerstones of agent research is cooperation [64]. We under-

stand cooperation as the process by which one or more agents agree to satisfy the goals 

of other agents [118]. Goals do not simply emerge, but are either generated or owned 

by agents [119, 178], which might require the cooperation of other agents to satisfy 

them. However, before requiring the adoption of a goal, an agent must take into ac-

count that autonomous agents can decide not to cooperate, and that time can be wasted 

due to fruitless interactions with agents that ultimately reject such requests. This can 

be avoided if agents are provided with the means to identify in advance if the adoption 

of a goal is likely to be accepted. Thus, the number of necessary interactions to reach 

an agreement to cooperate can be reduced [124, 125]. Moreover, if agents are provided 

with the means to understand the reasons why other agents should adopt their goals, 

they may already be prepared to argue in case of rejection [10, 106, 138], and a better 

selection of plans can be made if agents know in advance which agents they can rely on 

[84]. 

Because agents are autonomous, they must be convinced to adopt external goals. This 

can be done via a process of negotiation [10, 72, 128] in which agents take advantage 

of their situations of power to influence other agents to satisfy their goals [112]. How-

ever, powers are constrained, and agents must identify in which cases, and over which 

agents, these powers can be exerted. Conversely, if agents without power recognise 

their vulnerability, they might be influenced to adopt the goals of an empowered agent, 

so that both agents might participate in a relation of cooperation [62]. Moreover, if the 

cooperation of other agents is needed to execute a plan, it is desirable to select the plan 
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whose subgoals have lower probability of being rejected by others. 

Using agent powers to influence other agents to satisfy goals is a principle of Social 

Power Theory [21, 27, 31, 36] but, although SPT can be directly applied to situations in 

which agents know each other's goals and can identify their dependence relationships, 

it fails to explain those cases of cooperation in which interdependence among agents 

is not obvious. For example, people on buses give up their seats to the elderly without 

expecting to receive something in exchange, and nurses in a hospital cooperate with 

doctors not to interchange goals but as part of their responsibilities in the organisation. 

By contrast, our view of powers includes not only those due to an agent's abilities to 

satisfy goals that might either contribute to, or impede, the goals of other agents {cir-

cumstantial powers), but also those due to the roles agents play in a society {institutional 

powers) (both kinds of power are discussed in Chapter 5.) We argue that if power can 

be exerted, agents without power might accept the adoption of the goal of an agent 

with power. In this way, autonomous agents are influenced by other agents to create 

commitments among them. 

Agent powers have a direct impact on three processes of decision-making; delegation 

of goals, adoption of goals, and selection of plans. 

• During goal delegation, powers are used to identify when a goal can successfully 

be delegated. This occurs when the powers of the delegating agents can be exerted 

to influence an agent to adopt the goal. 

• In goal adoption, powers are used for agents to understand why a goal must be 

adopted. Here, agents recognise the powers of the delegating agent and how these 

powers can affect their goals. 

® Powers can also be used during the selection of a plan because they are the means 

to foresee the success of a plan by predicting the success of the delegation of 

those subgoals, in the plan, that cannot be satisfied by the agent. 

So, analysing when powers can be exerted to delegate goals, when the power of other 

agents must be recognised to adopt their goals, and how to select plans according to 

the possibilities for delegating subgoals by using agent powers, are the objectives of 

this chapter. Additionally, since the adoption of external goals represents commitments 

towards other agents, the non-satisfaction of these goals can be penalised, and their 

complete satisfaction can be rewarded, we argue that every agreement to satisfy external 

goals must be made formal through the adoption of a corresponding norm. So, the 

problem of autonomous norm adoption is also faced in this chapter. 
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To satisfy the objectives of this chapter, in Section 6.2 the conditions that must prevail 

for agents to believe that one of their goals can be successfully delegated are provided. 

In the same section, a classification for agents that can be influenced to adopt an external 

goal is given. Section 6.3 presents a classification of plans based on the possibility of 

delegating subgoals. Section 6.4 describes, in terms of agent powers, the conditions for 

agents to believe that external goals must be adopted. In Section 6.5 a model for norm 

adoption as an autonomous decision is presented. Finally, our conclusions are provided. 

6 . 2 ( ^ o a l ] ) e L B g a t k H i 

6.2.1 Introduction 

There are some situations in which agents prefer their goals to be satisfied by others 

and, according to Castelfranchi and Falcone [30], these agents have three options. 

» Agents can take advantage of situations in which other agents are already satis-

fying the required goal. Then, agents just have to wait until the required goal 

becomes satisfied. For instance, an agent that is leaving a room and has the goal 

of opening the door can wait until another agent opens the door to go through. 

® Sometimes, it is possible to change the beliefs and motivations of agents in order 

to provoke the desired goal being generated as one of their goals. That is, by 

changing an agent's motivations, new needs and, therefore, new goals are gen-

erated [117, 118]. For example, a car advertisement affects the motivations of 

people to make them buy cars of a certain brand. 

• The last option is to reach agreements by mutual consent between agents that 

delegate goals and agents willing to adopt these goals. 

In the first case, agents take advantage of their current situation, and in the second, 

they work to influence other agents by changing their motivations. In both cases, there 

are neither direct interactions nor commitments between agents. Consequently, those 

agents capable of achieving the desired goal are free to intend or drop it. By contrast, 

the last option involves the decisions of two agents to voluntarily create commitments 

of cooperation. It is the last case that is the concern of this section where the problem 

of goal delegation is faced. The goal adoption problem is faced later on. 

To delegate a goal, an agent must consider the possibilities of influencing the agent 

chosen to delegate to. This must be done by identifying the kind of power that can be 
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exerted over the agent [112]. In the remainder of this section, we provide the means for 

agents to identify situations in which, by exerting their circumstantial or institutional 

powers, others can be influenced to adopt a delegated goal. 

6.2.2 Exerting Circumstantial Powers 

6.2.2.1 Threatening Agents 

Some agents prefer to use coercive methods to influence others to satisfy their goals. 

To do so, these agents must have the capabilities to hinder the goals of the agents to 

be threatened, i.e. they must have illegal coercive power. However, for the threat to 

be effective, the agent without power must consider the hindered goal as more impor-

tant than other goals that could be hindered by satisfying the external agent's goals, 

otherwise the threat might be ignored. Empowered agents must take into account the 

motivations of the threatened agents in order to succeed in the delegation of their goals. 

Formally, an agent that has illegal coercive power over another can delegate any of its 

goals if this illegal coercive power can be exerted to hinder a goal whose importance is 

higher than the importance of the goals hindered by the delegated goal. This is formally 

expressed in the relationship below. Here agi represents the agent requiring a goal (g) 

to be delegated, and ag2 represents the agent chosen to delegate to. 

threatendelegation^ : F{NormativeAgent x NormativeAgent x Goal) 

Vagi; ag2 : NormativeAgent; g : Goal » 

threatendelegation (agi, agg, g) (3gi : ag2.goals # 

{illegalcoercivepower {agi, ag2, gi, agi-beliefs) A 

(zmpo/foMCg (agg {&i}) > 

importance {ag2.gms, hindered {ag2.goals, {g}))))) 

6.2.2.2 Exchanging Goals 

Delegation of goals can also be achieved through exchange of goals when two agents 

recognise that they can help each other, and each agrees to satisfy the goal of the other. 

One of the main difficulties in reaching an agreement in relation of goal exchange re-

lates to the worth of goals [47]. Goals can be measured, for instance, according to their 

importance or the cost that the satisfaction of a goal might imply. If all goals are equiv-

alent, the deal is always considered fair for both agents and exchange of goals may be 

rapidly achieved. However, in the majority of cases not all goals are equivalent. This 

makes the deal unfair for the agent that has to achieve the most difficult, important, or 
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costly goal. Consequently, before an agreement can be made, a process to evaluate (and 

maybe to negotiate) the goals to be exchanged and the rewards to be offered, is needed. 

For instance, workers in a factory may be motivated by a manager to increase their 

productivity if a promise to earn extra money for each item produced is made. Clearly, 

exchange power exists, since the manager needs workers for the achievement of the 

goals that have been assigned to her, and workers need the extra money for the satisfac-

tion of their goals. However, both the quantity of items that workers must produce, and 

the quantity of money they receive, must be negotiated by both parties. The discussion 

of negotiation techniques is beyond the scope of this thesis and will not be considered 

further. However, we can still consider the conditions for an agent to believe it can 

delegate a goal through exchange. 

For an agent to initiate the delegation of one of its goals through exchange, it must 

recognise its reciprocal dependence on the agent chosen to achieve the goal (i.e. the 

agent must have power to exchange goals). Now, since autonomous agents act accord-

ing to their motivations, the agent must believe that the goal to be exchanged is more 

important than the goals that may be hindered by the goal to be adopted (through ex-

change). Moreover, the agent must believe that this condition also applies to the chosen 

agent. This is important because it does not make any sense to offer the satisfaction of 

an unimportant goal when other more important goals could be hindered. 

Formally, an agent (agi) can delegate any goal to another agent (agg) if both agents 

have exchange power, the goal to be delegated (gi) is more important than the goals 

hindered by the goal to be adopted goal (§2), and the agent believes that the chosen 

agent has similar reasons to exchange one of its goals. The representation of this is 

given below. 
6 

exchangedelegation^ : Y{NormativeAgent x NormativeAgent x Goal) 

agI, ag2 : NormativeAgent] gi : Goal * 

(agi, agg, gi) (3g2 : agg.goak * 

(agi, gi, agg, A 

{importance {agi-gms, {gi}) > 

importance (agi.gms, hindered {agi.goals, {gs}))) A 

(ag2.gm$, {ga}) > 

importance {ag2.gms, hindered {ag^.goals, {gi}))))) 
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6,2.2.3 Requiring Support 

Autonomy does not restrict an agent's benevolence. Consider an agent with a group 

of special agents (such as a group of close friends) for which help is never denied and 

whose goals are adopted as an end. Neither rewards nor punishments are expected by 

those agents adopting their goals. So, agents can take advantage of the support of these 

groups of agents to delegate their goals. Since explaining how these kinds of groups are 

formed and maintained is a topic beyond this thesis, we assume that each agent has the 

means to identify which agents are included in them. Formally, we say that an agent 

that has support power can delegate any goal to any agent in a set of supportive agents. 

supportivedelegation_ ; f [NormativeAgent x NormativeAgentx 

F AgentName x Goal) 

y agi,ag2 : Normative Agent, supportiveags : Y AgentName] g ; Goal 

supportivedelegation {agi, ag2-, supportiveags, g) 

supportpower [agi, ag2, supportiveags, g, agi.beliefs) 

6.2.2.4 Requiring Reciprocation 

Those agents that have provided some benefits to others, acquire reciprocation power to 

be used when they need it. This could be seen as the counterpart of benevolent adoption 

because, given that agents have been helped in the past without conditions, they should 

provide help in the same way. Formally, an agent that has reciprocation power over 

another agent can delegate it any of its goals. Notice that, in this case, the state of a 

society (formalised in the NMASState schema in Subsection 4.6.3) is needed because a 

record of past compliance with norms is required to identify when reciprocation power 

can be exerted. 

reciprocatedelegation^ : T{NormativeAgent x Normative Agent 

X NMASState x Goal) 

Vagi, ag2 : NormativeAgenf, societystate : NMASState-, g : Goal 

reciprocatedelegation {agi, ag2-, societystate, g) <#-

reciprocationpower [agi, ag2, societystate, agi.beliefs) 
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6.2.3 Exerting Institutional Powers 

6.2.3.1 Issuing Orders 

Agents that have power to issue new orders can easily delegate a goal to those agents 

in their domain of competence because they are recognised as authorities in the society. 

Formally, an agent that has legal power in a society can delegate goals to any of its 

members. Such delegation can be formalised as follows. 

legaldelegation_ : F{NormativeAgent x NormativeAgent x Goal 

X NormativeMAS) 

Vagi, ag2 : NormativeAgenf, g : Goal, society : NormativeMAS » 

legaldelegation (agi, ag2,g, society) <=> g 6 agi.goals A 

6.2.3.2 Applying Punishments 

An agent can delegate a goal to another agent if such a goal must be satisfied as part of 

the punishments of an unfulfilled norm, and the agent delegating the goal is an authority 

entitled to apply these punishments, i.e. it has legal punishment power. This means that 

the agent required to adopt the goal is an offender of a norm that must now accept 

being punished. Formally, an agent (agi), which has legal punishment power regarding 

a norm n, can delegate those goals that correspond to the punishments of the norm to 

any one of its addressees {ag2 in this case) that did not comply with it. The state of 

a society (NMASState) is needed in the definition because a record of past compliance 

with norms is required to identify when legal punishment power can be exerted. 

punishdelegation^: f {NormativeAgent x NormativeAgent x Goal 

xNMASState) 

Vagi,ag2 : NormativeAgent-, g : Goal, society state : NMASState # 

punishdelegation {agi, ag2, g, society state) <=> 

(3 n : society state.generalnorms ® 

{legalpunishmentpower {agi, ag2, n, societystate) A 

g E n.punishments)) 

6.2.3.3 Claiming Rewards 

An agent can delegate a goal if the goal must be satisfied by another agent as part of a 

previously offered reward. That is, by complying with norms, agents become entitled 
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to claim its rewards. Formally, an agent (agi), which has legal reward power regarding 

a norm n, can delegate those goals that correspond to the rewards of the norm n to any 

agent (agg) required to provide rewards. 

rewarddelegation_ : ¥{NormativeAgent x NormativeAgent x Goal 

xNMASState) 

Vagi, ag2 : NormativeAgent-, g ; Goal, society state : NMASState ® 

rewarddelegation {agi, ag2, g, society state) 

(3 n : societystate.generalnorms ® 

{legalrewardpower {agi, ag2, n, societystate) A 

g e n.rewards)) 

6.2.3.4 Claiming Social Benefits 

Beneficiaries of a norm can delegate any goal that coincides with the normative goals of 

a norm to any of its addressees. Formally, an agent {agi) that has legal benefit power re-

garding a norm n, can delegate a goal (g) to an agent {ag^) over whom this power can be 

exerted, if the goal corresponds to the normative goals of the norm. This formalisation 

is given below. 

benefiteddelegation- : TiNormativeAgent x NormativeAgent x Goal 

X NormativeMAS) 

Wagi,ag2 : NormativeAgenf, g : Goal, society : NormativeMAS 

benefiteddelegation {agi, ag2, g, society) 

(3 n : society.generalnorms # 

{legalbenefitpower {agi, ag2, n, society) A 

g e n.normativegoals)) 

6.2.4 Discussion 

All of the above forms of identifying situations in which circumstantial powers can be 

exerted to delegate a goal require the agent to have a model of the goals, beliefs and 

motivations of other agents. By contrast, to exert institutional powers agents do not 

need a model of the others because, through norms, the responsibilities of each agent 

are very well established and agents expect those responsibilities to be fulfilled. That 

is, agents use the support of the society where they participate to delegate their goals. 

It may seem that the delegation of goals can be guaranteed by exercising institutional 
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powers; however, since agents are autonomous, they can decide at any time to ignore 

those powers and leave the society, organisation or group. 

Finally, it is important to say that these forms of identifying when other agents can be 

influenced are interpreted according to the beliefs of the delegating agent which means 

that the delegation of a goal cannot succeed if the beliefs of the other agent do not 

coincide with them. 

6 3 f U a n S k d e c t k H i C Z r H a r i a 

6.3.1 Introduction 

After an agent has decided what to do, it must decide how it must be done. In other 

words, once a goal has been selected to be achieved, the means to satisfy it must be 

chosen. In general, these means are represented as plans whose execution might require 

not only the abilities of the agent, but also the abilities of other agents. Choosing a plan 

in terms of the capabilities of other autonomous agents is risky because these others 

may decide not to provide help. Consequently, the possibility for agents to delegate 

goals must be considered when selecting a plan [63, 124, 125]. That is, agents must 

identify beforehand if those agents that might be involved in the execution of a plan, 

can be influenced in some way. 

Some basic heuristics to select a plan based on the number of involved actions, their 

cost, and the required time have already been provided by others [147]. Work has 

also been done regarding the selection of plans that involve the actions of benevolent 

agents (e.g. [66, 67]). There are also strategies to select plans based on factors of risk 

introduced by the degree of trust in agents that have previously agreed to cooperate [84], 

and strategies based on relations of dependence [50]. In addition. Luck and d'lnvemo 

analyse plans in terms of both the number of agents required to cooperate, and the 

number of agents that might be affected by the execution of a plan [121]. By contrast, 

our proposal is to analyse a plan on the basis of the kinds of influence that can be used 

with agents involved in its execution, which depend on the kinds of powers that can 

be exerted over these agents. This analysis provides the means to classify those plans 

that require the cooperation of other agents in order to provide alternatives to satisfy a 

particular goal. Figure 6.1 shows the seven categories of plans identified in this section. 
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Plans 

Negotiated Plans 

Supported Plans 

Social Supported Plans 

Self-sufficient Plans 

Aggressive Plans 

Risky Plans 

Feasible Plans 

FIGURE 6.1: Plan Categories 

6.3.2 Potential Partner Agents 

Before categorising plans, a classification of those agents that can be influenced to adopt 

a particular goal is presented. So, potential partners to delegate goals are those agents 

that can be coerced to cooperate {threatened agents), those with which goal exchange 

can be agreed {contractors), those agents already committed to adopt goals {captive 

agents), and those agents whose responsibilities in a society commit them to adopt 

the external goals {institutional partners). Table 6.1 shows the categories of agents 

identified in this section, together with the kinds of influence that can be used with 

them, which depends on the kind of power that can be exerted on these agents. Details 

of each category are provided below. 

6,3.2.1 Circumstantial Partners 

Agents that can be influenced to adopt a determined goal, by using circumstantial pow-

ers, are divided into three different categories, as follows. 

« Those agents that can be threatened to satisfy a goal are gathered in a set of agents 

called threatened agents. 

# The second category corresponds to all agents for which a negotiation process 

might be needed to reach an agreement. That is, agents that can be convinced to 

adopt a goal in exchange for one of their own goals are called contractors. 
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Type of Agent Influence Argument 

Threatened Agents ® Threatening 

Contractors ® Exchanging Goals 

Captive Agents ® Claiming Support 

® Requiring Reciprocation 

Institutional Partners ® Issuing Orders 

» Applying Punishments 

o Claiming Rewards 

» Claiming Social Benefits 

TABLE 6 . 1 : Potential Partner Agents 

e Agents that can adopt external goals, either as a favour for other agents or in 

order to offer reciprocation to agents from whom help was received in the past, 

constitute the next category of partner agents. We call these agents captive agents. 

In the CircumstantialPartners schema, we introduce an agent able to classify other 

agents over whom circumstantial powers can be exerted to influence them to adopt 

external goals. There, the SocietyNormativeAgent schema is included to represent a 

normative agent that has a model of the society in which it participates. In addition, 

the following variables are introduced; the acquaintances variable which represents 

all agents the agent knows about, and the supportiveags variable which represents the 

agent's group of supportive agents. In the schema, there are also three different func-

tions: threatenags, contractorags, and captiveags which, given a goal, provide the set 

of agents considered as potential agents to adopt such a goal according to the different 

criteria that might influence them. The first predicate in the schema states that some of 

the members of the society are acquaintances of the agent. The second predicate states 

that the set of supportive agents must all be acquaintances of the agent. The third pred-

icate is the definition of the threatenags function which provides the set of agents that 

can be threatened to adopt a goal. The contractorags function is defined in the fourth 

predicate, and provides the set of agents that can adopt a goal if something is offered 
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in exchange. Finally, the fifth predicate is the definition of captiveags function, which 

provides the set of agents that can adopt a goal either to provide support to the agent or 

to reciprocate given past actions. 

_ CircumstantialPartners 

SocietyNormativeAgent 

acquaintances : FAgentName 

supportiveags : F AgentName 

threatenags : Goal -4- F AgentName 

contractorags : Goal —> F AgentName 

captiveags : Goal —)• F AgentName 

society .members fl acquaintances ^ 0 

supportiveags C acquaintances 

Vg ; Goal « threatenags (g) = {ag : acquaintances | 

threatendelegation [normativeAg self, normativeAg ag, g)} 

Vg : Goal # contractorags (g) = {ag : acquaintances | 

exchangedelegation [normativeAg self, normativeAg ag, g)} 

Vg ; Goal ® captiveags (g) = {ag : acquaintances | 

(supportivedelegation {normativeAg self, normativeAg ag, 

supportiveags, g) V 

reciprocatedelegation {normativeAg self, normativeAg ag, societystate, g))} 

6.3.2.2 Institutional Partners 

Those agents that can be influenced to adopt a delegated goal by invoking their respon-

sibilities in a society regulated by norms are called institutional partners. That is, an 

agent can delegate a goal to any member of a set of agents if it is entitled to issue orders, 

to punish, or to claim rewards, or if it is the beneficiary of a norm. As previously stated, 

this way of delegating goals is always supported by the social structure. 

In the InstitutionalPartners schema, we introduce an agent able to classify other 

agents over whom institutional powers can be exerted to influence them to adopt ex-

ternal goals. There, the SocietyNormativeAgent schema is included to represent a nor-

mative agent that has a model of the society in which it participates. A function {in-

stitutionalags) which, given a goal, provides the set of agents to which the goal can be 

delegated as an order, as applying a punishment, as receiving rewards or as claiming 

the benefits of a norm is also included. The definition of the function is specified in the 

unique predicate. 
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. InstitutionalPartners _ 

SocietyNormativeAgent 

institutionalags : Goal -4- FAgentName 

Vg ; Goal # institutionalags (g) = {ag : society.members | 

{legaldelegation {normativeAg self, normativeAg ag, g, society) V 

punishdelegation {normativeAg self, normativeAg ag, g, societystate) V 

rewarddelegation {normativeAg self, normativeAg ag, g, societystate) V 

benefiteddelegation {normativeAg self, normativeAg ag, g, society))} 

Since our categorisation of plans is based on the identification of agents liable to be 

influenced, we introduce a normative agent which, given a goal, is able to identify poten-

tial partners to whom the goal can be delegated, by joining the CircumstantialPartners 

and the InstitutionalPartners schemas as follows. 

PPNormativeAgent = [CircumstantialPartners-, InstitutionalPartners] 

6.3.3 Classification of Plans 

In this thesis, a specific model of partial plans is used, as described in Section 3.4.5. 

The basic structure of a plan includes the goal that can be satisfied by executing the 

plan, the state of the environment that must hold for the plan to be executed, and the 

plan body that represents the sequence of actions and subgoals that must be satisfied 

in order to achieve the desired goal. This is a flexible representation of plans since not 

all the actions are predetermined, and the way to achieve a subgoal is not decided until 

that subgoal is reached in the original plan. We assume that every agent has a plan 

library (which contains all the recipes for action that the agent knows about), and that 

all the actions included in a plan are among the agent's capabilities, but no restrictions 

are made regarding subgoals included in the plan. By making this assumption, we con-

centrate our efforts on the delegation of goals rather than on the delegation of actions, 

because autonomous agents only need to know what they have to do rather than how to 

do it. 

6.3.3.1 Self-sufficient Plans 

The first category of plans corresponds to the self-sufficient plans defined by Luck and 

d'lnvemo in [121]. A self-sufficient plan is any plan that involves actions and subgoals 

than can be satisfied by the agent itself. Formally, a recursive definition is used as 
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follows. The first statement in the definition states that all plan actions must be among 

the agent's capabilities. The halting condition is reached when the body of the evaluated 

plan includes just actions, i.e. when the body does not include subgoals (as stated in the 

second statement). Then, recursion is used to verify that for all subgoals in the plan 

body there is a self-sufficient plan to satisfy them. 

selfsujfplan_ : F{PPNormativeAgent x Plan) 

Vppag : PPNormativeAgent] p : Plan # 

selfsujfplan (ppag,p) (jplanactionsp.body C ppag.capabilities A 

{plangoals p.body = 0 V 

(Vfg : {plangoals p.body) • (Bpi : ppag.planlibrary m 

6.3.3.2 Negotiated Plans 

A plan must be negotiated if there exists a subgoal in its body which cannot be satisfied 

by the agent itself, and there is another agent that might be influenced to adopt the 

goal by exchange delegation (i.e. the goal can be delegated to a contractor agent). The 

formalisation of negotiated plans is given as follows. The first statement in the definition 

states that all plan actions must be among the agent's capabilities. The next predicate 

states that there is a subgoal that cannot be satisfied by the agent because it does not 

have a self-sufficient plan, but can be delegated to a contractor agent. 

negotiatedplan^ : F{PPNormativeAgent x Plan) 

'ippag : PPNormativeAgent; p : Plan # 

negotiatedplan (ppag.p) 4=̂  (planactionsp.body C ppag.capabilities A 

(Bsg : {plangoals p.body) « 

(-1 (3pi : ppag.planlibrary ® 

ppag.contractorags {sg) ^ 0))) 

6.3.3.3 Supported Plans 

A plan can be executed with the cooperation of supportive agents if all subgoals in-

cluded in the plan's body can either be satisfied by the agent itself or delegated to a 

captive agent (i.e. supportive agents or agents from whom reciprocation is expected). 

These kinds of plans are called supported plans, and their formalisation is given below. 

The first statement in the definition states that all plan actions must be among the agent's 
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capabilities. The second predicate states that for all subgoals, in the plan body, either 

there is a self-sufficient plan to satisfy it, or the goal can be delegated to a captive agent. 

supportedplan^ : f{PPNormativeAgent x Plan) 

Vppag : PPNormativeAgent; p : Plan # 

supportedplan ippag.p) {planactions p.body C ppag.capabilities A 

(y sg : (plangoals p.body) • 

((Hpi : ppag.planlibrary ® 

( f g = P i . g W A V 

^ 0)))) 

6.3.3.4 Social Supported Plans 

Social supported plans are those that can be performed with the cooperation of agents 

that are members of the same society and addressees of norms that specify their respon-

sibilities. That is, a social supported plan is one whose subgoals can either be satisfied 

by the agent itself, or delegated to a member of the society. The formal representation 

of this is as follows. The first statement in the definition states that all plan actions must 

be among the agent's capabilities. The second predicate states that for all subgoals, in 

the plan body, either there is a self-sufficient plan or the goal can be delegated to an 

institutional partner. 

socialsupportplan^ : F{PPNormativeAgent x Plan) 

ppag : PPNormativeAgent] p ; Plan # 

socialsupportplan {ppag,p) -4̂  {planactions p.body C ppag.capabilities A 

iy sg : {plangoals p.body) e 

((3 Pi : ppag.planlibrary e 

( f g A ( p p a g , p i ) ) ) V 

ppag.institutionalags{sg) ^ 0))) 

6.3.3.5 Feasible Plans 

A plan is feasible if all subgoals in its body can be achieved either by the agent it-

self, by one of its supportive agents or by a member of the society. Having a feasible 

plan means the agent can almost guarantee the satisfaction of the corresponding goal, 

because, although the agent may not be able to satisfy a subgoal, it has the means to 

influence other agents to do it. The formalisation of a feasible plan is given below. The 

first statement in the definition states that all plan actions must be among the agent's 
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capabilities. Then, the next predicate indicates that for all subgoals, in the plan body, 

either there is a self-sufficient plan to satisfy it, or the goal can be delegated to a captive 

agent or to an institutional partner. 

feasibleplati- : F{PPNormativeAgent x Plan) 

\fppag : PPNormativeAgent] p : Plan ® 

feasibleplan [ppag,p) {planactionsp.body C ppag.capabilities A 

(Vfg : (plangoals p.body) ® 

{{3Pi : ppag.planlibrary • 

= ^ " 1 goaf A (PPG&,P1) ) ) V 

( f g ) ^ 0 V 

ppag.institutionalags ( f g ) ^ 0))) 

6.3.3,6 Aggressive Plans 

An aggressive plan is a plan whose body includes a subgoal that can only be delegated 

to a threatened agent. This means, to satisfy the corresponding goal, by using this plan, 

the agent must threaten another agent to succeed. Formally, it is represented as follows. 

The first statement in the definition states that all plan actions must be among the agent's 

capabilities. The predicate states that there is a subgoal, in the plan body, for which a 

self-sufficient plan does not exist, but there is a threatened agent to which the goal can 

be delegated. 

aggressiveplau- : F{PPNormativeAgent x Plan) 

\/ppag : PPNormativeAgent-, p : Plan ® 

aggressiveplan {ppag,p) {planactionsp.body C ppag.capabilities A 

(3 sg ; {plangoals p.body) » 

((-1 {3Pi : ppag.planlibrary # 

('^g = Pi -goaZ A ( p p a g , p ) ) ) ) A 

ppag.threatenags (%) ^ 0))) 

6.3.3.7 Risky Plans 

Finally, a plan is risky if its body includes a subgoal for which there is no agent to 

whom delegate it. That is, by choosing a plan of this kind, an agent is taking the risk 

that its goal cannot be satisfied because when a subgoal that can neither be satisfied nor 

delegated is reached, the plan must be stopped. However, the possibility exists that a 

new agent, which can be influenced, may enter the society before the subgoal is reached, 
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which means that the subgoal can then be delegated. The formal representation of a 

risky plan is given below. The first statement in the definition states that all plan actions 

must be among the agent's capabilities, then, the predicate states that there is a subgoal, 

in the plan body, for which a self-sufficient plan does not exist, and for which there is 

neither a contractor, nor a captive agent, nor an institutional partner, nor a threatened 

agent to delegate it. 

riskyplan_ : ¥(PPNormativeAgent x Plan) 

'^ppag ; PPNormativeAgent] p : Plan ® 

riskyplan {ppag,p) {planactionsp.body C ppag.capabilities A 

(3 sg : [plangoals p.body) ® 

((-1 (3Pi : ppag.planlibrary » 

(jg = p i . g W A (Rpag,p)))) A 

ppag.contractorags (sg) = 0 A 

ppag.captiveags{sg) = 0 A 

ppag.institutionalags{sg) = 0 A 

ppag.threatenags = 0))) 

6.3.4 Discussion 

By using these categories of plans, different strategies to select plans can be defined by 

giving priorities to a range of alternative plans. For example, when a plan is not self-

sufficient, agents might select as a first option a supported plan in order to delegate their 

goals to those agents from whom support is always obtained. If this is not possible, a 

social supported plan may be chosen to take advantage of the power given by norms 

to delegate goals. If these two options are not possible, agents can either choose a 

plan in which negotiation techniques must be used, or a plan for which agents must be 

threatened to adopt its subgoals. 

Note that different kinds of agents can be defined by stating different priorities to 

select a plan. For example, some agents might prefer s. feasible plan in the first instance 

and, if this is not possible, use a supported plan, then a social supported plan and as last 

resort an aggressive plan. However, other opportunistic agents might prefer in the first 

instance to use an aggressive plan, then a supported plan, and so on, a self-sufficient 

plan being their last resort. 
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().41 (jhowal 

6.4.1 Introduction 

Goal adoption can be defined as a voluntary process through which an agent decides to 

satisfy the goal of another based on its goals and motivations [119]. Thus, rather than 

being forced, autonomous agents must be convinced to adopt external goals. Goal adop-

tion is the counterpart of goal delegation. To delegate a goal, an agent identifies when 

its powers can be exerted to influence other agents. Conversely, to adopt a goal, agents 

must recognise the power of delegating agents and how these powers affect their own 

goals before allowing themselves to be influenced. So, agents are liable to be influenced 

by any of the following reasons: some of their important goals can be hindered; some 

goals can be exchanged; they are supportive agents; they must reciprocate the others' 

past actions; they are under the authority of others; they must be penalised; they must 

give rewards to compliant agents; or they are addressees of a norm that benefits others. 

As can be seen, these reasons correspond to the situations in which powers can be used 

to delegate goals as described in Section 6.2. In the remainder of this section, we pro-

vide the means for agents to identify when the circumstantial and institutional powers of 

other agents must be recognised to allow themselves to be influenced to adopt external 

goals. 

6.4.2 Recognising Circumstantial Powers 

6.4.2.1 Threatened Adoption 

A threatened agent adopts the external goals of another if it believes that the other agent 

can hinder more important goals than those that could be hindered otherwise. Formally, 

an agent adopts external goals if the delegating agent has illegal coercive power regard-

ing one of the agent's goals that is more important than the goals hindered by external 

goals. This is represented in the ThreatenAdoption schema where the schema of a nor-

mative agent is included, together with two variables: one to represent the delegating 

agent (delegatingag) and the other to represent the external goals (extemalgs). The first 

part of the predicate states that the delegating agent must have illegal coercive power 

regarding a goal g, whereas the second part makes clear that this goal is more important 

than those hindered by the external goals. 

140 



_ ThreatenAdoption 

NormativeAgent 

delegatingag : AgentName 

extemalgs : P Goal 

3 g : goals ® 

(illegalcoercivepower {normativeAg delegatingag, normativeAg self, 

g, A 

{g}) > 
importance {gms, hindered [goals, extemalgs)))) 

6.4.2.2 Exchange adoption 

Agents also can agree to adopt external goals via exchange of goals if these goals 

do not hinder goals that are more important than the goals to be exchanged. The 

ExchangeAdoption schema represents agents that are influenced through exchange of 

goals. The declaration part of the schema is similar to the declaration part of Threate-

nAdoption schema except that, here, a variable to represent the goals to be exchanged 

(exchangedgs) is included. The first predicate indicates that the set of goals to be ex-

changed belong to the agent. The second predicate states that the delegating agent must 

have exchange power over this agent regarding the external and exchanged goals. The 

third predicate represents the agent acting according to its motivations, i.e. the impor-

tance of the exchanged goals must be higher than the importance of the goals being 

hindered by the external goals. 

^ ExchangeAdoption 

NormativeAgent 

delegatingag : AgentName 

extemalgs : P Goal 

exchangedgs ; P Goal 

exchangedgs C goals 

V excg : exchangedgs » (3 extg ; extemalgs @ 

exchangepower {normativeAg delegatingag, extg, normativeAg self, 

excg, beliefs)) 

{importance {gms, exchangedgs) > 

importance {gms, hindered {goals, externalgs))) 
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6.4.2.3 Supportive Adoption 

Goals can also be adopted as an end. However, autonomous agents do not do this 

for every agent that requires goal adoption but only for those delegating agents that 

belong to a group of special agents. We have called them supportive agents because in 

the same way that an agent may adopt a goal (of any one in the group) as an end, it 

can also delegate a goal to anyone. To express this, the SupportiveAdoption schema is 

introduced where variables to represent the delegating agent (delegatingag), the external 

goals (extemalgs), and the group of supportive agents (supporliveags), are included. 

The first predicate indicates that to be satisfied, the external goals must be within the 

goals of the delegating agent. The second predicate states that the agent must believe 

the delegating agent has support power regarding the external goals. 

-SupportiveAdoption 

Normative Agent 

delegatingag : AgentName 

extemalgs : P Goal 

supportiveags: T AgentName 

extemalgs C {normativeAg delegatingag) .goals 

Vg : extemalgs e supportpower {normativeAg delegatingag, 

normativeAg self, supportiveags, g, beliefs) 

It might also be that benevolent adoption of external goals is agreed only if no 

goals are hindered by providing this help. This is formally represented in the Con-

ditionedAdoption schema which is similar to the schema above, but with an extra con-

dition in the third predicate. It states that no goal is hindered by any of the adopted 

external goals. 

_ ConditionedAdoption 

Normative Agent 

delegatingag : AgentName 

extemalgs : P Goal 

supportiveags : ¥ AgentName 

extemalgs C {normativeAg delegatingag).goals 

Vg : extemalgs e supportpower {normativeAg delegatingag, 

normativeAg self, supportiveags, g, beliefs) 

hindered {goals, extemalgs) = 0 
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We can go even further and model the case in which external goals of friends are 

adopted only if these goals do not hinder goals whose importance is above a certain 

value, represented by the limit variable, as follows. 

^LimitedAdoption 

Normative Agent 

delegatingag ; AgentName 

extemalgs: F Goal 

supportiveags; f AgentName 

limit: N 

extemalgs C [normativeAg delegatingag) .goals 

Vg : extemalgs ® supportpower [nom2ativeAg delegatingag, 

nomtativeAg self, supportiveags, g, beliefs) 

importance {gms, hindered {goals, extemalgs)) < limit 

6.4.2.4 Reciprocate Adoption 

Now, agents adopting external goals to reciprocate other agents' past actions must be-

lieve that the delegating agent is an agent that has previously complied with a norm 

and thus requires reciprocation. This is fomalised in the ReciprocateAdoption schema, 

which includes the SocietyNormativeAgent schema that represents a normative agent 

with models of both its society (society) and the state of this society {societystate). Vari-

ables to represent the delegating agent {delegatingag), and the external goal {extemalgs) 

are also included. The predicate states that the delegating agent must have reciprocation 

power over this agent. 

-ReciprocateAdoption 

SocietyNormativeAgent 

delegatingag : AgentName 

extemalgs : P Goal 

reciprocationpower{normativeAg delegatingag, normativeAg self, 

societystate, beliefs) 

We can also model the case in which an agent reciprocates only if no current goals are 

hindered by the external goals. To do so we use the ConditionedReciprocateAdoption 

schema that is almost the same that ReciprocateAdoption schema except that now an 

additional constraint is added. This constraint states that no goals must be hindered by 
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the external goals. 

_ ConditionedReciprocateAdoption. 

SocietyNormativeAgent 

delegatingag : AgentName 

extemalgs: P Goal 

reciprocationpower{normativeAg delegatingag, normativeAg self, 

society state, beliefs) 

hindered {goals, extemalgs) = 0 

Similarly, agents can reciprocate other agents' past actions by adopting some of their 

goals only in those cases in which the external goals do not hinder goals whose im-

portance is above a certain limit. The formal representation of this is given in the 

LimitedReciprocateAdoption schema, where the predicates state that the delegating agent 

must have reciprocation power, and that the external goals do not hinder goals whose 

importance is above a certain limit. 

-LimitedReciprocateAdoption 

SocietyNormativeAgent 

delegatingag : AgentName 

extemalgs : P Goal 

limit: N 

reciprocationpower{normativeAg delegatingag, normativeAg self, 

society state, beliefs) 

importance {gms, hindered {goals, extemalgs)) < limit 

These kinds of goal adoption can explain how some groups are created. If an agent 

rejects the adoption of one group member's goals or does not reciprocate, others can 

eliminate this agent from the group. 

6.4.3 Recognising Institutional Powers 

6.4.3.1 Subordinate Adoption 

Once an agent has decided to remain in a society, it also accepts the designated author-

ities and their orders. As discussed in Subsection 5.4.4, agents remain in a society due 

to two different kinds of reasons. 
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» The society contributes through the responsibilities of its members, to the sat-

isfaction of goals that are more important than those goals hindered by agent 

responsibilities (we have called this the social satisfaction condition). 

® Agents are involved in relationships with others that cause them to be tied to the 

society. 

Both reasons have already been represented in the StayingbyGoals and the Staying-

byTies formalisations given in Subsection 5.4.4. Here, we join them, through a disjunc-

tion operation, to represent an agent that has decided to remain in a society because its 

goals are being satisfied or because it has certain relationships with other agents. 

StayinginSociety = StayingbyGoals V StayingbyTies 

Now, the SubordinateAdoption schema represents the adoption of external goals which 

are delegated by the authority of a society in which the agent participates. The Stayin-

ginSociety definition is included to make clear that this adoption takes place as long 

as the agent has reasons to continue participating in the society {society). Variables to 

represent the delegating agent {delegating) and the external goal {extemalgs) are also 

included. The predicate states that the delegating agent must have legal power over the 

agent in the considered society, i.e. it must be an authority. 

-SubordinateAdoption 

StayinginSociety 

delegatingag : AgentName 

extemalgs : P Goal 

legalpower {normativeAg delegatingag, normativeAg self, society) 

No orders issued by an authority can be ignored by the members of a society, at 

least until these agents emigrate to another society and, therefore, they are beyond the 

authority's domain. 

6.4.3.2 Punished Adoption 

A normative agent must be responsible for its actions and, consequently, it must accept 

the punishments it deserves from having violated a norm. However, these punishments 

are only applied by agents entitled to punish the violated norm, i.e. those that have 

legal punishment power. This authority, as part of its responsibilities, may issue orders 
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(goals) that offenders of norms must accept (adopt). Since the power of authorities is 

constrained, for agents to adopt a goal they must be sure that the goal corresponds to 

the punishments associated with the violated norm. This avoids agents being abused by 

empowered agents. 

Formally, the conditions for agents to adopt external goals by accepting punishments 

are listed as follows. 

» The agent must be interested in staying in the society. 

» The delegating agent must have legal punishment power over the agent to penalise 

a norm n. This means that delegating agents are entitled to punish a norm n and 

the agent is an addressee that has violated the norm n. 

® The external goal must correspond to the punishments of the norm n. 

The PunishedAdoption schema formalises these conditions. There, the StayinginSo-

ciety definition is included to represent the first condition. Variables to represent the 

delegating agent (delegating) and the external goals (externalgs) are also included. The 

two last mentioned conditions are represented in the unique predicate of the schema. 

-PunishedAdoption 

StayinginSociety 

delegatingag : AgentName 

extemalgs : P Goal 

3 n : norms e 

[legalpunishmentpower {normativeAg delegatingag, normativeAg self, 

n, societystate) A 

extemalgs C n.punishments) 

6.4.3.3 Rewarded Adoption 

External goals are also adopted if these goals correspond to the rewards offered for 

having fulfilled a norm. The process is similar to the adoption of goals due to punish-

ments. Thus, the conditions to adopt external goals by rewarding compliant agents are 

as follows. 

e The agent must be interested in staying in the society. 

# The agent believes that the delegating agent has legal reward power regarding a 

normn. 
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® The external goals must be in the rewards of the norm n. 

The RewardingAdoption schema formalises these conditions. The StayinginSociety 

schema is included to represent the first condition. Variables to represent the delegating 

agent (delegating) and the external goals (extemalgs) are also included. The two last 

mentioned conditions are represented in the predicate. 

-RewardingAdoption 

StayinginSociety 

delegatingag : AgentName 

extemalgs : P Goal 

3 n : norms • 

{legalrewardpower {normativeAg delegatingag, normativeAg self, 

n, societystate) A 

{extemalgs C n.rewards)) 

6.4.3.4 Benefited Adoption 

All agents that have adopted a norm have the responsibility to satisfy its normative 

goals. Consequently, any external goals that are included in these normative goals, and 

are delegated by a beneficiary of the norm, must be adopted as a way of recognising the 

legal benefit power of the agent. Formally, external goals are adopted if the delegating 

agent has legal benefit power regarding a norm whose normative goals include the exter-

nal goals. This is represented in the schema BenefitedAdoption. The StayinginSociety 

definition is included to state that this adoption takes place as long as the agent con-

tinues participating in the society {society). Variables to represent the delegating agent 

{delegating) and the external goal {extemalgs) are also included. The predicate states 

that the delegating agent must have legal benefit power over the agent and that external 

goals are part of the normative goals of the norm causing the power. 

147 



-BenefitedAdoption 

StayinginSociety 

delegatingag : AgentName 

extemalgs : P Goal 

3 n : norms • 

{legalbenefitpower {normativeAg delegatingag, normativeAg self, 

n, society) A 

{extemalgs C n.normativegoals)) 

6.4.4 Discussion 

In Table 6.2, the conditions that must prevail for an agent to adopt goals delegated 

by an empowered agent are summarised. In the table. Agents is the agent delegating 

goals. Agents is the agent adopting goals, extemalgs are the goals being delegated, 

hinderedgs are the goals of Agents that could be hindered by satisfying the external 

goals, threatenedgs are the Agent a's goals that can be hindered by exerting illegal coer-

cive power, and exchangegs are the Agents s goals to be exchanged. 

Type of Adoption Agento's powers Agentstates 

Threatened Adoption Illegal Coercive Power Importance{threatenedgs) > 
Importance {hinderedgs) 

Exchange Adoption Exchange Power Importance{exchangegs) > 
Importance {hinderedgs) 

Benevolent Adoption Support Power -

Conditioned Adoption Support Power hinderedgs — 0 

Limited Adoption Support Power Importance {hinderedgs) > 
Limit 

Reciprocated Adoption Reciprocation Power -

Reciprocated Conditioned Adoption Reciprocation Power hinderedgs = 0 

Reciprocated Limited Adoption Reciprocation Power Importance {hinderedgs) > 
Limit 

Obeyed Adoption Legal Power Membership 

Punished Adoption Legal Punish Power Offender of a norm 

Rewarding Adoption Legal Reward Power Promoter of a norm 

Benefited Adoption Legal Benefit Power Addressee of a norm 

TABLE 6.2: Adoption of Goals by Recognising Agent Powers 

Since the adoption of external goals implies commitments towards other agents, the 

non satisfaction of these goals can be penalised, and their complete satisfaction can be 
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rewarded. We argue that the adoption of external goals must be made, formal through 

the adoption of norms whose normative goals correspond to these external goals, whose 

addressees correspond to the agents adopting the goals and, sometimes, whose issuer 

coincides with the agent delegating the goals. These norms might already exist, such 

as the obligations of agents in an organisation to help their colleagues, or they can 

be created at the point at which agents agree to adopt the external goals. Thus, new 

norms can be adopted by agents at run-time and not only at the point when agents join 

a society as explained in Section 5.4.2. As can be seen, norm adoption is a decision-

making process very related to adoption of goals. The norm adoption problem is faced 

in the next section. 

6.5.1 Introduction 

Introducing agents able to adopt new norms is an important step towards the representa-

tion of dynamic societies where changes in current legislation might occur, the society 

members are not necessarily predetermined, and where relationships between members 

are created and destroyed dynamically. Enabling agents to adopt new norms allows both 

the independent design of these agents (because they do not need prior knowledge of the 

norms they must fulfill), and the possibility for agents to join or leave a society without 

changing their internal design. In addition, since norms represent the responsibilities 

of agents, and norms are different in each society, agents become able to adopt differ-

ent roles and obligations [105]. Moreover, the ability to adopt norms enables agents to 

make agreements with other agents at run-time, to either adopt or delegate their goals. 

Despite its importance, the process of norm adoption has received little attention 

from the agent research community, in part due to norms initially being considered as 

built-in constraints [17, 127, 153] where the issuing and adoption of new norms is not 

considered. Recent approaches admit that new norms can be issued; however, they as-

sume that agents will adopt any new norm issued by a recognised authority [13, 69] 

without considering the reasons that such agents might have to do so. Our main con-

tribution to this area is the statement that autonomous agents adopt a new norm when 

its issuer is recognised as someone with power that can be exerted. Notice that we are 

distinguishing having power from exercising power because we recognise that power 

is constrained. Being able to understand this difference allows agents to recognise ex-

ploitation or abusive situations when empowered agents' orders stretch beyond their 

domain of competence (i.e. when the scope of their power is exceeded). 
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6.5.2 The Norm Adoption Process 

Norm adoption can be better defined as the process through which agents recognise 

their responsibilities towards other agents by internalising the norms that specify these 

responsibilities. The importance of norm adoption as a voluntary process has been al-

ready pointed out by many [29, 38, 43]. Their research, rather than explaining why 

norms are adopted, describes the cases in which norms must be rejected. These include 

situations in which the issuer is not an authority; the norms are not within the compe-

tence of an authority; addressees are not under the authority's domain; the context in 

which norms are issued is not appropriate; norms are issued to satisfy an authority's 

personal interest; or norms are not intended to be beneficial for the group. 

Although these causes of rejection are important, they cannot be taken as general 

conditions to reject norms because they are neither applicable to all kinds of norms nor 

in all situations. The concept of authority refers to the power assigned according to 

norms and accepted as legitimate by all members of a society. So, adopting only those 

norms issued by an authority covers the case of norms issued in a very well defined 

social structure. However, as discussed in earlier chapters of this thesis, there are other 

kinds of norms which are not necessarily issued by a recognised authority, such as those 

norms that result from agreements between agents, and those that emerge from customs 

of behaviour. 

Now, recognising when norms are issued to satisfy the personal interests of the issuer 

is not an easy task and, although this might be important for societies in which the 

primary objective is the equality of the members, it is too restrictive for other kinds of 

societies or groups. For example, suppose that a businessman wants to create a private 

enterprise, and one of his goals is be to obtain profits. The majority of the enterprise's 

norms will be issued in order to guarantee the achievement of this goal, and although 

the norms represent the businessman's interests, employees adopt them, and as long 

as they want to remain in the organisation the norms issued by the businessman will 

be adopted. Similarly, members of a gang of armed robbers might recognise the gang 

leader as someone with enough power to issue orders although the goods they get from 

their felonies are not equally distributed among them. This suggests that the motives 

for issuing a norm do not always coincide with the motives for adopting the norm, and 

a balance of interests must exist between issuers and addressees of a norm. 

We state that for a norm to be adopted, three conditions must be satisfied: 

® agents must recognise themselves as addressees of the norm; 

® the norm must not be already adopted; and 
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e the norm must have been issued by an empowered agent. 

The fist two conditions are considered in the general process for a normative agent 

to adopt a norm which is formally represented in the NormAdoption schema. The third 

condition changes depending on the kind of power possessed by the issuer. So, it will 

be included later on, when the specific reasons to adopt a norm are explained. At the 

moment only the general model of norm adoption is given. The NormAdoption schema 

includes the newnorm? variable that represents the norm waiting to be adopted (as an 

input), and the issuer variable that represents the agent issuer of the norm. The first 

predicate states that the norm must be directed to the agent. The second predicate makes 

clear that the new norm must not be part of the set of already adopted norms. The third 

predicate relates the new norm and its issuer. Finally, the last predicate represents the 

adoption of the new norm by the agent. 

-NormAdoption 

ANormativeAgent 

newnorml : Norm 

issuer : AgentName 

self € newnorm'?.addressees 

newnormi 0 norms 

issuedby {newnorml, issuer) 

norms' = norms U {newnorml} 

6.5.3 Reasons to Adopt New Norms 

On the one hand, we have stated that norm adoption must be the formal part of the 

acceptance of external goals. On the other, we have argued that to adopt a norm, its 

issuer must be recognised as an agent with power. This latter is not a contradiction with 

our first argument since to adopt external goals, agents recognise the power of delegat-

ing agents, and complying with norms means satisfying goals whose benefits may be 

enjoyed by another. Consequently, the reasons to adopt norms must correspond to the 

reasons to adopt external goals. That is, an agent adopts a norm when it is threatened 

to do it; when the norm represents a commitment to exchange goals; when a supportive 

agent may benefit from the norm; when an agent that provided help in the past may 

benefit from the norm; when the norm has been issued by an agent with authority to 

legislate or to punish the agent; when the norm corresponds to its responsibilities to 

reward another agent; or when the normative goals are part of some responsibilities 
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already acquired by the agent. Then, to make goal adoption correspond to norm adop-

tion, we group the reasons agents have to adopt external goals, which correspond to 

those defined in Section 6.4, as follows. 

ReasonsToAdopt = ThreatenAdoption V ExchangeAdoption V 

SupportiveAdoption V ReciprocateAdoption V 

SubordinateAdoption V PunishedAdoption V 

RewardingAdoption V BenefitedAdoption 

Now, we define the autonomous adoption of norms as a process in which agents de-

cide, based on their own goals and motivations, which norms to adopt. The formal 

representation of this process is given in the AutonomousNormAdoption schema where 

two important schemas are included. The ReasonToAdopt schema represents the con-

ditions that must be satisfied to adopt external goals which are delegated by an agent. 

The NormAdoption schema represents the operation to adopt a new norm. To link these, 

some constraints are given as follows. The first predicate states that the delegating agent 

must correspond to the issuer of the new norm. The second predicates states that the 

agent is an addressee of the norm. The third predicate makes clear that the external 

adopted goals must correspond to the normative goals of the new norm. 

-AutonomousNormAdoption 

ReasonsToAdopt 

NormAdoption 

delegatingag = issuer 

self € newnorml .addressees 

extemalgs C newnormi .normativegoals 

As can be seen, powers are the key to understanding why, although autonomous, 

agents may still adopt and comply with norm. 

6.6 Conclusion 

In this chapter, we have shown how agent powers affect processes of decision-making 

such as the delegation of goals, the adoption of goals, and the process to select a plan 

to achieve a goal. All of this starts with the assumption that the benevolent adoption of 

goals cannot be guaranteed in a world of autonomous agents and, therefore, mechanisms 

to influence agents are needed. The key idea is that an agent's powers can be used to 
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influence those agents over whom these powers can be exerted. 

Social influence has been recognised by many [124, 136, 137] who have also given 

some of the reasons to delegate and adopt goals described in this chapter. However, 

previous research takes for granted that agents are able to identify social influence. 

That is, it does not provide the means for agents to identify situations in which they 

are liable to be influenced as described in this chapter. In our model, every situation in 

which agents are influenced is justified not only in terms of how the goals of an agent 

are affected, but also in terms of the preferences, given by motivations, that agents 

have over these goals. This is consistent with the principle that autonomous agents take 

decisions on the basis of their own goals and motivations. 

To delegate a goal, an agent must believe it has power over the agent to whom the 

goal is delegated. In addition, to adopt a goal, an agent must recognise the power of 

the agent that is delegating the goal. When both situations coincide, an agreement to 

cooperate can be made. Thus, by exerting powers and by recognising those powers, 

agents are influenced to adopt goals. In this chapter, eight cases in which agents can 

influence others are considered in the delegation and adoption of goals. Agents can be 

influenced because: some of their important goals can be hindered; they can exchange 

some of their goals; they belong to a group of supportive agents; they must reciprocate 

the actions of other agents; they are under the authority of other agents; they must be 

penalised; they must provide rewards; or they must comply with their responsibilities 

in a society. 

Notice that powers are always interpreted according to the beliefs of the reasoning 

agent. That is, on the one hand to delegate a goal, an agent must believe it has power 

over the chosen agent. On the other, to adopt an external goal, an agent must believe 

that the delegating agent has power over it. This means that an agreement can never be 

achieved if the beliefs of both agents do not coincide. It is also important to say that 

adoption of goals requires normative agents to be able to recognise and reason about 

norms because it makes no sense to delegate goals to agents that do not recognise their 

commitments towards others. 

In this chapter, the means for agents to classify other agents as potential agents to 

delegate goals to are also described. In this way, agents delegating goals identify agents 

that can be threatened, agents that can exchange goals, agents that can provide support, 

and agents that help as part of their responsibilities in a society. This classification helps 

agents to identify beforehand how other agents may react to a petition of goal adoption 

and, consequently, it can be used to select a plan. According to this classification of 

agents, a classification of plans is also provided. Seven different kinds of plans are iden-

tified. There are plans that can be executed by the agent itself, plans whose subgoals 
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require negotiation with other agents, plans that can be executed with the help of sup-

portive agents, and plans that are executed with the help of other members of a society. 

In addition, there are plans whose subgoals can all be delegated, plans whose subgoals 

can only be delegated if other agents are coerced, and plans that include subgoals that 

cannot be delegated to any agent. This classification of plans provides alternatives for 

the selection of a plan to satisfy a goal. 

In our model, the adoption of norms is described as a process through which an 

agent shows its willingness to comply with a norm by making an intemalisation of it. 

However, adoption of norms is never taken as an end but as a decision based on an 

agent's goals and motivations. Since compliance with norms implies the satisfaction of 

normative goals whose benefits may be enjoyed by others, norm adoption is seen in this 

chapter as a way to make formal the adoption of external goals. Then, the reasons to 

adopt external goals are also valid as reasons to adopt new norms. Moreover, for a norm 

to be adopted the issuer must be recognised as an empowered agent, and the situations 

for this power to be exerted must hold. In this way, the limits of an agent's power are 

established, and abusive situations can be avoided. By contrast with other proposals 

in which norm adoption is also seen as an autonomous decision [38, 43], our model, 

besides being based on a well defined framework of norms, is more general because it 

allows the adoption of any kind of norm and not just the adoption of those norms issued 

in a very well structured institution. 

In this chapter we have shown the way powers due to the capabilities of agents and 

powers given by the norms in a society impact the behaviour of agents. On the one hand, 

powers are used to influence other autonomous agents to make them satisfy a goal. On 

the other, powers are used to understand the reason for agents to allow themselves to 

be influenced to adopt external goals. Powers are the key to effectively satisfying an 

agent's goals with the help of other agents and, at the same time, they explain why 

autonomous agents adopt and comply with norms. These are the kinds of agents able to 

exist in societies regulated by norms. 
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Chapter 7 

Autonomous Norm Compliance 

7 . 1 I i i t r o d b i c t i o i i 

A way to understand a society is by seeing it as a social system which, besides social 

and communication structures, includes a system of norms to control the behaviour of 

its members [71]. The effectiveness of norms depends on compliance with them by all 

individuals to whom norms areS addressed. If agents do not comply, social systems 

become unpredictable, conflicts of interest might appear and, the performance of each 

agent could be degraded. For a society to be stable, individuals who never dismiss a 

norm might be preferred. For these reasons, when norms were introduced to the field of 

multi-agent systems [127,153], agents that always comply with norms were considered. 

Now, with agents working to satisfy their own goals but willing to join societies and 

work for other agents, expecting that some of their goals can be satisfied by doing so, 

a different perspective for norm compliance must be taken. From the point of view of 

autonomous agents with their own goals to satisfy, the advantages of norm compliance 

might not be so obvious, especially when norms clash with their goals. Furthermore, 

since functioning with norms requires extra computational effort, there are no reasons 

why an agent should comply with them, yet agents join societies and fulfill their norms. 

To explain the reasons for autonomous agents to comply with norms and to give models 

of how these reasoning about norms can be done, are the main concerns of this chapter. 

In agent research, compliance with norms has been considered from two different per-

spectives: agents that always obey norms [13, 108, 153] and agents that autonomously 

choose whether to do so [9, 12, 29, 54, 116]. Both possibilities may cause conflicts 

between a society and the individuals within it. Whereas agents that always comply 

with norms are important for the design of societies in which total control is needed 

[13, 99, 127], agents that can decide on the basis of their own goals and motivations 

whether to comply with them are important for the design of dynamic systems in which 
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agents act on behalf of different users and, while satisfying their own goals, are able to 

join a society and cooperate with other agents. Autonomous norm decision is important 

to face those situations in which an agent's goals conflict with the norms that control its 

behaviour inside a society. Agents that deliberate about norms are also needed in sys-

tems in which unforseen events might occur. For example, suppose a lawnmower agent 

whose norms require it to avoid lakes can only avoid hitting a child by veering towards 

a lake. Clearly, the goal of avoiding the child is more important than complying with 

the norm directed at preserving an agent's physical structure. Deliberation about norms 

is also needed in such situations in which agents face conflicting norms, and they have 

to decide which norm is more important to fulfill. As can be seen, violation of norms 

is, sometimes, justified. 

The importance of modelling compliance with norms as an autonomous agent's de-

cision has been pointed out by several researchers [29, 43, 44, 45], and has been partly 

addressed by others. Proposals for norm compliance have generally relied on specific 

decision-making strategies based on how much an agent gains or loses by complying 

[9, 54], and on the probability of being caught by a defender of a norm [12]. These 

cases are very specific and, therefore, inadequate to model different kinds of normative 

behaviour of autonomous agents. A general model of norm compliance by autonomous 

agents is the objective of this chapter, and to achieve this objective we argue that two 

important questions must be answered. First, it is necessary to explain what might moti-

vate an agent to dismiss or complying with a norm. Second, whatever decision an agent 

takes, the way in which this decision affects the goals of an agent must be explained. 

Our proposal states that autonomous norm compliance involves two processes, one 

to deliberate about whether to comply with a norm {the norm deliberation process), and 

the other to update the goals, and therefore the intentions of agents accordingly (the 

norm compliance process). Both processes must take into account not only the goals of 

agents, but also the mechanisms that the society has to avoid violation of norms such as 

rewards and punishments, that is, agents must consider the so called social pressure of 

norms before making any decision regarding norms. 

In norm deliberation, agents employ different strategies to make a decision regarding 

norms. We divide these strategies into three classes; simple, motivated, and influenced 

strategies for norm-compliance. 

• In simple norm-compliance strategies, agents do not undertake any reflection at 

all and only few elements of norms are considered. 

« Motivated norm-compliance strategies consider the possible effects on an agent's 

goals of both satisfying the normative goals and acquiring rewards in the case the 
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norm is fulfilled, or satisfying the goals associated with punishments if it is not. 

® By contrast, influenced norm-compliance strategies consider the normative be-

haviour of other agents that coexist in the same system to decide what to do next. 

Once agents take a decision about which norms to fulfill, a process of norm compli-

ance must be started in order to update an agent's goals accordingly. That is, goals and 

intentions of agents may change due to the following reasons. 

® Additional to their current goals, both normative goals (from norms to be fulfilled) 

and goals associated with the punishment of unfulfilled norms must be satisfied. 

# Some current goals can no longer be considered because they are either satisfied 

through expected rewards, or dropped because they are hindered by the new goals 

that result from norm compliance. 

Autonomous 
Norm 

Compliance 

The Nomi 
Deliberation Process 

The Norm 
Compliance Process 

Simple Strategies 

Motivated Strategies 

Influenced Strategies 

FIGURE 7 . 1 : Norm Compliance Components 

The different aspects of autonomous norm compliance are illustrated in Figure 7.1, 

and their details are explained in different sections of this chapter. First, the processes 

that comprise norm deliberation are described in Section 7.2. It includes discussions 

about whether punishments and rewards might affect the goals of an agent, and spec-

ifies the operations to accept or reject compliance with a norm. Simple strategies to 

decide whether to comply with a norm are discussed in Section 7.3, whereas Section 

7.4 discusses motivated strategies. Further strategies based on the observed behaviour 

of other agents (influenced strategies) are explained in Section 7.5. Section 7.6 explains 

the process for complying with a norm, i.e. it describes how the goals of an agent are up-

dated according to an agent's normative decisions. Section 7.8 describes the modelling 
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of typical normative agents by combining different strategies of norm compliance. Fi-

nally, the contributions and conclusions of this chapter are presented. 

7.2.1 Dealing with Social Pressure 

As was discussed earlier, enforcement mechanisms are needed as a means of ensuring 

that personal interests do not overcome social rules. Usually, enforcement mechanisms 

are associated with punishments and rewards so that agents are motivated to obey norms 

because of either the fear of being punished or the desire for acquiring something with-

out apparent effort. However, as some sociologists point out [104], punishments and 

rewards will only affect an agent's decision to comply with norms if they either hinder 

or benefit one of the agent's goals. That is, punishments are not useful if none of the 

agent's interests (translated as individual goals) is hindered. For example, the norm of 

wearing fashionable clothes may have an associated punishment of not being socially 

accepted. However, this applies just to a specific group of agents, and there may be 

others less interested in social acceptance who therefore consider the fulfillment of that 

norm as unworthy. Similarly, rewards are a means to motivate agents only if one of an 

agent's goals receives benefit from them. For example, when a mother promises her 

child to give him a spinach pie if he cleans his room, the pie does not have any effect if 

the child doesn't like spinach. 

We state that when deliberating about a norm, agents must consider the overarching 

effects of their punishments and rewards on their individual goals. In the model of 

norms proposed in this thesis both punishments and rewards are defined as sets of goals. 

Thus, agents must assess the set of their goals that can be hindered by one of the goals 

of the set of punishments, and the set of goals that can benefit from any of the goals of 

the set of rewards associated with a norm. 

7.2.2 Normative Agent State 

At any particular time, active norms are the only set of norms considered by agents to 

be fulfilled. These are all the norms that agents believe must be complied with in the 

current state. An active norm is non-conflicting if its compliance does not cause any 

conflict with one of the agent's current goals. Thus, no goals of the addressee agent are 

hindered by satisfying the normative goals of the norm. By contrast, an active norm is 

conflicting if its fulfillment hinders any of the agent's goals. The set of active norms 
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is divided into two disjoint sets of norms, and agents can use a different strategy on 

each set of norms. For instance, agents might decide to comply with all non-conflicting 

norms and reject the conflicting ones. The division of norms before deliberation is 

illustrated, by using a Venn diagram, in Figure 7.2. 

non-conmc&ng 
active norms adopted 

norms 

active norms 

adopted / fnfended 
norms [ active 

norms 
adwe 
norms 

FIGURE 7.2: Division of Norms be-
fore Deliberation 

FIGURE 7.3: Division of Norms after 
Deliberation 

By contrast, after norm deliberation, the set of active norms will be divided into two 

other disjoint sets of norms: intended norms (which represent those active norms that 

the agent has decided to comply with) and rejected norms. The Venn diagram in Figure 

7.3 illustrates this different division of active norms. 

Summarising, active norms are divided into conflicting and non-conflicting norms 

so that different or similar strategies for norm-compliance are applied to them. During 

deliberation, some of the conflicting norms are accepted to be intended and others are 

rejected. Something similar occurs for non-conflicting norms. After norm deliberation, 

the set of intended norms consists of those conflicting and non-conflicting norms that 

are accepted to be complied with by the agent, and the set of rejected norms consists of 

all conflicting and non-conflicting norms that are rejected by the agent. The elements 

in the sets of intended and rejected norms depend on the selected strategy for norm 

compliance. The different strategies are explained later on. Now, an agent able to 

decide which norms to intend and which norms to reject must be defined. 

The state of an agent that has selected the norms it is keen to fulfill is formally rep-

resented in the NormativeAgentState schema. It represents a normative agent with no 

conflicting goals and norms, together with the variables representing the sets of active, 

intended, and rejected norms at a particular point of time. The predicate conflicting 

holds for a norm if and only if its normative goals conflict with any of the agent's cur-

rent goals. This will be useful later on when specifying the different strategies for norm 

compliance. The first predicate in the schema states that active norms are a subset of 
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all norms already adopted by the agent, whereas the second indicates that active norms 

are all the norms the agent believes must be complied with in the current state (i.e. 

those norms for which the context matches the beliefs of the agent). The third predicate 

states that the set of active norms has already been assessed and divided into norms to 

intend and norms to reject. The state of an agent is consistent in that its current goals 

do not conflict with the intended norms and, consequently, no normative goal must be 

in conflict with current goals (stated in the fourth predicate). Moreover, since rewards 

benefit the achievement of some goals, which means that agents do not have to work on 

their satisfaction because someone else does, these goals must not be part of the goals 

of an agent (in the fifth predicate). The sixth predicate states that punishments must be 

accepted and, consequently, none of the goals of an agent must hinder them. The final 

predicate is the definition of conflicting norms, which are norms whose normative goals 

hinder some of the agent's goals. Both hindered and benefited predicates are defined in 

Subsection 5.4.2. 

-NormativeAgentState 

NormativeAgent 

activenorms: P Normlnstance 

intendednorms : f Normlnstance 

rejectednorms : Y Normlnstance 

conflicting _ : f Normlnstance 

activenorms C norms 

\/ an : activenorms ® activenorm {an, beliefs) 

activenorms = intendednorms U rejectednorms 

hindered{goals, normgoals intendednorms) = 0 

benefited {goals, rewardgoals intendednorms) fl goals = 0 

hindered{goals,punishgoals rejectednorms) = 0 

V n : activenorms ® conflicting n 

hindered{goals, n.normativegoals) / 0 

7.2.3 Norm Acceptance Processes 

Though the particular strategies to select a norm to be intended or rejected are explained 

later on, a general process to comply with a norm, and a general process to reject a 

norm can be defined now. Thus, for a norm to be intended some constraints must be 

fulfilled, as follows. First, the agent must be an addressee of the norm. Then, the norm 

must be an adopted and currently active norm, and it must not be already intended. In 

160 



addition, the agent must believe that it is not in an exception state and, therefore, it 

must comply with the norm. Formally, the process to accept a single norm as input 

{newnorml) to be complied with is specified in the Normlntend schema. The first five 

predicates represent the constraints on the agent and the norm as described above. The 

sixth predicate represents the addition of the accepted norm to the set of intended norms 

while the set of rejected norms remains the same (final predicate). 

_ Normlntend 

newnorm? : Normlnstance 

ANormativeAgentState 

self € newnormi.addressees 

newnorrnl € norms 

newnorm? € activenorms 

newnorm? 0 intendednorms 

-I logicalconseguence{beliefs, newnormi.exceptions) 

intendednorms' = intendednorms U {newnorml} 

rejectednorms' = rejectednorms 

The process for rejecting an active norm is similarly defined. To consider a norm 

to be rejected, the agent must be an addressee of it, the norm must be an adopted and 

active norm, it must not already be intended, and the agent must not be in an exception 

state. This is formally represented in the NormReject schema where the constraints 

on both the norm and the agent are represented in the first four predicates. The last 

two predicates state that, in this case, the set of intended norms remains the same and 

newnorm? norm is added to the set of reject norms. 

NormReject 

newnorml : Norm 

ANormativeAgentState 

self E newnorm? .addressees 

newnorm? € norms 

newnorm? € activenorms 

newnorm? ^ intendednorms 

-I logicalconsequence{beliefs, newnorm?.exceptions) 

intendednorms' = intendednorms 

rejectednorms' = rejectednorms U {newnorm?} 
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A norm can also be rejected because the agent is in an exception state. To distinguish 

this case from the case in which agents reject norms by their own decision, we introduce 

the NormRejectException schema below. The difference between both schemas is the 

exception state in which agents believe they are. 

^NormRejectException 

newnorm? : Norm 

ANormativeAgentState 

self E newnorm?.addressees 

newnorml E norms 

newnorm? G activenorms 

newnorml 0 intendednorms 

logicalconsequence{beliefs, newnorm?.exceptions) 

intendednorms' = intendednorms 

rejectednorms' = rejectednorms U {newnorml} 

Note that in all these processes the value of newnorm? is generated internally when 

considering a norm, though it is specified as an external input to the operations for 

now. The processes represented in the Normlntend and NormReject schemas are used 

in combination with different strategies (explained in subsequent sections) to describe 

how agents decide whether a norm should be fulfilled. In these strategies, a new norm 

is evaluated depending on if it is a conflicting or non-conflicting norm. 

7.3 Simple Strategies 

There are different ways for agents to decide whether a norm must be rejected or com-

plied with, we call them strategies for norm-compliance. These strategies differ from 

each other in the kinds of elements that agents consider to take a decision. We have 

classified them in three groups: simple, motivated and influenced strategies. In this 

section, simple strategies are explained. 

Simple strategies are those in which norms are either intended or rejected by consid-

ering few (or no) elements of a norm. Agents that use these strategies do not make any 

deliberation about the effects that compliance with a norm might have on their goals. 

This group comprises social, fearful, greedy, and rebellious strategies. 
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7.3.1 Social 

When an agent is strongly motivated by its social concerns, and its social responsibility 

is more important than any of its personal goals, all its norms (either conflicting or 

non-conflicting) are fulfilled. We say that the agent is being social. Social agents will 

never be punished and will receive the maximum social benefits provided by rewards. 

However, this can result in the loss of a considerable number of existing goals if the 

majority of the normative goals conflict with them. Formally, we use the Normlntend 

schema to accept a norm, together with a predicate to state that the norm can be either 

non-conflicting or conflicting, even though it is accepted. 

_ SocialNCComply 

Normlntend 

zonflicting newnorm? 

_ SocialCComply. 

Normlntend 

conflicting newnorm? 

7.3.2 Fearful 

The fear to be punished might be a motivation to fulfill norms. A simple fearful strategy 

means that an agent decides to comply with a norm only if such a norm includes a 

punishment. Fearful agents comply with norms even if punishments do not affect any 

of their goals. Formally, the condition to intend a norm is that the set of punishments is 

not an empty set, otherwise the norm is rejected. 

_ FearfulComply 

Normlntend 

newnorm? .punishments ^ 0 

-FearfulReject, 

NormReject 

newnorm? .punishments = 0 
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7.3.3 Greedy 

Greed might be another motivation to comply with a norm. In a somewhat symmetric 

manner to fearful agents, the greedy strategy means that agents obey norms only if 

they receive something in exchange, even though none of their goals benefit from the 

associated rewards. Formally, a norm is intended if the set of rewards is not empty, 

otherwise the norm is rejected 

_ GreedyComply 

Normlntend 

newnorm?.rewards ^ 0 

^GreedyReject. 

NormReject 

newnorml .rewards = 0 

7.3.4 Rebellious 

Finally, the situation in which agents reject any social norms is described. In rebellious 

behaviour, agents may refuse to obey external orders even though by neglecting norms 

some of their goals could be hindered by the applied punishments. This is a kind of 

anti-social behaviour, and rebellious agents simply reject all norms. Formally, this is 

represented by using the schema to reject norms, and constraints to specify that the 

norm can be either non-conflicting or conflicting. 

-NCRebellious 

NormReject 

conflicting newnorm? 

_ CRebellious. 

NormReject 

conflicting newnorml 
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i r . j l S)t3iailbe;spk;s 

Agents that use motivated strategies consider the possible effects on their goals of both 

the normative goals and the rewards in the case a norm is fulfilled, and the effects 

of punishments if it is not. To comply with the norm, agents assess two things: the 

goals that might be hindered by satisfying the normative goals, and the goals that might 

benefit from the associated rewards. By contrast, to reject a norm, agents evaluate 

the damaging effects of punishments (i.e. the goals hindered due to the satisfaction of 

the goals associated with punishments.) Since the satisfaction of some of their goals 

might be prevented in both cases, agents use the importance of their goals (as defined 

in Subsection 3.5.2) to make a decision. 

As mentioned early in this thesis, the importance of a goal is determined by its asso-

ciated motivations. Thus, the higher the intensity of the motivations the more important 

the goal. At run time, goal importance is used to decide which goal should be achieved 

first, i.e. the most motivated of the goals must be intended first. When deliberating 

about norms, goal importance is used for deciding which goal an agent prefers to hold 

because in complying with its duties some some personal goals might not be satisfied. 

We state that, norms are violated when their fulfillment hinders personal goals that 

agents consider as worthy for their personal interest. For example, an obligation of 

paying taxes may frustrate the personal goals of taking holidays abroad. In this case, the 

decision concerns only the agent which, based on its motivations and current situation, 

must decide what is more important. Some careless agents may take this decision just 

by considering both the normative goals and their personal goals, but others may also 

take into consideration the consequences of being either punished or rewarded. For 

example, if an agent decides not to pay its taxes and continues with its goal towards 

some enjoyable holidays, it must accept the consequences of being fined, and therefore 

spending much more money in paying both fines and taxes. Cautious agents consider 

both the possibility of being punished and how much these punishments may affect their 

other personal goals. In the remainder of this section, two strategies in which an agent's 

motivations play an important role are described in detail. 

7.4.1 Pressured 

Sometimes the fulfillment of a norm is considered as a last resort in order to avoid 

some personal goals being prevented by sanctions. Agents are pressured to obey norms 

through the application of punishments that might hinder some of their important goals. 

Agents that adopt a pressured strategy face four different cases. 
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1. The norm is a non-conflicting norm and some goals are hindered by its punish-

ments. 

2. The norm is a non-conflicting norm and there are no goals hindered by its pun-

ishments. 

3. The norm is a conflicting norm and the goals hindered by its normative goals are 

less important than the goals hindered by its punishments. 

4. The norm is a conflicting norm and the goals hindered by its normative goals are 

more important than the goals hindered by its punishments 

The first case represents the situation in which, by complying with a norm, an agent 

does not put at risk any of its goals (because the norm is non-conflicting), but if the 

agent decides not to fulfill it, some of its goals could be unsatisfied due to punishments. 

Consequently, fulfilling a norm is the best decision for this kind of agent. To formalise 

this, we use the Normlntend operation schema to accept complying with the norm, and 

we add two predicates to specify that this strategy is applied to non-conflicting norms 

whose punishments hinder some goals. 

-PressuredNCComply 

Normlntend 

-I conflicting newnorm? 

hindered{goals, newnomp. .punishments) ^ 0 

In the second case, by contrast, since punishments do not affect an agent's goals, it 

does not make any sense to comply with the norm, so it must be rejected. Formally, the 

NormReject operation schema is used when the norm is non-conflicting (first predicate) 

and its associated punishments do not hinder any existing goals (second predicate). 

PressuredNCReject 

NormReject 

-1 conflicting newnorml 

hindered{goals, newnorm? .punishments) = 0 

According to our definition, a conflicting norm is a norm whose normative goals hin-

der an agent's goals. In this situation, agents comply with the norm at the expense of 

existing goals only if what they can lose through punishments is more important than 
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what they can lose by complying with the norm. Formally, a conflicting norm is in-

tended if the goals that could be hindered by punishments (hps) are more important 

than the set of existing goals hindered by normative goals (hngs). This is represented in 

the PressuredCComply schema where the importance function uses the motivations as-

sociated with the set of goals to find the importance of goals as described in Subsection 

3.5.2. 

_ PressuredCComply. 

Normlntend 

conflicting newnorm? 

let hps == hindered{goals, newnorml.punishments) « 

let hngs == hindered(goals, newnorm?.normativegoals) 

importance {gms, hps) > importance {gms^ hngs) 

However, if the goals hindered by normative goals are more important than the goals 

hindered by punishment, agents prefer to face such punishments for the sake of their 

important goals and, therefore, the norm is rejected. Formally, a conflicting norm is 

rejected by using the NormReject operation schema if the goals hindered by its punish-

ments (hps) are less important than the goals hindered by its normative goals (hngs). 

_ PressuredCReject 

NormReject 

conflicting newnorml 

let hps == hindered{goals^ newnorml .punishments) ® 

let hngs == hindered{goals, newnorm?.normativegoals) 

importance {gms, hps) < importance (gms, hngs) 

These four cases are summarised in Figure 7.4, where hps and hngs represent the sets 

of goals that can be hindered by punishments or normative goals, respectively. 

7.4.2 Opportunistic 

There are also opportune situations where the fulfillment of a norm may contribute 

to the achievement of some of the agent's goals. That is, compliance with norms is 

ensured through the benefits obtained by addressees from the rewards. Agents that use 

an opportunistic strategy consider four cases to take a decision accordingly. 
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non-confl ict ing 

hps 0 ' ^ comply 

hps = 0 ' do not comply 

confl ict ing 

importance of hngs 
< importance of hps comply 

importance of hngs ^ 
> importance of hps do not comply 

hps: goals hindered hngs: goals hindered i ^ agent decision 
by punishments by normative goals 

F I G U R E 7 . 4 : Pressured Norm Compliance 

1. The norm is a non-conflicting norm and some goals can benefit from rewards. 

2. The norm is a non-conflicting norm and there are no goals that benefit from re-

wards. 

3. The norm is a conflicting norm and the goals hindered by its normative goals are 

less important than the goals that benefit from rewards. 

4. The norm is a conflicting norm and the goals hindered by its normative goals are 

more important than the goals that benefit from rewards. 

The first case represents those norms whose fulfillment might provide benefits for an 

agent's goals rather than cause damage to them. No goals are hindered by satisfying 

the normative goals, because the norm is non-conflicting, but some goals can benefit 

from rewards. Consequently, the best decision is to intend the norm. Formally, non-

conflicting norms are fulfilled only if their rewards benefit some goals. Again, the 

Normlntend operation schema to accept a norm is used by adding the corresponding 

constraints on norms as follows. 

_ OpportunisticNCComply. 

Normlntend 

-I conflicting newnormi 

benefited{goals, newnorml.rewards) ^ 0 
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In the second case, there are no goals hindered by normative goals and none of an 

agent's goals benefits from rewards. Consequently, the norm is rejected. To formalise 

this, the NormReject operation schema is used to reject a non-conflicting norm whose 

rewards do not benefit some goals. 

_ OpportunisticNCReject. 

NormReject 

-I conflicting newnorm? 

benefited[goals, newnormi.rewards) = 0 

When faced with conflicting norms, an agent's motivations determine how it acts 

depending on the kind of rewards offered. In the two cases of conflicting norms, if 

agents comply, they might lose some goals, but other goals might benefit from rewards. 

In the third case, if agents comply with the norm they gain more than they lose otherwise 

and, therefore, the norm is accepted. Formally, conflicting norms are complied with 

only when their associated rewards benefit goals {brs) that are more important than 

those hindered by the normative goals(Ang^). This is formalised as follows. 

_ OpportunisticCComply 

Normlntend 

conflicting newnomi? 

let brs —= benefited{goals^ newnormP. .rewards) ® 

let hngs == hindered{goals^ newnorml.normativegoals) 

importance {gms, brs) > importance (gms, hngs) 

By contrast, if it is more important to preserve those goals that could be hindered by 

normative goals than to receive the benefits of rewards, the norm is rejected. Formally, a 

conflicting norm is rejected if the goals that benefit from rewards (brs) are less important 

than the goals hindered by the normative goals (hngs). Figure 7.5 summarises the four 

cases comprising the opportunistic strategy. 
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_ OpportunisticCReject. 

NormReject 

conflicting newnorm? 

let brs == benefited (goals, newnorm? .rewards) ® 

let hngs == hindered{goals, newnorml.normativegoals) 

importance [gms, brs) < importance [gms, hngs) 

brs * 0 ' ^ comp ly 

non-conf l ic t ing 
norm 

brs = 0 ' ^ do not comp ly 

' importance of hngs ^ 
< impor tance of brs comp l y 

conf l ic t ing j 
norni 

importance of hngs 
2 impor tance of brs do not c o m p l y 

brs: goals that benefit hngs: goals hindered «—^ agent decision 
from rewards by normative goals 

FIGURE 7 . 5 : Opportunistic Norm Compliance 

Combinations of these strategies are also possible. For example, an agent can be 

pressured and opportunistic and therefore selfish because it only fulfills a norm when 

one of its interests is either threatened by punishments or benefits from rewards. Details 

of how this can be done are given later on in Section 7.8. 

7.5 Influenced Strategies 

Agents take decisions not only based on their own goals and motivations, but also by 

observing the normative behaviour of other agents. Influenced strategies for norm com-

pliance are those in which agents are influenced, to comply with a norm, by the norm-

related actions of other agents. For example, agents could decide either to comply with a 

norm that everyone in the society has already complied with, or to reject a norm that no-

body complies with. In this section, three different influenced strategies are explained. 

Before describing how the decision to comply with norms might be influenced by the 

normative behaviour of other agents, agents that have selected the norms they are keen 
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to fulfill, and that are able to observe the society in which they participate, and to keep 

records of past compliance with norms, must be modelled. To do so, we introduce the 

SocietyAgent schema which includes both the NormativeAgentState schema (defined 

earlier in this chapter) and the SocietyNormativeAgent schema (defined in Subsection 

5.4.3). 

- SocietyAgent 

NormativeAgentState 

SocietyNormativeAgent 

7.5.1 Simple Imitation 

Agents follow a simple imitation strategy as part of their desire to be like other agents. 

In this case, if other addressee agents comply with a norm, these agents also comply 

with it. Similarly, if other addressee agents violate a norm, these agents violate it. The 

strategy can be used by agents, for example, when they are in unknown environments, 

and no other criteria for decision-making are available. Formally, an agent complies 

with a norm if there exists an instance of the same norm which is already fulfilled (that 

means an addressee has already complied with it). This is represented in the schema 

below, where both the SocietyAgent schema (to include the states of both the agent and 

the norms in its society) and the Normlntend schema (to accept a norm) are included. 

The predicate states that the norm addressed to the agent (newnorml) and the norm 

already fulfilled (Jn) are instances of the same norm (n). 

-SimplelmitationComply 

SocietyAgent 

Normlntend 

3n : society.generalnorms ® [isnorminstance {newnorml^ n) A 

(3^ : [societystate.jiilfillednorms) # isnorminstance {fn,n))) 

Agents that follow a simple imitation strategy reject a norm if there exists someone 

who has already rejected it. Formally, an agent rejects a norm if there exists an instance 

of the same norm which is unfulfilled (which means an addressee of the norms has not 

complied with it). This is represented in the schema below where the predicate states 

that both the rejected norm {newnorml) and the unfulfilled norm (un) are instances of 

the same norm (n). 
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_ SimplelmitationReject _ 

SocietyAgent 

NormReject 

3 n : society.generalnorms # {isnorminstance {newnorml^n) A 

{3un : {societystate.unfulfillednorms) ® isnorminstance {un,n))) 

Then, the normative behaviour of agents that imitate the normative behaviour of other 

addressees of the same norm is represented by the disjunction of two schemas as fol-

lows. 

Simplelmitation = SimplelmitationComply V SimplelmitationReject 

Notice that this strategy includes cases in which the agent itself has previously ful-

filled the norm. The simple imitation strategy can be refined further to represent more 

complex cases of imitation. For example, agents might comply with those norms al-

ready complied with by the majority of addressee agents. 

7.5.2 Reasoned Imitation 

In a reasoned imitation strategy, agents not only observe the behaviour of other ad-

dressees of the norm but they also observe the behaviour of its promoters (the agents 

responsible for rewarding) and defenders (the agents responsible for punishing). To de-

scribe this strategy, we can consider four cases relating to different observed behaviour. 

1. An addressee complied with the norm and, by doing so, was rewarded. 

2. An addressee complied with the norm, and was never rewarded. 

3. An addressee did not comply with the norm and, as a result, was punished. 

4. An addressee did not comply with the norm, and was not punished. 

In the first case, agents imitate those agents which, by fulfilling the norm, received 

the corresponding rewards. That is, the norm was fulfilled by one of the addressee 

agents and the promoter of this norm also complied with the corresponding reward 

norm (i.e. the rewards were given). Here, two interlocking norms were activated and 

fulfilled by their respective addressee agents. Formally, an agent complies with a norm 

if there exists an instance of the same norm that is both fulfilled and rewarded. This 

is represented in the RewardedlmitationComply schema, where the predicate states that 

172 



the norm (newnorm?) addressed to the agent and the norm already fulfilled (fn) and 

rewarded are instances of the same norm (n). 

^RewardedlmitationComply 

SocietyAgent 

Normlntend 

3 n : society.generalnorms ® [isnorminstance (newnorm?, n) A 

(3Jh : {societystate.julfillednorms) » 

(jh € society state.rewardednorms) A isnorminstance (Jh,n))) 

By contrast, the second case describes situations in which, despite an agent comply-

ing with the norm, the deserved rewards were never given. Agents that observe this case 

prefer to dismiss such a norm. Formally, an agent rejects a norm if there exists an in-

stance of the same norm that is both fulfilled and not rewarded. This is represented in the 

RewardedlmitationReject schema, where the predicate states that the norm (newnorml) 

addressed to the agent and the norm already fulfilled (Jh) and not rewarded are instances 

of the same norm (n). 

_ RewardedlmitationReject 

SocietyAgent 

NormReject 

3n : society.generalnorms # {isnorminstance {newnorm?, n) A 

(3 fn : {societystate.fulfillednorms) ® 

{fn 0 societystate.rewardednorms) A isnorminstance {fn,n))) 

In the third case, agents observe the bad consequences of dismissing a norm by an 

offender. Here, an addressee of the same norm did not comply with the norm and, as a 

result, was punished by a defender of the norm. Agents that observe this event prefer 

to comply with the norm and to avoid something similar occuring to them. Formally, 

an agent complies with a norm if there exists an instance of the same norm that is 

both unfulfilled and punished. The PunishedlmitationComply schema represents this 

situation. Its predicate states that the norm (newnorml) addressed to the agent and the 

unfulfilled norm (un), which is also a punished norm, are instances of the same norm 

(n). 
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_PunishedImitationComply. 

SocietyAgent 

Normlntend 

3N : society.generalnorms • {isnorminstance {newnonn^, n) A 

(3 un : [socielystate.unfulfillednorms) ® 

{un E society state.punishednorms) A isnorminstance {un,n))] 

By contrast, if offenders of a norm are never punished, they might be a bad influence 

for other addressees of the same norm that might decide to do the same. This is the 

last case considered by this strategy. Formally, an agent rejects a norm if there exists an 

instance of the same norm that is both unfulfilled and not punished. The representation 

of this is given in the PunishedlmitationReject schema, where the predicate states that 

the norm (newnorm?) addressed to the agent and the unfulfilled norm (un), which is 

also a punished norm, are instances of the same norm (n). 

_ PunishedlmitationReject. 

SocietyAgent 

NormReject 

3 n : society.generalnorms ® {isnorminstance {newnorml., n) A 

(3 un : [societystate.unfulfillednorms) ® 

{un 0 society state.punishednorms) A isnorminstance {un,n))) 

fulfilled norm < 

rewarded 

not rewarded 

[ = 0 
comply 

do not comply 

unfulfilled norm -< 

punished comply 

not punished , , 
' — d o not comply 

I—)) agent decision 

FIGURE 7 . 6 : Reasoned Imitation Norm Compliance 
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Notice that these strategies only work for those norms that include explicit punish-

ments and rewards. The cases are summarised in Figure 7.6. Finally, an agent that 

observes the normative behaviour of other addressees, defenders and promoters of the 

norm to decide whether to comply with the norm is represented in the Reasonedlmitation 

schema. Here, agents either comply with or reject a norm as explained above. 

Reasonedlmitation = 

[RewardedlmitationComply A PunishedlmitationComply) V 

{RewardedlmitationReject A PunishedlmitationReject) 

7.5.3 Reciprocation 

From the sociological perspective, reciprocity is a principle that makes human relation-

ships stable and maintains the cohesion and equilibrium in a society [82]. Reciprocity 

states that agents have to provide help to those agents that have helped them. This prin-

ciple has been already introduced by others as a means to promote cooperation among 

self-interested computational agents [149, 150]. Here, we introduce it as a strategy to 

decide whether to comply with a norm, and we call it the reciprocation strategy. By 

using this strategy, an agent complies with a norm if by doing so, agents from whom 

it has received some benefits in the past, now benefit f rom its actions. The relationship 

between these two agents is illustrated in Figure 7.7. 

fu l f i l led n o r m 

n o r m a t i v e goa ls addressees bene f i c i a r i es 

n o r m a t i v e goa l s addressees . . . bene f i c i a r i es 

cur ren t n o r m 

F I G U R E 7.7: Agents in Reciprocation Relationship 

Formally, an agent accepts a norm if its corresponding beneficiaries are addressees 

of a fulfilled norm for which the agent is a beneficiary. The specification is given in 

the ReciprocationComply schema, where the SocietyAgent and Normlntend schemas 

are included as usual. The predicate states that beneficiaries (bag) of the accepted norm 

{newnonvP.) must be addressees of a fulfilled norm (jh) for which the agent is a benefi-

ciary. 
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-ReciprocationComply _ 

SocietyAgent 

NoTTnlntend 

ybag : newnorm'? .beneficiaries • (3 fii : society state.fulfillednorms ® 

{bag E Jh.addressees A self E fh.beneficiaries)) 

Similarly, agents that follow this strategy reject any norm whose benefits can be en-

joyed by agents that did not fulfill norms that could benefit them. Formally, an agent 

rejects a norm if its corresponding beneficiaries are addressees of an unfulfilled norm for 

which the agent is a beneficiary. This is specified in the ReciprocationReject schema, 

where the predicate states that beneficiaries (bag) of the rejected norm (newnorm'?) must 

be addressees of an unfulfilled norm (un) for which the agent is a beneficiary. 

_ ReciprocationReject 

SocietyAgent 

NormReject 

3 bag : newnorm? .beneficiaries » (Bun: society state.unfulfillednorms ' 

{bag G un.addressees A self G un.beneficiaries)) 

By contrast with simple imitation strategies, in the reciprocation strategy the observed 

behaviour does not correspond to addressees of the same norm, but to addressee agents 

of norms that benefit the agent. This strategy might be more suitable to apply to those 

norms without an assigned defender, where the agent itself rewards or punishes past 

compliance with norms. However, it might be unsuitable for those norms addressed 

to a large group of agents such as the laws that a government issues, or norms that 

agents fulfill in a structured organisation where beneficiary agents are not very well 

specified. In these cases, agents are convinced to comply with a norm through very well 

established mechanisms to punish rather than being motivated by a reciprocity principle. 

The complete strategy whose cases were explained above can be formalised as follows. 

NormReciprocation = ReciprocationComply V ReciprocationReject 

7.6 Norm Compliance 

As mentioned before, once agents take a decision about which norms to fulfill, a process 

of norm compliance must be started in order to update an agent's goals in accordance 
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with the decisions it has made. An agent's goals are affected in different ways, depend-

ing on whether the norm is intended or rejected. The cases can be listed as follows. 

® All normative goals of an intended norm must be added to the set of goals because 

the agent has decided to comply with it. 

® Some goals are hindered by the normative goals of an intended norm. These goals 

can no longer be achieved because the agent prefers to comply with the norm and, 

consequently, this set of goals must be removed from the agent's goals. 

» Some goals benefit from the rewards of an intended norm. Rewards contribute to 

the satisfaction of these goals without the agent having to make any extra effort. 

As a result, those goals that benefit from rewards must no longer be considered 

by the agent to be satisfied, and must be removed from the set of goals. 

® Rejected norms, by contrast, only affect the set of goals hindered by the associated 

punishments. This set of goals must be removed, and it is the way in which 

normative agents accept the consequences of their decisions. 

To make the model simple, we assume that punishments are always applied, and 

rewards are always given though the possibility exists that agents never become either 

punished or rewarded. In addition, note that the set of goals hindered by normative 

goals can be empty if the norm being considered is a non-conflicting norm, and goals 

hindered by punishments or goals that benefit from rewards can be empty if a norm does 

not include any of them. 

The process to comply with the norms an agent has decided to fulfill is specified in 

the NormComply schema. Through this process the set of goals is updated, so that all 

sets of normative goals (ngs) that correspond to the intended norms are added to them. 

As a result of this, any existing goals that conflict with these normative goals Qings) are 

hindered, and must be removed. Goals that benefit from the rewards {brs) associated 

with the intended norm are also removed as a result of being achieved by other means. 

Finally, all goals hindered by the punishments Qips) of rejected norms must be removed. 
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-NormComply 

ANormativeAgentState 

(let ngs = = (J{gs : P Goal | (3 n : intendednorms ® 

gs = n.normativegoals)} # 

(let hngs == (J{gg : FGoal | (3 « : intendednorms ® 

gs = hindered [goals, n.normativegoals))} # 

(let brs == U{gf : TGoal | (3n : intendednorms ® 

gs = benefited{goals,n.rewards))} # 

(let hps —= ; P Goal \ (3 n : rejectednorms ® 

gs = hindered {goals, n.punishments))} ® 

( goals' = {goals U ngs) \ {hngs U brs U hps)))))) 

As can be seen, although different strategies can be used to find the set of intended 

norms, the norm compliance process is similar in all of them. 

7.7 The Control Architecture 

Although we have considered the different aspects of normative reasoning, we have 

not yet brought them together in a control architecture. In this section, we compose 

the different parts to do just that. The norm adoption process (AutonomousNormAdop-

tion) defined in Section 6.5, together with the processes for deliberating about a norm 

(Normlntend and NormReject) and the process for complying with a norm (NormCom-

ply), define the normative behaviour of agents. In Figure 7.8, a sequential invocation of 

these processes (represented by boxes) is indicated by continuous arrows, while dashed 

arrows represent the data flow, and mental attitudes are represented by circles. Thus, af-

ter norm adoption, instances of norms are created. Norm deliberation takes as input the 

adopted activated norms and selects those intended and those rejected. Then, intended 

and rejected norms are taken as input by norm compliance, which updates the goals of 

the agent according to the norms it has decided to comply with or to reject. 

The formal representation of the normative behaviour of an agent can be given as a 

composition of schemas where the output of a schema on the left is taken as the input of 

the schema on the right. Norm deliberation has been divided into two processes: one to 

decide whether the norm must be intended, and the other to decide if it must be rejected 

as described in Section 7.2. 
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F I G U R E 7 . 8 : Agent Normative Behaviour 

NormativeBehaviour = 

NormAdoption g {Normlntend V NormReject) § NormComply 

7.8 Discussion 

Figure 7.9 shows a summary of the different norm-compliance strategies. We argue that 

complex normative agent behaviours can be represented by applying these strategies to 

both non-conflicting and conflicting norms. The purpose of this section is to show how, 

by using these strategies together with the norm compliance process, different types of 

normative agents can be modelled. 

Agents that always comply with norms can be modelled by specifying that the agent 

uses a social strategy for non-conflicting and conflicting norms as follows. 

SocialAgent = SocialNCComply A SocialCComply 

Selfish agents are agents that make decisions based on both how much they can gain 

and how much they can lose by complying with norms. Consequently, they can be mod-

elled by using combinations of both pressured and opportunistic strategies as follows. 

» Selfish agents intend those non-conflicting norms whose rewards benefit their 

goals and those non-conflicting norms whose punishments hinder their goals. 

Formally, this is represented as the conjunction of opportunistic and pressured 

strategies to comply with a non-conflicting norm as follows. 
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FIGURE 7.9: Strategies for Norm Compliance Decision Making 

SelfishComplyNC = OpportunisticNCComply A PressuredNCComply 

9 Non-conflicting norms that do not affect any of their goals are rejected. This is 

formally defined by the conjunction of opportunistic and pressured strategies to 

reject a non-conflicting norm as follows. 

SelfishRejectNC = OpportunisticNCReject A PressuredNCReject 

« Selfish agents intend those conflicting norms whose rewards benefit more impor-

tant goals than the goals hindered by normative goals. They also intend conflict-

ing norms whose punishments hinder goals that are more important than the goals 

hindered by normative goals. Formally, opportunistic and pressured strategies to 

comply with a conflicting norm are combined as follows. 

SelfishComplyC = OpportunisticCComply A PressuredCComply 

Finally, selfish agents reject those conflicting norms whose normative goals hin-
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der their important goals. Rewards and punishments are not enough to lose an 

agent's goals. Formally, this is represented as the conjunction of opportunistic 

and pressured strategies to reject a conflicting norm. 

SelfishRejectC = OpportunisticCReject A PressuredCReject 

Then, the complete normative behaviour of a selfish agent is formally represented by 

specifying the cases in which a non-conflicting norm is either complied with or rejected, 

together with the cases to comply with or to reject a conflicting norm as follows. 

Selfish = {SelfishComplyNC V SelfishRejectNC) A 

{SelfishComplyC V SelfishRejectC) 

Further combinations of strategies to decide whether to comply with a norm are also 

possible. For instance, to model agents that apply the reasoned imitation strategy for 

those conflicting norms and selfish strategies for those non-conflicting norms, we re-

strict the reasoned imitation strategy to be applied only to conflicting norms as follows. 

ReasonedComplyC 

Reasonedlmitation 

conflicting newnorml 

After that, we can use the previously defined selfish strategy for non-conflicting 

norms to specify the complete normative behaviour of the required agent as follows. 

SelfishReasonedAgent = {SelfishComplyNC V SelfishRejectNC) A 

ReasonedComplyC 

An agent that is social for non-conflicting norms and rebellious for those that conflict 

with its goals can then be defined as follows. 

SocialRebelliousAgent = SocialNCComply A CRebellious 

Many more interesting normative behaviours can be defined by combining the differ-

ent strategies proposed in this chapter. However, some combinations are not possible. 

For example, an agent cannot be social and rebellious for either conflicting or non-

conflicting norms at the same time. 
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7.9 Conclusions 

Agents in this model are normative agents with the ability to choose the set of norms 

they want to comply with, to satisfy these norms, and to accept the consequences of both 

selected and non-selected norms. Whatever decision they take about compliance, their 

goals may be affected not only by normative goals but also by those punishments and 

rewards associated with norms (the social pressure of norms). Compliance with norms 

involves an agent's commitment to obey them and, therefore, to satisfy their associated 

normative goals. However, since normative goals can conflict with the individual goals 

of agents, and they represent extra computational effort, agents must deliberate about 

their reasons for complying with norms. 

By contrast with other proposals where agents either always comply with norms [13, 

108, 153] or focus on a single strategy to identify some advantages in violating a norm 

[12, 54], the model for autonomous norm compliance proposed in this chapter is more 

general. We have clearly distinguished between the steps taken in deciding whether 

norms should be complied with, and the steps taken after such a decision has been 

made. 

In our model, norm deliberation comprises a process to comply with a norm, a pro-

cess to reject a norm, and examples of nine different strategies of decision. These 

strategies range from those in which there is no deliberation at all (simple strategies), 

and those based on an agent's goals and motivations (motivated strategies), to strategies 

in which agents are influenced by the normative behaviour of other agents. No other 

work covers such a range of strategies in a single framework. In addition, the conse-

quences of normative decisions are clearly represented in a general process to comply 

with norms. Through this process, an agent's goals are updated accordingly with its 

normative decisions. 

By separating the strategies of compliance from the general processes for accepting, 

rejecting and complying with a norm, our model allows an easy representation of agents 

that always comply with norms (social agents), agents that decide on the basis of their 

own interests (e.g. selfish agents), and agents that are influenced by other agents such as 

reciprocal agents. Furthermore, we claim that existing models of normative agents can 

easily be represented in our model. For instance, Conte and Castelfranchi [42] compare 

the behaviour of two kinds of agents, incentive-based rational deciders and normative 

agents, where the first comply with norms only if the utility of obedience is higher than 

the utility of transgression, and normative agents, by contrast, always comply. Both 

kinds of agents can be easily implemented in our model as selfish and social agents 

respectively. Similarly, Dignum et al. [54] describe a model of BDI agents in which 

obligations are fulfilled only if the cost of the punishment is higher than the cost of 
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compliance. This particular view can be reduced to the case of agents that follow a 

pressured strategy. Boella and Lesmo [12] propose a strategy in which agents observe 

the normative behaviour of the defenders of a norm. They claim that if agents notice 

that the intention of defenders is to apply a punishment, agents will comply with the 

norm, otherwise the norm is rejected. In our model, this is not possible because, for 

a defender to act, is necessary that an addressee agent rejects the norm first. It does 

not make any sense to intend to punish an agent when defenders do not know how the 

agent will behave. The reasoned imitation provides an alternative to Boella and 

Lesmo's strategy because there, agents observe the application of punishments to past 

offender of a norm as a warning signal for potential offenders. 

The work developed in this chapter contributes to a better understanding of the be-

haviour of agents concerning compliance with norms, not only because what motivates 

an agent to fulfill norms has been described, but also because the way in which the ful-

fillment of a norm might affect an agent's goals has been explained. This is important for 

the design of normative agents which, although adhering to the norms of a system, can 

be flexible enough to react to unpredictable situations in the environment and, therefore, 

can reject a norm. By providing this formal approach to norm compliance some of the 

aspects that must be considered in order to incorporate norms into autonomous agents 

have been addressed. (Others aspects are considered in subsequent chapters.) Finally, 

we state that our model is simple and elegant, and that it facilitates the computational 

implementation of different types of normative agents. 

183 



Chapter 8 

Norm Compliance Effects 

8.1 IntnoductL&n 

As defined earlier, the behaviour of normative agents is shaped by the obligations they 

must comply with, prohibitions that limit the kind of goals they can pursue, social com-

mitments that are created during their social life, and social codes which may not carry 

punishments, but whose fulfillment is a means of being accepted by others. However, 

autonomous agents do not comply with norms as an end but make a decision to do so 

during a norm deliberation process in which their goals and motivations are taken into 

account to select the norms they want to fulfill. These agents understand that whatever 

decision they make, it has consequences that must be accepted as members of a society. 

That is, norms are supported by the society, which means that violated norms are gen-

erally punished, and fulfilled norms are, sometimes, rewarded. Furthermore, decisions 

regarding norms not only affect the performance of an agent, but also the performance of 

those agents that are expecting the norms to be fulfilled, especially when these agents 

are beneficiaries of the norm. Moreover, since norms are a means for social control, 

compliance with norms affects the effectiveness of such control. 

In previous chapter, we have identified different strategies that agents use to decide 

whether to comply with a norm. Some intuitive ideas can be provided regarding the 

effects of these normative decisions on both societies and their members. For instance, 

we can say that societies in which individuals always fulfill norms are more stable, and 

that societies with rebellious individuals tends to collapse [42]. We might even think 

that selfish individuals are more successful regarding the satisfaction of their goals than 

social agents. However, a better way to explain and verify these effects is through 

experimental methods that simulate the normative behaviour of agents, and that allow 

the visualisation and comparison of results. 
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In analysing the effects of normative decisions, two sides of norms must be taken into 

account. On the one hand, since norms are issued to constrain the behaviour of agents, 

it is always expected that some norms conflict with the goals of agents. On the other, 

it is through norms that agents can satisfy some of their goals, because norms prescribe 

what other agents ought to do to benefit the first. Consequently, any decision regarding 

norms affects not only the goals of addressee agents but also the goals of beneficiaries 

(and probably the goals of defenders and promoters) of a norm. We argue that three 

different effects of autonomous norm compliance can be observed in a society whose 

members interact through norms. 

» In complying with norms, an agent's goals become either satisfied or unsatisfied. 

Some of its goals may be frustrated in order to comply with its duties but, at the 

same time, other goals might benefit from rewards. Now, in the case an agent de-

cides to violate a norm, punishments might be applied, and this causes some of its 

goals to be unsatisfied. Moreover, there are also goals whose satisfaction depends 

on other agents complying with norms. We say that the individual performance 

of an agent depends on the number of its goals that can be satisfied at the same 

time that it is being constrained by norms. 

# Societies issue norms which are the means to exert social control on their mem-

bers. Consequently, it is expected that all members of a society comply with 

norms. However, sometimes agents violate norms, and this reduces the effec-

tiveness of the social control. We say that an agent's contribution to its society 

depends on the rate at which it complies with its duties expressed through norms. 

• Norms represent goals whose satisfaction may benefit the goals of other agents. 

Consequently, when addressees do not comply with their norms, the goals of ben-

eficiary agents are badly affected. Thus, some goals are affected by the normative 

decisions of others. We say that the expected contributions from the society de-

pend on the number of norms that benefit an agent and that are fulfilled by other 

agents. 

This chapter aims to provide experimental evidence for the effects of autonomous 

norm compliance on both agents and their society. In particular, the three aspects above 

are analysed in societies comprising agents that follow different strategies for norm 

compliance. In this way, we observe how successful an agent is regarding the satisfac-

tion of its goals, the contributions it gives to its society and the contributions it receives 

from the society. These observations also allow us to verify the effectiveness of norms 

according to the kind of members that comprise a society. The chapter is organised as 
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follows. Section 8.2 describes the different strategies for norm compliance that agents 

can choose. Our experimental testbed is described in Section 8.3, while Section 8.4 

describes both the kinds of agents and the types of societies over which experiments are 

performed. Section 8.5 shows the result of the experiments, and finally, our conclusions 

are provided. 

Norm compliance strategies are used by agents to decide whether a norm must be re-

jected or complied with. This decision is based on an agent's goals and motivations, and 

on the normative behaviour of other agents. Our model of norm-compliance includes 

strategies that are classified according to the elements that agents take into account to 

make a normative decision. Three groups of norm-compliance strategies are consid-

ered: simple, motivated and influenced strategies, which are summarised as follows 

(and explained in detail in Chapter 7). 

Simple Strategies Those strategies in which agents do not reflect about the effects of 

complying with a norm on their goals are called simple strategies. They include 

the following cases. 

® Agents use a social norm-compliance strategy when norms are complied 

with as an end. 

® Agents that reject any norm also as an end, are using a rebellious strategy. 

• Fearful strategies are those in which norms are fulfilled when they include 

punishments of any kind. 

• Greedy strategies are those in which norms are fulfilled when they include 

any kinds of rewards. 

Motivated Strategies Motivated strategies for norm-compliance are those in which 

agents take into account the effects of fulfilling or violating a norm on their goals 

and motivations. Each strategy is divided into two cases depending on whether 

the norm conflicts with goals. A norm is conflicting if its normative goals hinder 

an agent's goals. The description of these strategies is given below. 

• In a pressured strategy, agents compare the effects of complying with a norm 

against the effects of being penalised if the norm is violated, as follows. 

- A non-conflicting norm is complied with if there is a goal that is hin-

dered by its punishments. 
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- A conflicting norm is complied with if the goals hindered by its pun-

ishments are more important than the goals hindered by the normative 

goals. 

e In an opportunistic strategy, agents compare the effects of complying with 

norms against the effects of losing the rewards offered if norms are not ful-

G U o i 

- A non-conflicting norm is complied with if some goals can benefit from 

its rewards. 

- A conflicting norm is complied with if the goals that can benefit from 

its rewards are more important than the goals hindered by normative 

goals. 

Influenced Strategies All strategies in which, to take a decision, agents observe the 

normative behaviour of other agents are called influenced strategies. These are 

described as follows. 

® An agent uses a simple imitation strategy when it does what other agents do. 

That is, if another agent complies with a norm, the agent also complies with 

it. Similarly, an agent rejects any norm that has been rejected by others. 

® In a reasoned imitation strategy, agents imitate successful agents. That is, if 

a norm is violated by another agent and the agent is not penalised, this agent 

also violates the norm. Similarly, if another agent complies with the norm 

and is rewarded for doing so, this agent also complies with the norm. 

• Agents that use a reciprocation strategy take into account the previous nor-

mative behaviour of the beneficiaries of a norm. That is, if the norm provides 

some benefits to another agent from whom help was received in the past, the 

agent complies with the norm. 

In all cases not described, norms are just rejected. Our experiments are only focussed 

on simple and motivated strategies. 

8.3 

8.3.1 Workbench 

As a base for experimentation, we have developed a workbench in Java in which the 

normative behaviour of a society of autonomous agents can be simulated and observed. 
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The workbench provides the means to manipulate the most relevant aspects of a society 

so that new agents can be defined, added or eliminated from the environment, and new 

sets of norms, goals for agents and conflicts between norms and goals can be created at 

any time. 

This workbench implements the agents defined in Chapter 3, the norms and norma-

tive multi-agent systems defined in Chapter 4, and the normative behaviour of agents 

regarding norm compliance as defined in Chapter 7. Concepts defined in Chapters 5 

and 6 were neither implemented nor taken into account for experimentation, since they 

can be considered to be subsidiary aspects. 

To be executed, an experiment requires a set of agents, a set of norms, a set of goals 

and the set of conflicts that represents the cases in which a norm conflicts with an agent's 

goal. After these parameters are fixed, a step is executed by selecting random subsets 

of goals and norms with which each agent performs its norm deliberation and norm 

compliance processes. Then, the results of all agents' normative decisions are gathered 

by the workbench. In order to avoid error, a step is executed a predetermined number 

of times. This sequence of steps is called a test. A complete experiment consists of a 

sequence of tests, varying the number of conflicts from no conflicts at all to 25%, 50%, 

75% and 100% of conflicts. 

8.3.2 Control Parameters 

Before an experiment or test can be made, some parameters are fixed by the workbench 

and others are defined by the user. The workbench calculates the following. 

» A set of goals to represent all the goals (goalbase) that an agent might have is 

generated. 

* A random motivation value is assigned to each goal. This value is in the range of 

[0.0,1.0] where the value 1.0 represents the highest motivation. 

9 Each goal in the goalbase set is used as a normative goal to create a set of norms 

{norms). By doing this, we give the same probability to all goals of becoming 

hindered by a norm. 

® Both punishments and rewards of each norm are randomly generated, again by 

using the goalbase set. 

® The goalbase set is also used to generate a set of goals in conflict {conflicts), 

where each conflict is represented as a pair of goals {gi,g2)- This means that 
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when gi represents a normative goal or a punishment, it is in conflict with g2, 

where g2 is one of an agent's current goals. 

The kinds of agents in a society, the number of steps in each test, the number of 

conflicts in each test, and the number of goals and norms that become active at a time 

are arbitrarily fixed. Once all of these parameters are fixed, they are used until the end 

of a test or an experiment. 

8.3.3 Step Execution 

In all experiments, we assume that agents have similar capabilities, they are controlled 

by the same set of norms, and that all punishments are applied and all rewards are given. 

In each step of a test, the workbench prepares the following information to be distributed 

to all agents. 

1. From the set of total goals (goalbase), a random subset of goals (goals) is taken 

to represent the current goals of agents. 

2. A set of random norms (newnorms) is taken from the set of norms {norms). 

3. Random agents are selected as beneficiaries and addressees for each norm in the 

newnorms set. 

4. Each agent is required to make their decisions regarding goals and newnorms. 

(i.e. Norm deliberation and norm compliance processes are executed by each 

agent.) 

5. Each agent is allowed to observe the normative decisions of other agents, to up-

date their records regarding the norms they are expecting to be complied with by 

other agents. 

6. Relevant information is gathered and a new step is executed. 

In each step of a test, each agent performs the following activities. 

1. The agent takes goals as the set of current goals. 

2. From the newnorms set, the agent selects the norms addressed to it as the set 

of active norms {activenorms), and the norms from which benefits are expected 

(expectednorms). 
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3. The set of activenorms is divided into two sets of conflicting and non-conflicting 

norms, and norm deliberation strategies are applied to each of these subsets in 

order to decide which norms to fulfill and which norms to reject. 

4. The norm compliance process is executed to update the set of current goals ac-

cording to the previous normative decisions. 

8.3.4 Data Gathering 

At the end of each step, and for each agent, data is gathered as follows. 

• The number of norms that are active during a step (tactivens), and the number of 

these norms that the agent complies with (tintendedns). 

e The number of an agent's goals {totalgs), and the number of these goals {tsatis-

fiedgs) that were not hindered by normative causes such as conflicts with norma-

tive goals, punishments applied due to unfulfilled norms, or goals unsatisfied due 

to other agents not complying with norms. 

9 Finally, the number of norms for which the agent is a beneficiary (texpectedns) 

and the number of these norms that are fulfilled by their addressees {texpected-

compliedns) are also gathered. 

The AgentPerformanceRegister schema includes variables to represent the informa-

tion described above. (This and the remaining schemas in this chapter are not part of 

the framework developed in this thesis but they help to understand the way in which the 

gathered information is related.) There, the expectednorms and expectedcompliednorms 

variables are included. The first represents all those norms for which the agent is a 

beneficiary, whereas the second is the subset of these norms that are fulfilled by their 

addressees. The normative goals of expected norms are goals of the agent. Moreover, 

the normativeAgSt function is a function that given the name of an agent returns the 

corresponding model of its state. 
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-.AgentPerformanceRegister 

NormativeAgentState 

society : NormativeMAS 

expectednojTns, expectedcompliednorms : P Norm 

tactivens, tintendedns : N 

totalgs, tsatisfiedgs: N 

texpectedns, texpectedcompliedns : N 

normativeAgSt: AgentName —> NormativeAgentState 

self £ society .members 

V en ; expectednorms ® {self € en.beneficiaries A 

{3 an : society .members • en E {normativeAgSt an) .activenorms)) 

V ecn : expectedcompliednorms ® {ecn G expectednorms A 

{3 an : ecn.addressees ® ecn € {normativeAgSt an).intendednorms)) 

normgoals expectednorms C gooZf 

These values must be initialised at zero at the beginning of every test, and updated 

after the norm compliance process is executed, as follows. 

_ UpdateAgentPerformance 

NormativeAgentState 

AAgentPeiformanceRegister 

let hpgs == hindered{goalsTpunishgoals rejectednorms) # 

let hngs == hindered{goals, normgoals intendednorms) # 

let negs —= normgoals {expectednorms \ expectedcompliednorms) # 

{tsatisfiedgs' = tsatisfiedgs + #{goals \ {hpgs U hngs U negs))) 

tactivens' = tactivens + j^activenorms 

tintendedns' = tintendedns + ij^intendednorms 

totalgs' = totalgs + #goals 

texpectedns' = texpectedns + #expectednorms 

texpectedcompliedns' = texpectedcompliedns + ^expectedcompliednorms 

8.3.5 Normative Evaluation Parameters 

As mentioned in the introduction, three values provide important information for analysing 

the effects of norm compliance on a society and their members. These values are the 

individual performance, the social contribution and the normative expectation of each 
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agent. They are defined as follows, and formalised in the schema below. 

e An agent's individual performance (IP) is the number of personal satisfied goals 

as a proportion of its total goals over the same period. 

® The social contribution(SC) of an agent is the number of times that it complies 

with its norms in proportion to the total number of active norms. This represents 

how much contribution an agent provides to its society. 

* The normative expectation of an agent {NE) is calculated as the ratio between the 

active norms addressed to other agents and that benefit the agent, and the total 

of these norms that are fulfilled during a specified period of time. This value 

represents how much a society contributes to the satisfaction of an agent's goals. 

.AgentPerformance 

AgentPerformanceRegister 

sc, ip, ne : N 

ip = tsatisfiedgs div totalgs 

sc = tintendedns div tactivens 

ne = texpectedcompliedns div texpectedns 

In addition, we define norm effectiveness as the average of the social contribution of 

all agents in a society. Norm effectiveness can be taken as a factor of measuring the 

risk of collapsing for a society. A lower value in this parameter means that agents are 

not complying with their responsibilities and, therefore, many goals of agents are being 

unsatisfied. As mentioned earlier, this is a cause for agents to emigrate to other societies 

in which better results can be obtained. 

8.4 Societies of Normative Agents 

8.4.1 Normative Individuals 

By combining different strategies for norm compliance, different kinds of agents are 

represented. Table 8.1 shows the kinds of individuals considered in this chapter's ex-

periments. In the table, NCN and CN represent non-conflicting and conflicting norms 

respectively. Agents are defined in terms of the strategies they use for norms that do not 

conflict with their goals, and strategies for those norms that conflict. 
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Agent Strategies for NCN Strategies for CN 

Social Social Social 

Rebellious Rebellious Rebellious 

Selfish Pressured & Opportunistic Pressured & Opportunistic 

Social-Selfish Social Pressured & Opportunistic 

TABLE 8.1: Normative Individuals 

We choose these examples because they are the most common strategies used by 

agents in other related works [32, 42, 54]. The first two represent extreme behaviours, 

i.e. agents that always obey norms or agents that always refuse them. The third case 

represents selfish agents that comply with norms only if this provides them with some 

advantages. Social-selfish agents are those willing to obey norms only if they do not 

conflict with their own goals, otherwise they apply a selfish strategy. Other kinds of nor-

mative behaviours can also be represented by using our model, but some combinations 

appear to be unrealistic and are not considered for experimentation. For example, it is 

possible to define agents that comply with conflicting norms and reject non-conflicting 

norms, which is nonsensical. 

8.4.2 Societies of Normative Agents 

Now, a sequence of experiments is performed by varying the composition of agents 

in the society. We use the normative individuals in Table 8.1 to create the different 

societies we want to observe as described in Table 8.2. Only two kinds of agents are 

considered in each society which gives us a total of ten possible kinds of societies. 

Society Individuals Class A Individuals Class B 

1 Rebellious Rebellious 

2 Selfish Selfish 

3 Social Social 

4 Social-Selfish Social-Selfish 

5 Social Rebellious 

6 Selfish Rebellious 

7 Social-Selfish Rebellious 

8 Selfish Social 

9 Selfish Social-Selfish 

10 Social Social-Selfish 

TABLE 8.2: Societies of Normative Agents 
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In addition, for those societies including more than one k ind of individual, experi-

ments are performed by considering different proportions in the population of agents. 

Since we have only two kinds of agents in each society, these proportions are selected 

in order to perform an experiment in which the population of a kind of individual is 

predominant over the other, and an experiment in which the proportions of individuals 

of each kind is the same. 

1. 25% individuals class A, 75% individuals class B. 

2. 50% individuals class A, 50% individuals class B. 

3. 75% individuals class A, 25% individuals class B. 

8.5 I&cperinaan&d^Lnalysk 

As explained above, an experiment consists of five tests: one in which norms do not 

conflict with individual agent goals, and the rest in which 25%, 50%, 75% and 100% 

of the norms conflict. Each test of an experiment is executed over 500 steps, where ten 

goals and ten norms are used. At each step, a maximum of ten norms per agent are 

active, and there are a maximum of three goals per agent. 

The number of steps of a test was validated by using the t-Test: Two-Sample Assuming 

Equal Variances analysis, by which we ensure that the results obtained will not change 

with longer runs of experiments. The t-test thus ensures that the results are statistically 

significant. The t-test was performed on two samples consisting of ten sets of data of 

the variable to be validated. Thus, with individual performance (IP), we take the data 

obtained by running the experiment 500 times over 10 turns to get the first sample. We 

do the same for the second sample, but 800 times instead of 500. 

IP(500) IP(800) 

Mean 0.415289 0/U1881 

Variance 5.00675E.05 4.77996E-05 

Observations 10 10 

Hypothesized Mean Difference 0.0 

f (r < = f) (1145177442 

TABLE 8.3: t-Test: Two-Sample Assuming Equal Variances 

The significance level used is 0.05, which gives a confidence level of 95%. All t-tests 

were performed with 95% of confidence. Table 8.3 shows the results of the t-test for 

the IP of a society comprising social-selfish agents. The important value to observe in 
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Table 8.3 is P which, when greater than the significance level (i.e. P > 0.05), means 

that the results are valid. 

Experiments were run for ten different societies, and each with three different propor-

tions of mixed populations. Although we performed the test on the most representative 

societies (i.e. those with equal percentage of mixed populations), we provide details of 

the statistical significance tests of only a select few, in Table 8.4, to demonstrate the 

process. (The number of a society is taken according to the Table 8.2.) 

Society f (r < = f) 
S4:SocialSelfish 0.145177442 
S6: Selfish & Rebellious 0.053529954 
S8: Selfish & Social 11431459786 
S9; Selfish & SocialSelfish 0.066861644 

TABLE 8.4: t-Test Results 

The effects of norm compliance for each kind of agent are shown in graphs where 

the individual performance of agents is indicated by triangles (A IP), the social contri-

bution value is indicated by small circles (• 5C), and the normative expectation value is 

indicated by squares ( • NE). 

8.5.1 Uniform Societies 

The first set of experiments was performed by considering societies with similar mem-

bers; that is, societies in which all their members follow the same strategies for norm 

compliance. This corresponds to societies 1 to 4 from Table 8.2. The results are shown 

in Figure 8.1, in which the norm effectiveness value corresponds to the social contribu-

tion of an agent. 

As expected, the normative expectation of agents ( • NE) corresponds to their social 

contributions (• SC) because all agents use the same strategies. Now, if the individual 

performance of agents (A IP) in the different kinds of societies is analysed, we can 

observe that, compared with the other three kinds of agents, rebellious agents achieve 

the worst individual performance. This is due to no one in the society complying with 

responsibilities that might help others. Social agents achieve better performance than 

selfish agents. This can be explained by the fact that in societies of social agents, the 

goals of their members are satisfied through the responsibilities of other agents that 

always comply with them. In addition, when social-selfish and selfish strategies are 

compared, we can observe that both the individual performance and the social contri-

bution have higher values for social-selfish than for selfish strategies. This means, that 
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FIGURE 8.1: Societies of Similar Agents 

social-selfish strategies provide better result for the performance of agents and for the 

effectiveness of the norms in a society. 

8.5.2 Mixed Societies 

The remaining experiments are grouped according to the kind of societies being ob-

served and the proportion of the population of agents being considered. Thus, for each 

kind of society, three experiments were performed, and for each experiment, a graph to 

show the effectiveness of norms in the society is included. 

Figures 8.2, 8.3 and 8.4 show the results of experiments performed with societies 

composed of social and rebellious agents, selfish and rebellious agents, and social-

selfish and rebellious agents. These correspond to societies 5, 6, and 7 of Table 8.2, 

respectively. As can be seen, as soon as different kinds of agents are considered, the 

normative decisions of some affect the performance of the others. We can observe that, 

by contrast with societies in which all agents behave similarly, rebellious agents are the 

most successful regarding the satisfaction of their goals (A IP). Their individual perfor-

mance is always higher than the performance of other individuals in the same society. 

That is, they exploit the responsibilities of other agents to satisfy their goals without 

providing anything in exchange. In addition, the higher the proportion of rebellious 

agents, the bigger the gap between what agents contribute to their society ( • SC) and 

what they receive from their society (B NE). The figures also show that, as expected, in 
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FIGURE 8.3: Societies of Selfish and Rebellious Agents 

those societies with social agents, norm effectiveness is higher. 

The next set of experiments is performed with societies composed of selfish and so-

cial agents, selfish and social-selfish agents, and social and social-selfish agents. These 

correspond to societies 8, 9, and 10 of Table 8.2. Figures 8.5, 8.6, and 8.7 show, re-

spectively, the results of these experiments. In the three figures, we can observe that 
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FIGURE 8 . 5 : Societies of Selfish and Social Agents 

the higher the proportion of agents following social strategies, the better the individual 

performance (A IP) of both kinds of agents. However, in the three cases, the individual 

performance of agents with a social strategy is always lower than the individual perfor-

mance of agents following a selfish strategy. Then agents with a social strategy always 

contribute more to the satisfaction of other agents' goals (• SC) than they receive from 
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FIGURE 8 . 7 : Societies of Social and Social-Selfish Agents 

other agents ( • NE). 

199 



8.5.3 Discussion 

From the point of view of the individual performance of agents, there are no ways to 

conclude that one strategy is better than another because, as was shown in the experi-

ments, this depends on the kinds of agents with which an agent interacts. For instance, 

we observe that social strategies perform better only if they are used with agents fol-

lowing the same strategy. In all the remaining cases, agents following this strategy are 

always abused (i.e. other agents achieve better performance due to the help of these 

social agents). 

Agents that follow selfish and rebellious strategies are more successful regarding the 

achievement of their goals when they interact with social agents. However, if the popu-

lation of these kinds of agents increases, this may be counterproductive because it may 

cause agents that are providing more than they receive to emigrate to other societies. 

So, the performance of these selfish and rebellious agents might subsequently decrease. 

8 . 6 (ZCHlCltUHCHlS 

In this chapter, the effects of autonomous norm compliance on societies and their mem-

bers have been verified experimentally. This effects have been analysed regarding three 

parameters: the individual performance, the social contribution, and the normative ex-

pectation of agents. The individual performance refers to the number of goals that an 

agent can satisfy in a society where its behaviour is constrained by norms, and where 

the help of other agents is expected. The social contribution refers to the number of 

norms that an agent is willing to comply with in benefit of other agents. Finally, the 

normative expectation refers to the number of norms that must be complied by other 

agents, and whose benefits are enjoyed by the agent. 

In other words, whereas individual performance gives us information about the suc-

cess of an agent in the achievement of their goals, the social contribution gives infor-

mation about the work the agent has done in benefit of other agents, and the normative 

expectation gives information about the work that others have done to benefit this agent. 

These parameters were evaluated in societies composed of different kinds of individu-

als, i.e. individuals using different strategies for deciding which norms to fulfill. In 

addition, the effectiveness of norms for each society was evaluated. This refers to the 

average of norms complied by all members. 

The parameters defined here can be used by agents to decide which strategy better 

suits their interests, and to identify when they have to emigrate because either the society 

is too restrictive (continuous conflicting norms), or the members are too irresponsible to 
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comply with their commitments (low effectiveness of norms). Designers of systems can 

also use this information to decide not only which kinds of members are preferred, but 

also what kinds of norms and mechanisms to enforce them must be used because non-

compliance with norms may be due to that norms continuously conflict with agents' 

goals, or due to that punishments and rewards are not considered important for agents. 
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Chapter 9 

Conclusions 

9 . 1 I i i l b r o d u c t i o n 

One of the key issues in the computational representation of open societies refers to the 

introduction of norms that help to cope with the heterogeneity, the autonomy and the 

diversity of interests among their members [122]. The work developed in this thesis 

addresses this issue in two main directions. It provides the means to incorporate norms 

into multi-agent systems, and provides the means to enable agents to reason about norms 

and the society in which they participate. In this chapter, the main contributions of the 

thesis are summarised, and the limitations of the work and topics for future research are 

discussed. 

Our research builds on relevant work on norms and multi-agent systems such as that 

of Castelfranchi and Conte [21, 25, 38, 39], Jennings [93, 94] and Jones and Sergot 

[101, 102], as well as work on norms from a sociological, legal and philosophical view 

by Cohen [35], Ross [146] and Tuomela [164, 165]. In addition, the foundations of this 

work are taken from Luck and d'Invemo's S M A R T agent framework [62, 120] whose 

concept of motivations as the driving force that affects the reasoning of agents in sat-

isfying their goals is considered as the underlying argument for agents to voluntarily 

comply with norms and to voluntarily enter and remain in a society. 

9 . 2 (Zoi i t r ibHitHDius 

In what concerns the introduction of norms into multi-agent systems, and the develop-

ment of autonomous agents able to participate in normative societies, the work of this 

thesis provides three main contributions to the fields of agents and multi-agent systems. 
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» This thesis provides a unifying normative framework for agent-based systems, 

and includes models that facilitate the understanding and the computational im-

plementation of norms and multi-agent systems regulated by norms. 

® It provides an extensive analysis of the powers of autonomous agents that are 

taken as the means to influence other autonomous agents which they have to in-

teract with. This analysis serves to model other decision-making processes such 

as goal delegation, goal adoption and plan selection, in which powers are taken 

into account for effective satisfaction of goals. 

• It provides the means to incorporate decision-making processes regarding norms 

into a coherent foundational model of agents in order to enable autonomous 

agents to represent norms, and to adopt and comply with them. This is done not as 

an end, but as the result of deliberation processes in which goals and motivations 

are taken into account. 

These contributions facilitate the development of agents with characteristics that have 

not generally been considered previously. In particular, 

e Since agents decide on the basis of their own goals and motivations whether to 

adopt and comply with norms, agents that voluntarily participate in a society reg-

ulated by norms can be modelled. 

• Since agents can adopt new norms, agents become able to play different roles 

(prescribed by norms) and, consequently, can have different responsibilities in a 

society. 

• Since agents are able to identify powers, to use them for influencing others, and 

to allow themselves to be influenced by others, agents that voluntarily become 

engaged in a relation of cooperation can be modelled. 

Agents of this kind are needed for the development of dynamic and open norm-based 

systems whose norms might change at run-time, and whose members are not known 

in advance, such as electronic institutions, virtual organisations, and coalitions. In the 

following subsections, the particular contributions of this thesis are summarised. 

9.2.1 The Normative Framework 

By contrast with other frameworks in which norms are reduced to obligatory ends with 

penalties in case of violation, our framework is oriented to providing the means for 
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agents to reason about norms and the society in which they participate. This framework 

includes the following. 

® A unifying model of norms that subsumes previous models and that includes ele-

ments to enable agents to reason about norms. 

In the framework, norms are defined as mechanisms to influence the behaviour 

of agents with three properties: prescriptiveness, sociality, and social pressure. 

That is, norms prescribe how an agent must behave in situations in which more 

than one agent is involved and, since it is always expected that norms may con-

flict with the individual goals of agents, mechanisms to enforce compliance with 

norms are needed. Our general model of norms enables agents to identify the 

goals prescribed by the norm, the situations in which these normative goals must 

be satisfied, the agents that are responsible for the satisfaction of these goals, the 

agents that might benefit from them, and what may happen in cases in which 

norms are either fulfilled or violated. The model also facilitates the representa-

tion of different categories of norms ranging from obligations and prohibitions, 

to social commitments and social codes. Thus, instead of proposing a different 

model for each category of norm, they are considered as variants of one general 

model. 

® The means to represent a complete system of norms. 

In systems regulated by norms, it is common to find that compliance with norms 

may cause other norms to become active, such as those norms aimed at punishing 

non-compliance or rewarding compliance with other norms. In the framework 

these norms are called interlocking norms. Interlocking norms provide a way 

to represent how the behaviour of the addressee of a norm might influence the 

behaviour of the addressee of another norm if these norms are related. 

» A model of normative multi-agent systems that acknowledges that members of 

a system are autonomous and, therefore, that their normative behaviour can be 

expected but never assured. 

Normative multi-agent systems are defined as systems of autonomous agents 

whose behaviour is regulated by norms. These systems have three characteris-

tics; membership, social pressure, and dynamism. Thus, agents recognise them-

selves as members by adopting the norms of the society and by accepting its 

authorities and its means of exerting social pressure, which is needed to persuade 

agents to comply with norms. The norms of a system include norms that entitle 

agents to legislate, to apply punishments and to give rewards. These norms are 

204 



the means for agents to identify the authorities of the system (which correspond 

to the addressees of any of these kinds of norms) and the limits of their author-

ity (because these norms specify which actions these authorities are entitled to 

perform). Through these norms, order in a system can be reached because the 

authority and responsibilities of agents are well defined. 

® A dynamic vision of norms. 

Norms are not a static concept. Their inclusion in a system influences the be-

haviour of those agents responsible for complying with them, those agents that 

benefit from them, and those agents responsible for monitoring the normative be-

haviour of others. From the normative behaviour of the involved agents, different 

states of norms, which can be used by agents to take decisions, are identified. 

Thus, norms can be issued, adopted, rejected, complied with, violated, and their 

compliance can be rewarded and their violation can be penalised. 

9.2.2 Agent Powers 

In satisfying goals, the identification of the power of agents is crucial because it rep-

resents the means to influence autonomous agents. However, powers are constrained 

and agents must be able to identify when, and over whom, these powers can be exerted. 

This thesis addresses this concern by providing the following. 

# Mechanisms to identify empowered situations. 

Two kinds of power have been identified here: circumstantial powers and in-

stitutional powers. Circumstantial powers are the powers of agents due to their 

own abilities and to the use of such abilities to satisfy or hinder the goals of other 

agents. In addition, institutional powers are the powers of agents due to the norms 

that control the society in which they participate. 

® Ways for agents to use powers to satisfy goals. 

In our model, agents have been provided with the means to use their empowered 

situations to delegate their goals to other agents. That is, to choose a partner to 

ask for help, agents examine their relations of power in order to foresee how to 

satisfy a requirement for goal adoption because agents on which power can be 

exerted are more likely to be influenced to adopt the goals of empowered agents. 

Agents that correctly identify their powers can even be prepared to argue with 

those agents that reject the adoption of their goals. Conversely, agents have also 

been endowed with the means to recognise the power of others and, therefore, to 
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recognise their liabihty of being influenced to adopt the goals of an empowered 

agent. 

A classification of plans that helps agents to decide between alternatives to satisfy 

a goal has also been provided. That is, agents that can identify those agents liable 

to be influenced to adopt their goals can also make a better selection of plans. 

If powers can be exerted over agents that are needed to perform a plan, the plan 

is more likely to succeed. A criterion to select a plan can be based on both the 

possibility of delegating all the subgoals included in the plan and the kinds of 

agents to which the subgoals can be delegated. 

9.2.3 Normative Behaviour 

Instead of defining a new model to represent normative agents, new decision-making 

processes regarding norms have been incorporated into a coherent and foundational 

model of agents in order to facilitate their implementation. Regarding this concern, this 

thesis makes the following contributions. 

® The means for agents to voluntarily decide whether participating in a society 

regulated by norms will serve their own interests have been given. 

To enter a society, an agent considers the responsibilities it acquires through 

norms, and the contributions that it receives from the society that can be used 

for the satisfaction of its goals. Thus, if social contributions allow an agent to sat-

isfy its goals, the agent would be willing to comply with norms that might benefit 

other agents in the society. 

Our work has provided the means for agents to decide whether remaining in a 

society is important, and whether leaving a society is necessary. We have ex-

plained that, once an agent has entered a society, the satisfaction of its goals is not 

the only reason it remains there. There are certain relationships that are created 

during social interactions that motivate an agent to stay in the society. 

# Two new processes of reasoning about norms, not considered elsewhere, have 

been introduced. 

Adoption of, and compliance with norms are processes that concern the addressees 

of a norm. They are executed at different times, and their outcomes can be con-

tradictory. The addressees of a norm first reflect on the reasons they have to 

acquire the new responsibilities that an adopted norm would imply and then, dur-

ing run-time, they reflect on the reasons they have to comply with this norm. 
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Thus, whilst norm adoption involves an agent's acknowledgment of responsi-

bilities, norm compliance involves an agent's decision to fulfill a norm already 

adopted. During the norm adoption process, an internal representation of the 

norm is created, and during the norm compliance process, normative goals are 

derived from the norm and they are intended [116]. In the norm adoption process, 

norms are recognised as something that ought to be done and, most of the time, 

agents are willing to fulfill them. However, at run-time, the state of agents may 

change, making it difficult to satisfy the norm, especially if such a norm causes a 

conflict with other goals that agents consider important. 

» The means for agents to decide whether to adopt a new norm and whether to 

comply with an adopted norm have been provided. 

Norm adoption is defined as the process through which agents decide to adopt a 

norm and, therefore, to create its corresponding internal representation. A set of 

norms is adopted as soon as an agent decides to enter a society, and new norms 

are adopted during the time the agent remains there. In contrast to other models 

that consider that any norm issued by an authority must be adopted, our model 

states that, for a norm to be adopted, the power of the issuer must be recognised. 

This includes cases of authorities with power as well as cases of powers acquired 

by other means. 

Since the situations of agents might change from the time a norm is adopted to 

the time it must be complied with, agents are provided with the means to decide 

whether to comply with a norm according to their own goals and motivations. Au-

tonomous norm compliance has been divided into two different and related pro-

cesses: the norm deliberation and norm compliance processes. Through a norm 

deliberation process, agents autonomously decide if a norm must be complied 

with or if the norm must be rejected. To do this, agents use different strategies. 

Now, through the norm compliance process, the goals of an agent are updated 

according to the normative decisions it has made. Thus, normative goals of in-

tended norms are added to the set of goals, and goals satisfied through rewards 

are eliminated, as are those hindered by normative goals and by punishments. It 

is important to mention that our models are guided by the principle that neither 

punishments nor rewards can be used as enforcing mechanisms if they do not af-

fect an agent's goals. In other words, no punishment is effective if none of an 

agent's goals is hindered by it, and no reward is useful if no goal can benefit from 

it. In addition, since goals can be affected in complying with norms, the prefer-

ences of agents over these goals are considered as the key to making any decision 

regarding norms. 
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9.3 (Zomplexihr 

The analysis of the different aspects of normative agents and their reasoning processes 

have provided a framework for structuring the development of specific implementa-

tions or other instantiations. At the level of the framework, there are several points 

where, without further refinement, issues of computational complexity can give rise to 

intractable models and solutions. Although we don't prescribe particular ways to ad-

dress these issues, we recognise the constraints they impose and outline the key issues 

below. 

First, we note that some of the foundational concepts on which the framework is 

based could become computational bottlenecks. In particular, the analysis of agent sys-

tems to determine beneficial or conflicting relationships between goals (as in Section 

3.4.4) relies on the use of the logicalconsequence predicate (also used for determining 

when a goal is satisfied). As indicated in Chapter 3, in the most general case, logi-

cal consequence is intractable because of the unconstrained nature of logical inference. 

However, this is a known and understood problem (that affects the most common BDI 

systems such as dMARS and AgentSpeak(L)) [58, 59] and, at the level of implemen-

tation, many possible constraints may be used to avoid combinatorial explosion. Most 

commonly, this can be refined to amount to simple pattern-matching or resolution, with-

out use of extra inference rules [147]. Different implementations may take different 

approaches. 

A second related aspect of this is in identifying which pairwise goal relationships 

need to be considered. If all relationships between all goals of all agents are considered, 

then the number of operations will become prohibitive in all but the most simple sce-

narios. It is clearly necessary to find ways to constrain the number of such relationships 

analysed, such as by pre-filtering relevant agents and goals. For any individual agent, 

however, the complexity depends on the ways in which it reasons about its environment. 

In the case of strategies for norm compliance, agents compare their goals with the 

normative goals of the system rather than with other agents. Thus the kind of reasoning 

undertaken is limited and can be computationally effective. 

In the case of determining the powers of agents, this is more problematic. A pairwise 

comparison of all goals with all agents in the society will not generally be possible in 

scenarios with more than a few agents. The solution in this case might be to pre-select 

a subset of agents to reason about, or to reason only about those agents identified as 

relevant through prior experience or through some environmental cues. The key point 

to note is that the work described in this thesis provides the general framework that must 

still be constrained further in such a way to provide an effective implementation in this 
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particular aspect. 

9 . 4 l U u i u t a t k m s 

The strengths of our work rely on the appropriateness of the provided models that yield 

computational implementations of norms, normative multi-agent systems, and norma-

tive agents. However, not all the situations or cases could be covered due to time limi-

tations and the complexity of some aspects. In particular, our models cannot be applied 

in the following cases. 

1 Adherence to norms. 

We have explained the reasons for agents to adopt new norms. We have also ex-

plained that these norms are obeyed as long as agents want to remain in a society 

in which their goals are being satisfied. Consequently, when agents leave a soci-

ety these norms no longer have any reasons to be complied with. However, some 

agents adhere to norms and they continue complying with them although they no 

longer participate in the society where the norms were adopted. Our models do 

not allow this situation to occur. 

Choosing between alternative societies. 

In our work, agents can decide when participating in a society is important for 

the achievement of their goals, but they can neither decide between alternative 

societies nor take a decision when no information about enforcement mechanisms 

and their responsibilities is provided. 

Choosing the right strategy for a particular norm. 

Our work provides models for the most common strategies for norm compliance. 

It also experimentally describes how the use of a particular strategy can affect 

both the performance of an agent and the effectiveness of the norms of a soci-

ety. However, it does not say anything about which strategy must be used for 

particular norms. For instance, it is generally observed that norms that can be 

beneficial for the society, and that neither include punishments nor rewards, are 

complied with as an end (i.e. by using the social strategy). Our model neither 

covers the identification of these kinds of situations nor provides the means to 

choose between these different strategies. 
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9.5 Future Research 

In our work, a wide range of issues concerning norms, normative agents and normative 

multi-agent systems has been tackled, and yet some extensions are possible. Moreover, 

there are other issues that were not faced in this thesis, due to the bounds imposed on 

the research, and that still need to be addressed. This section summarises the most 

important possibilities of future research. 

® Refinement of the strategies for norm compliance. 

Our work provides nine of the most common strategies for norm compliance, but 

refinements of these strategies are possible. For example, the simple imitation 

strategy can be refined to imitate the behaviour of the majority of the addressees 

of a norm instead of imitating the behaviour of just one. The reasoned imitation 

strategy can be refined to include the probabilities of being punished by defenders 

of a norm, and the reciprocation strategy might consider the importance of the 

benefits received in reciprocating the past actions of agents. 

« Evaluation of alternative societies. 

We have provided the means for agents to decide when entering and remaining in 

a society is important. This decision is made on the basis of the responsibilities 

that agents will have and the contributions to the satisfaction of their goals that 

agents will receive from the society. However, when agents have the opportunity 

to choose between more than one society to satisfy their goals, other criteria must 

be considered to make such an important decision. More research must be done 

regarding this issue. 

• Creation of norms. 

An important topic of research concerns the creation of norms. Current research 

addresses this problem from the view of the emergence of norms between a group 

of agents which, through constant interaction, achieve a standard behaviour (con-

sidered as a norm) that is beneficial for all the members. However, when large 

and very well structured societies of agents are considered, the creation of norms 

relies on a group of these agents which, among other things, must analyse and 

identify under which conditions a new norm must be created, the purpose of the 

norm, towards which agents the norm must be addressed, and the means for the 

norm to be distributed among addressee agents. 

® Learning of norms. 
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In this work, the adoption of norms has been taken as the intemalisation of an is-

sued norm. However, some norms are learned from interactions with other agents 

rather than being issued. Research must be done to explain in which situations 

the behaviour of others can be considered as a norm, and to provide the means for 

agents to identify the components of a norm to internalise it. 

e Experimental work on norms. 

In this thesis, initial experiments to observe the impact of norm compliance on 

agents and societies were performed. Through the results, conclusions about 

which strategy provides better results for agents and which kind of agents are pre-

ferred to maintain order in a society were made. However, only a limited subset of 

strategies and limited populations of agents were considered for experimentation. 

Experimental work to overcome these limitations must be done. 

Our work contributes to research on norms in agents and multi-agent systems in provid-

ing answers to some of the questions that have concerned researchers on norms [44,45]. 

Some have argued that autonomy and being constrained by norms are irreconcilable 

concepts. In our work, we have shown how agents can be autonomous and still adopt 

and comply with norms if, by doing so, their goals can be satisfied. In this work, the 

concepts of autonomy and motivations play a key role. We have given the means to 

represent norms and systems regulated by norms, and we have explained their roles in 

controlling the behaviour of autonomous agents. We have also introduced reasoning ca-

pabilities regarding norms in autonomous agents by providing the way in which norms 

are processed inside an agent, and the way in which other processes of reasoning are 

affected by them. 

Our research contributes to a better understanding of norms and the role they play 

in enabling heterogeneous and autonomous agents to interact each other. It also con-

tributes to the computational representation of agents which besides having properties 

such as flexibility to act in dynamic environments, have abilities to participate in a so-

ciety while their goals are being satisfied. These contributions are a step towards the 

computational representation of open societies such as electronic institutions, virtual or-

ganisations and coalitions of agents, whose members do not necessarily share the same 

interests; they do not know and might not trust each other, but can work together and 

help each other. Such systems are likely to become prevalent in the next generation of 

agent based computing. The contributions of this thesis are vital in taking us further 

down the path towards that goal. 
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