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SigniGcant research has been devoted over the past decade to solving power-related 
challenges in digital integrated circuit design. While power optimisation become almost 
a push-button design step, the gap between the design and test camps left the power 
issues associated with the integrated circuit test process unsolved. Ignoring power during 
test may have serious consequences on product reliability and manufacturing yield. This 
thesis addresses the problem of power dissipation in scan-based test with the goal of 
developing and validating a set of power conscious design-for-test methodologies and 
structures. Four different test development and integration scenarios are investigated 
and an appropriate solution is proposed in each case. 

The first part of this thesis addresses the problem of power dissipation during test in the 
system integration step. A test power profile manipulation technique, easy to integrate 
into any existing power constrained test scheduling algorithm, was developed in order to 
reduce the overall testing time by increasing test concurrency. Extensive experimental 
results using benchmark circuits, show that the proposed power profile manipulation 
approach enables testing time reductions up to 41% when compared to existing power 
constrained test scheduling approaches. 

Mixed-mode BIST offers complete fault coverage with short test application times and 
small test data storage requirements. The second part of this thesis addresses the prob-
lem of reducing power dissipation in mixed-mode BIST. A new mixed-mode test pattern 
generator combining the masking properties of AND/OR composition with LFSR re-
seeding is proposed. Experimental data shows reductions up to 20% in average power 
dissipation during test when compared with traditional test pat tern generators. 

Test data compression/decompression represents an efficient solution to the increasing 
test data storage requirements on external test equipment. A new test data encoding 
scheme combined with a new weighted scan latch reordering algorithm are proposed for 
reducing the test data storage requirements for low power test sets. Experimental results 
show reductions up to nearly 50% in test data storage requirements and up to 75% in 
power dissipation when compared with other existing approaches. 

The last part of this thesis presents a scan architecture with mutually exclusive scan 
segment activation which reduces both average and peak power dissipation during test, 
hence eliminating not only the risks of reliability problems bu t also the risks of noise-
induced test failures. Experimental results show reductions up to 50% in both peak and 
average power when compared to standard scan architectures. 
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Chapter 1 

Introduction 

The rapid advancements in process technologies have enabled the fabrication of 

chips with tens of millions of transistors operating at frequencies in the gigahertz 

range. While these advances brought unprecedented performance to electronic 

products, they also turn effects until recently ignored, such aa power dissipation 

and resistive voltage drop, into critical issues which have to be addressed by inte-

grated circuit design methodologies [Bis02, Gre99]. 

SigniScant research has been devoted to the power-related challenges in integrated 

circuit (IC) design. As a result, several industry leading design tools provide power 

optimisation, analysis and characterisation capabilities [SynOlc, GraOOa, Cad02]. 

While power optimisation has become almost a push-button design step, the gap 

between the design and test camps left unsolved the power issues associated with 

the IC test process. In most cases, the behaviour of the circuit under test is 

significantly diSFerent than during its normal operation mode due to the different 

scopes of the two modes. On one hand, low power design techniques [CB95, RP96, 

Yea98, Ped96] try to shut down all unnecessary blocks during the normal operation 

of the circuit in order to extend battery life, cut down cooling costs, etc. On the 

other hand, test scheduling algorithms increase the number of blocks which are 

tested in parallel in order to reduce test time. The conflicting perspectives of 

design for testability (DFT) and low power design methodologies make test power 
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a critical design issue. Ignoring power during test may have serious consequences 

on reliability and yield [BAOO, Zor93, SBWOl, WheOO]. 

This thesis addresses the problem of testing digital ICs under power constraints. 

Various scenarios at system and gate level are investigated with the ultimate goal 

of developing power conscious DFT methodologies. 

This chapter begins with an overview of the test process and of the main DFT 

techniques. It continues with a section on power dissipation in VLSI circuits 

outlining the sources of power dissipation and the mostly used power optimisation 

design techniques. The motivation of the work presented in this thesis is built by 

explaining the power issues associated with the test process. The chapter concludes 

with an outline of the thesis and its contributions. 

1.1 The Test Process and Design for Testability 

The main purpose of the IC test process is to provide a measure of the quality and 

reliability of a semiconductor stand-alone die or packaged part. 

veriEes that the circuit performs correctly the intended function it was designed 

for, over a range of input values. However, the time for exhaustively testing all 

possible input combinations grows exponentially with the number of inputs. To 

maintain a reasonable test time, the functional test must focus on the general 

function and corner cases. verihes the circuit for manufac-

turing defects by focusing on circuit structure rather than functional behaviour. 

Manufacturing defects include problems such aa power and ground shorts, open 

interconnect on the die caused by dust particles, short-circuited source or drain of 

the transistor caused by metal spike-through, etc. Manufacturing defects might 

remain undetected by functional testing yet cause undesirable behaviour during 

circuit operation. Manufacturing test enables the screening out of devices with 

such structural defects. 
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1.1.1 Fault Models 

When a manufacturing defect occurs, the physical defect has a logical effect on 

the behaviour of the circuit. For example, a signal shorted to power appears to 

be permanently high, while a signal shorted to ground appears to be permanently 

low. modeZg increase test generation efBciency by mapping controllable and 

observable physical defects to mathematical constructs that can be operated upon 

algorithmically and understood by a software simulator in order to provide a metric 

for quality measurement. 

A fault model is a description of the behaviour and assumptions of how elements 

in a defective circuit behave. The goal of fault modelling is to model a high 

percentage of the physical defects that occur in the device at the highest possible 

level of abstraction. The high level of abstraction reduces the number of individual 

defects that must be considered and lowers the complexity of the algorithms used 

in generating the test. The result is that test generation can occur earlier in the 

design cycle in less time with less expensive computing resources [GarOl]. 

The gate-level model is widely accepted as the best compromise between abstrac-

tion level and the ability to represent most of the defects in the circuit under 

test (CUT). Register-transfer level (RTL) modelling is too abstract to accurately 

represent many of the fault types, and switch-level modelling is too computation-

intensive [GarOl]. 

A commonly used metric for quality assessment of digital circuits is the 

cofem^e, given by the ratio: 

F 
^ cot; 

N, 
Np — Ni 

where Wgp is the number of detected faults, TVp is the total number of faults, and 

is the number of undetectable faults. 

The (SSAF) is the most popular fault model, hrst pub-
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lished in 1961 [Rot61]. It makes the aasumption that only one line in the circuit 

is faulty at one time and that the fault is permanent. The effect of the fault is the 

same as if the faulty node is tied to (logical 1) or Grid (logical 0), while the 

other gates in the circuit are not a&cted by the fault. The SSAF model covers 

many of the possible manufacturing defects in CMOS circuits, such ag missing fea-

tures, source-drain shorts, diffusion contaminants and metallisation shorts. The 

International Technology Roadmap for Semiconductors 1999 (ITRS) [Gro99] indi-

cates that SSAF covers about 70% of the possible manufacturing defects in CMOS 

circuits. However, recent research [SMOO] haa shown that N-detect test sets for 

SSAF are very effective for both timing and hard failures. Algorithms for au-

tomatic test pattern generation (ATPG) and fault simulation on combinational 

networks with SSAF are well developed and efficient [BAOO, ABF90]. 

The modef (MSAF) [GarOl] makes the same basic assump-

tions as SSAF, except that it allows two or more lines in the circuit to be faulty 

at the same time. Although MSAF covers a greater number of defects, it also 

increases the number of faults which must be analysed under this approach: 3" — 1 

for n circuit nodes. Furthermore, algorithms for ATPG and fault simulation are 

much more complex and not as well developed, and commercial simulators do not 

support MSAF well. Therefore, MSAF fault simulation is rarely used. 

The mocfeZ (SOF) [GarOl] assumes that a single physical line in 

the circuit is broken and that the resulting open node is not tied to either or 

The advantage of this approach is that it covers defects that can not be 

detected by SSAF and MSAF models but that can be tested with pairs of SAF 

test vectors. 

Even if the circuit does not have a logical defect, it may have some physical 

defect, such as a process variation, that creates a large enough gate delay to cause 

problems. The mode/ [GarOl] assumes that the logic function 

of the circuit under test is error free but that a gate output may be slow to rise or 

slow to fall and that this time is longer than a required value. If this delay is large 

enough, the transition-delay fault behaves as a SAF and can be modelled using 
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that method. The primary weaknesses of the transition-fault delay are that two 

pattern sequences are needed for initialisation and transition detection, and the 

minimum delay fault size is di&cult to determine because of timing hazards. 

The [GarOl] is similar to the transition-delay model in as-

suming that the logic of the circuit under test is error-free. However, instead of 

modelling the fault aa if a single gate delay in the circuit is faulty, this model 

assumes that the total delay in a path from input to output exceeds some max-

imum value. The path-delay fault model overcomes a possible problem with the 

transition-delay model, in which other faster gates in the circuit may compensate 

for the delay of a faulty gate. A problem with this fault model is that the number 

of possible paths grows exponentially with the number of nets. 

Prom the above discussion on fault models it may be concluded that there is no 

universal fault model to cover all possible physical defects. This conclusion is also 

supported by the results of the experimental work presented in [SMOO]. Each of 

the fault models presented is valuable in certain situations yet also has limitations. 

For each application, designers have to determine the fault model or, more likely, 

the combination of fault models which will provide a satisfactory level of defect 

coverage. The DFT techniques proposed in this thesis, unless otherwise speciEed, 

are targeting testing for stuck-at faults, due to the efhciency and wide industrial 

acceptance of this fault model. 

1.1.2 Fault Simulat ion 

Fault simulation determines the fault coverage of a set of test vectors. It can be 

thought of as performing several logic simulations concurrently - one that rep-

resents the fault-free circuit, and the rest that represent the circuits containing 

faults. A fault is detected each time the output response of the faulty machine 

differs from the output response of the good machine for a given vector. Fault 

simulation produces a list of detected faults for each test vector. Fault simulation 

is useful for determining the fault coverage when the manufacturing test vectors 
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are generated manually or using existing hardware test pattern generators such 

as linear feedback shift registers (LFSR), etc. For large or complex designs, fault 

simulation can be very time consuming and often the test sets do not give good 

fault coverage. 

1.1.3 Au toma t i c Test P a t t e r n Gene ra t ion 

Automatic test pattern generation (ATPG) generates test patterns and provides 

fault coverage statistics for the generated pattern set. ATPG for combinational cir-

cuits is well understood, and consequently, in most cases, it is possible to generate 

test sets with high fault coverage. 

Combinational ATPG tools use both random and deterministic techniques to gen-

erate test patterns for faults on cell pins [BAOO, ABF90]. During random pattern 

generation, the tool assigns input stimulus in a pseudo-random manner, then it 

performs fault simulation on the generated vector to determine which faults are de-

tected. As the number of faults detected by successive random patterns decreases, 

ATPG shifts to a deterministic phase. During the deterministic pattern genera-

tion phase, the tool uses a pattern generation algorithm based on path sensitivity 

concepts to generate a test vector that detects a specific fault in the design. After 

generating a vector, the tool fault-simulates the vector to determine the complete 

set of faults detected by the vector. Test pattern generation continues until all 

faults have either been detected or have been identiSed as undetectable by this 

algorithm. 

Due to the effects of memory and timing, ATPG for sequential circuits is much 

more diSRcult than for combinational circuits. Often, it is not possible to gen-

erate high fault coverage test sets for complex sequential designs, even when us-

ing sequential ATPG. Sequential ATPG tools use deterministic pattern genera-

tion algorithms based on extended applications of the path-sensitivity concepts 

[BAOO, ABF90]. 

Structural DFT techniques, such as internal scan, simplify the test-pattern gen-
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eration task for complex sequential designs, resulting in higher fault coverage and 

reduced testing costs. 

1.1.4 In ternal Scan 

Internal scan design is the most popular DFT technique and has the greatest poten-

tial for achieving high fault coverage [BAOO]. This technique simpliEes the pattern 

generation problem by dividing complex sequential designs into fully isolated (full-

scan design) or semi-isolated combinational blocks (partial-scan design). Internal 

scan modifies existing sequential elements in the design to support a serial shift ca-

pability in addition to their normal functions. This serial shift capability enhances 

internal node controllability and observability with a minimum of additional I/O 

pins. 

Figure 1.1 shows a D Hip-Aop modified to support internal sccin. Inputs to the 

multiplexer are the data input of the Sip-Hop (D) and the scan input signal 

(scanJn). The active input of the multiplexer is controlled by the scan-enable sig-

nal (scan_enable). Input pins are added to the cell for the scanun and scan.enable 

signals. One of the data outputs of the flip-flop is used as the scan output signal 

(scan.out). The scan.out signal is connected to the scan_in signal of another scan 

cell to form a serial scan (shift) capability. 

1 scan out 
scan in 

scan_enable 
CLK NQ CLK NQ 

Non-scan flip-flop Scan flip-flop 

Figure 1.1: D 8ip-flop with scan capability 

The modified sequential cells are chained together to form one or more large shift 



j . TEST PROCESS AND DESIGN FOR TEST 

registers. These shift registers are called scan chains or scan paths. The sequen-

tial cells connected in a scan chain are scan controllable and scan observable. A 

sequential cell is scan controllable when it can be set to a known state by serially 

shifting in specific logic values. ATPG tools consider scan controllable cells as 

pseudo-primary inputs of the combinational part of the design. A sequential cell 

is scan observable when its state can be observed by serially shifting out data. 

ATPG tools consider scan observable cells as pseudo-primary outputs of the com-

binational part of the design. 

Adding scan circuitry to a design usually haa the following effects: 

* Design size and power increase slightly because scan cells are usually larger 

than the non-scan cells they replace, and the nets used for the scan signals 

use additional area. 

* Design performance (speed) decreases marginally because of changes in the 

electrical characteristics of the scan cells that replace the non-scan cells. 

* Global test signals that drive many sequential elements might require buffer-

ing to prevent electrical design-rule violations. 

Test patterns are applied to a scan-based design through the scan chains. The 

process is the same for full-scan and partial-scan designs. Scan cells operate in one 

of two modes; parallel mode (or capture mode) or shift mode. For the multiplexed 

flip-Sop scan style shown in Figure 1.1, the mode is controlled by the scan_enable 

pin. In parallel mode, the input to each scan element comes from the combinational 

logic block. In shift mode, the input comes from the output of the previous scan 

cell or a scan input port. Other scan styles work in a similar fashion. 

To apply a scan pattern, the target tester performs the following steps: 

1. Selects shift mode by setting the scan_enable port. This test signal is con-

nected to all scan cells. 

2. Shifts in the input stimulus for the scan cells (pseudo-primary inputs) at the 

scan input ports. 
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3. Selects parallel mode by inverting the scan-enable port. 

4. Applies the input stimulus to the primary inputs. 

5. Checks the output response at the primary outputs after the circuit has 

settled and compares it to the expected fault-free response. This process is 

called parallel meaaure. 

6. Pulses one or more clocks to capture the steady-state output response of 

the non-scan logic blocks into the scan cells. This process is called parallel 

capture. 

7. Selects shift mode by resetting the scan-enable port. 

8. Shifts out the output response of the scan cells (pseudo-primary outputs) at 

the scan output ports and compares the scan cell contents to the expected 

fault-free response. 

1.1.5 Full-Scan Design vs. Par t ia l -Scan Design 

In the full-scan design technique, all sequential cells in the design are modiAed 

to perform a serial shift function. Sequential elements that are not scanned are 

treated as black box cells (cells with unknown function). 

Full-scan divides a sequential design into combinational blocks as shown in Fig-

ure 1.2. Clouds represent combinational logic; rectangles represent sequential logic. 

The full-scan diagram shows the scan path through the design. 

Through pseudo-primary inputs, the scan path enables direct control of inputs to 

all combinational blocks. Through pseudo-primary outputs, the scan path enables 

direct observation of outputs from all combinational blocks. EfBcient combina-

tional ATPG algorithms can be used to generate test sets with high fault coverage 

for the full-scan design. 

In the partial-scan design technique, the scan chains contain only a fraction of 

the sequential cells in the design. The partial-scan technique oEers a trade-off 



1.1. TEST PROCESS AND DESIGN FOR TEST 11 

(a) Without scan (b) With full scan 

Figure 1.2: Scan path through a full-scan design 

between the maximum achievable fault coverage and the effect on design size and 

performance [ABF90, SynOlb], For example, flip-flops on the critical paths of 

designs with limited timing budget cannot be replaced with scan cells as the cell 

multiplexer would increase the overall delay of the design. Partial-scan divides a 

complex sequential design into simpler sequential blocks, as shown in Figure 1.3. 

The partial-scan diagram shows the scan path through the design. 

Sequential ATPG algorithms are needed for partial-scan designs to allow fault 

propagation through non-scan sequential elements. In general, a partial-scan de-

sign can not achieve the fault coverage of the full-scan version of the design. The 

level of fault coverage for a partial-scan design is related t o the location and frac-

tion of scan registers in that design. Moreover, sequential ATPG algorithms are 

much more complex than combinational ATPG algorithms [BAOO, ABF90]. 
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(a) Without scan (b) With partial scan 

Figure 1.3: Scan path through a partial-scan design 

1.1.6 Au toma t i c Test Equ ipment 

Automatic test equipment (ATE) is an instrument used to apply test patterns to 

a device under test (DUT) (also referred to as circuit under test (CUT)), analyse 

the responses from the DUT, and mark the DUT as good or bad [BAOO]. The ATE 

is controlled by a central computer, and one or more CPUs are built into it to ease 

control and to enable test data compression. The tester has one or more test heads, 

which contain buffering electronics local to the DUT, but one mainframe with 

common instrumentation, power supplies, etc. The ATE is connected to external 

equipment that mechanically handles the wafers or IC packages being tested. The 

ATE, unlike a simulator, can operate only at the edge of the design through the 

package pins, and has real signal and clock delays and signal degradations, chip 

output loads and thermal considerations. The tester also has edge placement 

precision, accuracy, and edge-rate (rise and fall time) limitations. 

The main component of the cost-of-test is the time a chip spends "in-socket" on the 

ATE. There is a minimum cost based on the time it takes an automated handler 

to insert and remove a chip from the tester socket (production throughput). For 
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a typical ATE, the test cost per second is about $0.11 [BRCAOl]. Cost reductions 

to bring the tester time below the handler threshold require testing multiple dies 

in parallel with the same tester. If the test programs applied on the tester are 

excessively complex or contain an excessive amount of vector data, then a vector 

reload may be required. A reload adds a large time overhead to the overall testing 

process, which increases the "in-socket" time, and consequently the cost of test. 

1.1.7 Buil t - in Self-Test 

There is an increasing number of testability problems posed by the increasing com-

plexity of modern chips. The rising logic-to-pin ratio makes it harder to accurately 

observe signals on the device. VLSI devices are increasingly dense and faster with 

the emerging deep submicron feature sizes. The time needed to generate and ap-

ply test patterns to these chips, as well as the volume of test data which has to 

be stored on the tester are also increasing. The growing gap between chip inter-

nal frequencies and the I/O frequencies makes it very difficult, if not impossible, 

to perform at-speed testing using external ATE [BAOO]. Built-in self-test (BIST) 

represents a viable solution to most of these problems. BIST moves test pattern 

generation and test response analysis from the tester to the chip under test. Thus, 

at the expense of one to three percent area overhead, BIST eliminates the problems 

associated with the limited pin count and I/O bandwidth. 
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Figure 1.4: Typical BIST scheme 
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Figure 1.4 shows typical BIST hardware. In test mode, the test controller connects 

the inputs of the circuit under test to the hardware pattern generator through 

the input multiplexer. The hardware pattern generators are also referred to as 

test pattern generators (TPG). The output response compactor transforms the 

output of the circuit under test into signatures which are compared with reference 

signatures stored in a ROM. 

The most commonly used hardware pattern generators [BAOO] include: 

1. ROM. A precomputed test set is stored in a ROM on the chip. This ap-

proach is prohibitively expensive in terms of chip area. 

2. LFSR. Linear feedback shift registers are used to generate pseudo-random 

tests. The advantage of this approach is the very low area requirements, 

however very long test sequences (1 million or more test vectors) are required 

in order to obtain good fault coverage. 

3. Binary counters. Binary counters are used to generate pseudo-exhaustive 

test sequences (the pattern generator is built of several smaller binary coun-

ters, each producing an exhaustive sequence at its outputs). The binary 

counter approach requires more hardware than the LFSR pattern generator. 

4. Modified counters. Modified counters have also been successful as test 

pattern generators, but they also require long test sequences for good fault 

coverage. 

5. LFSR and ROM. This is one of the most effective approaches, which uses 

an LFSR to generate a limited number of pseudo-random test vectors to 

cover the easy-to-detect faults, and generates deterministic test patterns us-

ing an ATPG tool for the few remaining random-pattern-resistant faults. 

The deterministic patterns are embedded in the output of the LFSR, by re-

seeding the LFSR with values stored in the ROM, in order to augment the 

fault coverage. This approach is also known as R/ST because it 

uses both pseudo-random and deterministic test vectors [HWH96]. 
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6. Cellular automaton. In this approach, each pattern generator cell has a 

few logic gates, a Bip-5op, and connections only to neighbouring cells. The 

cell is replicated to produce the cellular automaton. 

/ ^ 

CUT 
/ ^ 

N 
CUT / 

M 

TPG SCAN CHAIN ORA TPG SCAN CHAIN ORA 

(a) Test-per-clock BIST (b) Test-per-scan BIST 

Figure 1.5: BIST schemes 

BIST schemes can be classified into (Figure 1.5(a)) and 

schemes (Figure 1.5(b)) according to the method used to apply the test patterns 

to the CUT. In test per-clock BIST, the outputs of the TPG are connected directly 

to the CUT inputs and a new test pattern is applied to the CUT with every test 

clock. In a test-per-scan BIST scheme, the test patterns generated by the TPG are 

applied to the CUT via one or more internal scan chains, and hence a test pattern 

is applied to the CUT every m + 1 test clocks cycles, where m is the number of Aip-

Hops in the scan chain. The test response of the CUT is captured in the scan chain 

and scanned-out during the next m clock cycles simultaneously with scanning-in 

of the next test vector. Usually test-per-clock schemes are preferred for memory 

test, due to their regular structure which makes them easily controllable from the 

primary input pins, while test-per-scan schemes are commonly used for testing 

random logic blocks. 

1.2 Power Dissipation in Digital VLSI Circuits 

Battery life, packaging and cooling costs, reliability are all factors which just i^ 

the need for low power design [Ped96]. This section will provide background infor-

mation on the main sources of power dissipation in digital VLSI circuits, as well as 
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an overview of existing power optimisation techniques. The information provided 

in this section will be used later in this chapter to explain the conflict between the 

current DFT techniques and low power design. 

1.2.1 Sources of Power Dissipation in Digi ta l VLSI Cir-

cuits 

The power dissipated in a circuit falls into two broad categories: power and 

(fg/Momzc power [Ped96]. 

Vdd 
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Figure 1.6: Components of power dissipation 

power is the power dissipated by a gate when it is not switching, that is, 

when it is inactive or static. The largest fraction of static power results from source-

to-drain subthreshold leaicage, which is caused by reduced threshold voltages that 

prevent the gate from completely turning o& Static power is also dissipated when 

current leaks between the substrate and the diffusion layers. 

power is the power dissipated when the circuit is active. A circuit is 

active anytime the voltage on a net changes due to some stimulus applied to the 

circuit. Because voltage on an input of a cell can change without necessarily 
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resulting in a logic transition on the output, dynamic power is dissipated by the 

internal transistors of the cell which are switching even when an output net does 

not change its logic state. The dynamic power of a circuit is composed of two 

kinds of power: power and WenzoZ power [SynOlc]. 

The switching power of a driving cell is the power dissipated by the charging and 

discharging of the load capacitance at the output of the cell. The total load capac-

itance at the output of a driving cell is the sum of the net and gate capacitances 

on the driving output. Because such charging and discharging are the result of 

the logic transitions at the output of the cell, switching power increases as logic 

transitions increase. Therefore, the switching power of a cell is a function of both 

the total load capacitance at the cell output and the rate of logic transitions. 

Switching power comprises a large percentage of the power dissipation of an active 

CMOS circuit. The switching power is given by: 

^ E x T B i (1.1) 
'^nets(i) 

where is the capacitive load of net TA, is the toggle rate of net z as number 

of transitions per second, and is the supply voltage. 

Internal power is any power dissipated within the boundary of a cell. During 

switching, a circuit dissipates internal power by the charging or discharging of any 

existing capacitances internal to the cell. Internal power includes power dissipated 

by a momentary short circuit between the P and N transistors of a gate, called 

short-circuit power. To illustrate the cause of the short-circuit, consider the simple 

gate shown in Figure 1.6. As the IN signal transitions from low to high, the N type 

transistor turns on and the P type transistor turns off. However, for a short time, 

both the P and N transistors can be on simultaneously. During this time, current 

Hows from to G7VD, causing the dissipation of short-circuit power. For 

circuits with fast transition times, short-circuit power can be small. However, for 

circuits with slow transition times, short-circuit power can account for 30 percent 
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of the total power dissipated by the gate [SynOlc]. Short-circuit power is affected 

by the dimensions of the transistors and the load capacitance at the output of the 

cell [SynOlc]. The internal power of a cell is the sum of the internal power of all 

of the cell's inputs and outputs as modelled in the technology library. 

Cell 

Figure 1.7: Simple cell 

For the simple cell shown in Figure 1.7, internal power can be estimated as follows: 

f in t = X (1.2) 

Ez 

where Eg is the internal energy for output Z as a function of input transitions 

and output load (usually dehned in the technology library), is the toggle rate 

of output pin Z, TAi is the toggle rate of input pin i, TrafiSi is the transition 

time of input z, and tyez^MA^;g(T'roMs) is the weighted average transition time 

for output Z. 

1.2.2 Effects of Excessive Power Diss ipa t ion 

Power dissipation in a VLSI circuit is usually described in terms of its average 

and peak values. High average power means a high power consumption sustained 

for a long period of time. This has the following negative effects on the VLSI 

device: shortens battery life for mobile applications, increases chip temperature 

with the risk of exceeding the maximum value tolerated by the package, speeds-up 
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electro-migration, hence leading to reliability problems. High peak power can lead 
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^ d d ^supply ^ d r o p ^supply ^dd ^ ^ l ine 
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Figure 1.8: Voltage (IR) drop 

to a drop in power supply voltage, called voltage drop or IR drop. As shown in 

Figure 1.8, IR drop occurs because of the high instantaneous current Eowing 

through the resistive power network. Its value depends on the resistance 

of the power net, the power grid architecture, the power pad locations and the 

current drawn by standard cells connected to power net [Bis02]. Thus, for a 

circuit with a given power grid, the value of the instantaneous current is given by 

the number of cells which are switching simultaneously. Power net voltage drop 

affects the performance of a design by increasing cell and interconnect delay. IR 

drop also reduces noise margins of cells and increases the probability of failures 

due to crosstalk noise. 

1.2.3 Low Power Design 

In order to address the challenges posed by the increasing power requirements, 

various power optimisation methods have been developed [Ped96]: 

Scaling the supply voltage: This approach can be very effective in reduc-

ing the power dissipation, but often requires new IC fabrication processing. 
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Supply voltage scaling also requires support circuitry for low-voltage oper-

ation including level-converters and DC/DC converters as well as detailed 

consideration of issues such as signal-to-noise margins. 

• Employing bet ter design techniques: This approach promises to be 

very successful because the investment to reduce power by design is rela-

tively small in comparison to other approaches. The most popular solution, 

adopted by most major synthesis tools is RTL clock gating, which basically 

ensures that each sequential part of the design is clocked only when it is 

necessary [SynOlc]. 

• Using power management strategies: The power savings that can be 

achieved by various static and dynamic power management techniques are 

very application dependent, but can be signiAcajit [BBMOO]. 

RTL Clock Gating 

One of most efficient design technique for reducing dynamic power, already pro-

vided by most popular commercial synthesis tools, is ^72} cZocA; RTL clock 

gating works by identifying groups of Bip-Sops which share a common enable term 

(a term which determines that new values will be clocked into the Eip-Sops). Tra-

ditional methodologies use this enable term to control the select on a multiplexer 

connected to the D port of the Sip-Sop or to control the clock enable pin on a 

Sip-Sop with clock enable capabilities. RTL clock gating uses this enable term to 

control a clock gating circuit which is connected to the clock ports of all of the 

Sip-Sops with the common enable term. Therefore, if a bank of Sip-Sops which 

share a common enable term have RTL clock gating implemented, the Sip-Sops 

will consume zero dynamic power as long as this enable term is false. The following 

example shows how RTL clock gating works. 

Example 1 CoMaWer pzpeZmed -̂6%̂  gAown m iT/ze 

two coiinterg ahore tAe game cZoc/c gzpMof /or 

I (Aree uaetf to (Ae mcrement o/ COfTTViTETZ ,9. 
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Figure 1.9: Two-counter sample design 

o/ (Ae (wo coun(gra mcremen(a on ei/en/ cZocA c?/cZe wAen correaponffmp 

mcremen( an(f I#CIZ,8 regpec(zt;e/^, AzgA. Aa (Ae cZocA; 

gz^noJ M ro«W dzreĉ Z?/ (o 6o(A co2fn(grg, wAzcA meana (A(z( (Ag?/ wz/Z 6g cZoctecf 

con(mtiouaZ^, w%(A (Ae oZd da(o rec2rct(Zo(g(f m(o (Ag%r /Zzp-^opa wAgn (Ae ITVCIẐ  

and ITVCK^ gẑ naZs arg Zow. I( aAowZd 6e no(g(f (Aa( ^zp-yZopa conatfmg powgr gfgn 

(/' (Aezr mpu(a, ond (Agrg/org, (Agzr zn^gma/ g(o(g, do no( cAan^g. y4gaummg (Ao( 

lA^CIZI za AgZd pgnnongn% Aẑ A, COZ/NTEK ^ wzVZ mcremgn( wz(A guer^ c/ocA 

wAzZg COfWTEK ,9 wzZZ %ncrgmgn( onZy oncg ev;gn/ ^ cZocA;g, oZ(Aoi(gA %( w%// con-

aitmg powgr dunn^ gacA cJocA; c?/cZe. 

In Fz^ure 1.10, (Ag gomg c%rcm( za zmpJgmgn^gd uamp cZocA; TAza zmpZg-

7ngn(a(zon zg azmzVor (o (Ag prgwoua ong gzcgp( (Ao( (wo cZocA ̂ a(2np gZg7ngn(a Aaue 

6ggn znagr(gd m(o (Ag cfocA ng(worA;, wAzcA ca%̂ gg (Ag co2/n(gra (o 6g cZoc&ed on/̂ / 

wAen (Ag%r coTTggpondm^ %ncrg7ngn( gzpnaZg org AzpA. v4g (Ae mcrgmgn( condz(%on5 

/or (Ag (wo coMn(gra org now uggd (o gnaAJg (Aezr cZocAg, wAen (Ag %ncrgmgn( gzginaZa 

org ogggr(gd /ow, (Ag cotin(gra org no( c/ocAgd ond Aence, (Ae?/ rg(o%n (Agzr con(gn( 

jug( Z%A;e (Ae 27npZgmgn(o(2on wz(Aou( c/oc& ̂ o(m^. TAg d^erence (Ao( zng(eod o/ 

Aown^ (Ae (wo coun(erg cZocAed efen/ cZocA cv/c/e ond Aence, consuming powgr gt;en 

i/ (Agzr con(gn( doga no( cAongg, m (Ag op(2n22ggd %mpZg)7ien(o(2on, (Ag co2in(era org 

ĉ ocA;gd only wAgn (Ag;/ Ao%;g (o 6g %ncrg7ngn(gd. TAgrg/ore (Ag 5%(uo(%on wAgn (Ag 

(wo coun(grg org c/ocAgd azmwZ(oneot(s/̂  occ /̂rg on^^ once et/en/ c/ocA;a, oaat/mm^ 

IjVCRI zg Ag/d pgrmonen(Z^ A%̂A. 
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Figure 1.10: Implementation of the two-counter design with clock gating 

As illustrated in the previous example, clock gating is a very efficient design tech-

nique for reducing the useless switching activity on-chip. Industrial experiences 

report dynamic power reductions ranging from 50% to 70% achieved through clock 

gating [EBOO]. 

1.3 Power Issues Affecting the Tes t Process 

As reported in [Zor93], power dissipation during test can be up to three times 

higher than during normal operation. This section will explain why power con-

sumption tends to be significantly higher during test than during normal operation 

and what are the problems deriving from that. 

The behaviour of a device in test mode is substantially different than its behaviour 

during normal operation. This is due the different scopes of the two modes. There 

are two major problems which will be discussed in the following. 

• The first problem originates from the contradiction between the goals of 

system-level power reduction techniques and test scheduling algorithms. Con-

sider, for example, high-performance memory systems. Memories are organ-

ised into several blocks of fixed sizes. Under normal system operation, only 

one memory block is active during each memory access while other blocks are 

in power down mode to minimise power consumption. During test however. 
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in order to test the memory in the shortest possible time, it is desirable to 

activate as many memory blocks as possible. Another example is testing of 

multi-chip modules (MCM) [CSA97]. An attractive approach is to use BIST 

blocks executing in parallel. This approach reduces signiScantly the overall 

testing time but also increases power dissipation during test, while during 

normal operation not all blocks are activated simultaneously and hence, the 

inactive blocks do not contribute to power dissipation. There are several rea-

sons why the overall testing time should be kept as short as possible. One 

is to ensure that the ATE does not de-calibrate before the end of the test 

session. Another reason is to increase the testing throughput in the case of 

mass production [BAOO]. Based on the facts mentioned above, aggressive 

test scheduling algorithms which ignore power, may lead to chip overheat-

ing. This is extremely undesirable, especially during early production tests 

performed on the unpackaged dies. 

• The second problem arises from the conflict between RTL clock gating and 

scan testing. This will be explained through the following example. 

Example 2 wamp cZocA; 0/ (Ae Wo-

co!/M êr ^om ezompZe ^ m gec^zon ^.^.,9 T/ie (fegzpM 

o/ter gcGM mgeTizoM w g/iowM m o co?% ĝtz-

rô zoM gcoM /or aeon cefk Scon %Twe?i%OM 

Aos cAome(f o// /̂ zp-yZopa m (Ae (feazpM m(o o ZoMp 5/1^ 

azp/ia/ za oaaeyied AzpA, Ae^ce cZocA %a eno6W az-

mW ôMeowaf?/ /or oZZ /i!%p-/Zopa, 6̂ / (fzaobZm^ e^ec^ 0/ cZoct Zopzc. 

TAe acoM eno^Ze aẑ MoZ (1tea(_aej p?i(a acoM cAam m^o (Ae "aAz/it" (1̂ ea(_ge 

— or mode (1teâ _ae = Aa (Ae cZocA; za p/oAaZZ?/ enatZed (furinp 

(Ae (ea( mo(fe, all a ^ /Zzp-^opa m Âe deaz^n 6e cZocAeJ every (ea( cZocA, 

oncf AeMce Âe deaẑ M WZ cona^/me mucA more power (AoM normoZ 

opero^zon. v4a a(o(e(f m Ea;amp/e ^ m aec^zon .̂,9.6", (f̂ r̂znp mormo/ opero^zon 

oZZ /i!%p-/Zopa ore c/ocAecf azmuZ ôneoifaZ?/ onZ?/ oMce ei/er?/ ^ cZocA;a, aaat/mm^ 

INCRl is held permanently high. 
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Figure 1.11: Implementation of the two-counter design with clock gating 

As shown in the previous example, during testing, a much larger part of the 

circuit is switching during each clock compared to normal operation. The 

high current drawn from the power lines by the increased number of simul-

taneously switching circuit nodes may produce high voltage drops, which 

would not occur during the normal operation mode. If the amplitude of the 

voltage drop exceeds the noise margins tolerated by the circuit, one of the 

following situations can occur: 

1. the test stimulus and/or circuit response is corrupted, if the high voltage 

drop occurs during the shift cycles. 

2. the scan chain will capture an erroneous circuit response, if the high 

voltage drop occurs during the capture cycle. 

Moreover, having an increased level of switching activity over a longer period 
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Figure 1.12: Implementation of sample design with clock gating 

of time will overheat the circuit which can affect circuit's reliability or even 

lead to permanent damage of the chip under test. 

From the previous discussion it can be concluded that traditional DFT cancels the 

effect of power conscious design strategies, a fact which can have serious impact 

on product yield and reliability. Hence, as the fabrication technologies advance 

and the chips are becoming more and more complex, it is becoming increasingly 

important to embed power-awareness into existing DFT methodologies. 
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1.4 Thesis Overview and Cont r ibu t ions 

The aim of this thesis is to investigate power-conscious scan-based DFT techniques. 

As explained in the previous section, power dissipation during test represents a 

critical issue for the semiconductor industry, which will become even more acute 

as the gate densities increase. The roots of this problem are the short time-to-

market windows and the existing gap between the design and test development 

Sows, which did not allow the advances in the low power design methodology to 

propagate into the DFT methodology. The work presented in this thesis addresses 

the problem of reducing power during testing of digital VLSI circuits. Various 

scenarios are analysed with the goal of developing suitable power conscious DFT 

techniques. An outline of this thesis is given in the following. Chapters 2, 3, 4 and 

5 present the original contributions of this thesis. The relevant background and 

an outline of the related work is provided in each of these chapters. 

Chapter 2 addresses the conSict between test scheduling algorithms and system-

level solutions for reducing power during normal operation such as activity-driven 

block shutdown. As mentioned earlier in this chapter activity driven shutdown 

powers-down all idle blocks of a system until they become needed again. Test 

scheduling, on the other hand is trying to increase the number of blocks tested si-

multaneously in order to reduce test time, which has aa a side-eSect an undesirably 

high level of switching activity. Over the past decade, several power constrained 

test scheduling approaches have been proposed. Chapter 2 presents a power profile 

manipulation technique which can be used to enhance existing power constrained 

test scheduling algorithms. The proposed technique performs a set of transfor-

mations on the test sequence corresponding to each system block such that their 

corresponding power proGle during testing is lowered and reshaped in order to 

increase test concurrency without exceeding a given power constraint. 

Chapter 3 tackles the problem of power reduction in a BIST environment from 

the test pattern generation point of view. The proposed test pattern generator 

(TPG), designed for mixed-mode BIST, produces test sequences leading to less 

switching activity in the circuit under test, compared to traditional TPGs, while 
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achieving high fault coverage in short test application time. 

Present ATE is facing the problem of storing the increasing amounts of test data 

required for testing complex chips. An attractive solution is to employ test data 

compression methods in order to reduce the volume of data stored on the tester. 

Chapter 4 proposes a run-length coding scheme suitable for compressing low power 

test sets. The eGiciency of the proposed scheme is evaluated in conjunction with 

a recently proposed method for test data compression. 

Chapter 5 proposes a low power scan chain architecture. The automated scan chain 

design technique is based on a scan chain partitioning algorithm which aims to 

translate clock gating into the testing domain. By enabling exactly one scan chain 

partition during each test clock, the proposed technique reduces significantly the 

both peak and average power dissipation during test, hence eliminating problems 

related to chip overheating, aa well as the risk of noise-generated failures. 

As it can be concluded from the outline of the thesis presented above, there are 

several ways to approach the problem of power reduction during test. The methods 

proposed in chapters 2 and 3 are based on transformations of the test set. Test 

set transformations do not require any structural changes to the circuit under test, 

and therefore they are suitable for system integration using intellectual property 

(IP) cores. Chapter 4 combines test sequence transformations with more power-

efficient structural transformations of the circuit. The solution proposed in chapter 

5 takes a purely structural, and thus test set independent, approach for test power 

reduction. 

The contributions of the work presented in this thesis have been already published 

or are under consideration as follows: 

1. Power constrained test scheduling using power profile manipulation Rosinger, P.; 

Al-Hashimi, B.M.; Nicolici, N. - The IEEE International Symposium on Circuits 

and Systems (ISCAS) 2001, Volume: 5, Page(s): 251-254, vol. 5 

2. reduction in o/ teat doto and power /or si/atemg-

on-a-chip Ros inger , P.; Gonciari, P.T.; Al-Hashimi, B.M.; Nicolici, N. - lEE 
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Electronics Letters , Volume: 37, Issue: 24, 22 Nov. 2001 Page(s): 1434-1436 

3. Power pro/zZe manzpuJafzoM.- a new aj)pmac/i /or redî cmg test oppZication time 

under power constraints Rosinger, P.; Al-Hashimi, B.M.; Nicolici, N. - IEEE 

TTransactions on Computer-Aided Design of Integrated Circuits and Systems, Vol-

ume: 21 Issue: 10 , Oct. 2002 Page(s): 1217-1225 

4. AnaZyamg trade-o^a in acan power and teaf dafa compreagzon /or ayatema-on-a-cAzp 

Ros inger , P.; Gonciari, P.T.; Al-Hashimi, B.M.; Nicolici, N. - lEE Proceedings-

Computers and Digital Techniques, Volume; 149 Issue; 4 , July 2002 Page(s); 

188-196 

5. ĵ ow power m«a:ed-mo(fe B/.S'T baaed on maaA pattern generation waing duaZ MP-

LFSR reseeding Ros inger , P.; Al-Hashimi, B.M.; Nicolici, N. - Proc of the IEEE 

International Conference on Computer Design (ICCD) 2002, Page(s); 474-479 

6. Scan architecture for shift and capture power reduction Rosinger, P.; Al-Hashimi, 

B.M.; Nicolici, N. Proc of the IEEE Symposium on Defect and Fault Tolerance 

(DFT) 2002, Page(s): 129-137 

7. 6'can architecture witA mutwaZ/;/ eicZuaiî e acan a^ment activation /or aAi/t and 

capture power reduction Rosinger, P.; Al-Hashimi, B.M.; Nicolici, N. - Submitted 

(2nd revision) to the IEEE Transactions on Computer-Aided Design of Integrated 

Circuits and Systems, Nov. 2002. 

8. Dual multiple-polynomial LFSR for low power mixed-mode BIST Rosinger, P.; 

Al-Hashimi, B.M.; Nicolici, N. - Accepted for publication in the lEE Proceedings-

Computers and Digital Techniques, Dec. 2002 



Chapter 2 

Power Profile Manipulation 

Chapter 1 has outlined that a major issue in testing modern systems is the long 

testing time. With the growing complexity of modern systems, testing time in-

creases rapidly, producing a serious impact on the hnal cost of the design [BAOO]. 

Test scheduling algorithms are system-level strategies for increasing test concur-

rency in order to reduce the overall test time. The high power consumption caused 

by the intense switching activity in the circuit may exceed the speciEed limits, 

hence it can damage the system under test or affect its reliability. Consequently, 

several solutions to the problem of power dissipation during test have been re-

cently proposed [NicOO, Zor93, GirOO, DCPR98, GLPS97, NAHWOO, FCN+99, 

WG98, CSA97, MWMVOO, NAHOO, LPOl, ICOl, ChaOO, RCVOO]. Within these 

solutions, two main directions can be identiGed: one considering power dissipation 

during test an optimisation objective, while the other considers power a design 

constraint under which other parameters, such as testing time, are improved. 

# Test set transformations are examples of techniques which fall into the first 

category. Test set transformations include test vector reordering [DCPR98, 

GLPS97, FCN"'"99, CRRV99], test vector altering and test sequence expan-

sion. Test set transformations methods aim to increase the correlation be-

tween successive test patterns and/or between successive bits in the test 

patterns, and hence decreasing power dissipation during test by reducing 
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the switching activity at the circuit inputs. Test vector reordering and test 

sequence expansion will be explained later in this chapter. Test vector al-

tering techniques will be discussed in chapters 3 and 4. Usually embedded 

cores are delivered aa IP blocks accompanied with test data, thus the sys-

tem integrator cannot change their internal structure. Therefore, unless the 

cores are pre-designed with special scan architectures, the system integrator 

can control the power dissipation during test onZ?/ by means of test data 

transformations. 

* With the goal of reducing the test time while considering test power dissipa-

tion, several power constrained test scheduling (PCTS) algorithms, belonging 

to the second research direction, were proposed recently. PCTS algorithms 

[CSA97, MWMVOO, NAHOO, LPOl, ICOl, ChaOO, RCVOO] aim to minimise 

testing time under a given power constraint imposed by the package type and 

energy limitations. The basic idea of PCTS algorithms is to maximise the 

test concurrency, without exceeding the power constraint. Power constrained 

test scheduling will be discussed later in this chapter. 

This chapter proposes a new approach for reducing test time under power con-

straints by manipulating the test power prohles of the system blocks. The pro-

posed technique aims to reduce power dissipation at block level, and to maximise, 

with respect to the given power constraint,test concurrency at system level. The 

proposed technique is addressed to the system integrator without putting any 

constraints on the scan architectures of the cores. The power profile manipula-

tion technique described in this chapter has the following advantages over existing 

PCTS algorithms: 

1. It allows not only the average and/or peak values of power dissipation to 

be considered, ako fAe a/iape of the power profile. The possibility of 

controlling the size and position within the power profile of the higher and 

lower power parts would allow existing PCTS algorithms [CSA97, MWMVOO, 

NAHOO, LPOl, ICOl, ChaOO, RCVOO], to increase test concurrency under 

speciSed power constraints. 
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2. It exploits the aZocA; (zme of short test sequences in order to obtain lower 

power proxies. A test session from a test schedule usually consists in a 

number of unequal length tests. The test length differences, referred earlier 

as "test sequence slack time", can be used to extend shorter test sets in the 

test session with additional vectors. Careful selection of the additional test 

vectors can lower the peak power during testing which enables increased test 

concurrency under a given power constraint. 

By manipulating the power proSle during test scheduling, the proposed solution is a 

fusion between the two research directions in low power testing mentioned earlier: 

techniques for minimising test power dissipation [DCPR98, GLPS97, FCN+99, 

CRRV99, WG98] and techniques for minimising test time under power constraints 

[CSA97, MWMVOO, NAHOO, LPOl, ICOl, ChaOO, RCVOO]. In this chapter it 

will be shown how complementary techniques can be easily combined to achieve 

high test concurrency under given power constraints. TAe propogecf power pm-

yZZe opproocA o zt repregents 

a compZemen^or^ (o enAonce (Ae pefyormoMce 0/ power 

congtrome(i (eg^ gc/ied%/Zm^ oZ^ontAmg. The distinctive feature of power prohle ma-

nipulation is that it is independent of the test scheduling policy. Consequently, it 

can be eguoH!/ embedded into on;/ existing PCTS algorithm to leverage its perfor-

mance. It should be noted that this methodology targets testing scenarios where 

test data transformations are possible, such as stuck-at fault testing or skewed-load 

delay-testing using ATPG generated test sets. 

The rest of the chapter is organised as follows. Section 2.1 provides background 

on test scheduling and a commonly used approximation model for power dissipa-

tion during test. The proposed power pro61e manipulation technique, including 

a new test power approximation model, is detailed in Section 2.2. Section 2.3 

shows through an example how the proposed methodology can be integrated into 

existing power constrained test scheduling algorithms. Section 2.4 discusses the 

experiments performed in order to validate the efEciency of the proposed method. 
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2.1 Background Informat ion 

This section provides the terminology and concepts which will be used in the rest 

of the chapter. 

2.1.1 Test Scheduling 

Test scheduling algorithms aim to reduce test application time by increasing the 

concurrency of the testing activities in the system. When ignoring power, maxi-

mum test concurrency is limited only by system's resource sharing configuration. 

The resource sharing configuration of a system can be represented using the re-

source allocation graph. An example of resource allocation graph is shown in Figure 

2.1(a). Tl, T2 and T3 represent the tests corresponding to the system's blocks, 

while R1 to R5 represent hardware resources required by the tests. Internal buses, 

dedicated test I/O pins, BIST test pattern generators and response analysers all 

constitute examples of hardware resources which might be shared during test. An 

arc between a test and a resource means that the resource is required by the test. 

For example, resources R1 and R3 are required in order to perform test Tl . 

(a) Resource allocation graph (b) Test Compatibility 
graph 

Figure 2.1: Resource allocation graph and test compatibility graph 

The blocks of a system which can be tested simultaneously without generating 

any resource confiicts are said to be test compatible. The tests which are executed 
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at the same time form a aeaawm. The tests corresponding to test compatible 

blocks are said to be regource compâ zAZe The test compatibility relations 

among the blocks of a system are represented using the 

(TCG). Each block and its corresponding test are associated to a node in the 

TCG. An edge between two tests in the TCG signiBes that the two corresponding 

tests are resource-compatible. Figure 2.1(b) shows the test compatibility graph 

for the resource allocation graph shown in Figure 2.1(a). Only tests T1 and T3 

are compatible as they do not share any hardware resource. T1 is incompatible 

with T2 as they share resource R3, T2 and T3 are incompatible as they share R2. 

Thus, from the resource sharing perspective, T1 and T3 could be scheduled into 

the same test session. 

2.1.2 Approx imat ion Model for Power Diss ipa t ion During 

Test 

In order to be considered by test scheduling algorithms, the power dissipation 

during test of a system block needs to be described using mathematical constructs 

which can be operated upon algorithmically. A power captures the power 

dissipation of a circuit over time when a sequence of test vectors is applied to the 

circuit. Power prohles represent cycle-accurate descriptions of power dissipation 

which makes them too complex to be considered by the test scheduling algorithms. 

Therefore simpler yet reliable approximate power models are needed. The following 

section analyses a commonly used power approximation model and justihes the 

need for a new power approximation model for power constrained test scheduling. 

2.1.3 Global Peak Power Approx imat ion M o d e l 

The power approximation model used by existing PCTS algorithms [CSA97, ICOl, 

MWMVOO, NAHOO, LPOl, ChaOO, RCVOO] will be referred in the rest of this 

chapter as the global peak power approximation model (GP-PAM). As shown 

in Figure 2.2, the GP-PAM basically fattens the power profile of a circuit to the 
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global peak (GP) 

real power 

false power 

Figure 2.2: Global peak power approximation model 

worst-case power dissipation value, i.e. its peak value. According to this model, the 

power proSle of a block under test is described by the pair (P%i, where is the 

global peak value of the power proSle, and Z, is the length of the test sequence. This 

simple approximation model, although it guarantees that power dissipation is not 

under-estimated at any time, it introduces a high approximation error, indicated 

by the /oke power from Figure 2.2. The false power component introduced by the 

power approximation model leads to sub-optimal test concurrency, and hence to 

longer testing times. 

The false power can be minimised by modifying the test power prohles and using a 

more accurate power approximation model to describe them. Section 2.2 will show 

how test concurrency can be increased by reducing the false power component of 

the power profile. 

2.2 Power Profile Manipula t ion Technique 

The previous section has shown that, regardless of its simplicity and reliability, 

global peak power approximation model leads to large approximation errors and 

consequently to low test concurrency. This can be avoided if the shape of the 
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power proEle can be changed such that it can be described using a more accurate 

yet simpler model. This section presents a power proEle manipulation technique 

which enables increased test concurrency under power constraints. This technique 

consists of the following steps: 

• Test vector reordering (Section 2.2.1) - initially, power profiles for the 

block tests Eire lowered by increasing the correlation between successive vec-

tors; test vector reordering is used for peak power reduction, aa well as for 

power prohle reshaping; 

# Test sequence expansion (Section 2.2.2) - additional test vectors are 

added to test sequences in order to lower further their power proEles. Only 

the test sequences which do not inSuence the test session length are extended, 

in order to preserve the total test time; 

# New power approximation model (Section 2.2.3) - a power approx-

imation model which is capable of exploiting the shape of power profiles 

corresponding to reordered test sequences is used to reduce the false power; 

• test sequence rotat ion (Section 2.2.4) - finally, the low power profiles are 

rotated and piled up together such that the high power parts do not overlap 

with each other in order to obtain improved usage of the power constraint; 

As it will be shown in the following sections, power proBle manipulation performs 

low complexity operations on simple data structures, thus even for large amounts 

of test data corresponding to real-life circuits the required computational effort 

can be handled by typical desktop PCs. 

2.2.1 Test Vector Reorder ing 

As mentioned in Chapter 1, dynamic power represents one of the main compo-

nents of power dissipation in CMOS circuits. The dynamic power dissipation is 

dependent on the switching activity, i.e. the average number of gate transitions 
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per clock period [RPOO]. The number of gate transitions depends on the switch-

ing activities at the inputs of the gate. Thus, the order in which test patterns 

are applied to the primary and pseudo-inputs inSuences the power dissipation in 

the circuit. Automatic testing equipment (ATE) aa well aa ROM-based BIST test 

pattern generators allow the order in which test vectors are applied to be changed. 

The test vector reordering algorithm described below targets the following two 

objectives: peak power minimisation, and achieving a power profile suitable for 

simple, reliable and accurate characterisation. Test sequences with lower power 

proGles allow higher test concurrency under a given power constraint. The use of 

accurate descriptions of power prohles can also increase the test concurrency under 

power constraints aa it reduces the false power component, which is equivalent with 

having test sequences with lower power profiles. 

The input to the test vector reordering algorithm is the input transition graph 

described below. Consider a test sequence TS with N test vectors and let /TCP — 

(^, E) be the corresponding input transition graph. ITG is a complete directed 

graph with | ^ | = nodes and |E| = 7V(7V — 1) edges, where each node G ^ 

represents a vector in TS and each edge (%, E E represents the succession at the 

primary inputs of and . The ITG edges are labelled according to the amount 

of power dissipated in the circuit by the corresponding input transitions. The 

edge weights are computed diSerently depending on the test application scheme: 

test-per-clock or test-per-scan [AK893b]: 

* In a test-per-clock testing scheme, every clock cycle a test vector is applied to 

the primary inputs of the circuit. Each edge (14, in ITG is weighted with 

the power P consumed in the circuit during the transition of the primary 

inputs from to = P(V^,T/^). All pairs ^ 

^ E W have to be simulated using a power estimation tool in order to 

compute the ITG edge weights. 

# In a test-per-scan testing scheme, a test vector is first shifted into the scan 

chain during clock cycles, where m is the length of the scan chain, the 

loaded stimulus data is applied to the combinational part of the block during 
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clock cycle m + 1, and the circuit response is shifted-out during the next m 

clock cycles, while the next test vector is simultaneously shifted into the 

scan chain. Edge (1/̂ , in ITG is weighted with the power consumed by 

the simultaneous scan-out of and scan-in of Cycle-accurate power 

simulation of ail possible pairs of test vectors for test-per-scan schemes is 

very time consuming for large circuits. Therefore, a simpler power estimation 

method is needed. It was shown in [SOTOO] that the 

(WTC) deSned below is well correlated with the real power dissipation. 

The (WTC) at scan-in and respectively scan-out 

corresponding to a m-bit wide test vector are given by: 

771—1 

w r c „ „ ^ . „ ( i ' n = E + (2-1) 
3 = 1 
m—1 

+ (2.2) 
i=i 

where K(j) represents the bit from vector 1/'" and 1̂ °"* represent 

the scan-in vector and its test response (the scan-out vector). The WTC 

represents the number of transitions generated in the scan chain by shifting-

in a test vector and shifting-out its test response. Figure 2.3 explains the 

weighted transition metric. The transitions in the test vector are marked with 

a A sign. The number of transitions generated in the scan chain during shift 

is reported for each transition in the test vector. For example, the transition 

between bits 5 and 6 causes 6 transitions in the scan chain as it ripples over 

the first 6 scan cells, while the transition between bits 0 and 1 causes only 

one transition in the scan chain, more speciScaily on the output of the Erst 

scan cell. The authors of [SOTOO] have performed a set of experiments to 

prove the correlation between the WTC and power dissipation. A series 

of test vectors waa applied to a circuit using a digital circuit simulator that 

stimulates the scan-in and scan-out operations. As test vectors were applied, 

the transitions in the circuit were counted. The number of transitions in the 
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Bit positions 

Test vector 

Number of transitions 
generated in the scan chain 

0 1 2 3 4 5 6 
•JAQA-JAO 0 0 ^ 1 

1 2 3 0 0 6 
Scan chain 

Combinational logic 

Figure 2.3: Weighted transition metric explained 

circuit is a measure of the power consumed by the circuit. Figure 2.4 shows a 

plot of the sum of average weighted scan-in transitions and average weighted 

scan-out transitions for one of the ISCAS89 benchmark circuits. Due to 

the strong correlation between WTC and the power dissipation during shift, 

reducing the WTC leads implicitly to a reduction in power dissipation during 

shift. 
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Figure 2.4: Correlation between internal node transition count and WTC(Aip-Aop 
transitions) [SOTOO] 

In a real manufacturing Sow, accurate values for the ITC edge weights can 
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be determined through direct measurement of the power dissipated by each 

of the blocks of a prototype system put under test conditions. Direct power 

consumption measurement eliminates the need of relying on approximate 

models such as the WTC. In this thesis however, the WTC was used as 

no prototype of the considered systems wag available for conducting direct 

measurements. It should be noted that implementing the proposed power 

proBle manipulation technique is completely external to the chip (both the 

vector order and the test schedule are handled entirely by the external tester), 

thus the chip can be manufactured prior to determining its power conscious 

test schedule. 

Having computed the ITG edge weights, reordering the test sequence to reduce the 

switching activity at circuit's inputs can be formulated as the problem of Anding a 

low cost Hamiltonian tour in ITG. As ITG is a complete directed graph, finding a 

low cost Hamiltonian tour in it represents an instance of the asymmetric travelling 

salesman problem, known as being NP-hard. Hence, a greedy search heuristic was 

implemented to determine a good solution to this problem. The algorithm starts 

from a randomly selected vector in the test sequence and, at each iteration, it 

selects the neighbouring node which generates the lowest power dissipation, i.e. 

the outgoing edge with the lowest weight. Due (o (Ae pree(fi/ Manure 0/ Âe 

/or (ra'uersmg (Ae fTG, (/le poiuer pro/i/e corregpoMdmg (0 regitZtmg pat/i 

mZJ an ZoM̂  Zow power porf /oJZowed 6?/ a a/ior^ power por^ 

(oworcfa (Ae eMcf 0/ (Ae gegueMce. This is because the edges with lower weights are 

added to the path in early iterations, leaving the edges with higher weights to the 

end of the proEle. The shape of this power prohle has the following features: 

# The power profile of the reordered test sequence has lower peak power com-

pared to a random path in the graph (such as the initial test sequence), as 

shown later in this chapter; 

# The power proSle of the reordered test sequence can be accurately described 

using a new power approximation model, presented in section 2.2.3, as shown 

later in Table 2.1 in Section 2.4: 
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The complexity of the reordering heuristic procedure is 0(jVZop(]V)), where N is 

the number of test patterns. 

2.2.2 Test Sequence Expansion 

It was shown that power cam be reduced by increasing the correlation between con-

secutive test vectors. In the previous section, the correlation between consecutive 

test vectors was improved by reordering the vectors in the test sequence. Another 

way of increasing the correlation in the test set is to 6nd pairs of consecutive 

vectors which cause high power dissipation and insert additional vectors between 

them such that the number of transitions at the inputs of the circuit is reduced. 

The following example demonstrates test sequence expansion for test-per-clock and 

test-per-scan application schemes. 

Example 3 Consider a (eâ -per-cZocA gc/̂ eme luitA tAe /oZZoiuwg sector pmr; 

^ r/ze aegiteMce mZZ protfuce ^ (rongz-

(zoMg ot (Ae mputa o/ (Ae czrcmt. frowet;er, 6?/ y* = 6e(weeM 

WZ pro(f{ice ô Z?/ ̂  (mnaztzona m eacA o/ (Ae cZoc& ĉ cZea. Comider 

now a acAeme, on j (Ae /oZ/omn^ (eat ?;ec(org.' — ^0^0 oncf I/g = 

0 (̂7 ,̂ wAgre tAe teat rggponse wAzcA neeck (o 6g aA%/(g(f-OM( jrom (Ag acan 

cAom ancf I/2 (Ag nga;( (gg( fgctor (0 6g Zoodgcf m^o (Ae gcon-cAom. 6'A%yi(m̂  (Ag 

sggitgncg wiZZ prod?icg at (Ae mpu(g 0/ Âg circmt 

(̂ ggg Eguo^zong ,8.̂  ond ,9.,9yrom 5'gc(2on ^owgwgr, 6;/ mgg?imp Aĝ wggn ^ 

ancf ^ Km — 000^, = ^000, wAgrg %g (Ag (gg( rggpongg /or %* 

WZ pro(f«cg onZ?/ m 7 (rongztzong on czrcttẑ g mpu^g eocA 0/ (Ag two gAz/tmp 

cycZgg. 

The previous example has shown how switching activity at circuit's inputs can 

be reduced by inserting carefully selected test vectors in the test sequence. The 

additional test vectors are test vectors from the original test set which can be 

identihed in linear time (0(N)) baaed on the ITG edge weights. Test sequence 

expansion is suitable for non-partitioning test schemes for unequal test lengths 
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[CKS88]. Length differences among test sequences can be used to extend test 

sequences which are shorter than their test session's length in order to lower their 

power prohles without increasing the total test time. Low power proEles enable 

high test concurrency under a given power constraint, which leads to shorter test 

times. It should be noted that the amount of additional vectors has to be kept 

low as it affects the test data storage requirements. 

2.2.3 Improved Power Approximat ion M o d e l 

Section 2.2.1 has shown how, test vector reordering can generate a test sequence 

with a regular power proAle which has an initial long low power part followed by a 

short high power part towards the end of the sequence. This regular shaped power 

prohles can be accurately described using the simple approximation model shown 

in Figure 2.5. 

approximation error improvement 

Lhi 

Figure 2.5: Two local peak power approximation model 

By describing the low and high power parts of the profile based on their local peaks 

and lengths ((Pzo, and (P%i, the value, position and size of each part of 

the proBle are made available to power constrained test scheduling algorithms. 

The improvement in approximation accuracy over the GP-PAM, represented by 

the crosshatched rectangle in Figure 2.5, is given by Aapproz.imprm, = 
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This power approximation model will be further referred to as the (wo peoA; 

power opproa;zma(%on modeZ (2LP-PAM) and will be represented by the 4-tuple 

(P;o, Phi, ^hi)- While Pfii is the same with the global peak value, several values 

for P(o can be derived by changing the and ratio. Thus several 4-tuple 

descriptions are possible for the same power prohle, however the optimum is the 

one with the largest The optimum 4-tuple approximation can be 

computed in linear time (0(N)) by varying in the [0, Z,] interval. 

2.2.4 Test Sequence Ro ta t ion 

This section explains how several resource-compatible tests, can be combined into a 

test session by using test sequence rotation in order to exploit the particular shape 

of 2LP-PAM power profiles. Since 2LP-PAM offers information on the position and 

size of both low and high power parts, the power prohles can be rotated such that 

when added to a test session their high power parts do not overlap with the high 

power parts of power prohles of test sequences which are already in the test session. 

Zeock (o coficun-enc^/ power cong(rom(s as illustrated in the 

following example. 

Example 4 Co/iaWer (Ae power pro/zZea gAowM m Mpttre 6eZoM̂  (o (wo 

compa(z6Ze (ea( aeg?/encea a n j !r6';8 coM 6e mergetf m(o (Ae same (es( 

aeaazom. Pz^^/rea gAow (Ae ̂ 2}P-P4Mpowerpro_^Zea coTreapoMffmp 

(o P%rs(, ^ (o (Ae empf^ (eg( aeagzon. TAe^, za 

ro(o(e(f Ze/it 6^ 2,^2 uec^ora, as sAown m Pzgure T/ie j oW power pro^(e 

o6(omed 6^ acfcfmp (Ae ro(a(e(f (o (Ae (es( sesszoM zg sAown m Pz^ure 

f/nZz/ze (/le (?P-P^M 6o3e(f opproocA wAere (Ae power ẑsazpâ zoM /or (/le 

(es( seaszoM composetf o/ f/ie (wo (eats wô /M 6e ^2i;en, 61/ 

f g e a a i o n ( G P - P A M ) = = P%ii + -61^2 
tiSSession 
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6?/ {/amp gi^P-PAM, maximum gê azoM power (fzgazpatzon becomes 

P!9eaaion(2Z,P - PAM) = maX, (P%i(ti) + ^ P(o(4)) = 
UeSesston . ^ tj £Session,tj^ti 

— 771.Q,x(P/ijj + P/o2 ) Phii ~t~ Pfoi) ^ Phii ~t" P/tig -

TAwa, Pgeaaion(2Z,P—PAM) < f^ea3«(m(G^P—P^M). TAzg ezompZe Aaa g/iown Aow 

6?/ coM r̂oZW rotation o/ (eg( gegitericeg 6e/ore acfdmp (Aem, to a feg( geggion,, (/le /lig/i 

power por^g o/ (Ae%r power pro_ /̂eg ore (/nz/̂ ormZ;/ gpread ouer (Ae em ẑre êĝ  geggzoM 

Zenp̂ /i, ra^Aer ^Aan 5emp p̂ Zecf wp on (op o/ eocA o(Aer, og m (Ae coge o/ (Ae GP-

P/IM opproocA. 27iere/ore, (Ae ̂ 'om( power pro_̂ Ze o/ (Ae (eg( geggwM wAen ugmgi (Ae 

^^P-P/IM, Aecomeg Zower yZo f̂er, ond Aence more (eg^g coM 6e accommodated 

under (Ae game power cong^roW. Tegt gegiience rotation, doeg not o^ect (Ae peaA: 

or aiferape power o/ a teat geguence; ratAer, zt Aefpg (egt gcAeduZmp ofgontAmg 

pez/orm better a/Zocatzon o/ tegtg m teat geggzong under power congtramtg, wAzcA 

Jeadg to gAort tegt tzmeg. 

It should be noted, that ĉ /cZzc power pro_̂ Zeg are needed for test sequence rotation. 

A cyclic power proEle starts and ends with the same test vector. Test sequence 

rotation consists in assigning a value to an o ^ e t parameter which speciEes the 

initial vector in the rotated test sequence. Therefore, the computational eEort 

associated with test sequence rotation is virtually non-existent. 

2.3 Power Const ra ined Test Scheduling Using Power 

Profile Manipula t ion 

Power prohle manipulation wag introduced in the previous section using the fol-

lowing elements: test vector reordering, test sequence expansion, two local peak 

power approximation model, and test sequence rotation. This section shows how 

power profile manipulation can be integrated into existing power constrained test 

scheduling algorithms. 
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(a) Power profile of TSl (b) Power profile of TS2 

(c) Power profile of TSl ro-
tated 

(d) Joint power profile of TS2 
and TSl rotated 

Figure 2.6: Test sequence rotation 

The non-partitioning test scheduUng algorithm for unequal test lengths proposed 

in [CSA97] will be extended for use in conjunction with power profile manipulation. 

As in [CSA97], it is assumed that a new test session cannot start before all tests 

in the current test session are completed, even if the resources required for the 

next test session are already available. A practical reason for this restriction is 

that enabling interruption of a test session to start new tests will increase the 

complexity of the test controller. The extended PCTS algorithm starts with a 

preprocessing step (lines 1 to 5 in Algorithm 1), where all test sequences are 

reordered and extended with a small, fixed number (5 was used for the experiments 

reported in this chapter in order to show that a very small number of additional 

test vectors is enough in order to achieve significant reductions in peak power) of 

additional test vectors. The resulting power profiles for both the reordered and 

the reordered-and-extended test sequences are modelled using the 2LP-PAM. The 

high power parts of the 2LP-PAM power profiles are then moved to the beginning 

of the test sequence by rotating them to the left by Lio vectors (line 4). 
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Algorithm 1 PCTS Using the Proposed Power Profile Manipulation 

INPUT: test compatibility graph TCG, power constraint 
and additional vector count AVC 

O U T P U T : power constrained test schedule 
1 for every test sequence 
2 reorder T'6'i and extend by AVC vectors the reordered test sequence 
3 compute the 2LP-PAM approximations for both reordered 

and reordered-and-extended test sequences 
4 rota te left the power profile by Lio vectors 
5 } 
6 compute clique set for TCG 
7 for every clique Q G O 
8 compute power compatible lists PC Li for C, and Pconstr 

using Algorithm 2 
9 compute power constrained test schedule 

as a minimum cost cover of the PCLs set 

Next, the algorithm shown in Figure 1 determines all cliques (i.e. completely con-

nected subgraphs) of TCG (line 6). The TCG cliques represent maximal groups of 

test compatible blocks. For each TCG clique, the algorithm computes all maximal 

ordered subsets which comply with the given power constraint, refers to them as 

the power Zwk (PCLs) (lines 7 and 8). The following example explains 

PCLs. 

Example 5 Consider the system with the TCG and 2LP-PAM power profiles 

aAowM m ;g.7. TAe m cage ore (7^,7^), (7^,74,7^), (73,74,75). 

TAe regmremeMit 0/ (Ae PC7,g meana MO o^Aer êg( caM 6e (o 

t/̂ em ea;ceedmp Âe power cong^romi TAe ê5(g m a are arroMped m 

Âe (feacemdm^ orcfer 0/ ^Aezr Zen̂ ^A. Co^azcfer Âe êg( compa(%6Ze cZzg'ue compogetf 

o/(eg(g (73,74,7^). Pz^urea aAow (Ae PC7)a corre3pon(fmp 0̂ Âe 

êâ  aeguencea m tAe c/zg^e /or 0 power coMâ ram^ 0/ ^0 uamp ,9i^P-PAM onci reapec-

(zfeZy (9P-P/1M opprozzmo^zoMa. T'Ae orcferecf Zzâ  0/^ea( aegt/eMcea za (75, e7^, eT^), 

wAere eTs oncf e74 repreaen^ (Ae reordered-and-extended êâ  aegitencea 73 amd 74. 

Tg %a Âe ZoM êat ^eat aegue^ce m tAe cZzgz/e Aence cfetermmea Âe Zem̂ tA 0/ 

(Ae (ea( aeaa%on. Tkâ  aegueMce 7^ w MOi( ea;(eM<ie(f m order ô preaer^e (Ae on'gmoZ 
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P T1 

0 25 50 75 100 
p T2 

t 
0 25 5 0 75 100 

P T3 

0 25 50 75 100 
P T4 

0 25 50 75 100 

. tP T5 

0 25 50 75 100 

Test compatible cliques 

Figure 2.7: Example: Test Compatibility Graph 

power consmimt .1̂  power constndnt 

loo 

(a) PCL for (Tg, T4, Tg) using the 2LP- (b) PCL for (T3,24, Ts) using the GP-
PAM PAM 

Figure 2.8: Example: Power compatible lists under the 2LP-PAM and GP-PAM 

length of the test session. However, T3 and T4 can he extended as their lengths are 

smaller than the length of the session to which they are about to be assigned to. T5 

is added to the empty test session. The next test in the ordered list, eT^, is rotated 

right such that its high power part does not overlap with the high power part ofT^, 

and then it is added the test session. Finally, test eTi is rotated right such that its 

high power part does not overlap with the high power parts of the two test sequences 
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Algor i thm 2 Power Compatible Lists 

A L G O R I T H M : Power Compat ib le Lists 
I N P U T : test compat ib le clique C and the power cons t ra in t Pconstr 
O U T P U T : power compat ib le lists P C L for C a n d Pconstr 
1 PCL = 
2 for every subset 5'i C C { 
3 Offset = 0; Session = 
4 compute pcZ, by sorting tests in 5̂  in descending order of their lengths 
5 for every test 7^ E { 
6 if [Lioj > Offset) r o t a t e right Tj by Offset vectors else Offset = 0 
7 Session = Session 
8 } 
9 compute maximum power dissipation Pmax for Session 
10 if {Pmax ^ P^onstr) t h e n -[ 

11 MaximalSet = TRUE 
12 for every T, E C and ^ shorter than 

the longest test sequence in { 
13 if > OEset) rotate right Tj by Offset vectors 
14 Session' = Session UT} 
15 compute maximum power dissipation P^^x for Session' 
16 if MaximalSet = FALSE; 
17 } 
18 if (MajdmalSet = TRUE) PCL = PCL UpcẐ  
19 } 

m geaazoM. T/ie o/ (Ae power pro^Ze w 

fmoa; = + f/o3 + -Fzo4 = 9, wAzc/i M /egg Âe power cong^rom^. TAzg meamg 

6?/ itgmg ;8i^P-PAM power pro/i/eg oZZ (eg^g m t/ie cftgwe caM 6e gcAedtiZed m 

/̂le gome ^00 cZocA c?/cZe (eg( geggzoM t^ntfer (/le gpec^ed power cong^ram^, wAzZe 

61/ {/gm^ GP-P^M power pro_̂ Zeg, ^wo (eg^ geggzoMg, gwmmm^ ?/p c/ocA; cg/cZeg, 

are reg%ire<f (o cofer (eg(g m t/ie cfigite. 

The PCLs for each clique C from TCG are computed in compliance with the given 

power constraint using the algorithm shown in Algorithm 2. For each subset of 

C the algorithm computes the optimum arrangement of its tests making use of 

the test sequence rotation method described in Section 2.2.4. The OEset variable 

guides the rotation of the test sequences to be inserted into the current test session. 
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For the longest te8t(s) in the test subset, the original reordere(f-on/?/ test sequence is 

used in order to preserve the length of the test session, while shorter test sequences 

are reordered a/zd eartended in order to lower their power prohles without increasing 

the length of the test session. The maximal power compatible subsets are then 

added to the set of PCLs. 

Finally, hnding the optimum test schedule under the given power constraint is 

reduced to the problem of Ending a minimum cost cover for the PCLs set (line 9 

in Algorithm 1), where the cost associated to each PCL is the length of the longest 

test in the PCL, i.e. the test session length. The minimum cost covering problem 

can be formulated as an integer linear programming (ILP) problem and solved 

using [Sch97]. 

This section has shown how power proEle manipulation can be integrated into 

power constrained test scheduling algorithms. Although the integration was de-

tailed for the algorithm presented in [CSA97], the proposed approach can be in-

cluded into OM!/ other existing power constrained test scheduling algorithm [MWMVOO, 

NAHOO, LPOl, ICOl, ChaOO, RCVOO], to leverage its performance. 

2.4 Exper imenta l Resul ts 

This section describes the experiments performed to asses the efBciency of the 

power prohle manipulation technique. The algorithms were implemented in C++ 

and ran on an AMD 1.2Ghz Linux workstation with 384Mb RAM. Due to the 

simplicity of the WTC model, determining the ITG edge weights does not require 

a high computational eEort. For example, the ITG weights for a test set of 7000 

vectors, 1000-bit wide for a test-per-scan scheme were computed in less than 120 

seconds. Reordering the vectors of the same sequence was performed in 71 seconds, 

while expanding the sequences by 5 test vectors as well as computing the two local 

peak approximation were each performed in less than one second. 

The first set of experiments compares the 2LP-PAM with the GP-PAM in terms 
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Circuit ^approx-improv (%) P e a k p o w . r e d u c t i o n (%) 
t e s t -per -c lock t e s t -per - scan by e x t e n d i n g w i t h 5 vec. 

c l 3 5 5 3.97 10.93 13.89 
C1908 9.59 7.52 8.3 
c432 14.04 23.23 13.7 
c499 7.36 8.83 5 .14 
c6288 2.76 13.53 7.24 
c7552 21.94 4.35 11.51 
s 5 3 7 8 N / A 8.4 9.02 
s 9 2 3 4 N / A 6.75 3.53 
S13207 N / A 14.41 4 .75 
S15850 N / A 11.77 7.5 
S35932 N / A 31.51 38.16 
S38417 N / A 0 7.87 
S38584 N / A 0 2.75 

Table 2.1: Approximation accuracy improvement for test-per-clock and test-per-
scan testing schemes 

of approximation accuracy improvement, which basically shows how much "false 

power" is saved by using 2LP-PAM power profiles. Test-per-clock and, where suit-

able, test-per-scan test sequences for the largest ISCAS [bl] benchmark circuits, 

generated using ATALANTA [Teca], were reordered using the algorithm described 

in section 2.2.1. The power proBles of the reordered test sequences were approxi-

mated using the 2LP-PAM and the GP-PAM. Columns 2 and 3 in Table 2.1 show 

the improvement in approximation accuracy of the 2LP-PAM over the GP-PAM 

for all benchmark circuits used in the experiments. Next, the eGiciency of the 

test sequence expanding method is evaluated. The reordered test sequences were 

extended with 5 test vectors which led to the peak power reductions reported in 

column 4 in Table 2.1. 

The next set of experiments evaluates the performance improvement which can 

be achieved by integrating power profile manipulation into the power constrained 

test scheduling algorithm presented in [CSA97]. The modi6ed and the original 

algorithms were applied on hypothetical systems. Each system was represented as 

a set of embedded blocks and a randomly generated test compatibility graph. The 

embedded blocks were selected randomly from the ISCAS benchmarks [bl]. More 

details on the ISCAS benchmarks are given in Appendix D. Systems with 8 to 

16 blocks were considered in the experiments. The original POTS algorithm from 

[CSA97] was applied on GP-PAM power proSles of the unordered test sequences. 

The resulting test times for a wide range of power constraints are reported in 
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Block cnt . Power c o n s t r . ( m W ) Torig.PCTS ( c l k s ) TmodifPCTS ( e l k s ) Test t i m e red. (%) 

8 330 594 477 19.7 
8 346.5 594 477 19.7 
8 363 594 477 19.7 

10 412.5 720 604 16.11 
10 429 720 604 16.11 
10 44S.5 720 604 16.11 

12 445.5 1069 714 33.21 
12 561 952 598 37.18 
12 577.5 831 598 28.04 

14 363 1070 836 21.87 
14 445.5 948 715 24.58 
14 544.5 831 598 28.04 

16 412.5 1545 1074 30.49 
16 511.5 1428 952 33.33 
16 544.5 1428 836 41.46 

Table 2.2: Experimental results for the test-per-clock testing scheme (ISCAS85 
benchmarks) 

Block cnt. Power c o n s t r . ( W T C ) | Toriq.PCTS (elks) | TmodifPCTS (elks) | Test t i m e red.(%) 

8 450 870514 545696 37.31 
8 550 718986 521173 27.51 
8 600 718986 466877 35.06 
8 650 533826 406419 23.86 

10 500 958550 624515 34.84 
10 650 642928 545696 15.12 
10 750 588524 460715 21.71 
10 900 533826 381896 28.46 

12 500 991888 649038 34.56 
12 600 916124 649038 29.15 
12 800 642928 545696 15.12 
12 850 567164 491400 13.35 
14 650 903852 664288 26.50 
14 700 794750 612645 22.91 
14 750 794750 579307 27.10 
14 850 664288 555186 16.42 
16 700 903852 700681 22.47 
16 800 903852 667343 26.16 
16 850 828088 649038 21.62 
16 900 828088 570219 31.14 

Table 2.3: Experimental results for the test-per-scan testing scheme (ISCAS89 
benchmarks) 
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column 3 of Tables 2.2 and 2.3 respectively. Integration of power proEle manipu-

lation into the PCTS algorithm from [CSA97] reduced the previous test times to 

the values reported in column 4 of Tables 2.2 and 2.3 respectively. The test time 

reductions achieved by using power prohle manipulation in conjunction with the 

original algorithm are reported in column 5. As shown in the experimental results, 

power proGle manipulation reduced test time by up to 41%. 

2.5 Concluding Remarks 

Two main research directions can be identiEed in the area of low power test. The 

first research direction considers power dissipation during test an optimisation ob-

jective. The second direction considers power dissipation as a design constraint, 

while test time becomes the minimisation objective. The power proSle manipula-

tion technique presented in this chapter bridges these two directions. Test vector 

reordering is used to lower and reshape the test power profiles. Test sequence 

expansion further lowers the power proSles of shorter tests which do not affect the 

total test time. The two local peak power approximation model provides accurate 

descriptions for power profiles corresponding to reordered and expanded test se-

quences. The 2LP-PAM power proAles are exploited by test sequence rotation in 

order to increase test concurrency under a specified power constraint. Since the 

power prohle manipulation technique is orthogonal to the test scheduling policy 

and the test set values, the distinctive feature of the proposed solution is that 

it can be embedded into existing power constrained test scheduling algorithm to 

improve its performance. 



Chapter 3 

Low Power Mixed-Mode BIST 

In the previous chapter it was shown how test set transformations such as test 

vector reordering, test sequence rotation and test sequence expansion can be used 

to enhance existing power constrained test scheduling algorithms, thus reducing 

the overall test time. This chapter will present another test set transformation for 

reducing power dissipation during test. 

Testing modern chips using external testing equipment is increasingly expensive 

due to the raising disproportion between chip pad counts and circuit complex-

ity [ZDROOa]. Hence, there is an increasing need for low-cost test systems which 

enhance the traditional test methods in terms of reduced dependency on physi-

cal probes, at-speed test capabilities and test portability. Built-in self-test (BIST) 

represents a possible solution to this problem. In a BIST framework, on-chip hard-

ware generates test vectors and evaluates test response data [ABF90, AKS93a, 

AKS93b, BMS86, BAOO], hence eliminating test access problems, limitations of 

the I/O channel and the need for expensive external test equipment. A practical 

BIST scheme is required to guarantee complete fault coverage while minimising 

the following three parameters: test application time, area overhead and test data 

storage. Several test generation schemes have been proposed to accomplish var-

ious trade-offs between these parameters. These solutions range from exhaustive 

[BCR83, WH92, WM86] and pseudorandom techniques [BMS86] to deterministic 
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automatic test pattern generation (ATPG) techniques [AJ89, DPA84, DM81]. Ex-

haustive and pseudorandom techniques do not use any storage but have long test 

application times. Deterministic techniques achieve complete fault coverage in a 

relatively short time but require signiGcajit test data storage. 

Mixed-mode test generation [DG91, HRT+95, RTZ98, Koe91, TM96, WK96] over-

comes the limitations of previously mentioned approaches. In a mixed-mode BIST 

scheme, a limited number of pseudorandom vectors are used to cover the easy-to-

detect faults, while the few remaining random pattern resistant faults are detected 

with a small number of deterministic vectors. Unlike other approaches, such as test 

point insertion [TCLB98, TM99], mixed-mode techniques achieve complete fault 

coverage without any circuit modiEcations which may affect the performance of 

the circuit. Moreover, the trade-oif between test data storage and testing time can 

be tuned by varying the ratio between the number of deterministic and pseudo-

random patterns. Various implementations of mixed-mode BIST TPGs have been 

proposed recently. Bit-Exing [TMOl] and bit-Aipping [WK96] techniques gener-

ate deterministic test patterns by altering some bits in the output sequence of an 

LFSR. Although these techniques provide high quality tests, the corresponding 

BIST hardware is very dependent on the test set, thus any change of the test set 

requires a complete re-synthesis of the BIST hardware. The work presented in 

[Koe91] uses the same LFSR to generate both pseudorandom and deterministic 

patterns. The deterministic set of patterns is encoded as LFSR seeds computed 

for test cubes (incompletely specified test patterns) of random pattern resistant 

faults. Hellebrand et al. [HRT+95] extended the LFSR re-seeding technique to 

multiple-polynomial LFSRs (MP-LFSR) which reduces the storage requirements 

and the LFSR length when compared to the re-seeding of single-polynomial LF-

SRs. In the method proposed in [HRT+95], a concatenated group of test cubes 

with a maximum of g specified bits is encoded using approximately g bits rep-

resenting a seed and a feedback polynomial identiher. Rajski et. al. [RTZ98] 

adapted the MP-LFSR TPG for multiple scan-chain designs with boundary scan 

chains. 

Although mixed-mode test BIST test pattern generators (TPG) achieve complete 
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fault coverage with short test sequences, they cause intense switching activity in 

the circuit under test while shifting the test patterns into the scan chains. This is 

because LFSR-generated sequences contain a large number of transitions between 

consecutive bits which ripple on the inputs of the circuit under test during shift. 

As mentioned in Chapter 1, sustained intense switching activity causes overheat-

ing and electro-migration which can permanently damage the chip under test or 

seriously affect its reliability [Zor93, WheOO, BAOO, NAH02]. Several techniques 

have been recently proposed for reducing switching activity during test in BIST 

environments. Some of these techniques require modifications of the circuit under 

test, while others do not. This chapter discusses only the techniques which do 

not require modihcation of the circuit under test. The most relevant techniques 

in this category are summarised in the following. The TPG proposed in [WG99] 

reduces the number of transitions between consecutive bits in the scan test pat-

terns by combining & stages of an LFSR through a A;-input AND gate and a T 

flip-flop. Although this method reduces significantly the power dissipation during 

shift, it requires long test application times in order to achieve reasonably high 

fault coverage. The TPG proposed [MGL+99], filters the non-detecting vectors 

from a LFSR sequence, hence reducing the energy consumption of the entire test 

sequence. However, this TPG does not reduce power dissipation on a per test 

pattern basis. 

This chapter presents a low power mixed-mode TPG architecture which aims to 

overcome the shortcomings of previous low power BIST TPGs. MP-LPSR re-

seeding, explained in Section 3.1, method proved to be very effective in encoding 

deterministic test data necessary for achieving complete fault coverage with short 

test sequences. Hence, it was used as the basis for the proposed architecture. The 

output sequences of two MP-LFSR structures operated in parallel are combined 

through an AND or OR gate to produce a sequence with consistently 25% less 

transitions compared to the original sequences. An extensive set of experiments 

has been conducted on several benchmark designs using commercial synthesis and 

simulation tools in order to assess the eSiciency of the proposed TPG. 
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3.1 LFSR Re-Seeding 

Given an LFSR and the initial values of its flip-flops, referred to as a LFSR seed, 

clocking the LFSR produces a deterministic sequence at its output according to 

the polynomial function implemented by the feedback network of the LFSR and 

the initial seed. This suggested the idea that the output sequence of an LFSR 

could be manipulated by changing the initial seed and/or feedback network. 

Let A (a;) = be the feedback polynomial of the LFSR and 

A{t) = 

GoW 

the state of the shift register at clock 1 The system can be described as 

where 

Ts = 

0 1 0 

0 0 1 

0 0 0 

0 0 0 

1 Ag 

0 

0 

1 

0 

0 

0 

0 

1 

/^t-1 

represents the state transition matrix for the given LFSR. Let C = (co,..., c^-i) E 

{0,1, X}'" be a test cube and 5'(C) = {i | Q ^ X} the set of specihed bits of C. C 

can be generated using the LFSR described by Tg if the following system of linear 

equations is consistent: 

rs'A(O)]^, for alii eS(C) (3.1) 

where Tg'A(O) denotes the r-th component of 7g'v4(0) . The solution of this 
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system of equations, if any, represents the initial seed for which the LPSR described 

by will generate a test vector covered by cube C. The system of equations 

3.1 can be solved using the Gauss-Jordan elimination, thus the complexity of 

finding an initial seed is where M is the degree of the feedback polynomial. 

Under certain conditions it may be impossible to solve the above system of linear 

equations. This situation, known as is very likely to occur 

if the number of specified bits in the test cube exceeds the number of seed bits, 

i.e. the number of derived equations exceeds the number of independent variables. 

Test pattern lockout can also occur even if the number of equations is smaller than 

the number of independent variables, if two or more equations are convicting, i.e. 

their left hand sides are dependent and their requested (right hand side) values 

diEer. However, the system of equations has a solution when the equations are 

dependent if their requested values match the dependency. Hence, the probability 

of a test pattern lockout is upper bounded by the probability of dependency in the 

system of linear equations. In order to ensure full fault coverage, it is necessary 

to avoid test pattern lockouts. This can be achieved by increasing the size of the 

LFSR until it exceeds the maximum expected number of speciGed bits per test 

cube. It was shown in [Koe91] that the lockout probability for n = s + 20 is 

smaller than 10"®. Thus, when using LFSR re-seeding, the storage requirements 

for encoding a test cube are determined only by the number of speciEed bits in 

the test cube. The following example illustrates the procedure for computing the 

initial seed for a given test cube and feedback polynomial. 

Example 6 CoMaWer C = (%, 1,1,%, X,0, %,%,!,%) o ,̂ -ŝ ope 

-t- -t- 1. TAe 

0 1 0 0 

0 0 1 0 

0 0 0 1 

1 0 0 1 
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Co = X Go 

Ci = 1 tti 

C2 = 1 G2 

Cg = % G3 

TAe w/izcA Meed (o 6e goZ(;e<i m orcfer (o /zMd ^Ae mẑ mZ aee(f are 

QMcf 

1 0 0 0 

0 1 0 0 

0 0 1 0 

0 0 0 1 

1 1 0 1 

1 1 1 1 

1 1 1 0 

0 1 1 1 

C5 = 0 Go 

C6 = X 
= r / ai 

Cr = % 

= r / 
G2 

Cg = 1 G3 

do 

Oi 

02 

O3 

oo 

ai 

^2 

03 

(Ae egwahoMa G6o2;e tuzZZpro(fuce Âe /oZZowm^ aoẐ /̂ zoM, ie. aeed 

ao 0 

ai 1 

^2 1 

as 1 

r/ze poMe?ii penero^ed 6^ tAe pwen a^o)imp /rom Âe computed mztmZ 

aeed wzZ/ 6e f — (0,1,1,1,1,0,1,0,1,1), wAere Âe ^/nderZmed pogẑ zoMg represent 

(Ae gpecz^ed ^om (Ae on^moZ (eat cw6e. ^e/ice, a teat cw6e con 6e 

encoded ag o ;̂ -6%t geed. 

The LFSR re-seeding scheme wag extended in [HRT+95] to MP-LFSR re-seeding. 

A typical MP-LFSR is shown in Figure 3.1. DiEerent feedback conEgurations, 

i.e. diEerent LFSRs, can be selected by setting the appropriate values on the 

5'[0 : A; — 1] lines. Up to 2̂  conEgurations can be encoded using a g-bit polynomial 

identi6er. Theoretical analysis presented in [HRT'̂ 'GS] shows that, for a feedback 

network which can implement 16 polynomials, the probability of not finding a seed 

for a test cube C with g = |'$'(C')| speciRed bits using a a -I- 4 bit LFSR is less 
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MP-LFSR 

<fc 

S[0:k-1] 

It 

-xf-

k-stage shift register 

q-bit pol. id k bit seed 

Figure 3.1: Multiple-polynomial LPSR architecture [HRT'''95] 

than 10"^. In the MP-LFSR re-seeding approach, a deterministic test cube C is 

encoded as a g-bit polynomial identiEer and a A;-bit seed. 

3.2 A N D / O R Masking 

LFSR-generated sequences contain a large number of transitions between consec-

utive bits due to their pseudorandom nature. While shifting the test patterns into 

the scan chain, these transitions ripple on the inputs of the circuit, hence caus-

ing intense switching activity in the combinational logic. This sections presents a 

method which exploits the "masking" properties of AND and OR gates in order 

to reduce the number of transitions occurring in the scan chain during shift. 

De6nit ion 1 Given a logic signal 5", the gzgMaZ (6") represents the 

average fraction of clock cycles in which signal 5" is 1. Analogously, repre-

sents the average fraction of clock cycles when signal 5" is 0. 

5" is a binary signal, thus fb('S') + = 1. If signal 5" is generated by a random 

source, its 0 and 1 signal probabilities are equal fb('S') = = 0 . 5 
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Definition 2 The transition probability of a signal S, Ptr{S) represents the aver-

age fraction of clock cycles when the current value of 5' is different than its previous 

value. 

Assuming temporal independence between consecutive values of 5", its transition 

probability can be computed as 

(3.2) 

The transition probability of a random logic signal S is 

= 0 .5x0.5 + 0 .5x0.5 = 0.5 (3.3) 

Assuming two random and mutually independent signals 5"̂  and and their 

AND composition A7VD % . Given the mutual independence of 5"/! 

and S'a, the signal probabilities of can be computed as follows: 

f i ( ^ A W = f i ( S A ) x f i ( % ) = 0.25 

-Fb('$'A7VD) = 1 - fl('9AND) = 0.75 

According to equation 3.2, the transition probability of Sytjvf, is given by 

-Ffr('S'A;vD) = 2 X X fo('5'A7vz)) = 0.375 (3.4) 

The signal and transition probabilities of the OR composition of signals 5'x and 

'S'g, 'S'og = 6",̂  % can be computed in a similar way: 

fb(5'oA) = fo('S'A) X fo(5'B) = 0.25 

-Pi('5'c)A) = 1 - -Fb('S'oA) — 0.75 

;^r(%A) = 0.375 (3.5) 

Prom equations (3.3), (3.4) and (3.5) it can be concluded that both AND and 

OR compositions of two independent random signals have 25% lower transition 
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probability than the original signals. Therefore, these composition functions will 

be also referred to as AND/OR masking because they "mask" a quarter of the 

transitions of the "source" signals. The randomness of LFSR-generated sequences 

associated with the previous observation suggested the integration of AND/OR 

masking into BIST TPG in order to reduce the number of transitions in the scan 

chain during shift, and consequently the power dissipation in the circuit under 

test. 

3.3 A N D / O R Masking in Mixed-Mode BIST 

In the previous section it was shown how AND/OR composition applied on LFSR-

generated sequences can be used to produce sequences with lower number of transi-

tions. This section presents a methodology which combines AND/OR composition 

with mixed-mode test generation in order to obtain a low power TPG achieving 

complete fault coverage with short test sequences. 

There are two problems which need to be addressed: 

* The first problem is to ensure that test patterns resulted from AND/OR 

composition still have enough randomness for covering the easy-to-detect 

faults within a reasonable amount of time. 

# The second problem is to guarantee that AND/OR composition can generate 

test patterns covered by precomputed test cubes for random pattern resistant 

faults, in order to achieve complete fault coverage. 

While the first problem is solved easily by constraining the two sequences which 

are combined to be mutually independent, the second problem requires a more 

elaborate solution which is detailed in the following. 

A test pattern covered by a given test cube C preserves the specihed bits of C. In 

order to obtain such a test pattern through AND/OR composition, the following 

constraints must be imposed for two "source" patterns which will be combined: 
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1. Each con̂ roZZm^ ua/?/e(with respect to the chosen composition function) spec-

iAed in the precomputed test cube has to appear at least in one of the 

"source" patterns. 

2. Each Mon-coMtroHmp uoZ!ie(with respect to the chosen composition function) 

specihed in the test cube must appear in both "source" patterns. 

DeSnition 3 The mogA; cu6e (NM(C)) of a given test cube C 

with respect to a given composition function /comp (AND or OR) is the cube 

which has aa specihed bits only the non-controlling values (with respect to /comp) 

specihed in C. 

Assuming /(%,%) — A", where X represents a "don't care"(unspecined) bit and 

/comp is either AND or OR, the following equation holds for a given test cube C: 

/comp(C,NM(C)) = C (3.6) 

Theorem 1 Assuming C and 7VM(C) is a precomputed test cube and, respec-

tively, its non-controlling mask cube with respect to a given composition function 

/comp, &ay two patterns f and M P (the "mask pattern") covered by C and 7VM(C) 

respectively will produce through /comp composition a pattern covered by C. 

The proof for Theorem 1 is immediate. P preserves b o t h controlling and non-

controlling values of C with respect to /comp, while M f preserves the non-controlling 

values of C with respect to /comp, hence the result of the composition will preserve 

all specified bits of C. f and M f can be generated by re-seeding two LFSR 

structures with seeds derived from C and jVM(C) as explained in Section 3.1. 

The following example illustrates the procedure for generating the "mask pattern" 

for a given test cube and composition function. 

Example 7 TTzza ea;(impZe a/iowg /low (o (/le "magA; corre-

ATVD C = (X, 1, 1, X, X, 

0, X, X, 1, X) /rom iTAe /or A7VD compogzYzon zg jVM(C) 
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= (X, 1, 1, X, X, X, X, X, 1, X). CoMaWer 4-a;4-l oa t/ie cAomctengtzc 

I^fSIZ loAzcA WZ 6e twecf to ^ememte M f . TAe mztmZ aeed/or jVM(C) 

%5 compifte(f 05 eaipZomed m tAe Section ^.I. TAe gtate tronaitioM motria; oaaocioteff 

to tAe Î ESIZ ig." 

[ 0 1 0 

= 0 0 1 

1 1 0 

TAe egtfotiong needeff to compete tAe initioZ aee(f ore; 

ond 

So/wnp tAeae eg%/ationa WZ /eod to tAe /oZ/owing aee& 

Co = % Go 1 0 0 Go 

Ci = 1 = T g / a\ = 0 1 0 0.1 

C2 = 1 ^2 0 0 1 ^ ^2 

= X Go 1 0 1 do 

Cy = % ai = 1 0 0 ai 
Cg = 1 a2 0 0 1 G2 

do 1 

ai = 1 

02 1 

T/ie "mog^ pottem" wAzcA mZZ 6e generated tAig aeecf ig M f = (1, 1, 1, 0, 

0, 1, 0, 1, 1, 1), w/iere t/ie t̂ ntferZmecf j)ogitiom reprege^t tAe gpec%/ied 6its ^rom 

NM(C). TAe pottem rea^Zted 5^ A7VD compogition o / f , computed in EiompZe 

ond M f ig f " = (0,1; 1, 0, 0, 0, 0, 0, 1, 1), wAere tAe wdeHined pogitiong g/iow t/ie 

gpeci/ied 6itg /mm tAe oripinoZ teat c%/6e C, pregen;ed tAroi/^A AWD compogition. 

TAe pottem f /rom Eazomp/e g ^eneroted (isinp o gin^Ze I^ESK Tf (? contoing 

trongitiong between congeciitiue 6itg, luAiZe t/ie pottem f prodiiced 61/ tAe propoged 

method /or tAe gome determinigtic cute C 6?/ oppZi/in^ AND mogAin^ on tAe pot-

temg peneroted 6?/ two DESIZg ^one /or C ond one /or NM(C)y) contoing onZ;/ ,9 
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6e(weeM congecu^we 6z(g. 

Thus, for a given test cube C, LFSR re-seeding can be used to generate a suitable 

pair of "source" patterns for AND/OR masking in order to reduce the number of 

transitions in the scan chain while preserving the speciEed bits of C, and hence 

its fault coverage. The following Section presents a TPG architecture which im-

plements this method. 

3.4 Dual M P - L F S R Test P a t t e r n Genera tor 

In Section 3.2 it was shown how AND/OR composition of independent pseudoran-

dom "source" sequences produces sequences with lower transition count. Next, in 

Section 3.3 it was shown how AND/OR composition can be combined with LFSR 

re-seeding in order to generate test patterns covered by precomputed test cubes. 

This section will present a mixed-mode BIST TPG architecture which combines 

AND/OR composition and LFSR re-seeding. 

The basic idea is to have two distinct LFSRs which are operated in parallel in 

order to generate the pair of "source" sequences for AND/OR composition. The 

randomness of the test patterns resulted from the AND/OR composition, which 

ensures rapid coverage of easy-to-detect faults, can be achieved by using different 

primitive characteristic polynomials for the two LFSRg. Test patterns covered by 

deterministic test cubes for random pattern resistant faults are generated by re-

seeding the two LFSRs. One LFSR, referred to as the "main LFSR", generates 

patterns covered by the precomputed test cubes, while the "secondary LFSR" 

generates patterns covered by the non-controlling mask cubes of the precomputed 

cubes with respect to the chosen composition function. Hence, in this approach, 

each deterministic test cube is encoded using two initial seeds, one for each LFSR. 

In Section 3.1 it was shown that an MP-LFSR with 16 feedba<;k polynomials and 

g -k 4 Sip-Sops can be used to encode a set of test cubes with a maximum of 

g speciSed bits per test cube, which would otherwise require a g + 20-bit single 
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polynomial LFSR. Hence, in order to reduce the required length of the two LFSRs, 

and implicitly the test data storage requirements, the LFSRs are replaced with 

shorter MP-LFSRs capable of covering the same deterministic test cubes. The dual 

MP-LFSR architecture encodes each deterministic test cube as two (polynomial 

identifier, initial seed) pairs, one for each MP-LFSR, and a mask selection bit 

which is used to select between AND and OR composition. The complete TPG 

architecture with two MP-LFSR structure and selectable AND/OR composition 

is shown in Figure 3.2. 

MminMP4fSR 

Secondary (mask) M P - L F S R 

k-stage shift register k-stage shiH register 

-bit scan chain 

q-bit pol. id k -bit seed 1-bit mask 

Figure 3.2: Proposed dual MP-LFSR for low power mixed-mode BIST 

3.5 Test Set Pre-processing 

The minimum length of the MP-LFSR, and consequently the size of the memory 

for storing the initial seeds, is given by the maximum number of specified bits in 

the cubes which have to be encoded, as explained in Section 3.1. Hence, the size 

of the main MP-LFSR, k in Figure 3.2, is determined by the maximum number s 

of specified bits per cube in the precomputed test set. In order to minimise the 

number of specified bits per test cube, compaction is disabled during the ATPG 

process, which results in "relaxed" (or un-compacted) test sets. Analysis of several 

relaxed test sets of test cubes showed that only for a small fraction of the test cubes 

in the set the number of specified bits is close to s, while the remaining test cubes 
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have much less than s speci6ed bits. This observation can be exploited in order 

to reduce the test data storage requirements by compressing the precomputed set 

of test cubes in two steps: cube compaction and cube concatenation. 

Cube compaction. In this step, several "compatible" test cubes in the precom-

puted set are merged together in order to reduce the number of test cubes which 

have to be encoded. Two test cubes are "compatible" for compaction if all their 

overlapping speciBed bits match. If g is the maximum number of speci&ed bits per 

test cube for the precomputed set, two test cubes are merged into a single cube 

only if the number of speciEed bits of the "compacted" cube does not exceed s. 

The following example illustrates the use of cube compaction. 

Example 8 0/ precompiled (esf c%/6eg.' 

c l 1 0 1 % 1 X (4) 

c2 X 0 X 1 X X (2) 

c3 0 0 1 X X X (3) 

c4 % 1 1 0 X X (3) 

TAe Mwm6er g o/apec^ed 62(5 per (ea^ cw6e /or (ea^ gê  zs .^ence, 

êg( c%/6eg cl OMd c2, aZ /̂ioug/̂  are compotzbZe, ore ?7zerpe(f 6eco%tse (Ae 

reguZ^m^ c%/6e woi/Jcf (Aen Aofe apecz/zecf .̂ owe%;er, c2 OMcf c3 con 6e meT^ed 

06 (/le regiZ^m^ compoc^etf cu6e c2̂  wzZZ Aot;e onZ^ gpecz/iecf T/ie (eg( ge( o/ter 

compoc^zon wzZZ te; 

c l 1 0 1 X 1 X (4) 

c2' = c2 |c3 0 0 1 1 X X (4) 

c4 X 1 1 0 X X (3) 

ffezice, (Ae n,itm6er 0/ (eat ci(6es m Âe (eat aef luoa decreoaed /rom (o ^ luif/i-

OM̂  mcreoamp (Ae number 0/ apec^ed 6%(a per (ea( ctiAe, oncf AeMce (Ae 

required LFSR length. 



3.5. TEST SET PRE-PROCESSING ^ 

Cube concatenation. After cube compaction it may happen that there are cubes 

in the test set with very few specihed bits, but which could not be compacted due 

to differences in their overlapping specihed bits. During this step, several test 

cubes can be concatenated in order to be generated using a single seed (instead of 

using one seed per test cube). The following two constraints are imposed during 

test cube concatenation: 

e The number of cubes in a concatenated cube should not exceed a user-

specified value, which determines the intervals between successive re-seed 

operations. 

# The number of speciEed bits in a concatenated cube should not exceed the 

maximum number of specified bits per test cube in the original test set. This 

condition ensures that cube concatenation will not increase the length of the 

LFSR required to encode the original test set. 

The following example illustrates the use of cube compaction. 

Example 9 Consider the following set of deterministic test cubes: 

e l 1 0 0 X 1 X (4) 

c2 X X 0 1 X X (2) 

c3 0 X 1 X X X (2) 

c4 1 X X 0 X X (2) 

a cwAe cam two mzfmZ 

morimwm 0/ ^ number o/ per ct(5e, tAe aZZowatZe cu6e coM-

cotenotmng ore (c2,c3), (c3, c4) (c2,c4). TAe (est set o/(er coMcoteMotzoM mZZ 

6e.' 

( c l , X ) 1 0 0 X 1 X X X X X X X (4) 

(c2 ,c3) X X 0 1 X X 0 X 1 X X X (4) 

( c 4 , X ) 1 X X 0 X X X X X X X X (2) 

TAe cu6ea w/izc/i coWd not 6e coMcoteMoted wzt/i ot/zer ore coMcotenoted 
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(fitmiTii/ cubes Xsj m order (o motcA (Ae de/atiZ^ Zenp̂ A 0/ concatenated cubes, 

m t/izs cose 6zts. TAe mztm/ test set wztA test ct/6es wos trons/ormed mto an 

egu2%;aZent set w%t/i ,9 concatenated cubes, mtAout ea;ceedmp tAe maa;%mum number 

0/ spec% êd bits per cube corresponding to t/ie initmZ set. 

The size of the secondary MP-LFSR is given by the maximum number of specihed 

bits in the mask cubes. However, each test cube haa two possible mask cubes, one 

for each composition function (AND and OR). This fact can be exploited in order 

to further reduce the size of the secondary MP-LFSR, and implicitly the storage 

requirements for its seeds, by selecting for each test cube the composition function 

which leads to the mask cube with less speciEed bits. The mask bit from Figure 3.2 

is used to select the appropriate composition function for each test cube. The 

following example illustrates the selection of the appropriate composition function. 

Example 10 Consider the following test cubes with their mask cubes for AND, 

and respectzueZy 07Z composition, wAere tAe number 0/ specked bits 0/ eocA cube 

appears in bracA;ets.' 

Test cube AND-mask cube OR-mask cube Fn. 

c l 1 Q 0 1 1 X (5) 1 X X 1 1 X (3) X 0 0 X X X (2) O R 

c2 0 0 0 1 X X (4) x X X 1 X X (1) 0 0 0 X X X (3) / I N D 

c3 0 X 1 0 X 0 (4) X X 1 X X X (1) 0 X X 0 X 0 (3) AATD 

c4 1 % 1 0 X 1 (4) 1 X 1 X X 1 (3) X X X 0 X X (1) OA 

y/ie O.R-masA; cubes 0/ cubes cl and c4 Aaue /ess specked bits t/ian tAeir ^WD-masA; 

cubes, Aence OA composition is selected in t/iese coses (̂ coZumn f u j . T/ie AND-

mosA; cubes 0/ c2 ond c3 Aaue Zess speci/zed bits t/ian tAe corresponding OjZ-mas^ 

cubes, Aence OA composition is se/ected /or c2 and c3 ^coZumn f n J . TAe set 0/ 

masA cubes luit/i seZectabZe composition /unction /las maximum speci/ied bits per 

cube, wWe bot/z sets o/masA cubes/or o _^ed composition or OAJ y^nction 

Aaue moarimum ^ specked bits per test cube, ^ence, profidin^ tAe ^acibiZit;/ 0/ 

seZectinp t/̂ e oppropnate composition /unction on a per-cube basis /zas sipni/zcant 

impact on tAe Zen̂ tA 0/ tAe mosA ZFSA, and conseguentZ;/ on t/ze masA seed storage 

requirement. 
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An upper bound for the maximum number of speciEed bits in mask cubes will be 

derived in the following for the caae when the composition function (AND or OR) 

can be selected for each test cube. 

Given a test cube C, let MAArD(C) and MoA(C') be the sets of specihed bits of 

the mask cubes corresponding to AND and OR composition respectively. The 

mask cube which will be selected in order to minimise the MP-LFSR size will have 

a' = 77%'%M(|MAyv^2)(C)|,|Mo (̂C)|) specihed bits. As the sets of speciGed bits of 

M/i^2)(C) and Mojt(C) are disjoint, and their union is equal to 6'(C), the set of 

specified bits of C, the following relations hold: 

| M A j V D ( C ) | + | M o A ( C ) | = | S ( C ) | ( 3 . 7 ) 

5' < |M; i ; /2 ) (C' ) | ( 3 . 8 ) 

g' < | M o j z ( C ) | ( 3 . 9 ) 

Adding inequalities (3.8) and (3.9) and using equation (3.7) will lead to: 

/ < ^ (3.10) 

Thus, the upper bound for the length of the secondary MP-LFSR, A' from Fig-

ure 3.2, is given by 4- Z, where / is a small constant (Z = 2 proved to be large 

enough for all experiments described later in this chapter), which ensures that the 

probability of Ending an initial seed for each mask cube is high, and consequently 

the total number of feedback polynomials is small. Thus, although intuitively it 

may seem that the storage requirements have to be doubled by the addition of 

the secondary MP-LFSR to the TPG, inequality (3.10) shows that the length of 

the secondary (maak) MP-LFSR from Figure 3.2, and consequently the storage 

requirement for its seeds, are only approximately 50% of the values correspond-

ing to the main MP-LFSR, whose length is dependent on |6'(C)|, as explained in 

Section 3.1. 
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3.6 Exper imenta l Resul ts 

Several experiments using full scan versions of the ISCAS89 benchmark circuits 

[bl] were performed in order to assess the reduction in power dissipation achievable 

using the proposed dual MP-LFSR TPG versus the amount of additional hardware 

and test data storage when compared with a traditional single MP-LFSR TPG 

[HRT+95]. The experiments for each circuit go through the following steps: 

1. An initial set of deterministic test cubes was computed using ATALANTA 

[Teca] for the faults undetected by a sequence of 512 pseudorandom test 

patterns. This set was used only for determining the lengths of main and 

secondary MP-LPSRs, based on the maximum number of specihed bits per 

test cube and respectively mask cube. 

2. Having determined the length of the two MP-LFSRs, two pseudorandom se-

quences of ^ patterns each, with Z, E{lk, 2k, 4k, 8k and 16k}, were generated 

using some default primitive polynomials for the two MP-LFSRs. The first 

test sequence was generated by the main MP-LFSR, and hence corresponds 

to the traditional TPG, while the second was generated by AND composition 

of the sequences generated by the two MP-LFSRs. 

3. The two pseudorandom test sequences generated at the previous step were 

fault-simulated using FSIM [Tecb] on the target design in order to estimate 

their fault coverage and to determine the lists of undetected faults. 

4. ATALANTA was used to determine two sets of deterministic test cubes, one 

for each of the two fault lists computed in the previous step. 

5. The set of (polynomial identiher, seed) pairs for the cube set corresponding 

to the main MP-LFSR was computed using a tool implementing the method 

described in Section 3.1. The same tool was used to encode the cubes cor-

responding to the dual MP-LFSR structure using the 5-tuple (main poly-

nomial identifier(polID), main seed, secondary polID, secondary seed, mask 

selection bit). This step was necessary in order to determine the number of 
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polynomials and the storage requirements for the single [HRT"''95] and dual 

MP-LFSR TPGs. 

AND/ 
OR Secondary MP-LFSR 

Control generation 
(elk, re-seed, mask 

selection) 

Main MP-LFSR 

Syntliesised CUT 
(2nd copy) 

Synthesised CUT 
{1st copy) 

Figure 3.3: Circuit configuration for simulation 

6. The targeted design was synthesised with Synopsys' Design Compiler [SynOla] 

using an Alcatel 0.5/^ technology library with power pre-characterised cells. 

The synthesised design was then simulated using Mentor Graphics' Mod-

elsim [GraOOb] with 5 pseudorandom test patterns generated by the main 

MP-LFSR and 5 patterns generated by the dual MP-LFSR structure. Only 

5 test patterns were considered to keep the simulation time within reason-

able limits. Figure 3.3 shows the circuit conhguration used for simulations. 

The switching activities corresponding to these two simulations were back-

annotated to the synthesised design and Synopsys' Power Compiler [SynOlc] 

was used to estimate the average power dissipation in each case. 

More details on the tools and benchmark circuits used in these experiments can 

be found in Appendix D. 

Table 3.1 shows the reductions in scan-in transition count and average power 

dissipation achieved using the dual MP-LFSR TPG compared to the traditional 

single MP-LFSR TPG [HRT+95]. Columns Single T C and Dual T C report 

the number of scan-in transitions generated by the traditional, and respectively 
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Single [HRT+95] Dual (proposed) Reduction 
CUT TC Pavg TC Pavg TC red (%) Pavg red(%) 

s526 152027 1.25 116369 1.00 23.46 19.66 
s641 753730 1.26 577057 1.05 23.44 16.31 
s713 753044 1.22 573862 1.09 23.79 10.29 
s820 143475 0.67 108245 0.67 24.55 0.30 
s832 143284 0.61 108090 0.61 24.56 0.33 
s838 1202210 1.04 904106 0.95 24.80 8.45 
s953 532909 0.49 404086 0.42 24.17 14.57 
s l l 9 6 294182 1.83 227156 1.57 22.78 14.47 
sl238 295494 1.65 228405 1.50 22.70 9.09 
S 1 4 2 3 2137027 2.93 1611456 2.53 24.59 13.53 
s5378 13592997 9.66 10188661 9.06 25.04 6.25 
s9234 18707043 17.55 14152373 15.42 24.35 12.10 
S 1 3 2 0 7 161446001 31.17 120663103 26.17 25.26 16.03 
S 1 5 8 5 0 115238803 32.40 86268594 27.50 25.14 15.13 
S 3 8 4 1 T 1027848936 387.86 771889958 370.19 24.90 4.56 
S 3 8 5 8 4 722223634 355.36 543841106 342.59 24.70 3.59 

Average | - 1 " 1 ' | 24.27 10.29 

Table 3.1: Comparison between the proposed dual MP-LFSR TPG and the tradi-
tional single MP-LFSR TPG [HRT+95] in terms of scan-in transition count and 
average power dissipation 

the proposed TPG. Column TC red (%) gives the relative reduction in scan-

in transition count achieved by the proposed TPG. The experimental values are 

very close to the relative reduction of 25% in transition count predicted in Section 

3.2. Columns Single Pavg and Dual Pavg show the average power dissipation 

during test corresponding to the traditional, and respectively the proposed TPG. 

Column Pavg red(%) gives the relative reduction in average power dissipation 

obtained when using the proposed TPG. Reductions up to nearly 20% in average 

power dissipation compared to the traditional single MP-LFSR [HRT'̂ 95] were be 

obtained when using the proposed dual MP-LFSR. The last row in Table 3.1 shows 

the average reductions in scan-in transition count and average power dissipation for 

the entire set of benchmark circuits. The nearly 25% reduction in scan-in transition 

count corresponds to a typical reduction of 10% in average power dissipation during 

test. 

Table 3.2 shows the area overhead associated with the proposed TPG when com-

pared with the traditional single MP-LFSR TPG [HRT+95]. Columns N P m and 
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Dual (proposed) 
Single [HRT+95] 

CUT N P m P D m NPs PDs xArea% 

s526 2 15 1 8 53.33 
s641 1 24 2 10 41.67 
s713 2 24 2 12 50 
s820 5 15 1 8 53.33 
s832 4 15 1 8 53.33 
s838 1 38 1 8 21.05 
s953 1 17 3 9 52.94 
S 1 1 9 6 1 19 4 9 47.37 
sl238 1 19 4 9 47.37 
s l 4 2 3 1 28 2 13 46.43 
S 5 3 7 8 2 29 5 15 51.72 
s9234 2 53 2 27 50.94 
S 1 3 2 0 7 3 24 3 13 54.17 
S 1 5 8 5 0 3 40 2 21 52.5 
S 3 8 4 1 7 3 88 2 45 51.14 
838584 4 56 2 29 51.79 

Table 3.2: Comparison between the proposed dual MP-LFSR TPG and the tradi-
tional single MP-LFSR TPG [HRT'^95] in terms of area overhead 

N P s show the number of polynomials needed by the main and secondary MP-

LFSRs to cover the deterministic test cubes and respectively their corresponding 

mask cubes. Columns P D m and PDs give the size of the main, and respectively 

secondary MP-LFSR. Column xArea% shows the area overhead introduced by 

the secondary MP-LFSR, relative to the area of the main MP-LFSR. It can be 

seen that the values for area overhead obtained from the experiments are consis-

tent with the theoretical upper bound of nearly 50% determined in section 3.3. 

For example, in the case of circuit s38584, 4 feedback polynomials of degree 56 are 

needed in order to encode the 315 test cubes, while the set of mask cubes can be 

encoded using only two polynomials of degree 29. 

As outlined in the beginning of this chapter, a mixed mode test set consists of a 

pseudorandom sequence and a deterministic sequence. The following two aspects 

will be analysed next: 

1. the relation between the length of the pseudorandom sequence and the test 

data storage requirements for complete fault coverage, and 
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Figure 3.4: Comparison between the proposed dual MP-LFSR TPG and the tradi-
tional single MP-LFSR TPG [HRT'^95] in terms of pseudorandom fault coverage 
and test data storage requirements (circuit s38584) 

2. the effect of AND/OR masking on the fault coverage of the pseudorandom 

sequence generated by the proposed TPG when compared to the traditional 

single MP-LFSR [HRT+95]. 

Figure 3.4 illustrates the previously mentioned aspects on experimental data ob-

tained from the largest benchmark circuit considered, s38584. It can be seen that 

the fault coverage of the pseudorandom sequences increases logarithmically with 

the length of the sequences. For example, increasing the lengths of the pseudo-

random sequences from Ik patterns to 4k patterns resulted in 3% and 6% increase 

in fault coverage for the traditional and the proposed TPG, respectively. Fur-

ther increasing the lengths of the pseudorandom test sequences to 16k patterns 

increased the fault coverage by only 1% and 3% respectively, for the traditional 
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Figure 3.5: Comparison between the proposed dual MP-LFSR TPG and the tradi-
tional single MP-LFSR TPG [HRT+95] in terms of pseudorandom fault coverage 
and test data storage requirements (circuit s5378) 

and proposed TPG. The fault coverage of the pseudorandom sequence determines 

the number of faults which remain to be detected using deterministic patterns. 

As it can be seen, a linear increase in the lengths of the pseudorandom sequences 

determines a logarithmic decrease in the number of deterministic test patterns 

required for complete fault coverage, and hence in the test data storage require-

ments. Thus, the storage requirements can be controlled by varying the length of 

the non-deterministic sequence. For example, increasing the length of the pseudo-

random sequence from Ik to 8k patterns, decreased the number of deterministic 

test cubes by 57% for the single MP-LFSR TPG [HRT+95] and by 47% for the 

dual MP-LFSR TPG. However, expanding the pseudorandom test sequences to 

16k pattern led to an additional reduction of only 14%, and respectively 10%, in 

the number of deterministic test cubes corresponding to the two TPGs. 
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Although AND/OR compositions reduce the scan-in transition count, and hence 

the power dissipation during shift, they depreciate the randomness characteristic 

to LFSR-generated test sequences consequently a%cting their fault coverage. As 

shown in Figure 3.4, the lower fault coverage of the pseudorandom sequence gen-

erated by the dual MP-LFSR TPG, when compared to the traditional TPG, has 

to be compensated with a higher number of deterministic cubes in order to pre-

serve the complete fault coverage. Similar behaviour can be observed on all other 

benchmark circuits, another example being shown in Figure 3.5. The complete set 

of experimental results are reported in Tables 3.3, 3.4 and 3.5, where columns 2 to 

7 show data corresponding to the standard single MP-LFSR architecture, columns 

8 to 14 hold the experimental data for the dual MP-LFSR architecture and the 

laat three columns compare the results of the two approaches. Columns #pryec 

and p r F C give the length of the pseudorandom sequence and its fault coverage. 

Columns # c and #cC show the number of deterministic cubes, before and after 

compaction respectively, required for full fault coverage. Columns and f Dz, 

where a; E {/M, g}, show the number of feedback polynomials and their degrees, for 

the main (m) and secondary (g) MP-LFSRs. Column T'Cr(%) shows the scan-in 

transition count reduction obtained using the dual MP-LFSR architecture, when 

compared to the single MP-LFSR architecture. Column arC shows the number of 

extra deterministic test cubes required by the dual MP-LFSR TPG to compensate 

the loss in fault coverage due to masking, when compared to the single MP-LFSR 

architecture. In some cases (circuit sl5850 for 1000 pseudorandom test vectors, 

for example), this value is negative, which means that the dual MP-LFSR TPG 

requires less deterministic test cubes than the single MP-LFSR TPG for achieving 

full fault coverage. Column shows the variation of the overall test time 

introduced by the additional deterministic cubes, where applicable. It can be seen 

that the overall test time increases by at most 10% due to the extra test cubes. 
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3.7 Concluding Remarks 

The work presented in this chapter has addressed the problem of reducing power 

dissipation during test in a mixed-mode BIST environment. The dual MP-LFSR 

TPG was proposed in order to overcome the shortcomings of previously proposed 

low power TPGs, such ag incomplete fault coverage and long test times. The 

proposed TPG combines masking properties of AND/OR composition and LFSR 

re-seeding in order to achieve complete fault coverage with short test sequences 

while reducing the average power dissipation during test, when compared to the 

traditional single MP-LFSR approach [HRT+95]. Moreover, as the power reduc-

tion is achieved only through test set transformations, the proposed TPG does 

not require any modihcation of the circuit under test, hence preserving its original 

performance. Extensive experimental data obtained using commercial synthesis 

and simulation tools showed that this TPG consistently reduces the number of 

scaji-in transitions by 25%, which can offer reductions up to nearly 20% in average 

power dissipation. These power savings are achieved at the cost of an increased 

area overhead and test data storage requirement when compared to the traditional 

single MP-LFSR TPG [HRT+95]. This overhead is justified by the reduction in 

power dissipation, necessary for decreasing the risks of reliability problems and 

manufacturing yield loss. 



CUT 
Single MP-LFSR Dual MP-LFSR Comparison 

CUT #prVec prFC #c #cC ]PD prFC # c #cC #pm PDm #PS PDs TC^%) xC xTAT(%) 
s526 1000 9&68 28 17 3 15 8&85 41 32 2 15 1 8 23.45 15 1.47 s526 

2000 9&40 25 15 4 15 90.81 31 26 2 15 1 8 23.86 11 0.55 
s526 

4000 97^2 21 14 2 15 92.79 25 21 2 15 1 8 24.41 7 0.17 

s526 

8000 97^6 18 14 2 15 9&50 17 16 2 15 1 8 24 2 0.02 

s526 

16000 97^4 17 14 3 15 96.58 15 14 2 15 1 8 24.84 0 0.00 
s641 1000 96.54 27 14 1 24 8&99 39 23 1 24 2 10 23^4 9 0.89 s641 

2000 97 jG 22 12 1 24 91.36 32 21 1 24 2 11 24.54 9 0.45 
s641 

4000 9&06 20 11 1 24 92.01 30 21 1 24 3 11 24.86 10 0.25 

s641 

8000 20 11 1 24 92.87 28 21 1 24 3 11 24.97 10 0.12 

s641 

16000 9&27 19 11 1 24 93.74 24 20 1 24 2 10 24.74 9 0.06 
8713 1000 90.71 27 14 1 24 84.34 39 22 2 24 2 12 23J9 8 0.79 8713 

2000 9L57 22 12 1 24 !#.58 32 21 1 24 2 12 24.22 9 0.45 
8713 

4000 91.91 20 11 1 24 8749 30 21 1 24 1 12 24^3 10 0.25 

8713 

8000 9191 20 11 1 24 87^S 28 19 1 24 2 11 24^7 8 0.10 

8713 

16000 9&08 19 11 1 24 24 18 1 24 2 11 24.97 7 0.04 
s820 1000 87.06 77 47 5 15 81.53 77 53 5 15 1 8 24^5 6 0.57 s820 

2000 89.77 64 38 5 15 87.06 56 40 5 15 1 8 2446 2 0.10 
s820 

4000 9&47 61 37 5 15 89.65 48 35 5 15 1 8 2445 -2 -&05 

s820 

8000 (W.47 61 37 5 15 90.59 44 31 5 15 1 8 24^2 -6 -0.07 

s820 

IMOO 9&47 61 37 5 15 94J2 34 27 5 15 1 8 24^3 -10 -0.06 
s832 1000 85.40 74 47 5 15 79.66 77 52 4 15 1 8 24^6 5 0.48 s832 

2000 8&05 61 38 5 15 85.17 55 40 5 15 1 8 2447 2 0.10 
s832 

4000 88.74 58 37 5 15 87.82 47 35 4 15 1 8 2446 -2 -0.05 

s832 

8000 88.74 58 37 5 15 8&85 42 30 4 15 1 8 24.54 -7 -0.09 

s832 

16000 8&74 58 37 5 15 92^0 32 26 4 15 1 8 24.53 -11 -0.07 

00 
N 

1 

! 

i 
I 

Table 3.3: Comparison between the proposed dual MP-LFSR TPG and the traditional single MP-LFSR TPG [HRT'̂ OS] 



CUT 
Single MP-LFSR Dual MP-LFSR Comparison 

CUT #prVec prFC # c #cC #P PD prFC # c #cC #pm PDm #ps PDs TCr(%) xC xTAT(%) 
s838 1000 56.50 168 131 1 38 5&40 168 131 1 38 1 8 24 jW 0 0.00 s838 

2000 57J4 168 131 1 38 6L87 168 131 1 38 1 8 2474 0 0.00 
s838 

4000 60.69 168 131 1 38 6&63 168 131 1 38 1 8 24 jW 0 0.00 

s838 

8000 62.30 168 131 1 38 67^8 168 131 1 38 1 8 2474 0 0.00 

s838 

16000 6417 168 131 1 38 70.68 168 131 1 38 1 8 24.79 0 0.00 
8953 1000 8471 66 41 1 19 9L47 44 39 1 17 3 9 24J7 -2 -&19 8953 

2000 9&14 44 26 1 19 93.98 35 32 2 16 2 9 24^4 6 0.30 
8953 

4000 9&29 33 21 1 19 96.85 24 24 2 16 1 8 24J^ 3 0.07 

8953 

8000 96.29 33 21 1 19 96.94 23 23 2 16 1 8 24^1 2 0.02 

8953 

16000 33 21 1 19 96.94 23 23 2 16 1 8 24.23 2 0.01 

S 1 1 9 6 1000 9&34 94 66 1 19 73.91 148 124 1 19 4 9 22.78 58 5.44 S 1 1 9 6 

2000 93.40 69 47 1 19 79.31 125 105 1 19 4 9 24.66 58 2.83 
S 1 1 9 6 

4000 9&86 53 38 1 19 83J7 113 95 1 19 4 9 25.41 57 1.41 

S 1 1 9 6 

8000 98.47 42 33 1 19 88.25 90 78 1 19 4 9 25.01 45 o ^ a 

S 1 1 9 6 

16(W0 99.36 34 30 1 19 89.94 77 66 1 19 4 9 24^4 36 0.22 

S 1 2 3 8 1000 85.02 106 71 1 19 68.49 162 130 1 19 4 9 2270 59 5.51 S 1 2 3 8 

2000 8775 81 52 1 19 73.43 137 109 1 19 4 9 24^2 57 278 
S 1 2 3 8 

4000 9L29 63 44 1 19 76.75 120 97 1 19 4 9 2&40 53 1.31 

S 1 2 3 8 

8000 9&36 49 37 1 19 8L85 100 84 1 19 4 9 2&00 47 0.58 

S 1 2 3 8 

16000 &L24 41 33 1 19 83.62 88 74 1 19 4 9 24^2 41 OjK 

S 1 4 2 3 1000 97^9 33 18 1 28 93.33 43 28 1 28 2 13 24.59 10 0.98 S 1 4 2 3 

2000 9&22 25 15 1 28 9&12 34 20 1 28 1 14 2&16 5 0.25 
S 1 4 2 3 

4000 98.61 21 13 1 28 95.71 29 18 1 28 1 14 2444 5 0J2 

S 1 4 2 3 

8000 98.94 17 13 1 28 97.43 20 16 1 28 1 14 24.82 3 &04 

S 1 4 2 3 

16000 9&01 16 13 1 28 97.49 20 16 1 28 1 14 24.93 3 &02 

Go 

i 
! 
i 
i 

Table 3.4; Comparison between the proposed dual MP-LFSR TPG and the traditional single MP-LFSR TPG [HRT"*'95] 

00 



CUT 
Single MP-LFSR Dual MP-LFSR Comparison 

CUT #prVec prFC # c #cC #p PD prFC #c #cC # p m PDm #ps PDs TCr(%) xC xTAT(%) 
85378 1000 93.80 222 124 2 29 8&18 357 199 2 29 5 15 2&04 75 6.67 85378 

2000 95.58 161 103 1 25 88.57 310 179 2 29 4 15 2^23 76 3.61 
85378 

4000 97J^ 116 75 1 25 9&82 248 161 2 29 4 15 25.04 86 2.11 

85378 

8000 9&07 88 61 1 25 92.57 196 136 2 29 3 15 25.02 75 0.93 

85378 

16000 98.51 70 55 1 25 94.55 152 109 1 29 3 15 24j# 54 0.34 
S 9 2 3 4 1000 7&01 1061 261 2 53 63.71 626 243 2 53 2 27 24 -18 -L43 S 9 2 3 4 

2000 76.90 909 231 2 53 67^W 584 230 4 53 2 27 24.69 -1 -0.04 
S 9 2 3 4 

4000 8&27 795 215 2 53 70.52 543 215 2 53 2 27 24.75 0 0.00 

S 9 2 3 4 

8000 82^6 718 200 2 53 72.76 519 210 2 53 2 27 24^9 10 &12 

S 9 2 3 4 

16000 84 645 187 2 53 74.94 491 202 2 53 2 27 2&01 15 0.09 
S 1 3 2 0 7 1000 77.55 1260 202 2 123 81.14 791 319 3 24 3 13 2^26 117 9.73 S 1 3 2 0 7 

2000 83.32 1036 166 1 121 84.46 698 277 3 24 2 13 25.27 111 5.12 
S 1 3 2 0 7 

4000 87.09 857 220 2 32 86.65 630 252 3 24 2 13 25.14 32 0.76 

S 1 3 2 0 7 

8000 91.84 615 176 2 28 89.48 541 216 2 24 1 13 25.02 40 0.49 

S 1 3 2 0 7 

16000 95.19 417 130 2 24 91.77 450 196 2 22 2 12 25.01 66 0.41 
S 1 5 8 5 0 1000 83.95 961 262 3 40 84.66 573 238 3 40 2 21 25.14 -24 -L90 S 1 5 8 5 0 

2000 87.55 792 233 2 40 86.62 505 224 4 40 2 21 25.10 -9 -0.40 
S 1 5 8 5 0 

4000 89.60 664 215 2 40 88.22 461 213 3 40 2 21 25.00 -2 -0.05 

S 1 5 8 5 0 

8000 90.58 611 203 2 40 89.49 414 210 3 40 2 21 25.03 7 0.09 

S 1 5 8 5 0 

16000 91.63 560 200 3 40 91.55 365 200 2 40 2 21 24.99 0 0.00 

838417 1000 86.52 2734 618 4 88 84.89 1410 498 3 88 2 45 24.90 -120 -7^2 838417 
2000 87.95 2535 576 4 88 86.36 1348 484 3 88 2 45 24.93 -92 -3.57 

838417 

4000 90.24 2295 523 4 88 87.13 1314 467 2 88 1 45 24.94 -56 -L24 

838417 

8000 91.86 2077 456 3 88 88.30 1258 457 2 88 2 45 24.95 1 0.01 

838417 

16000 93.41 1875 401 3 88 88.86 1231 448 3 88 2 45 24.97 47 &29 

838584 1000 90.18 1546 260 3 56 83.75 2085 351 4 56 2 29 24.70 91 7^2 838584 
2000 91.72 1208 202 2 56 86.62 1706 291 3 56 2 29 24.78 89 4.04 

838584 

4000 93.06 908 153 3 56 89.03 1338 231 2 56 3 29 24.96 78 L88 

838584 

8000 94J^ 680 111 3 56 90.88 1039 186 2 56 2 29 24.97 75 0.92 

838584 

16000 94.99 477 73 3 56 9&30 806 149 3 56 2 29 24.96 76 0.47 

00 

1 

! 

i 
i 

Table 3.5: Comparison between the proposed dual MP-LFSR TPG and the traditional single MP-LFSR TPG [HRT''"95] -4 (O 



Chapter 4 

Low Power Test Data 

Compression 

Chapters 2 and 3 have presented two methods for reducing power dissipation 

during test using test set transformations. This chapter shows how by combining 

test set transformations with structural modifications of the circuit under test, 

even higher reductions in power dissipation during test can be obtained. 

Design for testability (DFT) based on scan and automatic test pattern generation 

(ATPG) hag been broadly accepted as a methodology that provides very high 

test coverage. The process of scan insertion and test generation is automated 

and guarantees high quality results. Conventional ATPG tools can generate test 

sets achieving almost complete fault coverage for various fault models. Figure 4.1 

shows statistical data from a recent study [BlyOl] capturing the growth of test 

data volume caused by the increasing gate counts. The volume of test data is 

one of the main parameters that determine the test time and the tester memory 

requirements [ZDROOb, RTK+02], and consequently has affects the test cost. For 

a standard scan-baaed test configuration as the one shown in Figure 4.2, the test 

data volume (TDy) can be approximated by: 

= (4.1) 
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Figure 4.1: Volume of test data vs. gate count 
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Figure 4.2: Tester and device under test 

NSCh 

chains 

where NSC is the total number of scan cells of the circuit and NSP is the number 

of scan patterns. Assuming equal length scan chains and a continuous data stream 

between the tester and the device under test, the test time (TT) can be expressed 

as a function of the test data volume as follows: 

TT (4,2) 

where NSCh is the number of scan chains of the circuit and F is the scan operating 

frequency. The last equation shows three options available for reducing test time: 
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1. increasing the test data transfer frequency (F), i.e. speeding-up the tester 

channels, 

2. increasing the number of scan chains and consequently the number 

of tester channels, and 

3. reducing the test data volume (TDy). 

The hrst two options require expensive test equipment and offer in exchange only 

a reduction in test time. However, the third option, i.e. reducing the test data 

volume, does not require any special features of the tester and reduces not only 

the test time but also the memory requirements for the tester. Consequently, 

reduction of test data volume has been targeted by several recently proposed test 

data compression methods [AN98, CCOlc, CCOlb, YTIH97]. 

A typical conhguration for scan-based test using test data compression is shown 

in Figure 4.3. The test data, stored in a compressed form on the tester, is sent to 

the device under test, where a small decoding unit decompresses the data before 

shifting it into the scan chains. The test responses shifted-out from the scan chains 

are compressed into signatures which are sent back to the tester. 

Tester channel 
Scan chain 

Response 
compressor 

Decoding 
unit 

Tester Functional module 
(IP core) 

Device under test 

Figure 4.3: Scan-based test using a test data compression scheme 

Scan-based test solutions using test data compression bring the following advan-

tages: 

# no tester modiAcations are required, 

e test time is reduced as less data is sent at the slow I/O frequency, while 

on-chip decompression runs at the internal clock frequency. 
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# tester memory requirements are lower compared to standard scan-based test 

architectures, 

# no circuit modifications are required (the decoding unit is a separate logic 

block). 

These advantages are achieved at the expense of a small area overhead required 

by the decoding and response compressor units. 

Generally, for a target fault, the ATPG tool specihes only a small number of 

scan cells, while the remaining scan positions are Elled with random values. Such 

fully specihed test patterns are more likely to detect additional faults, and can 

be stored on a tester. However, a side eEect of the random 611 is that the test 

patterns are over-specihed [RTK+02]. Test data compression methods exploit the 

presence of unspeciBed ("don't care" (DC)) bits in ATPG-generated test sets in 

order to compress the test sets. Data compression methods based on run-length 

encoding have received special attention because of their simplicity. Several run-

length encoding schemes have been recently proposed for compressing test data 

[AN98, CCOlc, CCOlb]. A common characteristic of all these approaches is that 

they use asymmetric codes, i.e. runs of Os are encoded diEerently in terms of 

encoding length from runs of Is. 

Methods such as "don't care" fill for minimum transition count [FCN+99] and 

scan latch reordering [DCPR98] have been employed for reducing power dissipa-

tion during test by reducing the number of transitions in the test sets. Thus, 

these methods generate with equal probability runs of Is and runs of Os. In conse-

quence, the resulting test sets cannot be compressed efSciently using asymmetric 

coding schemes, as it will be shown later in this chapter. This observation sug-

gested the idea of developing a symmetric run-length coding scheme, i.e. providing 

equal length codes for runs of Os and runs of Is of the same length, suitable for 

compressing low power test sets. 

The hrst objective of this chapter is to introduce a general method for converting 

asymmetric run-length coding schemes into symmetric coding schemes. The eifec-
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tiveness of the proposed transformation will be demonstrated for Golomb codes 

[G0I66]. Next, the chapter continues with an analysis of the effect of scan latch 

reordering on the compression efRciency. Based on the conclusions drawn from 

this analysis, a parametrisable scan latch reordering algorithm is proposed which 

oSFers the possibility of controlling the trade-off between power dissipation during 

test and the volume of compressed test data, according to the requirements of each 

specific application. 

4.1 Background Informat ion 

The me^nc, described in Chapter 2, will serve as a measure of 

the average power dissipation during test. Due to the strong correlation between 

WTC and the power dissipation during shift, reducing the WTC leads implicitly 

to a reduction in power dissipation during shift. 

This section provides theoretical background on Golomb codes. 

4.1.1 Golomb Codes 

In Golomb's coding scheme [G0I66], each codeword corresponds to a 

The binary coder receives a of symbols. A sequence of Os 

and Is can be treated as a sequence of binary events C and S, where C 

the run and S the run. The distribution of the random variable 

value, i.e. 0, 1, 2, . . . , is characterised by the parameter Pc' the "run continues" 

probability. The "run stop" probability, is calculated as 1 — Pc- A sequence of 

bits may be parsed into run-lengths of zero or more C events followed by a single 

S event. 

Golomb's parameterised family of codes converts ranges of probability value Pc ^ 

1/2 to a single parameter also known as the GoZomb group size, with a positive 

integer value such that the following approximation holds: 
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Binary string Run-length Golomb code 
1 0 000 

01 1 001 
001 2 010 

0001 3 Oil 
00001 4 1000 

000001 5 1001 
0000001 6 1010 
00000001 7 1011 
000000001 8 11000 
0000000001 9 11001 
00000000001 10 11010 

Table 4.1: Golomb codes for group size g = 4 

(% 
1 

2 
(4.3) 

The Golomb code corresponding to each Golomb group size ^ and run-length r 

haa two components: 

• the first component is the unary or base 1 encoding of the integer-valued 

G = r /^ . This component denotes the of the Golomb code, 

encoded as a unary number of the form of zero or more Is followed by a 

0; 

# the second component is the codeword of the integer remomcfer % — r p. 

This component denotes the of the code, encoded on bits in a binary 

base. 

For example the binary string 000001 would be encoded using ^ = 4 as lO'Ol, 

where Q and % are encoded as lOi and Olg respectively. The Golomb codes for 

run-lengths from 0 to 10 are listed in column 3 of Table 4.1 where the prefix of 

each code, if any, is shown in bold. 
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4.2 Compression Efficiency of S t a n d a r d Golomb 

Codes 

This section explains why compression methods based on asymmetric coding schemes, 

speciBcally Golomb codes, fail to compress efBciently low power test sets. 

As shown in Table 4.2, asymmetric coding schemes, such as Golomb codes, asso-

ciate short codes to runs of C events finished by an S event. The problem arises 

when a run of S events occurs in the binary string. Each S in this run is seen aa a 

zero length run of C events, and hence a Golomb code is assigned to each S event 

in the run, rather than to the entire run. Thus, while asymmetric coding schemes 

can compress efficiently data with high density of C events, their compression 

efficiency decreases as the density of S events increases. 

Attempting to exploit the asymmetry of standard Golomb codes, the approach 

proposed in [GCOla] suggested filling the DCs of incompletely specified test sets 

with values corresponding to the C event in order to improve the compression 

efi5ciency. However, filling all DCs with the same value has two undesired eEects 

on the weighed transition count, and consequently on the power dissipation during 

shift; 

« It may introduce unnecessary transitions in the scan-in vectors. This situa-

tion occurs when the fill value difiFers from the specified values adjacent to 

unspecified bits. 

# Has an uncontrollable eEect on the test responses in terms of scan-out tran-

sition count. 

Low transition test sets, obtained through transformations such as scan latch re-

ordering or DC fill for minimum transition count, contain with equal probability 

runs of Is and runs of Os. Therefore, for any of the two possible values of the 

C and S events, (0,1) and (1,0), asymmetric coding schemes will fail to compress 

efficiently such test sets. 
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The following section presents a symmetric version of the Golomb coding scheme 

for efBcient compression of low transition count test sets. 

4.3 Symmetr ic Golomb Coding Scheme 

From the observations made in the previous section it can be concluded that the 

shortcoming of the standard (asymmetric) run-length coding schemes such as the 

Golomb coding, arises from the Axed aasignment of the C and S values. In order 

to compress eHiciently test sets with balanced densities of runs of Is and runs of 

Os using run-length coding schemes it should be possible to dynamically change 

the values of the C and S events. This section presents a general method of 

converting asymmetric run-length coding schemes into symmetric coding schemes 

with improved compression e&ciency for low power test sets. 

In a nutshell, the proposed symmetric coding scheme adds a "sign bit" in front of 

the standard asymmetric code which will specify the (C,S) value pair used for the 

current code. This way, runs of Is and runs of Os of the same length will have the 

same encoding, differing only in the value of the "sign bit". While an asymmetric 

coding scheme compresses only runs of Os and it "expands" runs of Is, assuming 

(C,S) = (0,1), the proposed symmetric variant will compress both runs of Is and 

runs of Os. 

Particularising the asymmetric-to-symmetric coding scheme transformation for 

Golomb codes, a run of one or more C events ended by a S event will be encoded 

using G as the "sign-bit" followed by the asymmetric Golomb code corresponding 

to the given run-length. Columns 5 to 7 in Table 4.2 shows the "sign-bit", the 

symmetric Golomb code and its size for run-lengths in the 0 to 8 range, assuming 

(C,S) = (0,1). Prom columns 4 and 7 in Table 4.2, it can be observed that the 

symmetric codes for runs of Os are 1 bit longer than the standard asymmetric 

codes. However, the symmetric codes for runs of Is are signiScantly shorter than 

the asymmetric Golomb encodings. The proposed symmetric coding scheme over-

comes the disadvantage of standard Golomb codes by treating runs of Os and runs 
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Standard Golomb coding scheme P r o p o s e d coding scheme 
Input Run- length Code C o d e size S ign-bi t Code Code size 

1 0 000(a) 3 0 0000 4 
01 1 001 3 0 0001 4 

001 2 010 3 0 0010 4 
0001 3 Oil 3 0 0011 4 

00001 4 1000 4 0 01000 5 

000001 5 1001 4 0 01001 5 
0000001 6 1010 4 0 01010 5 

00000001 7 1011 4 0 01011 5 

000000001 8 11000 4 0 011000 5 

110 2 N/A (2 X a = 000000) 6 1 JOlO 4 
1110 3 N/A (3 X a = ...) 9 1 jOll 4 

11110 4 N/A (4 X a = ...) 12 1 ^1000 5 
111110 5 N/A (5 X a = ...) 15 1 ^1001 5 

1111110 6 N/A (6 X a = ...) 18 1 ^1010 5 

11111110 7 N/A (7 X a = ...) 21 1 ^1011 5 
111111110 8 N/A (8 X a = ...) 24 1 ^1100 5 

Table 4.2: Asymmetric and symmetric Golomb codes for group size 4 

of Is uniformly. 

The following example demonstrates the improved compression e@ciency of the 

symmetric coding scheme compared to the standard Golomb coding scheme for 

low power test sets. 

Example 11 TAe 

stondard GoZomb !;ec^or, a azze be 000' 

000' 000' 000' 000' 000' 000' ^^00^. co(fmp acAeme 

/ozZed 0̂ comprega (Ae %;eĉ or (Ae ^rom ^7 

0̂ ^0 T/ie e^codrng! o/ game fec^or gi/mmg(7ic GoZomb codmg 

gcAeme WZZ 6e^I0^.Z'O^IOOO, wAere Âe uncferZzMgĉ pogẑ zoMa repreaem^ (Ae 

TAe m (Azg cage za 6z(g za 62;(a sAo/fer (Aon (Ae 

gtoMdord og^mme^nc CoZomt emco(fm^ Zen̂ Â ond ^ 62(5 aAor^er (Aan (Ae on^mo/ 

mn-ZeMp(A. 

Figure 4.4 compares the code sizes for the asymmetric and symmetric Golomb 

coding schemes. On one hand, when using the asymmetric Golomb scheme, the 

code size for runs of Is increases linearly with the run length, while short codes are 

assigned to runs of Os. On the other hand, the proposed symmetric coding scheme 

produces equally short codes for both runs of Is and runs of Os, a feature which 
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can be exploited to efficiently compress low transition count test sets. The "un-

compressed run size" line in Figure 4.4 represents the hypothetical case when the 

coding size is equal to the run-length. Above this line no compression is achieved 

since the encoding size exceeds the run-length. It should be noted that, unlike 

standard Golomb coding which compresses only runs of Os with lengths greater 

than 3 while "expanding" runs of Is, the proposed symmetric coding scheme com-

presses both runs of Is and runs of Os for lengths greater than 4. From Figure 4.4 it 

can also be observed that the compression efficiency increases with the run-length. 

Increasing the run-lengths is equivalent with reducing the scan-in transition count, 

therefore it can be concluded that reducing the scan-in transition count improves 

the compression efficiency of symmetric run-length coding schemes. 

• Uncompressed run size 

-Compressed size for runs of Os (Goiomb) 

-A—Compressed size for runs of 1s (Golomb) 

- c — Compressed size for botli runs (proposed) 

Run-length (bits) 

Figure 4.4: Code size comparison for the asymmetric and symmetric Golomb 
coding schemes for a group size of 4 

It should be noted that, although illustrated for Golomb codes, the transformation 

of an asymmetric code into a symmetric one by augmenting the codewords with a 

sign hit, is generally applicable to any asymmetric run-length coding scheme. 
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Figure 4.5: Decoding unit for the symmetric Golomb coding scheme 

4.4 Decompression Uni t for Symmet r i c Golomb 

Codes 

This section describes the behaviour and architecture of the on-chip decompres-

sion unit for the proposed symmetric coding scheme. The starting point for the 

proposed on-chip decompression unit is the decoder for Golomb codes presented 

in [CCOla], which can be implemented using a finite state machine (FSM) and 

a counter [CCOla]. As mentioned earlier, the symmetric coding scheme adds a 

sign-bit in front of the standard Golomb code in order to provide a short and uni-

ted encoding for runs of Os and runs of Is. The changes made to the asymmetric 

Golomb decoder in order to account for the sign-bit consist of: 

® one extra state in the decoder FSM, 

# one extra Eip-dop (xFF), and 

one XOR gate added to the decoder architecture. 
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so 
inputs / outputs 

b i t j n , rs / en, out, inc, v, load extra state 
--/1-000 

--/1-001 

1-/00110 
-0/00110 

82 

0-/1-000 
-1/1-000 1-/00110 

83 

0-/1-000 

84 
1-/10010 

85 86 - /11010 
1 -/00010 

87 1-/00010 

0-/00010 

0-/0-000 

-/00010 

88 

Figure 4.6: FSM for the symmetric Golomb code decoder (group size 4) 

The architecture of the modified decoder is shown in Figure 4.5 and the extended 

FSM is shown in Figure 4.6, where the notations are the same with those used in 

[CCOla]. The bitJn line is the input of the FSM for the compressed binary string. 

The en line signals when the decoding unit is ready to load a new bit. The inc 

line is used to increment the counter and the rs signal indicates that the counter 

has finished counting. The out line is the decoded output and the v line indicates 

when the output is valid. The additional load signal is used to load the sign-hit 

into xFF. SO' marked in Figure 4.6 represents the extra FSM state. For each new 
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Golomb code, the extra state will set the value of xFF to 0 or 1 according to the 

sign-bit. After loading the sign-bit into xFF, the FSM loads from the bit in line 

the remaining bits of the code, corresponding to the asymmetric Golomb code, and 

starts the decoding process. States SO, SO', SI, S2, S3 and S4 correspond to the 

decoding of the Golomb code prefix, .i.e. the quotient Q defined in Section 4.1,1. 

States S5 to S8 handle the decoding of the Golomb code tail, i.e. the remainder 

IZ defined in Section 4.1.1. As the Golomb code is decoded, a run of Os of the 

appropriate length is generated by the FSM on the out line. The value of the out 

line is XOR-ed with the value of the sign-bit stored in x F F in order to produce 

the correct binary string which will be fed into the scan chain. 

Figure 4.7 shows simulation waveforms for a symmetric Golomb decoding unit for 

group size 4. The scanindata signal represents the output of the XOR gate in 

Figure 4.5 and the cnt signal shows the content of the log2m-hit counter. 

Compressed bit sequence ; (i) (ij o (6 _ o) @ '̂ i, 
(din) i \ \ 

fP-

1 1 0 0 1 1 

• i . 4e iLaec / , c iK 

#|.̂ 8st_dec/rs 

Aest_clec/din 

AwLdec/ea 
g||/tesLdec/inc 
• l / t e s U e c / l p a d s i g n t J l l 

/ lMLdec/# lQnbl ! 

/ t M L d a c / K a w n d a m 

ABA dec/cm 

N—lx"lN 
0 B#K 2267 W 

11111110 Decompressed bit sequence : 
(scanindata) 

Figure 4.7: Simulation waveforms for the symmetric Golomb decompression unit 

Post-synthesis reports show that the area overhead of the decompression logic for 

the symmetric coding scheme for group size 4, when compared to the architecture 

presented in [GGOla], is 10 gates and 1 flip-flop, which represents an approximately 
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30% increase in the area of the decoder. This fraction decreases as the group size 

increases. 

4.5 Weighted Scan Latch Reorder ing (W-SLR) 

In the previous sections it was shown that symmetric coding schemes are efhcient 

for compressing scan-in vectors with low transition count. Unlike compression, 

power dissipation during shift depends not only on the scan-in transition count 

but also on the scan-out transition count. Although DC fill methods can be used 

to reduce the scan-in transition count, their eifect on the scan-out transition count, 

and implicitly on the amount of power dissipated during shift, is uncontrollable. 

Therefore, in order to reduce power dissipation during shift, both scan-in and 

scan-out vectors need to be considered. Scan latch reordering (SLR) algorithms 

[DCPR98] have been proposed to reduce the power dissipation during shift. Exist-

ing SLR algorithms target reduction of the overall (scan-in and scan-out) transition 

count in the scan chain, which does not necessarily imply minimum scan-in tran-

sition count. It was shown in Section 4.3 that reducing the scan-in transition 

count, i.e. increasing in length the runs of Os and Is improves the compression 

when using a symmetric run-length coding scheme. Therefore, a SLR algorithm 

which would target both overall and scan-in transition count reduction would re-

duce power dissipation during shift and simultaneously improve the compression 

elBciency, thus reducing the tester memory requirements. A parameterisable SLR 

algorithm which allows (Ae o/gcoM-m 

aztwn and consequently over the compression eSBciency, is presented in the 

following. 

Due to the strong correlation between the weighted transition metric defined in 

Chapter 2 and the average power dissipation during shift, reducing the average 

power dissipation during shift is equivalent to reducing the average scan-in and 

scan-out weighted transition counts. Since scan latch reordering is known to be 

a N f — problem [DCPR98], exact algorithms for solving it are intractable. 
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Therefore, a greedy heuristic will be used to find a close-to-optimal solution to 

this problem. The proposed heuristic consists of reordering the columns in the 

test set such that the Hamming distance between adjacent columns is reduced. 

The suitability of this heuristic is proven by representing the average WTC in 

terms of the Hamming distance between the adjacent columns in the test set: 

N m~l 

= E E (yfU) ® V.'(j + l))(m - j)/N 

m—l N 

= E E ( y f u ) ® yni + 1 ) ) ( « -
j=l i=l 

m—l 

= ^ - j ) / N (4.4) 

where Co/j represents the column in the test set (the transposed vector con-

taining the bits on the position in the test vectors), Ho77im(Go/_,, Go/(j+i)) 

is the Hamming distance between columns Gofj and and acaM-j; stands 

for scan-zM or acon-ou(. The boundaries of the solution space deSned by the test 

data compression efBciency and the average power dissipation during shift can be 

identified by the following two cases: 

# pomer - achieved when scan-in and scan-out transitions 

are considered with equal weights during scan latch reordering; in this case, 

lower compression may be achieved since the SLR algorithm reduces the over-

all number of transitions (scan-in and scan-out), which does not necessarily 

lead to the minimum transition count in the scan-in vector set; 

# maximum, compregatom - attained when the scan-out transitions are com-

pletely neglected during scan latch reordering, the algorithm in this case 

aiming to minimise only the scan-in transition count; the scan power dis-

sipation in this case may be higher than in the previous case due to the 
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undetermined eEect of scan-in-only driven scan latch reordering on the scan-

out transition count; 

In order to explore this solution space, the proposed SLR algorithm uses a parame-

terised cost function. It was shown in Section 4.2 that scan-in transitions inSuence 

the compression efBciency and the scan-in component of the power dissipation dur-

ing shift, while the scan-out transitions contribute only to the scan-out component 

of the power dissipation during shift. Therefore, a variable weight E [0,1] is 

introduced as parameter of the cost function to control the effect of the scan-out 

transitions on the minimisation objective: 

x (4-5) 

The proposed weighted scan latch reordering (W-SLR) algorithm is described in 

Algorithm 3. It starts by selecting the Grst column, Co/o, from the initial test set 

as the starting point for the reordered test set T'6'reord- k each of the follow-

ing iterations, the algorithm searches the columns which are not already in 

and selects the column Co/j which minimises the distance Co/j, 

to the last column Co/poa added to T '̂reord- The distance between two columns 

CoZi and CoZj is computed using 

k&scan—inset 

W x ^ (4.6) 
kescan—outset 

The algorithm stops when all the columns in had been added to T'5'reord-

The complexity of the W-SLR algorithm is 0(Mm(o^(m)), where M is the number 

of test patterns and m is the width of the test patterns. 

When = 1, the scan-out transitions have equal contribution with the scan-in 

ones to the minimisation objective. Therefore, in this case the W-SLR algorithm 

will minimise the overall transition count, ylup(M^!rCacon-in) + ^^^(^^C'acon-ou()^ 

Maximum reduction in the overall transition count, and consequently in power dis-
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Algor i thm 3 Proposed scan latch reordering algorithm 

INPUT: initial test set 
OUTPUT: reordered test set TS'reord 

1 TS'reord = 0 
2 add Co/o from to T5'reord 
3 Pos 0 

4 while 3c|c e AND c ^ T'5'reord 
5 find Colj ^ TSreord such that 

6 add CoZj to TŜ reord 
7 Pos <— Pos + 1 
8 end while 

sipation, is achieved, however, at the expense of potentially lower compression. At 

the other extreme, VK = 0, the W-SLR algorithm considers only the scan-in tran-

sitions, which leads to the minimum scan-in transition count, 

and thus maximum compression. Intermediate values of W represent solutions 

between these two extremes. 

Since test data compression targets only the scan-in test set, while transitions in 

both the scan-in and scan-out test sets contribute to the average power dissipa-

tion during shift, the following conclusions can be derived. Firstly, symmetric 

run-length coding schemes exceed standard asymmetric coding schemes in terms 

of compression efSciency. Secondly, controlling the transition distribution between 

the scan-in and scan-out test sets during scan latch reordering is essential for im-

proving the compression eSciency simultaneously with reducing power dissipation 

during shift. 

4.6 Experimental Results 

This section presents an experimental analysis of the symmetric Golomb coding 

scheme and of the weighted scan latch reordering algorithm (W-SLR). Several ex-
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periments have been performed on the full-scan versions of the largest six ISCAS89 

benchmarks [BBK89] and their test sets generated using MinTest [IGA] and 0 DC 

611. Two software tools have been developed in order to produce the experimental 

results reported in this chapter. The hrst tool performs test data compression 

using the asymmetric and symmetric Golomb coding schemes. The second tool 

performs the W-SLR algorithm on precomputed test sets. 

Several low transition count test sets have been derived from the 0 DC Slled 

MinTest sets using the W-SLR algorithm for a wide range of values of the weight-

ing parameter E [1/30,1]. = 1/30 was chosen aa lower bound for based 

on the empirical observation that test data compression hardly improves for val-

ues of below this limit. In order to compare the compression efhciency of the 

standard asymmetric Golomb coding scheme used in [CCOla] and the symmetric 

Golomb coding scheme presented in Section 4.3, both methods have been applied 

on all test sets generated using the W-SLR algorithm. The compression ratios 

obtained using the asymmetric and symmetric (gC?7ip) Golomb coding 

schemes, the scan-in WTC and total WTC for each of these 

experiments are reported in Table 4.3. The scan-in WTC is reported in 

order to illustrate the effect of the weighting parameter Vy on the distribution of 

transitions between the scan-in and scan-out sets. The last two columns show the 

improvements in compression ratio and WTC obtained using the proposed W-SLR 

algorithm in conjunction with the symmetric Golomb coding scheme when com-

pared to the results of the method proposed in [CCOla], shown in the second and 

third column. For example, in the case of circuit s35932, the combination between 

the W-SLR algorithm and the symmetric Golomb coding scheme improves by 97% 

the compression ratio and by 87% the reduction in the overall WTC over the results 

of the method in [CCOla]. Columns 5 and 6 of Table 4.3 show the compression 

ratios achieved using the symmetric and respectively asymmetric Golomb coding 

schemes. The compression ratio achieved using the symmetric coding scheme is al-

ways higher than the compression ratio corresponding to the standard asymmetric 

coding scheme, which proves that the symmetric scheme is more efficient in com-

pressing low power test sets than the standard Golomb coding scheme. Columns 5 
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and 7 in Table 4.3 show the relation between the scan-in WTC and the compres-

sion eHiciency of the symmetric coding scheme. The compression achieved using 

the symmetric scheme improves as the scan-in WTC decreases. 

C U T 

0 D C [CCOla] 0 D C & W - S L R I m p r o v e m e n t 

C U T 

g C m p ( % ) W T C a l l W 

s C m p 
(%) 

g C m p 
(%) 

W T C i n W T C a l l 

g C m p 
(%) 

W T C a l l 
(%) 

85378 37.11 10964 1 41.93 36.12 2352 4811 4.82 56.12 85378 37.11 10964 

1/2 44.19 36.04 2152 5005 7.08 54.35 

85378 37.11 10964 

1/3 46.61 35.82 2066 5159 9.50 52.94 

85378 37.11 10964 

1/4 47.01 35.82 1973 5425 9.90 50.51 

85378 37.11 10964 

1/5 47.46 35.87 1956 5553 10.35 49.35 

85378 37.11 10964 

1/6 48.49 35.79 1912 5651 11.38 48.45 

85378 37.11 10964 

1/7 48.59 35.76 1878 5885 11.48 46.32 

85378 37.11 10964 

1/8 48.64 35.79 1882 6053 11.53 44.79 

85378 37.11 10964 

1/9 49.03 35.73 1866 5920 11.92 46.00 

85378 37.11 10964 

1/10 49.39 35.77 1841 5895 12.28 46.23 

85378 37.11 10964 

1/15 49.62 35.76 1820 6562 12.51 40.14 

85378 37.11 10964 

1/20 49.67 35.75 1864 6997 12.56 36.18 

85378 37.11 10964 

1/25 49.99 35.74 1845 7405 12.88 32.46 

85378 37.11 10964 

1/30 50.21 35.64 1835 7996 13.10 27.07 

89234 45.26 17207 1 48.43 43.52 2892 6830 3.17 60.30 89234 45.26 17207 

1/2 49.38 43.32 2607 6986 4.12 59.40 

89234 45.26 17207 

1/3 51.49 43.20 2457 7261 6.23 57.80 

89234 45.26 17207 

1/4 52.27 43.22 2609 7832 7.01 54.48 

89234 45.26 17207 

1/5 52.63 43.17 2521 7751 7.37 54.95 

89234 45.26 17207 

1/6 52.82 43.15 2523 8089 7.56 52.99 

89234 45.26 17207 

1/7 53.22 43.15 2463 8609 7.96 49.96 

89234 45.26 17207 

1/8 53.31 43.16 2308 8267 8.05 51.95 

89234 45.26 17207 

1/9 53.58 43.11 2436 8709 8.32 49.38 

89234 45.26 17207 

1/10 54.59 42.99 2564 8764 9.33 49.06 

89234 45.26 17207 

1/15 54.56 42.98 2548 9935 9.30 42.26 

89234 45.26 17207 

1/20 54.64 43.00 2538 9774 9.38 43.19 

89234 45.26 17207 

1/25 54.91 42.96 2522 9886 9.65 42.54 

89234 45.26 17207 

1/30 55.04 42.95 2507 10588 9.78 38.46 

813207 79.74 48235 1 83.95 79.22 3937 11671 4.21 75.80 813207 79.74 48235 

1/2 85.34 79.13 3293 12395 5.60 74.30 

813207 79.74 48235 

1/3 85.57 79.13 3119 13035 5.83 72.97 

813207 79.74 

1/4 86.00 79.11 2966 13285 6.26 72.45 

813207 79.74 

1/5 86.09 79.09 2965 13570 6.35 71.86 

813207 79.74 

1/6 86.15 79.09 2933 13743 6.41 71.50 

813207 79.74 

1/7 86.14 79.09 2938 13896 6.40 71.19 

813207 79.74 

1/8 86.16 79.08 2920 14981 6.42 68.94 

813207 79.74 

1/9 86.25 79.08 2883 14848 6.51 69.21 

813207 79.74 

1/10 86.31 79.08 2840 15061 6.57 68.77 

813207 79.74 

1/15 86.47 79.09 2794 14780 6.73 69.35 

continued on next page 
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C U T 

0 D C [CCOla] 0 D C & W-SLR Improvement 

C U T 

gCmp(%) WTCal l W 

sCmp 
(%) 

gCmp 
(%) 

W T C i n W T C a l l 

gCmp 
(%) 

WTCall 
(%) 

1/20 86.57 7&07 2763 16059 6.83 6&M 

1/25 8&47 7949 2754 15908 6.73 M ^ l 

1/30 8&49 7&08 2748 16353 &75 66.09 

S15850 62.83 49632 1 7L55 6L50 6339 18406 8.72 62.91 S15850 62.83 49632 

1/2 73.65 6L34 5514 19114 10.82 61.48 
S15850 62.83 49632 

1/3 74^5 6L32 5394 20186 11.62 59.32 

S15850 62.83 49632 

1/4 74^9 6L30 5287 20797 1L86 58.09 

S15850 62.83 49632 

1/5 N ^ 9 6L28 5200 21258 12.06 57.16 

S15850 62.83 49632 

1/6 75.11 6L27 5071 21624 12.28 56.43 

S15850 62.83 49632 

1/7 74.69 6L29 5119 20765 1L86 58.16 

S15850 62.83 49632 

1/8 %^9 6L25 5055 21403 12.26 56.87 

S15850 62.83 49632 

1/9 75.00 6L28 5085 21792 12.17 56.09 

S15850 62.83 49632 

1/10 75.26 6L28 5028 22025 12.43 55.62 

S15850 62.83 49632 

1/15 75.59 6L26 4%7 22982 12.76 53.69 

S15850 62.83 49632 

i^m 75.97 6L25 4849 25071 13.14 49.48 

S15850 62.83 49632 

1 ^ 5 75.82 6L25 4M6 25391 12.99 48.84 

S15850 62.83 49632 

l^W 6L26 4M^ 24110 13.01 51.42 

835932 -2.63 113481 1 93.95 -6.39 5204 14422 96.58 8r% 835932 -2.63 113481 

1/2 95.01 -6.38 4 ^ ^ 14473 97.64 87.24 
835932 -2.63 113481 

1/3 95.11 -6.38 5M0 15657 9 A ^ 86.20 

835932 -2.63 113481 

1/4 95.11 -6.38 5300 15657 9 ^ ^ 86.20 

835932 -2.63 113481 

1/5 95.11 -6.38 5M0 15657 9 r ^ 86.20 

835932 -2.63 113481 

1/6 95.11 -6.38 &W0 15657 97.74 86.20 

835932 -2.63 113481 

1/7 95.11 -6.38 5%0 15657 97.74 86.20 

835932 -2.63 113481 

1/8 95.11 -6.38 &M0 15657 97.74 86.20 

835932 -2.63 113481 

1/9 95.11 -6.38 5300 15657 97.74 86.20 

835932 -2.63 113481 

1^^ 95.11 -6.38 5M0 15657 97.74 86.20 

835932 -2.63 113481 

1^^ 95.11 -6.38 5M0 15657 97.74 86.20 

835932 -2.63 113481 

l^W 95.11 -6.38 5M0 15657 97.74 86.20 

835932 -2.63 113481 

1 ^ 5 95.11 -6.38 &W0 15657 97.74 86.20 

835932 -2.63 113481 

l^W 95.11 -6.38 &W0 15657 97.74 86.20 

B3&417 28.38 502791 1 72.01 26.21 40198 131984 43.63 ^ ^ 4 B3&417 28.38 502791 

1/2 74.03 26.11 32605 134734 45.65 73.20 
B3&417 28.38 502791 

1/3 74.67 26.08 32234 139328 46.29 72.28 

B3&417 28.38 502791 

1/4 74.84 26.08 31674 142387 46.46 71.68 

B3&417 28.38 502791 

1/5 75.02 26.08 30923 145764 46.64 71.00 

B3&417 28.38 502791 

1/6 75.35 26.09 30149 147974 46.97 %^6 

B3&417 28.38 502791 

1/7 75.33 26.08 30586 150202 46.95 70.12 

B3&417 28.38 502791 

1/8 75.54 26.06 28989 153943 47.16 69.38 

B3&417 28.38 502791 

1/9 75.62 26.05 30636 152950 47.24 69.57 

B3&417 28.38 502791 

1/10 75.72 26.04 29180 156363 47.34 68.90 

B3&417 28.38 

1/15 75.90 26.03 28931 167707 47.52 6&M 

continued on next page 
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0 D C [CCOla] 0 D C & W - S L R Improvement 

C U T s C m p g C m p g C m p WTCal l 

gCmp(%) Vt^TCaU W (%) (%) W T C i n W T C a l l (%) (%) 

1/20 76.04 26.04 27930 176566 47.66 6^M 

1/25 75.99 26.03 28423 176898 47.61 64.81 

1/30 76.05 26.04 28124 177848 47.67 64.62 

Table 4.3: Experimental results 

II 
1 1 
i l 

65 • 

WTC reduction (%) 

Compression - asymmetric (%) 

Compression - symmetric (%) 

70 -

75 -

8 0 -

85 • 

10 15 

Weight (W) 

20 25 30 

Figure 4.8; Experimental results for circuit sl3207 

Figure 4.8 illustrates for circuit sl3207 the relation between the compression ratios 

achieved with the asymmetric and the symmetric coding schemes, and the reduc-

tion in the overall WTC achieved through W-SLR. It should be noted that W-SLR 

has a minimum impact on the compression efficiency of the standard asymmetric 

coding scheme. This is because in this case, the compression is mostly dependent 

on the density of S events in the test set, which is not affected by the W-SLR 

algorithm. However, the compression efficiency of the symmetric coding scheme 

improves asymptotically as W increases. As the improvement in the overall WTC 

decreases almost linearly with the variation of W, it can be concluded that the 

optimum solution in terms of both compression efficiency and power dissipation is 

obtained for VF e [1/5,1/3] in this case, i.e. the point where the steep increase of 
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the compression ratio ends. 

4.7 Concluding Remarks 

This chapter has addressed the problem of compressing low power test sets. It was 

shown that symmetric run-length coding schemes are more efhcient than asymmet-

ric schemes in compressing low power test sets. A general method for transforming 

asymmetric run-length coding schemes into symmetric ones has been presented. 

Moreover, the parametrised scan latch reordering algorithm presented in Section 

4.5 allows the core designer to select the optimum scan latch order in terms of 

compression and power dissipation during test. 



Chapter 5 

Low Power Scan Architecture 

Chapters 2 and 3 have presented methods for reducing power dissipation during 

test based on test set transformations. In Chapter 4, test set transformations are 

combined with structural modifications of the circuit under test, in order to reduce 

power dissipation during test. This chapter will present a purely structural, and 

thus test set independent, method for reducing power dissipation during test. 

Scan architectures represent an attractive solution for both built-in and external 

testing of digital integrated circuits (IC). As explained in Chapter 1, a scan-baaed 

test cycle has two distinct cycles: shift and capture. Shifting a test pattern into 

the scan chain occurs simultaneously with the shifting out of the circuit response 

for the previous test pattern. In the capture cycle, the test pattern, loaded in the 

the scan chain during the shift cycle, is applied to the circuit under test and the 

response of the circuit is captured into the scan chain. 

Limited battery capacity, high cooling costs and circuit reliability are only some of 

the factors which made necessary to consider power consumption during IC design 

[Ped96]. Clock gating is probably the most efhcient and commonly used approach 

for reducing power dissipation at register-transfer and logic level [EBOO], [SynOlc]. 

However, traditional scan insertion cancels during test the effect of clock gating 

logic [EBOO]. During scan testing, clock gating logic is disabled and hence all Rip-

Bops in the design aze clocked in every clock cycle. During normal operation only 
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the Eip-Hops which have to be updated are clocked, while all remaining Sip-Aops 

are disabled by clock gating logic. Hence, internal switching activity during testing 

can exceed the level corresponding to the normal operation of the circuit. Sustained 

intense switching activity causes overheating and electro-migration which can per-

manently damage the chip under test or seriously affect its reliability. Moreover, 

the effects of paraaitic resistance on power supply rails - combined with the large 

current drawn from the power grid by the large number of internal nodes which 

switch at the same time - reduce the voltage delivered to cells. Ignoring the effect 

of this reduction in voltage - referred to as IR drop - increases the probability of 

noise-induced test failures. Fixing IR drop-related problems requires redesigning 

the power grid, and hence a design re-spin. Given today's tight market windows 

and high costs of re-spin it is desirable that such late design failures are preempted 

if possible from early design stages. 

Several methods aiming to solve power-related problems associated with scan-

based test have been proposed recently. They fall into the following broad cate-

gories: 

Min imum transi t ion don ' t care fill [CCOld], These methods assign values 

to don't cares in test patterns in order to reduce the number of transitions in the 

scan-in vectors, and hence the shift power component caused by scan-in transitions. 

These methods have no direct control over the number of transitions in the scan-

out vectors, thus overall reduction in power cannot be guaranteed. Moreover, these 

methods do not address peak power problems during the capture cycle. 

Power conscious A T P G algori thms [WG98, SOTOO, ST02a]. These are spe-

cial ATPG algorithms which aim to decrease the number of transitions in scan-in 

and scan-out vectors for shift power reduction, and also to decrease the Hamming 

distance between test stimulus vectors and the corresponding test response vec-

tors for capture cycle power reduction. These ATPG algorithms, while overcoming 

the shortcomings of minimum transition don't care hlling methods, are very com-

plex and the resulting test sets are generally much larger compared to test sets 

generated with regular ATPG algorithms. 
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Special scan cells [GW99, ST02b]. The approach proposed in [GW99] inserts 

blocking logic on the outputs of the scan cells in order to block the shift ripple 

at the inputs of the circuit. Although this method reduces substantially power 

dissipation during the shift cycle, it introduces undesired delay on the data path 

due to the blocking logic which has a negative impact on circuit's performance. 

The work presented in [ST02b] improves the solution from [GW99] by inserting 

blocking logic only on the outputs of a limited number of Aip-Aops which are not 

on critical paths. The blocking logic is disabled/enabled in two additional clock 

cycles inserted before/after the capture clock. This way the switching caused by 

enabling/disabling the blocking logic does not add to the switching caused by the 

test response capture. Neither of these approaches addresses the problem of peak 

power during capture cycles. 

Scan chain part i t ioning [BGG+01, WheOO, SBWOl, NAH02]. The method pro-

posed in [BGG'̂ 'Ol] uses two non-overlapping clocks running at half the frequency 

of the main clock, to operate the odd and the even scan cells of the scan chain. 

This technique reduces shift power dissipation by a factor of approximately two, 

without aEecting the testing time or the performance of the circuit. The approach 

proposed in [NAH02] splits the scan chain into multiple segments based on a com-

patibility relation between the Sip-Sops and activates only one segment in each 

shift clock. An extra test vector, computed using a special ATPG algorithm, is 

applied during the shift cycle to the primary inputs of the circuit under test in 

order to further reduce switching due to the shift ripple. A simpler yet very ef-

Scient approach, hrst proposed in [WheOO] and extended later in [SBWOl], splits 

the scan chain into length-balanced segments and enables only one segment in each 

shift clock. The maximum number of scan cell outputs which are rippling in each 

shift clock can be tuned by selecting the appropriate number of scan segments. No 

blocking logic is inserted on the stimulus path, thus the performance of the design 

is not aSected. Moreover, this method reuses test sets generated for standard scan 

architectures, hence it does not require special ATPG algorithms. Operating only 

during shift cycles (which dominate the overall testing time), these methods re-

duce the average power dissipation, hence eliminating the risks of overheating and 
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electro-migration. However, in all these approaches the capture clock is applied 

simultaneously to all scan cells, leaving the designs prone to noise-induced test 

failures during capture cycles. 

New approaches, easily integrable into existing automated design Hows, for re-

ducing switching activity not only during shift cycles but also during capture 

cycles are needed in order to provide a comprehensive and practical solution to 

the power-related problems associated with scan-based testing. Methods based 

on scan chain partitioning [BGG+01, WheOO, SBWOl, NAH02] appear to be efh-

cient solutions in terms of shift power reduction vs. area overhead and integrabil-

ity into existing design Sows. Hence these methods deserve further investigation 

and provide the foundation for the work presented in this chapter. In Section 

5.1, a new scan architecture is proposed with the aim of reducing both shift and 

capture power dissipation. Basically, the scan chain is split into a given num-

ber of length-balanced segments, and only one segment is enabled during each 

test clock (shift or capture) through the use of a clock gating scheme. Unlike 

standard scan architectures and previously proposed low power scan architectures 

[GW99, SBWOl, WheOO, NAH02], which apply the capture clock at the same time 

to all scan cells, the proposed scan architecture applies sequentially the capture 

clocks to the segments of the scan chain. The test response is captured over a num-

ber of clocks, given by the number of scan segments. The proposed architecture 

reduces not only shift power but also capture power, thus eliminating the risks 

of overheating and electro-migration as well as the risk of high IR drops during 

capture cycles. An algorithmic procedure for assigning Hip-flops to scan chain seg-

ments enables reuse of test vectors generated for single-clock capture. Hence, the 

proposed low power scan architecture does not require special ATPG algorithms 

to handle the multi-clock capture cycle. Section 5.2 explains how the proposed 

method can be applied to multiple scan chain designs. Section 5.3 presents exper-

imental results on several benchmark circuits. 
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5.1 Scan Archi tec ture with Mutua l l y Exclusive 

Scan Segment Activation 

With the goal of reducing the number of scan cells which are switching simulta-

neously during testing, the method presented in this chapter splits the scan chain 

into a given number of length-balanced segments, and enables only one scan seg-

ment during each test clock. At each shift clock, a test stimulus bit is shifted into 

the active scan segment while a test response bit from the previous test pattern is 

shifted out from the scan segment. Unlike all previously proposed methods based 

on scan chain partitioning, instead of applying the same single capture clock to all 

Sip-flops in the design, this scan architecture captures the test response for each 

test pattern over a sequence of clocks cycles, one for each scan segment. Hence, 

only a fraction - given by the length of the scan segments - of the Sip-Hops in 

the design will be active in each test clock. This limits the maximum number of 

Sip-Hops which can toggle simultaneously, and consequently both shift and capture 

clock cycles will generate only a limited amount of switching activity in the circuit. 

This method, replacing standard scan insertion, reduces both average and peak 

power dissipation during test. This enables shifting of test data at high frequencies 

without the risk of overheating the chip under test, and also eliminates the risk of 

noise-induced test failures, hence avoiding unnecessary re-spins of the design. 

Figure 5.1 presents the proposed low power scan architecture. The scan chain 

is divided into N length-balanced segments. If the number of scan cells is not 

a multiple of N, the sum of the diEerences between the scan lengths is upper 

bounded by N-1 (the maximum remainder of division by N). In order to account 

for the small length differences between the scan segments without increasing the 

complexity of the scan control unit, the test vectors are padded with dummy 

bits corresponding to the "missing" Sip-Sops from the shorter scan segments, as 

shown in Figure 5.2. The maximum number of padding bits, i.e. N-1, is much 

smaller than the length of the scan chain, hence these extra bits will not affect 

severely neither the testing time nor the test data storage requirements. All scan 
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Figure 5.1: Scan architecture with mutually exclusive scan segment activation 
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Figure 5.2: Compensating length differences among scan segments 

segments share the same scan-in (gcan_m) and scan-enable signals, 

but each scan segment has a separate clock signal(acGn_cZA/i^, The 

scan segment outputs are connected to the global scan-out line through 
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tri-state buffers controlled by mutually exclusive signals (gcoM_aepmenLae^ec /̂î , 

2=0,N-j). Hence, at the boundaries of the circuit, the low power scan chain 

appears as a normal scan chain, with standard scan-speciGc I/O signals (scan_m, 

gcan_eMG6Ze and gcaM_ow(). The scan control unit generates N mutually-exclusive 

clock signals for the N scan segments. A possible implementation of the scan 

control unit shown in Figure 5.3(a), consists of a modulo N counter, a decoder 

and clock gating logic. At each test clock the active output of the decoder selects 

the scan segment which will receive the shift or capture clock. Mutually exclusive 

clock signals for the scan segments are generated by AND-ing 

the system clock (c/A;) with the segment selection signals 

The size of the scan control unit depends only on the number of scan 

segments, thus it is not affected by the size of the design. 

Figure 5.3(b) shows the simulation waveforms for the scan control unit for a 

low power scan chain architecture with three scan segments. During test mode 

(^eaLmode = 1), the three clock signals are mutually exclusive during both shift 

and capture. Initially (t = 0ns), the scan chain is in shift mode (acon_eMo6Ze = 

l). The scan segments are clocked in a cyclic sequence (segment 0, segment 1, 

segment 2, segment 0, ... ) until ail bits of a test pattern are loaded into the scan 

chain. At t = 360ns, the test pattern has been fully loaded into the scan chain, 

and the architecture is put into capture mode by asserting low the 

signal. Three capture clocks are applied in sequence, one for each scan segment. 

After the hrst capture clock (gcoM_cZA;/6y = 0 - 1 - 0 ) , the 6rst third of the circuit 

response is latched into segment 0, in the second capture clock (acon-cZA/̂ y = 0 

- 1 - 0), another third of the test response is stored into segment 1, and in the 

third and last capture clock (acon_cZA;/̂  = 0 - 1 - 0 ) , the last part of the circuit 

response is stored into segment 2. The multi-clock capture cycle is the fundamen-

tal difference between this approach and all previously proposed low power scan 

architectures, which capture the entire test response in a single clock. While in 

the case of single-clock capture, all flip-Sops in the scan chain can change their 

^One possible solution for making the scan control unit testable is to scan its sequential part, 
i.e. the flip-flops of the modulo-N counter, and add observation points on its outputs {scau-clkfO-
(N-1)] and scan.segmenLselect[0-(N-l)]). 
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fvfĴ lW 
0 ns t o 6 0 0 ns 
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Figure 5.3: Control unit for low power scan chain architectures 

values simultaneously, the multi-clock capture cycle allows at most 1/N of the flip-

flops in the design to change their value simultaneously. After N capture clocks, 

the entire test response is available in the scan chain, and a new shift cycle can 

start. During normal operation {test-mode = 0), all three clocks are mapped to 

the system clock. Clock gating circuitry corresponding to the normal operation 

mode should be built on the scau-dk signals and it should be disabled by asserting 
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high the ^eaLmode signal. 

As the scan segments are length-balanced and only one scan segment is active 

during each test clock, the number of simultaneously active Eip-flops - i.e. the 

sources of switching activity in the circuit under test - can be tuned at scan in-

sertion by selecting the appropriate number of segments for the scan chain. It 

should be noted that increasing the number of scan segments also increases the 

number of capture clocks, and hence the overall test time. However, the increase 

in test time is insignificant for circuits with long scan chains where the test time 

is dominated by the shift cycles. For example, for a circuit with a 1,000 flip-flop 

scan chain, partitioning the scan chain into two segments will reduce the number 

of simultaneously active scan cells to 50% while increasing the length of a test 

cycle by only one extra capture clock, which represents 0.1% of the original test 

time. 

5.1.1 S t ruc tu ra l Dependencies and C a p t u r e Violations 

In order to reuse test stimulus and test responses generated using traditional ATPG 

tools for single-clock capture cycles, it is necessary to ensure throughout the multi-

clock capture cycle that stimulus data bits are overwritten with test response bits 

only after they have become unnecessary. In this section, the structural dependen-

cies between the flip-flops in the design are analysed in order to identify potential 

problems. Consider the situation shown in Figure 5.4. The test response bit which 

will be captured in flip-flop FF2 depends on test stimulus bit hold by flip-flop FFl 

due to the existing combinational path from FFl to FF2. 

Defini t ion Flip-flop FF2 is said to "depend" on flip-flop FFl if there is a com-

and/or 

Defini t ion A test stimulus bit hold by a flip-flop FF is said to be "necessary" 

(Aere are o(/ier /Zip-yZops m t/ie (fesipn wMcA depend o/i F F /lotie nof 

receded cttrren^ c?/cZe. 

According to the timing diagram shown in Figure 5.4, F F l and FF2 are assigned 



5. j. NEW 1,0W POWER SCAN ARCmTECTl/RE 111 

to different scan segments, and hence their capture clocks do not occur simultane-

ously. As PF2 depends on PFl , after applying the capture clock to FFl = 0 

- 1 - 0 ) , the value held by FFl, representing stimulus data for FF2, is overwritten 

with the test response bit. 

DeSnition TAe wAeM o cZocA; app/W a m (Ae dgazpM 

a necesgan/ zg re/erred (o oa o 

Logic Logic 

clk2 clk1 

FF1 FF2 Logic 

cll<1 

clk2 

' - 4 -

' Capture cycle ' 

Figure 5.4: Capture violation example 

The structural dependencies between Sip-flops in the design have to be analysed 

in order to identify all possible "capture violation" situations. For this purpose, a 

structural dependency graph (SDG) can be derived from the net list of the design. 

Each node in the SDG corresponds to a Eip-Eop in the design, and a directed edge 

from node to node means there is a combinational path from Sip-Gop to 

Sip-Sop'V^ . According to the SDG model, depends on Vj, if there is a path in 

the SDG from ^ to In case of a bidirectional dependency between two nodes 

and i.e. and Vj belong to a cycle in the SDG, Sip-flops and Vj must 

receive the same capture clock in order to avoid a "capture violation" situation. 

Generalising this observation, all nodes from a coMMecW component (or 

simply compoMen^) [Gib99] of the SDG must share the same capture clock. 

UBRARY * 
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as there is a path between each pair of nodes of a strong component. Consider for 

example the SDG shown in Figure 5.5. Nodes FF4, FF5, FF6, FF7 and FF8 form a 

strong component as there is a path between each ordered pair of them. Applying 

the capture clock to one of these flip-flops before applying it to the others will 

result in a capture violation. For example, capturing first in FF4 will overwrite 

the test stimulus needed by FF5, FF6 and FF8, and so on. Therefore, flip-flops 

FF4, FF5, FF6, FF7 and FF8 must be assigned to the same scan segment in order 

to receive the same capture clock. 

FF1 

1 

{\ 
FF2 FF2 

1 1 
1/ 

FF3 1 
1 

Figure 5.5: Structural dependency graph 

From the above discussion it can be concluded that structural dependencies be-

tween flip-flops have to be taken into account when assigning flip-flops to scan 

segments in order to reuse test stimulus and test response vectors computed for 

single-clock capture. The following section presents a systematic method for parti-

tioning the flip-flops in the design into equal-length scan segments and scheduling 

segment capture clocks while avoiding "capture violations". 

5.1.2 Scan Chain Par t i t ion ing 

Partitioning the flip-flops in the design into scan segments must meet the following 

two constraints: 
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The scan segments have to be length-balanced; 

# There must exist at leaat one ordering of the segment capture clocks which 

does not lead to any "capture violations" between the scan segments. 

According to the low power scan architecture presented in Figure 5.1, all Aip-Hops 

assigned to a scan segment share the same clock signal. As explained earlier, 

all Aip-Sops covered by a strong component in the SDG must share the same 

capture clock in order to avoid "capture violations" and consequently they must 

be all assigned to the same scan segment. This implies that the length of the 

scan segments will be lower bounded by the size of the largest strong component 

in SDG. However, the scan segment length is imposed by the given number of 

scan segment, as the scan segments are length-balanced. It might happen that the 

size of the largest strong component in the SDG exceeds the scan segment length 

imposed by the number of scan segments. In this case it is necessary to "break" 

the largest strong component into smaller ones, which could be Etted into scan 

segments of the desired length. "Breaking" a strong component means removing 

some of the bidirectional dependencies between two or more nodes in the strong 

component. This can be achieved by replacing a node in the strong component 

with a pair of nodes: an node and an node. This pair 

will be further referred to as an "extended node". The node holds the 

stimulus bit for the fan-out logic cone, while the node captures the 

test response bit 6om the fan-in logic cone. As between the mpuf-onZ?/ node and 

the node there is just an unidirectional dependency, more precisely 

the node depends on the node, the two nodes can have 

di%rent capture clocks, thus they can be assigned to diEerent scan segments. 

There are two alternatives for implementing extended nodes in hardware. The hrst 

possible solution is illustrated in Figure 5.6. Flip-flop SFFl corresponds to a node 

selected for breaking the largest strong component in the SDG. In this extended 

node implementation, SFFl is used as an node, and an extra flip-flop 

SFF2 is added to act as the corresponding node. In this solution the 

performance of the original circuit remains unaBFected as no extra logic is added 
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on the functional data path. For this implementation of extended nodes, the test 

vectors have to be padded with dummy bits on the positions corresponding to 

output-only nodes, as these nodes are used only for test response capture. 
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Figure 5.6: Implementing an extended node using an extra scan flip-flop 

If the performance of the circuit is not critical, another solution is to implement 

the pair of nodes using a scan-hold flip-flop [BAOO] as shown in Figure 5.7. This 

solution incurs less area overhead compared to the first implementation, at the 

cost of the extra delay introduced on the functional data path by the "hold" latch. 

The HOLD line of the scan-hold flip-flop is driven by to the scan enable signal. 

During the shift cycle {scan-enable = 1), HOLD is asserted to 1 and hence, the 

"hold" latch is "transparent" to the output value of the D flip-flop. During the 

capture cycle(scan_ena6/e = 0), HOLD becomes 0, blocking the stimulus bit into 

the "hold" latch, while allowing the D flip-flop to capture the test response bit 

without causing a "capture violation". 

The scan chain partitioning algorithm (Algorithm 4) operates on the SDG derived 

from the net-list of the design. The algorithm starts by computing the length of the 
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Figure 5.7: Implementing an extended node using a scan-hold flip-flop 

Algor i thm 4 Scan chain partitioning algorithm 

I N P U T : SBG., number of scan segments jVggg 
O U T P U T : Scan segments as lists of SDG nodes 

1 compute Lseg = YNnodes/Nseg\, where Nnodes is the number of nodes in SDG 
2 compute SSC = { sc | 5c is a stong component in SDG } 
3 compute Isc e SSC where \lsc\ = maxgcessc |sc| 
4 if \lsc\ <= Lseg then go to line 6 
5 break Isc and go to line 2 
6 2 = 0 , Cnodes = 0 

7 Ssegi = 0 
8 while I Cjiodes I ^ Nnodes do { 
9 find sc G SSC, 

where V fan-out node n of sc\n G Cnodes 
10 if |gc| 4- jS'aegil > Z/geg then Cnode, = u % = % -t-1, = 0 
11 Ssegi = SscQi IJ sc 
12 } / / end while 
13 if i = Nseg — 1 then STOP; else goto line 5 

scan segments Lseg based on the number of flip-flops in the design Nnodes a^id the 

given number of scan segments Nseg (line 1). Next, the set of strong components 

SSC of SDG are identified (line 2) using a linear time search algorithm [Gib99]. 

If the size of largest strong component \lsc\ exceeds the scan segment length Lgeg 

imposed by the given number of scan segments, the largest component is broken 

into smaller ones by replacing one of its nodes with an extended node (line 5). 

This step is repeated until the size of the largest strong component in the SDG 
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becomes less than the required scan segment length Z/ggg. Once the sizes of strong 

components in the SDG have been adjusted according to the segment length, the 

algorithm proceeds to assigning the nodes in the SDG to scan segments (line 6). 

The set of covered nodes Cnojgg and the hrst scan segment 5'ge^o are initialised to 

empty sets (lines 6 and 7). An iterative procedure starts to assign Hip-Sops to scan 

segments. At each iteration, the algorithm identihes the strong component ac in 

the SDG which has all fan-out nodes, if any, already covered, i.e. in the covered 

node set Cnodea, and adds the nodes in sc to the current scan segment (lines 9 

to 11). Hence, during the hrst iterations, the primary outputs of the design, 

which include also the on/?/ parts of extended nodes, will be assigned to 

the first scan segment as they do not have any fan-out nodes, i.e. no 8ip-Bops 

in the design depend on them. When the number of nodes in the current scan 

segment reaches the scan segment length Z/ggg (line 10), the nodes in the current 

segment are marked as covered and a new empty segment is started. This process 

is repeated until all nodes in the SDG have been assigned to scan segments. If 

not all nodes could be fitted into the given number of scan segments (line 13), 

the algorithm breaks the largest strong component in the SDG and repeats the 

procedure of assigning strong components to scan segments. The order in which 

the capture clocks will be applied is the order in which the scan segments were 

created. This will ensure that each capture clock will overwrite only stimulus data 

which became unnecessary for the current capture cycle. The following example 

shows how scan chain partitioning works. 

Example 12 CongWer (Ae gAowM m ,5.,̂  wAere no(fea FF;g and 

FF,? are MOffea FF^, FF)0 OMcf FF^^ are pnmar?/ ow p̂û g, aM(f 

nodeg FF^, FFJ, FFg, FF7 ancf FF,^ repreaen^ m^emaZ /Zzp-^opg. TAe /argeg( 

g^ron^ compoTieM^ zn (Aza cage coM âma no(feg, FF^, FFJ, FFg, FF7 amcf FF^, 

ag ^Aere zg a pa(A (le^ween eacA ortfered pazr o/ ^Aege modeg. AggMmmp (Ae ^zfen 

Mitmber o/ gcan gegmentg Nggg %g /our, Âe gcan ge^men^ Ze/i^A %g ^Aree. can be 

geen /or (Ae onpmaJ 5'DG, (Ae gzze o/ (Ae Zarpgĝ  g^ronp component ezceedg (Ae 

gcam ge^men;( Zen̂ ^A. 

TAe aZ^on^Am geZeĉ g MO(fe FF7 ag "6reaA;m^" no(fe/or (Ae Zo?^eg( ĝ roM^ compoMem^ 
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1 
!» 
I 

Figure 5.8; Breaking the largest strong component 

Segment 3 

M— 

Segment 2 

Segment activation order 

Segment 1 Segment 0 

Figure 5.9; Scan segments 

in SDG. Thus, node 7 will be replaced with an extended node comprising the pair 

(FF7a, FF7b) (Figure 5.8), where FF7a is the output only node, while FF7b is the 

input only node. The largest strong component has now only two nodes, FF4 and 

FF5, which already complies with the imposed scan segment length. Analysis of the 
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aAown m a/ioiug yZ2p-_̂ opa Fj^7o, ond FFJ, ond 

FF7&, FF^ OM(f FF(9 reapgĉ weZ?/, can 6e oaszgngff (Zzjĝ ereM̂  gcoM aegmeM â w#Aow( 

caz/gmg ''cop t̂̂ re t;2o/a(%ona", oa Zonp og Âe /irg^ (Aree /ilip-yZopa recewe (Ae cap(wre 

cZocA; o/ter ZaMer ^hree. T/ie gcoM c/iam p0)i% 2̂0Mmp oZ^on /̂zm con^mueg 

ogazgnmg' no(Zea to acan geĝ meM â. Aa mztmZZ?/ (Ae set 0/ cohered nodes w emp% 

tAe o/pontAm aggzpng t/ie tAree pnmar;/ oz^tp^t-nodea, EFP, FF^O and Ff^^, (0 

(Ae /zrat aeon aegment (̂ Fz^ure J.P/ TAza aeg^ment WZ recezi'e tAe _ r̂at coptwre 

cZocA; m (Ae mwZtz-cZocA; copture ĉ /cZe oa none 0/ tAe remommg /Zzp-̂ Zopa %n tAe 

design depencZa on t/ie uaZiiea 0/ tAe pnman/ oWpiifs, avicZ t/iere/ore no '^captwe 

I'zoZatzon" con occ^/r. TVert, (Ae aẐ onYAm oaazgna nodea FF^, FF7& ond FF^ (o tAe 

/oZZowmg acan aepment oa onZ;/ nodea m 5'e^ment 0 cZepencZ on tAem, ond 5'egment 

0 Aoa 6een oZreod^ acAecZ /̂Zed/or eorZzer capture. In a azmzZar/oaAzon, (Ae aZpontAm 

oaazpna nocZea FF^, FF,^ and FF7a to 6'epment ,8, and nodea FFjf, FF,8 and FF5', 

to 5'egment ^ reapectweZ^. fV-om eiammmg Ftgwe J.P %t can 6e obaerued t/iat 61/ 

oppZ^m^ captttre cZocAa to 6'egment 0, 6'e^ment I, ^'e^ment ^ and 5'egment ^ m t/iza 

order, no neceaaan/ at%?n%fZtfa tzta wzZZ 6e o(;erwntten, and conae '̂uentZ?/ no "captwe 

woZatzon'' wzZZ occitr. 

5.2 Low Power Mult iple Scan Cha in Architec-

t u r e 

Multiple scan chains architectures are commonly used to reduce the test time by 

loading in parallel a number of scan chains of the design, rather than having just 

one long scan chain hlled serially with test data. This section explains how the low 

power scan chain architecture described in Section 5.1 can be applied to multiple 

scan chain designs. 

Figure 5.10 shows a multiple scan chain architecture adapted for low power op-

eration. The same scan control unit used for single scan chain designs generates 

the control signals which will be shared by all scan chains in the design. Initially, 

all Sip-Hops in the design are partitioned into scan segments, as in the case of a 
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Figure 5.10: Low power multiple scan chain architecture 

single scan chain architecture. The flip-Hops of each scan segment are then equally 

distributed between the scan chains of the design. Assuming that initially there 

are three scan segments Segment 0, Segment 1 and Segment 2 and the design has 

four scan chains, each scan chain will be composed of a fourth of Segment 0, a 

fourth of Segment 1 and a fourth of Segment 2, which all share the scan-in line 

of the scan chain. The segment components of each scan chain are connected to 

the corresponding scan-out line through tri-state buffers controlled by the select 

signals generated by the scan control unit. Thus, each of the four scan chains 

appears as a low power scan chain as the one shown in Figure 5.1. 
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5.3 Exper imenta l Resul ts 

The efBciency of the low power scan architecture described in Section 5.1, was 

validated by running two sets of experiments using the largest seven ISCAS89 

benchmark circuits [bl]. Ten additional designs have been generated by concate-

nating two to seven of the largest ISCAS89 circuits, in order to assess the scalability 

of the proposed approach to larger designs. The number of Sip-Hops in the designs 

considered in the experiments ranged from 300 to 7000. 

The goal of the Erst set of experiments was to estimate the reduction in average 

power dissipation which can be achieved using the proposed method. Six experi-

ments were performed for each design: one experiment using standard scan chain 

insertion, and hve experiments using the proposed scan architecture with two to 

six scan segments. The following How was used in each experiment: 

1. Each design was been synthesised using Alcatel MTC35000 technology li-

brary. 

2. The appropriate type of scan chain (standard or low power) was inserted 

into the synthesised design. 

3. The design waa simulated using Mentor Graphics' ModelSim [GraOOb] simu-

lator using Ave pseudo-randomly generated scan patterns in order to capture 

the toggle activity of internal nodes. 

4. The toggle activity was back-annotated to the synthesised design, and an 

average power estimation was obtained using Synopsys' Power Compiler 

[SynOlc], 

Table 5.1 shows the relation between the average power dissipation and the number 

of scan chain partitions. Column 2 corresponds to the standard single-segment 

scan chain, while the remaining columns show the results for the proposed low 

power scan chain architecture using two to six scan segments. For each of the 

five versions of the low power architecture, Table 5.1 reports the average power 
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Std . 2 s e g m e n t s 3 s e g m e n t s 4 s e g m e n t s 5 s e g m e n t s 6 s egments 
C U T P a v g P a v g %red P a v g %red P a v g %red P a v g %red Pavg %red 

B5378 13.23 5.62 57.53 3.75 71.62 2.85 78.47 2.28 82.78 1.82 86.23 
S9234 20.70 9.24 55.36 6.42 68.99 4.72 77.22 3.83 81.50 3.14 84.85 
S13207 37.35 17.39 53.43 11.43 69.39 8.75 76.56 7.01 81.24 5.84 84.37 
S15850 41.06 18.79 54.25 12.50 69.56 9.34 77.27 7.34 82.13 6.21 84.88 
S35932 418.74 200.53 52.11 41.82 90.01 29.30 93 23.11 94.48 20.64 95.07 
838417 402.92 196.68 51.19 36.63 90.91 27.35 93.21 21.49 94.67 17.46 95.67 
S38584 372.65 185.76 50.15 28.43 92.37 21.30 94.29 16.65 95.53 13.85 96.28 
cutl 397.15 193 51.40 32.81 91.74 24.80 93.76 19.55 95.08 16.48 95.85 
cut2 490.60 238.65 51.36 207.10 57.79 190.42 61.19 37.36 92.38 30.64 93.76 
cuts 535.62 257.44 51.94 218.31 59.24 202.41 62.21 43.48 91.88 37.31 93.03 
cut4 566.58 262.09 53.74 226.39 60.04 207.47 63.38 48.08 91.51 41.26 92.72 
cuts 574.39 271.66 52.70 229.98 59.96 206.29 64.09 198.89 65.37 44.77 92.20 
cute 566.58 267.60 52.77 222.99 60.64 207.49 63.38 194.51 65.67 40.71 92.81 
cut? 597.92 288.53 51.74 237.04 60.35 214.67 64.10 198.57 66.79 44.56 92.55 
cuts 626.19 297.10 52.55 241.32 61.46 221.94 64.56 203.26 67.54 49.61 92.08 
cut9 628.51 291.09 53.69 242.13 61.48 218.42 65.25 205 67.38 192.53 69.37 
cut 10 681.51 325.69 52.21 262.00 61.56 234.13 65.65 217.80 68.04 192.53 69.37 

A v g . - - 52.83 - 69.83 - 73.97 - 81.41 - 90.69 
Wors t - - 50.15 - 57.79 - 61.19 - 65.37 - 69.37 

Table 5.1: Average power dissipation vs. the number of scan segments 

C U T 
Std . 2 s e g m e n t s 3 s e g m e n t s 4 s e g m e n t s 5 s e g m e n t s 6 s e g m e n t s 

C P U C U T F F x F F % x F F % x F F % x F F % x F F % C P U 

S5378 314 14 4.46 5 1.59 14 4.46 19 6.05 14 4.46 0.84 
S9234 389 0 0 ? 1.80 6 1.54 9 2.31 9 2.31 4.82 
813207 1057 12 1.14 14 1.32 12 1.14 IS 1.23 14 1.32 14.17 
S15850 941 93 9.88 44 4.68 93 9.88 71 7.55 93 9.88 50.40 
835932 2242 10 0.45 11 0.49 11 0.49 12 0.54 10 0.45 92.31 
S38417 2139 0 0 0 0 1 0.05 12 0.56 IS 0.61 217.5 
S38584 2173 253 11.64 253 11.64 253 11.64 257 11.83 253 11.64 715.64 
cu t l 2533 0 0 0 0 0 0 82 3.24 82 3.24 678.54 
cut2 3899 0 0 ?1 1.82 225 5.77 207 5.31 241 6.18 791.74 
cuts 4001 1 0.02 0 0 3 0.07 1 0.02 1 0.02 417.92 
cut4 4864 1 0.02 0 0 1 0.02 1 0.02 0 0 593.24 
cuts 5054 0 0 0 0 0 0 0 0 0 0 414.88 
cut6 5062 0 0 0 0 0 0 0 0 0 0 728.86 
cut? 5572 1 0.02 0 0 1 0.02 0 0 2 0.04 950.06 
cuts 5922 0 0 0 0 0 0 0 0 0 0 1007.72 
cut9 6159 0 0 0 0 0 0 0 0 0 0 1105.10 
cutlO 7080 5 0.07 0 0 0 0 2 0.03 136 1.92 1688.82 

A v g . - - 1.63 - 1.37 - 2.06 - 2.28 - 2.48 -

W o r s t - - 11.64 - 11.64 - 11.64 - 11.83 - 11.64 -

Table 5.2: Number of extended nodes vs. the number of scan segments 

dissipation (Pavg) as well as the relative reduction in average power dissipation 

( % r e d ) obtained over the standard scan chain. For example, for circuit s38584, 

the proposed scan architecture with two scan segments reduced the average power 

by 50% compared to the standard scan architecture. The three scan segment 

architecture further reduces the average power dissipation by an additional 42%, 

which represents a reduction of 92% over the standard scan architecture. The last 
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two rows in Table 5.1 show the average and worst case reductions in average power 

dissipation. 

Table 5.2 shows the overhead associated with the proposed low power scan archi-

tecture. The increase in testing time due to the multi-clock capture cycle can be 

derived from the number of scan segments and the total number of Sip-Hops in 

the design. The number of Hip-flops in the original designs is shown in column 

2 (FF). Columns xFF show the number of extended nodes needed to implement 

the proposed low power scan chain for each experiment. Columns % show the 

number of extended nodes as a percentage of the total number of Sip-Aops in the 

original design. Depending on the solution used to implement the extended node, 

the number of these nodes represents: 

• The number of extra scan cells which have to be added to the design, and 

also the number of additional shift clocks per test pattern,when extended 

nodes are implemented using extra scan Hip-Hops (Figure 5.6). 

# The number of scan cells which have to be replaced with scan-hold Hip-Hops 

when extended nodes are implemented using scan-hold Hip-Hops (Figure 5.7). 

To be noted that in this case the total number of scan cells in the design 

does not increase. 

Generally, the percentage of extended nodes decreases and can get aa low as 0, as 

the number of Hip-Hops in the design increases. This is because ,for large designs, 

the length of the scan segments tend to be much higher than the size of the largest 

strong component in the SDG and thus only few or no extended nodes are necessary 

during scan chain partitioning. The last two rows in Table 5.2 report the average 

and worst case percentages of extended nodes. Even for the worst case scenarios, 

reductions up to nearly 70% in average power dissipation can be achieved using 

the proposed low power scan architecture at the cost of changing at most 12% of 

the total number of Hip-Hops in the design into extended nodes. The laat column 

in Table 5.2 shows the worst case CPU times (in seconds) required to perform the 

scan chain partitioning algorithm and to insert the resulting scan chain into the 
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designs. The proposed scan chain partitioning and scan insertion were performed 

using a tool written in C + + running on a Linux Pentium 4, 1.6GHz with 512MB 

of R A M . 

100 

& < 

20 . . 
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Number of scan segments 
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Figure 5.11: Average trends for average power and number of extended nodes 

Figure 5.11 shows average trends, derived from the experimental data shown in 

Tables 5.1 and 5.2, for average power dissipation, number of simultaneously active 

flip-flops and percentage of extended nodes with respect to the number of scan 

segments. It is interesting to note that the average power dissipation follows closely 

the 1/N ratio (where N is the number of scan segments). The 1/N ratio also gives 

fraction of the total number of flip-flops which are simultaneously active during 

testing. Reduction to 1/N of the average power and of the maximum number of 

simultaneous switching flip-flops in the circuit is achievable at a relatively small 

overhead incurred by an average of 2.5% (12% for the worst case) of extended 

nodes. 

A second set of experiments was performed in order to measure the reduction 
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Std . 2 s e g m e n t s 3 s e g m e n t s 4 s e g m e n t s 5 s e g m e n t s 6 s e g m e n t s 
C U T m T C m T C %red m T C %red m T C %red m T C %red m T C %red 

35378 2771 1676 39.52 1206 56.48 1195 56.87 982 64.56 963 65.25 
s9234 4031 2540 36.99 2516 37.58 1889 53.14 1787 55.67 1697 57.90 
813207 6042 3659 39.44 2804 53.59 1760 70.87 1707 71.75 1776 70.61 
815850 10071 5161 48.75 3452 65.72 3313 67.10 2935 70.86 2498 75.20 
835932 24458 21786 10.92 14619 40.23 18566 24.09 4454 81.79 11184 54.27 
838417 17295 12918 25.31 11413 34.01 9168 46.99 6664 61.47 6148 64.45 
S 3 8 5 8 4 15840 11738 25.90 9101 42.54 7812 50.68 6682 57.82 5820 63.26 
cu t l 21282 10483 50.74 8077 62.05 7078 66.74 5684 73.29 4203 80.25 
cuts 32737 16540 49.48 19647 39.99 18079 44.78 14476 55.78 11716 64.21 
cuts 40472 27635 31.72 22615 44.12 27583 31.85 11983 70.39 10382 74.35 
cut4 47194 37198 21.18 18034 61.79 16094 65.90 22281 52.79 11871 74.85 
cuts 47191 22944 51.38 26055 44.79 23154 50.94 18104 61.64 12984 72.49 
cute 50353 29258 41.89 20427 59.43 15876 68.47 21522 57.26 11348 77.46 
cut? 54901 27084 50.67 24180 55.96 17377 68.35 22901 58.29 11766 78.57 
cuts 57721 44358 23.15 24809 57.02 20444 64.58 13920 75.88 19441 66.32 
cut9 59604 40023 32.85 36062 39.49 25682 56.91 14838 75.10 14267 76.06 
cut 10 73651 41511 43.63 39491 46.38 33874 54.00 23693 67.83 19064 74.11 

Avg. - - 36.67 - 49.48 - 55.42 - 65.64 - 69.97 
Worst - - 10.92 - 34.01 - 24.09 - 52.79 - 54.27 

Table 5.3: Maximum number of transitions per clock vs. the number of scan 
segments 

in the number of simultaneous transitions in the circuit under test achieved us-

ing the proposed scan architecture. The six versions of each design (standard 

scan architecture and proposed scan architectures with two to five scan segments), 

were simulated using pseudorandom test patterns in order to capture the num-

ber of transitions occurring in the circuit during each clock. Column 2 in Table 

5.3 shows the maximum number of transitions per clock for each design when a 

standard scan architecture was used. The following columns give the maximum 

number of transitions per clock (mTC) and the relative reductions (%red) with 

respect to the values in column 2, obtained with the proposed scan chain architec-

ture with two to six scan segments. For example, for circuit s38584, the proposed 

scan architecture with two segments has reduced the maximum number of simulta-

neous transitions by 25%. Increasing the number of scan segments to three further 

reduces the majcimum number of transitions per clock by an additional 17%. The 

six segment scan chain design reduces the maximum number of simultaneous tran-

sitions by 63% compared to the design using the standard scan architecture. The 

last two rows show the average and worst relative reductions for all experiments. 

Figure 5.12 shows the average values for the relative m T C , as a percentage of 

the values corresponding to the standard scan architecture, and the fraction of 
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Figure 5.12: Average trends for maximum number of transitions per clock 

simultaneously active flip-flops vs. the number of scan segments. Typical m T C 

values of 64% can be obtained with scan architectures with two scan segments, 

50% for three scan segments, and 30% for six scan segments. The relative m T C 

is typically 15-20% higher than the percentage of active flip-flops. 

5.4 Concluding Remarks 

This Chapter presented a scan chain architecture using mutually exclusive scan 

segment activation. This architecture is capable of reducing the average power dis-

sipation and it also eliminates peak power problems during capture cycles, which 

have not been addressed by previous approaches based on scan chain partitioning. 

The maximum number of flip-flops which can change their values simultaneously 

is limited to the scan segment length. Increasing the number of scan segments 

reduces the switching activity in the circuit under test and consequently power 
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dissipation. The algorithmic procedure proposed for assigning Eip-Eops to scan 

segments enables full reuse of test vectors generated using standard ATPG tools 

without a&cting their fault coverage. An implementation of the proposed method 

had been integrated into an automated design How, using commercial synthesis 

and simulation tools, which was used for a set of experiments performed on 17 

benchmark designs. These experiments showed that significant reductions in both 

peak and average power dissipation can be achieved using the proposed scan archi-

tecture, without affecting the performance of the designs and with minimal impact 

on area and test time. 



Chapter 6 

Conclusions and Further Work 

The increasing demand for portable electronics with extended battery life and 

cheaper packaging and cooling made power consumption one of the major driving 

factors in today's semiconductor industry. As a result, most important commercial 

IC design tools feature power optimisation capabilities. Ensuring product quality 

is another key element for meeting the short time-to-market windows and surviving 

the aggressive competition on th IC market. Therefore, test is a necessary step 

of the manufacturing process which separates good devices from faulty ones, also 

providing diagnosis information for the faulty devices. Over the past decade, scan-

baged design-for-testability (DFT) has been broadly adopted as a methodology 

which enables automatic test pattern generation (ATPG) and provides high quality 

results. Methodologies such as scan-baaed logic built-in self-test (BIST) extend 

the applicability of scan-baaed DFT. With the increasing gate densities and rising 

on-chip frequencies, effects until recently ignored, such as power dissipation and 

resistive voltage drop, become critical issues in IC design and test. The isolation 

of test development from the rest of the design Bow renders low power design 

techniques ineEective during test. DFT methodologies such as test scheduling 

increase the concurrency of on-chip test activities in order to reduce the overall 

test time. This increased level of switching activity is rejected into higher average 

power dissipation during test. The amount of power dissipated during test can 

exceed by two or three times the amount of power which is typically dissipated 
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during the normal operation mode of the device. The most important effects 

of excessive power dissipation during test affects the reliability of, and, at the 

extreme, permanently damage , the circuit under test. Moreover, traditional scan 

insertion disables the effect of the clock gating logic in low power circuits, thus all 

Aip-Sops in the design are clocked in each test clock. This can cause large voltage 

drops, which may alter the test data loaded into the scan chains of the design, and 

hence make the test results unreliable. This thesis has investigated a set of power 

conscious DFT techniques which overcome the shortcomings of existing approaches 

and also solve a number of problems which have not been addressed before. An 

overview of the proposed solutions is presented in the following. 

Chapter 2 has analysed the problem of power dissipation during test from the 

perspective of power constrained test scheduling (PCTS) algorithms. A common 

characteristic of existing PCTS algorithms is the global peak model used to de-

scribe the power dissipation during test of each of the embedded blocks (or cores) of 

a system. This power approximation model, being overly pessimistic, introduces a 

large approximation error which results in an under-optimal test concurrency, and 

consequently to unnecessarily long test times. A power profile manipulation tech-

nique, based on test set transformations, is proposed which allows more accurate 

descriptions of embedded blocks' power dissipation during test. This technique 

can be used in conjunction with existing test scheduling algorithms in order to en-

hance their performance, and hence reduce the overall test time without violating 

the imposed power constraint. 

The work presented in Chapter 3 focuses on scan-based BIST environments. While 

several low power test pattern generators have been recently proposed, their com-

mon shortcoming is that they can not achieve complete fault coverage within rea-

sonable test time. A new test pattern generator which combines the advantages of 

mixed-mode test generation, i.e. complete fault coverage with relatively short test 

sentences, with test set transformations for test power reduction is proposed. This 

test pattern generator combines the output sequences of two re-seedable multiple-

polynomial LFSR structures in order to produce low transition test patterns with 

high fault coverage. An added advantage of this test pattern generator is that it 
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does not require any changes on the circuit under test. 

Chapter 4 has presented an efficient method for compressing low power test sets. 

In this case the reduction in power dissipation during test as well as the compres-

sion improvement are obtained simultaneously through test set transformations 

combined with modihcations of the circuit under test. It is shown that asymmet-

ric run-length coding schemes are ineScient in compressing low power test sets, 

hence leading to unnecessarily large tester memory requirements. A symmetric 

run-length coding scheme for compressing low power test sets is proposed. Tra-

ditional scan latch reordering algorithms, targeting only overall transition count 

reduction, may increase the scan-in transition count and hence adversely affect 

the compression efficiency of run-length coding schemes. To overcome this prob-

lem, a parametrised scan latch reordering algorithm which offers the possibility of 

controlling the distribution of transitions between the scan-in and scan-out sets 

in addition to reducing of the overall transition count is also proposed. This scan 

latch reordering algorithm allows the selection of the optimum solution, according 

to each application's specihc needs, in terms of compression eSciency and test 

power savings. 

Chapter 5 has presented a test set independent approach for reducing power dis-

sipation during test. The solution consists of a low power scan chain architecture 

with mutually exclusive scan segment activation. Through careful scan chain par-

titioning, the proposed scan architecture reduces both average and peak power 

dissipation during test. The novel feature of the proposed architecture compared 

to exiting low power scan architecture is the peak power reduction during capture 

cycles. Thus, the proposed scan architecture eliminates the risk of chip overheat-

ing (due to high average power) as well as the risks of large voltage drops, during 

both shift and capture cycles, which can alter the test data loaded into the scan 

chains, and hence render the test results unreliable. The impact of the proposed 

architecture on area overhead is negligible compared to the test power dissipation 

savings and the test reliability improvement it offers. 

This thesis has proposed and demonstrated four novel power-conscious DFT ap-
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proaches targeting different possible scenarios. 

* The power profile manipulat ion is a system-level technique targeting 

the system integration design step. This technique does not require modih-

cations of the circuit under test, hence it is suitable for systems built from 

I P cores, where the system integrator does not have structural information 

about the cores, and where test patterns are applied from an external tester 

aa the method requires the possibility of changing the order in which the 

test patterns are applied. The computational complexity of this technique is 

where n is the number of test patterns. 

# The low power mixed mode BIST T P G is a core-level solution which 

does not require modifications of the circuit under test, and therefore it 

is suitable to the system integration step w h e n using IP cores or 

for designs where modiEcations of the embedded cores must be avoided for 

preserving their performance. The computational complexity of this soution 

is O(n^), where M is the degree of the feedback polynomial. 

• The weighted scan latch reordering provides an efficient core-level so-

lution for reducing simultaneously the power dissipation during test and the 

volume of test data. This approach requires modiEcations of the circuit un-

der test, thus it targets the core development s t ep designed for complex 

systems where the volume of test data is an important issue. The computa-

tional complexity of this soution is where n, is the number of 

test patterns and 771 is the length of the scan chain. 

• The low power segmented scan archi tecture is another core-level so-

lution which requires modifications of the circuit under test, hence it is 

designed for the core development step. Unlike the weighted scan latch re-

ordering approach, this solution is test set independent , hence changes 

of the test set do not require a design re-spin. In addition, as and added 

benefit, this solution reduces power dissipation during capture cycles, thus it 

is recomended for systems with high test concurrency where high cap-

ture power is likely to cause noise related test failures.' The computational 
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complexity of the core algorithm is 0(M), where M is the number of nodes of 

the circuit. 

The efBciency of the proposed solutions have been validated through extensive 

experiments using in-house developed tools as well as available commercial and 

academic synthesis, simulation and test generation software. The results of the 

experimental validation have shown that power dissipation during test can be 

reduced without aSecting test quality and with minimum impact on the cost of 

test. All proposed solutions have computational complexities of at most 

thus they are all practical for real-life designs. The remaining challenge is to fully 

integrate these solutions into commercial design and test tools to fully exploit their 

potential. 

6.1 Fur the r Work 

Based on the work presented in this thesis, number of potential directions for fur-

ther research toward low power test solutions have been identihed and are outlined 

in the following. 

6.1.1 Low Power Delay Test 

The advancements in process technologies made possible multi-million transistor 

chips operating at frequencies in the gigahertz range and supply voltages approach-

ing 1 volt. However, the increased on-chip routing length and low supply voltage 

have a severe impact on the delay of these circuits. As critical path delays in-

crease, the performance of the circuit degrades increasing the risk of not meeting 

timing requirements. Therefore, delay tests are becoming critical for ensuring the 

quality of digital VLSI chips. While several low power approaches, including those 

presented in this thesis, have been proposed for stuck-at tests, the problem of re-

ducing power dissipation during delay tests has not been addressed yet. Due to 
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the growing importance of delay tests, methodologies and architectures suitable 

for solving this problem should be investigated. 

6.1.2 Low Power Test Response Compress ion 

Test data compression methods have been successfully used to reduce the volume 

of low power test stimulus data and hence the tester memory requirements. As 

less data has to be transfered through the slow tester channels (compared to the 

on-chip bus frequencies), these methods also reduce the overall test time. Nor-

mally scan-out vectors, i.e. test responses, are compacted using single/multiple 

input shift register (SISR/MISR) structures before being sent to the tester. The 

SI8R/MISR compaction is a lossy compression method. For diagnosis, however, 

it is desired that the entire content of the scan chain is shifted-out from the chip 

under test to the external tester for thorough aneilysis. In order to reduce tester 

memory requirements for storing test responses and the amount of chip-to-tester 

data trafBc, it would be convenient to compress on-chip the test responses and send 

the compressed result to the tester. Test data compression methods could exploit 

specific features of low power test responses, such as their low transition count, 

in order to achieve high compression with simple hardware. Unified test data 

compression methods targeting both stimulus and response compression for low 

power test sets should be investigates as they would contribute towards lowering 

the overall cost of test. 



Appendix A 

Experimental Setup for Low 

Power Mixed-Mode BIST 

This appendix describes the experimental setup for the work presented in Chapter 

3. An in-house developed tool, referred to as "dualmplfsr" in the following listing, 

is used computes the feedback polynomials and the initial seeds for the dual MP-

LPSR structure for a given set of deterministic cubes. The tool also generates 

a Verilog description of the experimental configuration shown in Figure 3.3 in 

Section 3.6, Chapter 3, and the ModelSim simulation script. The UNIX script 

used to perform the experiments is shown in the following listing. 

1 log=f inalresult s.txt 

2 echo > $log 

3 

4 for circ in s526 s641 s713 s820 s832 s838 s953 sll96 sl238 sl423 s5378 \ 

5 s9234 813207 sl5850 s38417 s38584 ; do 

6 # $i is the current circuit under test 

7 

8 echo ${circ}.scan 

9 echo >> $log 

11 echo » $log 

12 echo ${circ}.scan » $log 
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13 

14 # compute an initial set of deterministic cubes 

15 # in order to derive the lengths of the MP-LFSR structures 

16 echo atalanta ... 

17 atalanta -s 1 -N -X -t ${circ}. scan, test ${circ>.scan > /dev/null 

18 echo par8e_atalanta_tests . . . 

19 parse_atalanta_tests < ${circ}.scan.test > ${circ}.scan.test.txtl 

20 

21 

22 for rs in 1000 2000 4000 8000 16000; do 

23 # $rs is the length of the pseudorandom sequence 

24 

25 echo » $log 

26 echo >> $log 

27 echo $rs pseudorandom vectors 

28 echo $rs pseudorandom vectors » $log 

29 

30 # generate $rs psudorandom vectors with the default LFSRs 

31 # for the previously computed plynomial degrees 

32 echo dualmplfsr ... 

33 dualmplfsr -testfile ${circ}.scan.test.txt -cmax 1 -extrabits 2 \ 

34 -randvectors 0 -randseq $rs 

35 echo fsim ... 

36 

37 # estimate the fault coverage for the single and dual MP-LFSR IPGs 

38 fsim -t oos.test -1 ${circ}.scan.log ${circ}.scan > /dev/null 

39 fsim -t rand_os.test -1 ${circ}.scan.rnd.log ${circ>.scan > /dev/null 

40 fsim -t prand_os.test -1 ${circ}.scan.prnd.log ${circ}.scan > /dev/null 

41 echo pseudorandom FC >> $log 

42 ./extractFC < ${circ}.scan.prnd.log » $log 

43 echo masked pseudorandom FC » $log 

44 ./extractFC < ${circ}.scan.rnd.log » $log 

45 

46 

47 # compute uncovered faults for both IPGs 

48 echo extract_faults ... 

49 extract_faults < ${circ}.scan.log > ${circ}.scan.fit 

50 extract_faults < ${circ>.scan.prnd.log > ${circ}.scan.rnd.fit 
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51 

52 # compute deterministic cubes for the single MP-LFSR TPG 

53 cat ${circ}.scan.test.txtl > ${circ}.scan.test.txt 

54 echo >> $log 

55 echo single MP-LFSR TPG: » $log 

56 echo atalanta[2] . . . 

57 atalanta -s 1 -r 0 -N -X -t ${circ}.scan.test -f ${circ}.scan.rnd.fit \ 

58 ${circ}.scan > /dev/null 

59 echo parse_atalanta_tests[2] ... 

60 parse_atalanta_tests < ${circ}.scan.test » ${circ}.scan.test.txt 

61 

62 # compute feedback polynomials and initial seeds for the 

63 # deterministic test cubes 

64 echo dualmplfsr[2] ... 

65 dualmplfsr -testfile ${circ>.scan.test.txt -cmax 1 -extrabits 2 \ 

66 -randvectors 0 -randseq $rs » $log 

67 echo fsim[2] ... 

68 

69 
70 # compute deterministic cubes for the dual MP-LFSR TPG 

71 cat ${circ}.scan.test.txtl > ${circ}.scan.test.txt 

72 echo >> $log 

73 echo proposed approach: » $log 

74 echo atalanta[2] ... 

75 atalanta -s 1 -r 0 -N -X -t ${circ}.scan.test 

76 -f ${circ>.scan.fit ${circ}.scan > /dev/null 

77 echo parse_atalanta_tests[2] ... 

78 parse_atalanta_tests < ${circ}.scan.test >> ${circ}.scan.test.txt 

79 

80 # compute feedback polynomials and initial seeds for the 

81 # deterministic test cubes 

82 echo dualmplfsr[3] ... 

83 dualmplfsr -testfile ${circ}.scan.test.txt -cmax 1 -extrabits 2 \ 

84 -randvectors 0 -randseq $rs -vhdlfile ${circ}_syn.vhd » $log 

85 
86 # generate Verilog files for simulation 

87 cat tb_common_begin.v > tb.v 

88 cat masklfsr.v >> tb.v 
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89 cat Ifsr.v » tb.v 

90 cat tb_iniddle.V >> tb.v 

91 cat tb_commoii_end.V >> tb.v 

92 

93 # perform simulation for capturing the switching activity 

94 # in the circuit 

95 echo Simulation ... 

96 vsim -do sim.do 

97 

98 # estimate power dissipation based on the captured 

99 # switching activity 

100 echo Power estimation ... 

101 

102 echo Single MP-LFSR » $log 

103 power_estimate -hdl ${circ}_syn.vhd -f vhdl -lib MTC35000.db \ 

104 -s orig.saif testbench/cutl -t cut I ./filterpower >> $log 

105 

106 echo Dual MP-LFSR » $log 

107 power_estimate -hdl ${circ}_syn.vhd -f vhdl -lib MTC35000.db \ 

108 -s proposed.saif testbench/cut2 -t cut I ./filterpower » $log 

109 

110 done; # for $rs 

111 done; # for $circ 

The following listing shows an example of automatically-generated Verilog test-

bench description used for switching activity capture. 

1 / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 

2 

3 module clkgen(clk); 

4 

5 output elk; 

6 reg elk; 

7 initial begin: initl 

8 elk = 1; 

9 while(1) 

10 begin 
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11 #25 elk = -elk; 

12 end 

13 end 

14 

15 endmodule 

16 

17 /////////////////////////////////////////////////////////// 

18 

19 module masklfsr( elk, lfsr_oiit ) ; 

20 

21 // LFSR of degree 21 with default initial seed 

22 

23 input elk; 

24 output lfsr_out; 

25 reg lfsr_out; 

26 reg [0:20] seed; 

27 

28 initial begin: initl 

29 seed = 1; 

30 lfsr_out = 0; 

31 end 

32 

33 always ©(posedge elk) 

34 begin 

35 seed = {(seed[20]~seed[19]"seedCl?]~seed[16]" 

36 seed[14]"seed[13]"seed[8]"seed[3]"seed[2]" 

37 seed[1]"seed[0]),seed[0:19]}; 

38 lfsr_out = seed[0]; 

39 end 

40 

41 endmodule 

42 

43 //////////////////////////////////////////////////////////// 

44 

45 module lfsr( elk, lfsr_out ); 

46 

47 // LFSR of degree 41 with default initial seed 

48 
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49 input elk; 

50 output lfsr_out; 

51 reg lfsr_out; 

52 reg [0:40] seed; 

53 

54 initial begin: initl 

55 seed = 1; 

56 lfsr_out = 0 ; 

57 end 

58 

59 always @(posedge elk) 

60 begin 

61 seed = {(seed[40]"seed[33]~seed[32]~seed[31]" 

62 seed[29]"seed[27]"seed[26]"seed[25]~ 

63 seed[24]"seed[20]~seed[19]"seed[17]~ 

64 seed[16]"seed[14]"seed[13]~seed[12]" 

65 seed[10]"seed[8]"seed[5]"seed[4]" 

66 seed[0]),seed[0:39]}; 

67 lfsr_out = seed[0]; 

68 end 

69 

70 endmodule 

71 

72 //////////////////////////////////////////////////////////// 

73 

74 module testbenehC reset ); 

75 

76 parameter seanLength = 1000; // # of FFs in the scan chain 

77 

78 input reset; 

79 integer bitent; // # of bits shifted into the scan chain 

80 wire elk; 

81 wire ol,o2; // the outputs of the two LFSRs 

82 

83 reg scanin_eutl, seanin_eut2, scan.enable; 

84 wire scanout_cutl,scanout_cut2; 

85 

86 clkgen ck(elk); // instantiate clock generator 
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87 Ifsr Ifsrl(clk,ol); // instantiate main LFSR 

88 masklfsr Ifsr2(clk,o2); // instantiate secondary LFSR 

89 

90 // instantiate two copies of the circuit 

91 cut cutl(scanin_cutl, scanout_cutl, elk, scan_enable, reset); 

92 cut cut2(scanin_cut2, scanout_cut2, elk, scan.enable, reset); 

93 

94 initial begin: initl 

95 bitcnt = 0; 

96 scanin_cutl = 0; 

97 scanin_cut2 = 0; 

98 scan_enable = 0; 

99 end 

100 

101 always ®(posedge elk) 

102 begin 

103 if ( bitcnt == scanLength ) 

104 begin 

105 scan_enable = 0; 

106 bitcnt = 0; 

107 end 

108 else 

109 begin 

110 sean_enable = 1; 

111 bitcnt = bitcnt + 1; 

112 end 

113 

114 // connect the main LFSR to the scan-in line of the 

115 // first copy of the circuit 

116 scanin_cutl = ol; 

117 

118 // connect the AND composition of the outputs of the 

119 // two LFSRs to the scan-in line of the second copy 

120 // of the circuit 

121 scanin_eut2 = ol & o2; 

122 end 

123 

124 endmodule 
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The following listing shows an example of automatically-generated ModelSim sim-

ulation script used to capture the switching activity. 

1 vlib work 

2 

3 # compile circuit under test 

4 vcom -reportprogress 300 -work alcatel {sl5850_syn.vhd} 

5 

6 # compile simulation testbench 

7 vlog -reportprogress 300 -work alcatel {tb.v} 

8 

9 # start simulator linked with the Synopsys DPFLI external library 

10 # for capturing switching activity 

11 vsim -foreign "dpfli_init \ 

12 /usr/synopsys/auxx/syn/power/dpfli/lib-linux/dpfli. so"\ 

13 -L /home/paul/Tools/DesignKits/alcatel/mtiS.4d/MTC35000/vit3.0/lib_sim\ 

14 alcatel.testbench 

15 

16 # initialise the reset signal and reset the CUT 

17 force -freeze /testbench/reset 1 0 , 0 {2ns} 

18 run 4ns 

19 

20 # define as toggle capture region the first copy of the CUT 

21 # and start capture 

22 set_toggle_region /testbench/cutl 

23 toggle_start 

24 

25 # run simulation 

26 n m 152750 

27 

28 # stop toggle capture and report to file 

29 toggle_stop 

30 toggle_report orig.saif le-9 /testbench/cutl 

31 

32 # initialise the reset signal and reset the CUT 

33 restart -force 

34 force -freeze /testbench/reset 1 0 , 0 {2ns} 

35 run 4ns 
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36 

37 # define as toggle capture region the second copy of the CUT 

38 # and start capture 

39 set_toggle_region /testbench/cut2 

40 toggle_start 

41 

42 # run simulation 

43 run 152750 

44 

45 # stop toggle capture and report to file 

46 toggle_stop 

47 toggle_report proposed.saif le-9 /testbench/cut2 

48 

49 # exit simulation 

50 exit -force 



Appendix B 

Decoding Unit Implementation 

for Symmetric Golomb Codes 

This appendix provides more information on the implementation of the decoding 

unit for the symmetreic Golomb coding scheme presented in Chapter 4. The hrst 

listing describes the hnite state machine used for decoding symmetric Golomb 

codes for a Golomb group size of 4. 

1 # Extended Golomb state machine 

2 

3 .design xFSM 

4 .inputnames elk reset din rs 

5 .outputnames en dout inc v load 

6 .clock elk rising_edge 

7 .asynchronous_reset reset rising SO 

9 — so SOO 1-000 

10 — soo SI 1-001 

11 

12 1- SI S2 00110 

13 -0 S2 S2 00110 

14 -1 S2 S3 1-000 

15 1- S3 S2 00110 

16 0- S3 S4 1-000 
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17 

18 0™ SI S4 1-000 

19 

20 0- S4 S5 1-000 

21 0™ S5 S8 0-000 

22 1- S5 SB 00010 

23 

24 1- S4 S6 10010 

25 0- S6 SB 00010 

26 1- S6 S7 00010 

27 — S7 S8 00010 

28 

29 — — S8 SOO 11010 

The following listing is the VHDL description of the test-bench used to simulate 

the decoding unit for the symmetric coding scheme. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

library ieee; 

use ieee.std_logic_1164.all; 

use ieee.iiumeric_std.all; 

use work.all; 

entity test_dec is 

generic ( testbits : integer := 20 ); 

end; 

architecture testbench of test_dec is 

12 signal elk : std_lagic; 

13 signal reset : std_logic; 

14 signal rs : std_logic; 

15 signal dout : std_logic; 

16 signal din : std_logic; 

17 signal en : std_logic; 

18 signal inc : std_logic; 

19 signal V : std_logic; 

20 signal loadSignBit : std_logic; 
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21 

22 

23 

24 

25 

26 

27 

28 

29 

30 

31 

32 

33 

34 

35 

36 

37 

38 

39 

40 

41 

42 

43 

44 

45 

46 

47 

48 

49 

50 

51 

52 

53 

54 

55 

56 

57 

58 

signal signBit 

signal scanlnData 

: std_logic; 

: std_logic; 

type input_array is array (1 to testbits) of std_logic; 

— test input data 

constant input_data : input_array 

' 1 ' , ' 1 % ' 0 ' , ' 0 ' , ' 0 \ 

' 0 ' , ' 0 ' , ' 0 ' , ' 1 ' , 

' 1 ' , ' 1 ' , ' 0 ' , ' 0 ' , ' 0 ' , 

'1', '1% X T , '1', '1' 

) ) ; 

component xFSM 

port (elk : 

reset ; 

din : 

rs : 

en : 

dout : 

inc : 

V : 

load : 

end component; 

in std_logic; 

in std_logic; 

in std_logic; 

in std_logic; 

out std_logic; 

out std_logic; 

out std_logic; 

out std_logic; 

out std_logic); 

( ( 

— code for 111111110 

— code for 01 

— code for 11110 

— code for 11111110 

signal cnt : integer := 0; 

begin 

— instantiate extended FSM 

dec : xFSM 

port map (elk, reset, din, rs, en, dout, inc, v, loadSignBit); 

CLOCK_GENERATION : process 

begin 

CLK <= '1', '0' after 25 ns; 

wait for 50 ns; 
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59 end process CLOCK_GENERATION; 

60 

61 INITIAL_RESET : process 

62 begin 

63 reset <= '1', '0' after 120 ns; 

64 wait; 

65 end process INITIAL_RESET; 

66 

67 MAIN : process (elk, reset) 

68 variable currentBit : integer ;= 1; 

69 begin 

70 

71 if reset = '1' then 

72 — initialisation 

73 din <= '0'; 

74 

75 elsif elk'event and elk = '0' then 

76 — negative clock edge 

77 

78 if loadSignBit = '1' then 

79 signBit <= din; 

80 end if; 

81 

82 elsif elk'event and elk = '1' then 

83 — positive clock edge 

84 

85 if V = '1' then 

86 — data shifted into the scan chain 

87 scanlnData <= dout xor signBit; 

88 else 

89 — scan chain is disabled 

90 scanlnData <= 'X'; 

91 end if; 

92 

93 — emulate a modulo 4 counter 

94 if inc = '1' then 

95 cnt <= cnt + 1; 

96 end if; 
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97 if cut = 3 then 

98 rs <= '1' after 3 ns; 

99 cut <= 0; 

100 else 

101 rs <= '0' after 3 ns; 

102 end if; 

103 

104 — emulate ATE 

105 if currentBit <= testBits then 

106 if en = '1' then 

107 din <= input_data(currentBit); 

108 currentBit := currentBit + 1; 

109 end if; 

110 else 

111 din <= '0'; 

112 end if; 

113 end if; 

114 end process MAIN; 

115 end testbench; 

Figure B. l shows the synthesised Hnite state machine for symmetric Golomb codes 

and a Golomb group size 4. 
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Figure B.l: Schematic of the synthesised FSM for symmetric Golomb codes and Golomb group size 4 



Appendix C 

Control Unit and Experimental 

Setup for Low Power Scan Test 

This appendix provides more information on the experimental setup for the work 

presented in Chapter 5. 

The following UNIX script waa used to perform the experiments necessary to 

validate the proposed scan architecture with mutually exclusive scan segment ac-

tivation. 

1 export result=results_iscas89.txt 

2 rm -fr $result 

3 

4 #echo > $result 

5 echo > dc_shell.output 

6 

7 for circ in s5378 s9234 sl3207 815850 s35932 s38417 s38584 ; do 

8 # $circ is the current CUT 

9 

10 echo 

11 echo XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXX » $result 

12 echo circuit $circ » $result 

13 

14 for nseg in 2 3 4 5; do 
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15 # $nseg is the current number of scan segments 

16 

17 echo $circ $nseg 

18 echo xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx >> $result 

19 echo nsegments: $nseg » $result 

20 

21 date >> $result 

22 

23 # perform scan insertion, scan chain partition and generate 

24 # simulation and synthesis scripts, and the pre-synthesis 

25 # description of the CUT with inserted scan chain 

26 

27 echo Scan insertion ... » $result 

28 ./netlist -net ${circ>.bench.net -verilog_pre_synth \ 

29 ${circ}.v.presyn -npartitions $nseg -scan_chains ${circ}.sc \ 

30 -test_bench ${circ>_tb.v -sim_script ${circ}_sim.scr \ 

31 -vhdl_synth ${circ}_syn.vhd -synth_scr ${circ}_synth.scr \ 

32 >> $result 

33 

34 date >> $result 

35 

36 # synthesise the CUT 

37 echo Synthesis ... » $result 

38 dc_shell < ${circ}_synth.scr » dc_shell.output 

39 

40 # run simulation for capturing switching activity 

41 date >> $result 

42 echo Simulation ... >> $result 

43 vsim -do ${circ}_sim.scr 

44 

45 # estimate average power dissipation based on the 

46 # captured switching activity for the CUTs with 

47 # standard scan chain and with the low power scan 

48 # chain respectively 

49 date >> $result 

50 echo Power estimation ... » $result 

51 

52 echo >> $result 
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53 if test $nseg == "2" ; then 

54 echo Standard scan >> $result 

55 power.estimate -hdl ${circ}_syn.vhd -f vhdl -lib MTC35000.db \ 

56 -s back_full.saif testbench/cutl -t cut I ./filterpower >> $result 

57 fi 

58 echo Low power scan » $result 

59 power_estimate -hdl ${circ}_syn.vhd -f vhdl -lib MTC35000.db \ 

60 -s back_partitioned.saif testbench/cutl -t cut | ./filterpower >> $result 

61 

62 done 

63 done 

An example of synthesis script for Synopsys' Design Compiler is shown in the 

following script. 

1 analyze -f verilog s5378.v.presyn 

2 elaborate cut 

3 compile -area_effort low -exact_map -incremental 

4 change_names -rule vhdl 

5 write -f vhdl -hierarchy -output s5378_syn.vhd 

6 report_area 

7 quit 

The following listing shows an example of automaticallyrgenerated Verilog test 

bench, including the scan control unit, used for simulations. 

1 module scan_adapter(test_mode,clk, scan_clk, scan_segment_select,mode); 

2 

3 input elk, test_mode, mode; 

4 parameter nsegments = 1, segmentlength = 1; 

5 

6 integer counter,i,bitcnt; 

7 

8 output [nsegments:0] scan_clk; 

9 output [nsegments:0] scan_segment_select; 

10 reg [nsegments:0] scan_clk; 



151 

11 reg [nsegments:0] scan_segment_select; 

12 

13 initial begin: initl 

14 i = 0; 

15 counter = 0; 

16 scan_clk = 0; 

17 scan_segment_select = 0; 

18 bitcnt = -1; 

19 

20 end 

21 

22 always @(clk) 

23 begin 

24 

25 if(mode == 1) //low power 

26 begin 

27 if(elk == 1) 

28 begin 

29 bitcnt = (bitcnt + 1 ) 7 . ((nsegments+1) 

30 *(segmentlength+1) 

31 + nsegments + 1); 

32 counter = (counter + 1) % (nsegments + 1); 

33 end 

34 for(i = 0; i<= nsegments; i = i + 1) 

35 begin 

36 if(bitcnt >= (nsegments+1) * (segmentlength+1)) 

37 scan_segment_select [i] = 0; 

38 else 

39 scan_segment_select[i] = 1; 

40 

41 end 

42 #10 for(i = 0; i<= nsegments; i = i + 1) 

43 begin 

44 if (test_mode == 1) 

45 scan_clk[i] = elk & (counter == i); 

46 else 

47 scan_clk[i] = elk; 

48 end 
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49 end 

50 else //standard 

51 begin 

52 if(elk == 1) 

53 begin 

54 bitcnt = (bitcnt + 1 ) % ((nsegments+1) * 

55 (segmentlength+1) + 1); 

56 end 

57 for(i = 0; i<= nsegments; i = i + 1) 

58 begin 

59 

60 if (bitcnt >= (nsegments+1) * (segmentlength+1)) 

61 scan_segment_select [i] = 0; 

62 else 

63 scan_segment_select[i] = 1; 

64 end 

65 #10 for(i = 0; i<= nsegments; i = i + 1) 

66 begin 

67 scan_clk[i] = elk; 

68 end 

69 end 

70 end 

71 

72 endmodule 

73 

74 //////////////////////////////////////////////////////////// 

75 

76 module clkgen(clk); 

77 output elk; 

78 reg elk; 

79 initial begin: initl 

80 elk = 1; 

81 while(1) 

82 begin 

83 #25 elk = -elk; 

84 end 

85 end 

86 endmodule 
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87 

88 / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 

89 

90 module Ifsr(clk,lfsr_out); 

91 

92 input elk; 

93 output lfsr_out; 

94 reg lfsr_out; 

95 reg [0:8] seed; 

96 

97 

98 initial begin: initl 

99 seed = 1; 

100 lfsr_out = 0; 

101 end 

102 

103 always @(posedge elk) 

104 begin 

105 seed = {(seed[8]"seed[3]),seed[0:7]}; 

106 lfsr_out = seed[0]; 

107 end 

108 

109 endmodule 

110 

111 / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / / 

112 

113 module testbeneh(mode,reset); 

114 parameter nsegments = 1, segmentlength. = 163; 

115 

116 

117 // mode = 0 for standard sean 

118 // mode = 1 for low power scan 

119 

120 input mode,reset; 

121 integer i; 

122 wire elk; 

123 wire scanin; 

124 reg test_mode; 
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125 wire [nsegments+l:0] scan_clk; 

126 wire [nsegments+l:0] scan_segment_select; 

127 reg [nsegments+l:0] scanin_cut, scanclk_cut, scanena_cut; 

128 wire [nsegments+l:0] scanout_cut; 

129 

130 clkgen ck(clk); 

131 scan_adapter #(nsegments,segmentlength) sa(test_mode, 

132 elk. 

133 scan_clk[nsegments:0], 

134 scan_segment_select [nsegments :0] , 

135 mode); 

136 Ifsr Ifsrl(clk,scanin); 

137 cut cutl( scanin_cut, 

138 scanout_cut, 

139 scan_clk, 

140 scan_segment_select, 

141 reset); 

142 

143 initial begin: initl 

144 

145 i = 0; 

146 test_mode = 1; 

147 

148 scanin_cut = 0; 

149 

150 scanclk_cut = 0; 

151 scanena_cut = 0; 

152 

153 end 

154 

155 always Sclk 

156 begin 

157 if(mode ==0) // standard scan 

158 begin 

159 scanin_cut[nsegments] = scanin; 

160 for(i = nsegments; i > 0 ;i = i-1) 

161 begin 

162 scanin_cut [i-1] = scanin; 
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163 end 

164 end 

165 else // low power scan 

166 begin 

167 

168 for(i = 0;i<=nsegments; i = i+1) 

169 begin 

170 scanin_cut[i] = scanin; 

171 end 

172 end 

173 end 

174 

175 endmodule 

The following listing shows the ModelSim script used for capturing the switching 

activity. 

1 vlib work 

2 

3 # compile de CUT 

4 vcom -reportprogress 300 -work alcatel {s5378_syn.vhd)-

5 

6 # compile the test-bench 

7 vlog -reportprogress 300 -work alcatel {s5378_tb.v} 

8 

9 # start simulator linked with Synopsys' DPFLI external library for 

10 # capturing switching activity 

11 vsim -foreign "dpfli_init\ 

12 /usr/synopsys/auxx/syn/power/dpfli/lib-linux/dpfli. so" \ 

13 -L /home/paul/Tools/DesignKits/alcatel/mti5.4d/MTC35000/vit3.0/lib_sim 

14 \alcatel.testbench 

15 

16 # initialise the reset and mode signals 

17 # and rested circuit 

18 force -freeze /testbench/reset 1 0 , 0 {2ns} 

19 

20 # mode = 1 stands for the low power scan chain 
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21 force -freeze /testbench/mode 1 0 

22 run 4ns 

23 

24 # define the CUT as the toggle capture region 

25 set_toggle_region /testbench/cutl 

26 

27 # start toggle capture 

28 toggle_start 

29 

30 # run simulation 

31 rum 82500 

32 

33 # stop toggle capture and report to file 

34 toggle_stop 

35 toggle_report back_partitioned.saif le-9 /testbench/cutl 

36 

37 

38 restart -force 

39 

40 # reinitialise design and select standard scan mode (mode = 0) 

41 force -freeze /testbench/reset 1 0, 0 {2ns} 

42 force -freeze /testbench/mode 0 0 

43 run 4ns 

44 

45 # define the CUT as the toggle capture region 

46 set_toggle_region /testbench/cutl 

47 

48 #start toggle capture 

49 toggle_start 

50 

51 #run simulation 

52 run 82000 

53 

54 # stop toggle capture and report to file 

55 toggle_stop 

56 toggle_report back_full.saif le-9 /testbench/cutl 

57 

58 #exit ModelSim 
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59 exit -force 

Figure C.l shows the gate-level schematic of the scan control unit for a design with 

three scan segments. 
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A 6 

Figure C.l: Schematic of the synthesised scan control unit for three scan segments 



Appendix D 

Tools and Benchmark Circuits 

This appendix provides brief descriptions of the benchmark circuits and tools used 

in the experiments referred throughout the thesis. 

D . l Academic and Commercial Sof tware Tools 

• Academic software 

- A T A L A N T A [Teca] is an ATPG tool for combinational circuits based 

on the single stuck-at fault model. 

- F S I M [Tecb] is a fault simulator for combinational circuits based on 

the single stuck-at fault model. 

- MinTest [IGA] is an ATPG tool for the single stuck-at fault model. 

• Commerc ia l software 

- Des ign Compiler (Synopsys) [SynOla] is a behavioural to gate-level 

synthesis tool. 

- Power Compiler (Synopsys) [SynOlc] is a RT-level and gate-level 

power estimation tool. 
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M o d e l S i m (Mentor Graphics ) [GraOOb] is a Verilog'/VHDL simula-

tion tool. 

D.2 Benchmark Circuits 

The ISCAS85 benchmark circuits [bl] are purely combinational designs with the 

number of gates, inputs and outputs listed in Table D. l . 

Circuit Gate count Inputs Outputs 

c432 160 36 7 
c499 202 41 32 
eSSO 383 60 26 

C1355 546 41 32 
c l 9 0 8 880 33 25 
C2670 1193 233 140 
C3540 1669 50 22 
c5315 2307 178 123 
C6288 2406 32 32 
c7552 3512 207 108 

Table D. l : The ISCAS85 benchmark suite 

The ISCAS89 benchmark circuits [bl] are sequential designs with the number of 

gates, inputs, outputs and Hip-Sops listed in Table D.2. 
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Circuit I Gate count I Inputs I Outputs I Flip-flops 

s526 141 3 6 21 
s641 107 35 24 19 
s713 139 35 23 19 
s820 256 18 19 5 

s832 262 18 19 5 

s838 288 34 1 32 
s953 311 16 23 29 

s l l 9 6 388 14 14 18 
S1238 428 14 14 18 
S1423 490 17 5 74 
s5378 1004 35 49 179 
S9234 2027 19 22 228 

S 1 3 2 0 7 2573 31 121 669 
S 1 5 8 5 0 3448 14 87 597 
S 3 5 9 3 2 12204 35 320 1728 
S38417 8709 28 106 1636 
S38584 11448 12 278 1452 

Table D.2: The ISCAS89 benchmark suite 
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