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This thesis reports an experimental investigation of the nonlinear optical properties 

of bound electron-hole pairs (excitons) in quantum wells embedded in semiconductor 

microcavities. A microcavity is a monolithic resonator composed of two Bragg mirrors 

with cavity length comparable to the wavelength of light. The embedded quantum 

wells serve as the optically active medium which also confines the electronic excita-

tions. Strong interaction between the cavity photons and the quantum well excitons 

results in new eigenstates of the system, the so called microcavity exciton-polaritons. 

Continuous wave excitation, and time-, spectral-, and angular-resolved ultrafast spec-

troscopy were employed in order to analyze the dynamics of this system. 

Microcavity exciton-polaritons exhibit a very steep dispersion around the ground 

polariton state resulting in a much longer polariton de Broglie wavelength compared to 

that of bare excitons. Therefore, quantum degeneracy of a polariton gas is achievable 

at much lower densities than for an exciton gas. Recently, observations of parametric 

polariton scattering under stimulation of the final state provided conclusive proof of 

the bosonic behaviour of polaritons. In this thesis a comprehensive analysis of the 

spin dynamics in the stimulated polariton scattering is presented. 

Due to the effect known as relaxation bottleneck, which prevents excitons from 

relaxing into the ground polariton state, Bose condensation of polaritons has not yet 

been observed from an initially incoherent population of excitons. However, exper-

imental evidence is presented of the potential of electron-polariton scattering as an 

efficient process, which can drive polaritons from the bottleneck region to the ground 

state. 
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Chapter 1 

Introduction 

Present technological applications mostly use silicon-based semiconductor devices. 

The speed at which silicon electronics can process and modulate electronic signals is 

very high and has overcome the GHz frequency. However, the processing of inform-

ation via electronic signals has almost reached its physical limits, which are given 

by the frequency dependent losses that distort electronic signals.[1] Optical signals 

have a carrier frequency much higher than that of electronic ones and minimal distor-

tion due to the frequency dependent transmission. Therefore, optical transmission is 

preferable for information processing. Telecommunication systems based on optical 

inter-connections are already being used widely for long distance transmissions. The 

demand for higher transmission bandwidth in short distances is rapidly growing and 

optical transmission is a very promising candidate. However, at present optical sig-

nal modulation is based on silicon technology, which is complex and slows down the 

final transmission rate. The necessity for a new generation of optoelectronic devices 

which will directly modulate optical signals is apparent.[2, 3] HI-V semiconductors 

have been the preferred materials for such devices. 

Over the past ten years, the development and application of low-dimensional semi-

conductor heterostructures has been vast and rapid. The doors have opened on a 

whole new field of physics in quantum confined structures by the epitaxial growth 

and device fabrication techniques, which are constantly improving. Light emitting 

diodes, semiconductor lasers, vertical cavity surface emitting lasers, microdisc lasers, 

and displays are some of the applications based on the enormous technological advance 
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of epitaxial growth. The physics underlying these exceptional emitters is well under-

stood and relies on the radiative recombination of a population inverted reservoir of 

electron-hole plasma, which can be achieved by either electrical carrier injection or 

optical pumping. 

1.1 Historical Overview 

Exciton-polaritons play an important role in the investigation of the optical proper-

ties of semiconductors at energies close to the fundamental energy gap. In an infinite 

crystal due to the translational symmetry an exciton is strongly coupled to a single 

photon mode resulting in coupled mode excitations, 'the polaritons', which are the 

true propagating modes inside the material. An analogous efi"ect involving phon-

ons gives rise to phonon-polaritons.[4] Starting with the pioneering work by Hopfield 

[5] on polaritons in bulk semiconductors, the investigations in the field of exciton-

polaritons has grown rapidly. The first experimental evidence of exciton-polaritons 

came from the direct measurement of the polariton dispersion by two photon absorp-

tion spectroscopy [6] and hyper-Raman scattering [7] experiments. Related properties 

of bulk polaritons, such as the measurement of the group velocity of wave packets, 

were investigated experimentally by Ulbrich [8]. However, the most debated property 

has been the polariton luminescence. Exciton-polaritons are intrinsically stationary 

states and therefore luminescence occurs only through the propagation to the crys-

tal surface. This makes the luminescence process fundamentally dependent on the 

volume properties of each specific sample. Investigations on polariton luminescence 

has been thoroughly studied, both theoretically and experimentally. [9, 10, 11, 12] 

The progress in semiconductor technology paved the way to fabrication of hetero-

structures, such as thin films, quantum wells, and superlattices. The confinement of 

the electronic wave function within the narrow layers of material of these structures, 

strongly modifies their optical response with respect to the bulk semiconductor. As a 

consequence the selection rules for the exciton-radiation coupling are modified and the 

conservation of the component of momentum orthogonal to the quantum well plane is 

no longer required. The exciton is thus coupled to a continuum of photon modes and 
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experiences an irreversible decay in complete analogy with atomic spontaneous emis-

sion. [13] The lifetime of quantum well excitons (estimated to be about 20 ps in GaAs 

structures) is strongly modified by the disorder in these structures which alters the ex-

citon wave function and effects the recombination properties. [14, 15] The free exciton 

lifetime was measured on very high quality samples by Deveaud et al.[16] Quantitat-

ively, the spontaneous emission rates depend on the photon density of states, which 

can be tailored by modifying the dielectric environment of the quantum well. 

By embedding the quantum wells in a cavity (semiconductor micro cavity) it is pos-

sible to inhibit or enhance the spontaneous emission as predicted by Purcell (1946).[17] 

When the enhancement of the light matter interaction is strong enough, the system 

cannot any longer be explained by the perturbative Fermi's golden rule for the weak 

coupling regime. In the strong coupling regime the exciton-photon interaction is non-

perturbative and new modes appear in the system, as observed by Weisbuch.[18] The 

normal modes of the microcavity system cannot be described by photons or excitons 

alone but by a mixing of these bare modes. Such half-matter half-light quasi particles 

are the so-called microcavity polaritons. 

Unlike the quantum well excitons, the microcavity polaritons have a very sharp en-

ergy dispersion [19] due to the cavity photon component, which has a very light mass. 

Unlike the bare cavity photons, polaritons have pronounced nonlinear behaviour be-

cause of their exciton-exciton interaction and the transition to the perturbative regime 

of the exciton-photon coupling. Semiconductor micro cavities allow for direct manip-

ulation of their light quasiparticles by laser beams both in energy and momentum 

space. They provide an ideal laboratory for the study of nonlinear dynamics of in-

teracting particles with integer spin. As long as the excitation densities are below 

the exciton saturation, polaritons behave as good bosons. Bosonic effects such as 

stimulated scattering and Bose condensation can be investigated under low density 

excitation. These effects have been studied in bulk semiconductors and the outcome 

has always been very controversial. [20, 21] This is in contrast to the investigations 

of ultra-cold trapped atoms where spectacular demonstrations of Bose condensation 

have been achieved. [22] 

The peculiar properties of microcavity polaritons have opened the field for the 



CHAPTER 1. INTRODUCTION 4 

observation of bosonic effects in the solid state with the recent example of the ex-

perimental observation of stimulated polariton amplification reported by Savvidis et 

a/. [23] However, the finite micro cavity polariton lifetime makes effects, such as the 

thermal equilibrium Bose condensation impossible to observe in this system. Never-

theless, non-equilibrium condensation phenomena are good candidates for this two-

dimensional system. [24] 

1.2 Outline 

This thesis presents experimental results on the nonlinear dynamics of excitons and 

photons in semiconductor planar structures. The work presented in this thesis has 

been inspired by prior theoretical investigations [25] and has led both to the ex-

perimental validation of the theory and to the development of further theoretical 

models. [26, 27] The structure of this thesis is the following: 

Chapter 1 as presented above. 

Chapter 2 contains a brief overview of the theory of excitons and exciton-polaritons 

in bulk semiconductors, quantum wells and semiconductor microcavities. 

Chapter 3 gives a description of the experimental methods used for measuring the 

parameters that characterize light-matter interactions including the basic principles 

of the major experimental equipment and the characteristics of the samples that were 

employed in this study. 

Chapter 4 presents a review of related work on semiconductor heterostructures. 

Chapter 5 investigates the experimental observation of electron-polariton scatter-

ing in a structure that allows control of the electron density. This process has been 

proposed as an efficient mechanism that can drive polaritons to the ground state, 

achieving Bose amplification of the optical emission. Substantial enhancement of 
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photoluminescence is reported under non-resonant excitation. 

Chapter 6 analyzes the polarization dynamics of the light emitted from semicon-

ductor microcavities in the regime of parametric polariton scattering. A microscopic 

theoretical model that could explain the spin dynamics of the parametric polariton 

scattering is discussed together with the phenomenological arguments that support 

it. 

Chapter 7 studies the coexistence of low-threshold lasing and strong coupling in 

a high quality semiconductor microcavity under near resonant optical pumping. The 

appearance of this lasing mode distinguishes between quantum-well excitons which 

are strongly-coupled and quantum well excitons which are weakly-coupled with the 

cavity mode. 

Chapter 8 summarizes the results of this thesis and suggests further experimental 

investigations. 



Chapter 2 

Basic Concepts of 
Exciton-Polaritons 

During the last five decades, a significant number of studies have been performed in 

condensed matter physics on semiconducting materials. Apart from the impressive 

technological applications in electronics and optical telecommunications, semicon-

ductors have been a very fertile ground for fundamental research. [28] In this chapter, 

some basic concepts of semiconductor physics are revised. 

2.1 Excitons 

In semiconductors, apart from the optical transitions for photon energies bigger than 

the energy band gap, hco > Eg, there are some transitions that occur for hu < Eg. 

These transitions are allowed due to the formation of bound electron-hole (e-/i) pairs 

as a result of the attractive e-h Coulomb interaction. These bound states, which are 

called ^excitons\ are discrete transition resonances of binding energy Eb- Therefore, 

photon absorption can occur at energies, huj = Eg — Eb, even below the band gap, Eg. 

On the other hand, when a bound electron-hole pair recombines, the exciton annihil-

ates and its energy is transferred to a photon (radiative recombination) or to lattice 

vibrations or impurities (non-radiative recombination). Excitons in semiconductors 

are usually shallow, i.e. their radius is much larger than the interatomic spacing: as 

such they can be described by a two particle eff'ective-mass equation (Wannier-Mott 

excitons).[29] The opposite extreme, i.e. that of tightly bound (or Frenkel) excitons, 



is appropriate to molecular crystals. [30] 

2.1.1 Excitons in Bulk Semiconductors 

An exciton in a bulk semiconductor, being a bound state of a positive and a negative 

charge, is reminiscent of positronium. However, exciton physical scales are rather 

different. If we replace the proton mass with the reduced electron-hole mass, = 

^ and the electronic charge by we can use the Bohr hydrogen model to 

describe an exciton. Therefore, the energy of an exciton state is given by the modified 

exciton Rydberg energy 

where aex = ^ is the exciton Bohr radius, e is the dielectric constant, n is the 

principal quantum number and K = ke + kh, M = me + rrih are the translational 

wave vector and mass of the exciton respectively. Due to the light effective masses 

of the carriers and the dielectric screening of the Coulomb interaction, the exciton 

Rydberg is much smaller and the exciton radius much bigger than the atomic one. 

For most semiconductors, the exciton radius is larger than the lattice constant and 

hence the ^orbits'' of electron and hole around their common center of mass average 

over many unit cells, which justifies the effective-mass approximation. [31] 

Thus, excitons seem to be very fragile objects. For example in GaAs, the exciton 

binding energy is 4.2meV, exciton Bohr radius ~ 120A and e ~ 13.13 (compared with 

13.6eV and O.SA in the hydrogen atom). Even the room temperature thermal energy 

{ksT 25meV) is bigger than the exciton Rydberg. Consequently, the conditions 

under which excitons play an important role in semiconductors are quite stringent 

and depend on the exciton energy compared to the thermal energy, the mean distance 

of electron-hole pair compared to the exciton Bohr radius, the screening length, and 

the phase space filling. The screening length is a measure of the effectiveness of the 

Coulomb interaction between two carriers in the presence of other carriers (Coulomb 

screening effect). The phase space filling originates from the fermionic nature of the 

individual electrons and holes. Pauli's exclusion principle forbids the occupation of 
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Figure 2.1: Energy eigenfunctions and eigenvalues of the three lowest energetically 
states for an infinite one-dimensional square potential well 

the same quantum state by particles with the same quantum numbers. The effect of 

phase space filling in e-h attraction is similar to that of screening but of a quantum 

nature. A consequence of these many-body effects is the decrease of optical transition 

energy with the increase of carrier density. This energy red-shift is called 'band gap 

renormalization' energy and is independent of the electron momentum. 

2.1.2 Quantum Well Excitons 

With the advent of modern crystal growth techniques, it has become possible to 

fabricate microstructures with one or more of the dimensions of the structure com-

parable to the de Broglie wavelength of its elementary excitations. In that case, the 

electronic and optical properties deviate substantially from those of bulk materials 

and the effects of quantum confinement become pronounced. Quantum confinement 

of one (two, three) spatial dimension results in quantum well structures (quantum 

wires, quantum dots). The most pronounced effects of quantum confinement are 

the modification of the electronic energy levels of a crystal and the alteration of the 

density of states. 

In the ideal quantum confinement conditions of a quantum well (QW) of width 

L (infinite potential barrier at the walls), the elementary excitations are completely 
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confined in the microstructure and the electronic wavefunctions vanish beyond the 

walls, Fig.2.1. In the growth direction, perpendicular to the walls, the confinement 

of the wave functions results in the quantization of the corresponding wavevector 

component 

knL = rmjL (2.2) 

and the bound energy states 

where n=l,2,... The total energy of an electron subject to one-dimensional quantum 

confinement is 

Etot = Enx + E / j (2.4) 

where E n = f^k'ji/2mii is the energy corresponding to the free motion of the electron 

on the plane parallel to the walls. 

Two dimensional density of states 

An important difference between bulk and quantum well structures is the density of 

states. In the parabolic energy band approximation and for symmetric band structure 

in the plane parallel to the walls the energy density of states is constant 

On the other hand, the energy density of states in a bulk semiconductor is 

^ (2.6) 

which tends to zero at the bottom of the band. Fig.2.2. Therefore, in quantum wells 

all the dynamical phenomena, such as scattering, optical absorption and gain, remain 

finite at low kinetic energies and low temperatures. [32] 
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Figure 2.2: 2D density of states and comparison with the 3D density of states, cal-
culated for a layer with thickness equal to that of the quantum well. [33] 

2.1.3 Optical Proper t ies of Excitons 

In the simplified picture of the two band model (one valence band and one con-

duction band), an exciton can be considered as a two level system. In this case, 

the exciton-photon interaction is reminiscent of the two level atom-photon interac-

tion. The optical transition probability in the presence of an electric field is given by 

Fermi's golden rule 

Xif = y Wnf f)f (2.7) 

where Xif is the transition probability, Mj/ is the matrix element of the interaction 

and pf the density of final states. In the electric dipole approximation the interband 

optical matrix element can be written 

Mi, = if \H, |i> = {/ l - f , • E (i) ti> (2.8) 

where ji is the electric dipole moment of the two level transition and E{t) is the time 

varying external electric field. The dipole approximation is justified when the dipole 

size is several orders of magnitude smaller than the wavelength of the excitation field 

of the optical transitions. 

Exciton oscillator strength 

Since the exciton Bohr radius is bigger than the interatomic distance in the crystal, 

its wavefunction extends over many lattice sites of the crystal. [29] Thus, the exciton 
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collects the dipole oscillator strength of many atoms. More precisely, the excitonic 

oscillator strength can be derived in the following way [34] 

fexc = = |^n(r = 0)|^4e..o (2.9) 

where rUe is the free electron mass and co is the optical transition frequency, and 

Uc represent the Bloch wavefunctions of the valence band and the conduction band, 

V is the crystal volume, r] is the polarization vector of light and ipn{f) is the exciton 

envelope function. For the Is exciton state, 

h&i,(r = 0) f (2.10) 

Therefore, 

V 
fexc — fatom~ ^ (2 .11) 

TTttgj, 

where fatom is the oscillator strength for a uncorrelated electron-hole pair. Thus, 

the strong correlation of an electron-hole pair in an exciton enhances the oscillator 

strength by a factor of V/nal^. Furthermore, the dimensionless oscillator strength 

is proportional to the crystal volume due to the extending of the center of mass 

wavefunction over the whole crystal (impurities and crystal disorder neglected). A 

meaningful quantity is the exciton oscillator strength per unit volume for bulk semi-

conductor, or per unit area for quantum well excitons, which is directly related to the 

absorption coefficient Oi{uj) through 

fzD = ^ oc J a{uj)du (2 .12) 

and 

f2D = ^ cx J a{u)du (2.13) 

correspondingly. A comparison between the exciton oscillator strength per unit 

volume (3D, bulk case) and per unit area (2D, QW case) shows that 

f2D = 8 • JzD (2.14) 
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Conduction Band 

Without 
spin-orbit coupling 

/=0,5=1/2 
m,=0, m=±l/2 

2-fold degenerate 

Valence Band 

Z=l, 5=1/2 
7M,=0, ±1, m=±l/2 

6-fold degenerate 

With 
spin-orbit coupling 

7=1/2 
mj=±ll2 

2-fold degenerate 

j=3/2 
mj=±3/2, ±1/2 

4-fold degenerate 

7=1/2 
mj=±l/2 

2-fold degenerate 

Figure 2.3: Electron (hole) eigenstates at /i; = 0 for the lowest (upper) conduction 
(valence) band states in bulk GaAs. In the absence of spin-orbital coupling the 
eigenstates are llsminis >, where /, mi and s, rus are the total and ^-component 
quantum numbers for the orbital and spin angular momenta, respectively. With 
spin-orbit coupling the eigenstates become \ls]jmj >, where j, mj are the quantum 
numbers for the total (orbital plus spin) angular momentum. 

where the approximation^ a2D = 030/4 has been used. The above analogy can 

intuitively be understood by the fact that in quantum wells the overlap of the electron 

and hole wavefunctions is bigger than in excitons in bulk semiconductors due to the 

spatial confinement and hence the optical matrix element is larger. 

2.1.4 Exciton Spin and Angular Momen tum 

The study of the exciton spin, and therefore polariton spin dynamics, requires a clear 

representation of the exciton spin states. The spin state of an exciton is a direct 

product of the conduction band electron and valence band hole spin states. 

For III-V compounds like GaAs, the conduction and valence band structure are 

calculated using the Kane or k p theory [35] and the Luttinger Hamiltonian.[36] The 

results for bulk GaAs are summarized in figure 2.3. The lower conduction band states 

at A; == 0 have an s-like symmetry (/=0), and therefore a two-fold spin degeneracy 

^This approximation holds in the 2D exciton case 
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(a) Mass Reversal 

E' 

(b) Band Mixing 

E' 

Figure 2.4; (a) Heavy (/i/i)and light (Ih) hole bands in the absence of band mixing in 
quantum wells showing the mass reversal, (b) Heavy (/i/j,)and light {Ih) hole bands 
in the presence of band mixing {solid curves) showing the removal of the degeneracies 
that are present without band mixing {dashed curves). 

{ms = ± | ) without spin orbit coupling. The upper most valence band states have a p-

like symmetry (/=1), and therefore a six-fold degeneracy without spin orbit coupling. 

The coupling between the orbital angular momentum and the electron spin when it 

is small (in comparison to the electrostatic interaction, Russell — Saunders case) 

results in new eigenstates of the total angular momentum, J of the system. For the 

J = 1/2 conduction band the new eigenstates are | ± ^ >, for the J = 3/2 heavy-hole 

valence band are [ ± | >, for the J" = 3/2 light-hole valence band are | ± | >, and for 

the split-off holes, J — 1/2, are | ± ^ >, where the repeated quantum numbers have 

been omitted, Fig.2.3. 

In quantum wells the band structure is further modified due to the quantum 

confinement. The influence of quantum confinement causes significant band mixing 

especially on the top two bulk semiconductor valence bands, the heavy-hole and the 

light-hole bands. This effect is treated again within the framework of the Luttinger 

Hamiltonian [37] and results in an anti-crossing of the two bands. Another difference 

between the quantum well structures and the bulk semiconductors is that the effective 

mass has different values for the confinement (growth) and the transverse (in-plane) 

directions. [31] States with a heavier effective mass in the confinement direction have 

a lighter effective mass in the transverse direction. This is commonly referred to as 
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(a) jz=-!4 j =+% (b) j,=-'/2 

jz=+3/2 

+2.- ' 

j=-3/2 j=+3/2 j=-3/2 

jz==+̂  jz=-̂  1=+% jz=-'/2 

Figure 2.5: (a) single photon absorption optically allowed transitions for heavy and 
light-hole states, (b) optically inactive transitions, ^dark states'. 

'mass reversal'. The convention is to use the terms light- and heavy-holes according 

to the respective mass in the confinement direction. Therefore, light-holes are heavier 

than heavy-holes in a quantum well. The effects of quantum confinement on the band 

structure of quantum wells are summarized in figure 2.4. 

When a photon is absorbed to resonantly excite an exciton with electron and hole 

spins denoted by (s, m/j), the possible transitions are governed by angular momentum 

conservation between the exciton spin and the polarization of light 

mp = s + mh (2.15) 

where rup is the photon spin and can take the value ±1 for the a ± circular polariz-

ations. The possible transitions are summarized in figure 2.5. The (s ruh = ±2) 

excitonic states are optically inactive since they cannot be excited by a single photon 

absorption although they can be excited by two photon absorption processes. 

An appropriate basis to describe the different polarization states of the optical 

transitions of the heavy hole excitons is that of the two opposite circular polarization 

states, |1 > for a + and | —1 > for a—. Therefore, circularly polarized light a ± creates 

excitons on states | ± 1 >, the 'circular excitons\ and linearly polarized light creates 

linear combinations of the 1±1 > states. In particular, H— and V—linearly polarized 

light (horizontal, vertical polarization) create the 'linear exciton' states \H >= (|1 > 

+1 — 1 >)/\ /2), \V >= (|1 > —I — 1 >)li\/2) correspondingly. The photo-induced 

inequality of the states | ± 1 > in the population, created by circular or elliptical 

polarized light is called 'optical orientation' of excitonic spins and is a particular case 

of a more general phenomenon, namely the selective optical excitation of excitonic 

sublevels. Another example of the selective excitation is the 'optical alignment' of 



excitons by linearly polarized radiation. Linearly polarized light can, under resonant 

conditions, excite the exciton states with a definite direction of oscillating electric 

dipole moment. Such a state can also be described as a coherent superposition, 

(|1 > — 1 >)/-s/2, of states | ± 1 >, where the phase cj) is determined by the 

orientation of the polarization plane. 

Exciton spin polarization has been extensively studied in bulk semiconductors 

[38, 39] and semiconductor heterostructures. [40] For an extensive review see Ivchenko 

and Pikus.[41] 

2.2 Cavities 

Quantitatively, the spontaneous emission rates depend on the photon density of final 

states. Tailoring the photon density of states by modifying the dielectric environment 

of the quantum wells allows control of the spontaneous emission rates. Thus, we can 

enhance or inhibit the spontaneous emission rate by enlarging or reducing the resonant 

photon density of states, as was predicted by Purcell and will be thoroughly discussed 

in section 2.3.1.[17] 

The density of optical modes as a function of wavelength in a structure that 

confines photons depends on the dimensionality of the structure in a similar manner 

to that of the density of electrical carriers in a quantum well, wire or dot. [42, 43] In 

the bulk, 3D case L A/2n, the optical mode density increases quadratically with 

frequency. Fig.2.6a 

In a planar cavity, the optical modes in the direction perpendicular to the mirror 

plates are quantized 

Stt 
kz = (2.17) 

where L is the distance between the mirrors and is an integer. In the transverse 

direction (parallel to the mirror planes), there is a continuum of optical modes, owing 
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Figure 2.6: Mode density as a function of frequency for (a) a bulk cavity with L Z$> 
A/n, (b) a two dimensional cavity. 

to the lack of optical confinement. Hence, the 2D density of states is 

p(w) == TVz 
w 

(2.18) 

where is an integer less than 2L/A, equal to the number of quantized longitudinal 

modes in the cavity. The optical mode density increases stepwise each time another 

half-wavelength fits between the planar mirrors {N^ jumps by one). Between these 

steps, the mode density increases linearly owing to the modes propagating in the 

transverse direction. Fig.2.6b. 

2.2.1 Fabry-Perot Etalon 

The simplest structure for the confinement of the electromagnetic field is the planar 

Fabry—Perot resonator. This device is made of two parallel plane mirrors separated by 

some dielectric material, called a ^spacer', as in Fig.2.7a. Assuming perfectly reflective 

mirrors with reflectivity R= 1, the condition for the existence of the electromagnetic 

field inside the Fabry—Perot is that of constructive interference between successive 

passes of a propagating wave. Thus, we require that the phase change in a round trip 
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Figure 2.7: (a) A schematic Fabry-Perot resonator, (b) The dispersion curves of a 
Fabry-Perot resonator. The modes A^2=l,2,3 are plotted. The dashed line is the two 
dimensional free photon dispersion w = ckjilricav 

inside the Fabry—Perot be equal to N times 2ti 

u 1/2 

2 - /:// Lr — NtT (2.19) 

where w is the photon frequency, Ucav is the refraction index of the spacer, kf/ is 

the component of the photon wave vector along the Fabry—Perot plane, and Lc is 

the spacer thickness. The quantity = s j I ~ Ayy is the component of the 

photon wave vector orthogonal to the Fabry—Perot plane. From (2.19), it seems that 

inside a Fabry—Perot the values assumed by kz are quantized, while k// is still a ' /ree' 

quantum number because of the in-plane translational symmetry of the Fabry—Perot 

structure. The photon frequency as a function of the in-plane wave vector is plotted 

in figure 2.7b. From these dispersion curves it is evident that a cutoff frequency exists, 

below which there is no electromagnetic field inside the Fabry—Perot. 

Ideal Fabry—Perot resonators with perfectly reflective mirrors are only a crude 

approximation of a realistic device. Mirrors have a finite transmission and a finite loss 

coefficient which has to be considered when describing the features of these resonators. 

We consider here, for simplicity, a Fabry—Perot with two equivalent mirrors having 

a real (no losses), frequency independent reflection coefficient r. We further restrict 

ourselves to the case of light at normal incidence. Let us consider a plane wave 

Ein (w, z) = Eq exp (ikzz) incoming from outside the Fabry—Perot. Because of the 

finite mirror transmission, two plane waves propagating in opposite directions will be 
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present inside the spacer. We write the electric field inside the Fabry—Perot as 

E (w, z) = Eq [I (w) exp {ikzz) + J (w) exp {—ik^z)\ (2.20) 

The two coefficients 7(w) and J(w) are obtained by imposing the boundary conditions 

at the two mirrors: 

v T r 2 

where depends on u according to (2.19) with fc//=0. The field strength at the 

center of the spacer is obtained by taking the square modulus of the electric field 

From the last expression it appears that in a realistic Fabry—Perot the electromag-

netic field is not strictly quantized and, at a given angle, it is non-zero for every value 

of the frequency. Expression (2.22) has a resonant behaviour in correspondence with 

the frequencies defined by the dispersion relation (2.19), as can be seen by taking the 

second term in the Taylor expansion of the denominator 

^ (2.23) 

where Wc = TTc/Lcncav and 

^ (^.24) 
•^r.' ̂ c.av' 

The last expression represents the linewidth of the cavity mode resonance, and an 

equivalent expression will be derived for semiconductor microcavities. A quantity 

related to 7c is the finesse F, defined as the ratio of the energy separation between 

successive cavity modes to the cavity mode linewidth, which gives a figure of merit of 

how close a Fabry—Perot is to the ideal case with infinitely sharp resonances. Using 

(2.24) and the expression for lo^ one derives 
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Figure 2.8: Reflectivity spectra obtained from transfer matrix model simulations for 
(a) a single DBR mirror, and (b) a semiconductor microcavity sample without QW's 
(DBR cavity) 

2.2.2 Distr ibuted Bragg Reflectors Cavity 

So far, the properties of a simplified Fabry—Perot structure has been discussed with 

equal mirrors having reflectivity independent of frequency. Semiconductor microcav-

ities are essentially Fabry—Perot resonators formed by two Bragg mirrors, which con-

sist of thin layers of dielectric with alternating low and high refractive indices. The 

highest reflectivity of a Bragg mirror is achieved when the layer thickness is equal to 

one-quarter of the optical wavelength.[44] In this case, all Fresnel reflections add in 

phase and the transmission of the mirrors decreases approximately exponentially as a 

function of the mirror thickness or the number of alternating dielectric layers. [45, 46] 

These mirrors are usually called Distributed Bragg Reflectors (DBRs) due to their 

structure. 



The reflectivity of DBRs of a specific architecture versus wavelength is usually 

calculated using the transfer matrix technique to solve Maxwell equations for the 

dielectric structure, Fig.2.8. The DBR has a high reflectivity only in a certain fre-

quency region called 'the stop band', and the phase of the reflectivity of the DBR is 

TT only at the center of the stop band. The central frequency of the stop band, ojsragg 

corresponds to a wavelength Agragg which is defined by the fundamental periodicity 

of the layers 

^Bragg — 2(1x711 + ZgMg) (2.26) 

where li and are the thickness and the refractive index of the layers i = 1,2. Each 

semiconductor layer is chosen to have an optical thickness A/4. The width of the stop 

band is approximately given by [2] 

A \ _ ^XBragg^n 
^^stopband — 

where An — \n2 — ni\ and Ueff is the effective refractive index of the mirror. For 

small refractive index differences Ueff can be replaced by the arithmetic mean of the 

refractive indices in the stack, otherwise the geometric mean is more suitable. [2] 

Similar to the case of the Fabry—Perot cavity, a DBR has a resonant behaviour 

that leads to the cavity mode linewidth 

^ (2.28) 
2^/R [Lc + LjDBR)ncav 

where Ldbr represents the mirror penetration depth 

where A is the optical wavelength. In the case the DBRs are designed to have Wc ^ 

^Bragg 1 the resonance condition of constructive interference in a round trip is 

2 \ 1 ^ 
"̂̂ cav 1̂1 ) -^e// ~ (2.30) 

C 

where = Lc + is the effective cavity length. For a given mirror reflectivity, 

this longer optical length results in a higher frequency selectivity and thus in narrower 

cavity mode linewidth in comparison to a Fabry—Perot with metallic mirrors of equal 

reflectivity. 



2.3 Light-Matter Interaction 

In this section a brief review of matter-radiation coupling is presented. Beginning with 

the well studied case of the atom-photon coupling, an extension to the exciton-photon 

coupling is derived. The physics of strong and weak coupling regime of photons with 

their electronic excitations is reviewed. 

2.3.1 Weak Coupling Regime 

The simplest case of a two level system is an excited one electron atom with two 

states, considered in its excited state in vacuum. The ground state >, and the 

excited state \e> are energetically separated by Eg — Eg = huj. De-excitation of the 

atom can be seen as a jump of the excited electron to its ground state accompanied 

by the emission of a photon of Eph — hco. In order for this process to occur, so called 

spontaneous emission, an electromagnetic field state of a photon at the particular 

energy is required to exist in space. Radiation field in space is usually described as 

an infinite set of harmonic oscillators, one for each mode of the radiation. The levels 

of each oscillator correspond to states with 0, 1, 2,..., n photons of energy hu. The 

ground state of each oscillator has a zero-point energy hio/2 so-called vacuum photon 

energy. In free space there is always an infinity of vacuum field states available to 

the radiated photon. This process can be understood as the coupling between the 

excited electron state and the vacuum photon field state 

|e > + |0 > —V 1̂  > + |1 > (2.31) 

The coupling of an atom to an electromagnetic field mode at its vacuum state is 

described by the frequency 

VLeg — DggEyac/fi' (2.32) 

where Deg is the matrix element of the electric dipole of the atom between its ex-

cited and ground state, Eyac is the rms vacuum electric field amplitude of a mode of 

frequency flgg is the frequency at which the atom and the field would exchange 

^Eyac = where eo is the permitivity of free space and V is the size of an arbitrary 

quantity volume 
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energy if there was only a single mode of the field, so called vacuum Rabi frequency. 

However, in free space the atom can emit in any mode that satisfies energy and mo-

mentum conservation. The particular mode and the time of the emission are random 

variables. 

The probability Fq of photon emission per unit time, so called Einstein coefficient 

A, is given by Fermi's golden rule 

r„ = (2.33) 

where po(^) = is the number of modes available per unit frequency, with 

V ^ The probability of finding the atom at the excited state after time 

t from its 'preparation' to that state is 

(2.34) 

This exponential law describes the irreversible of the spontaneous emission in free 

space. The source of irreversibility is the continuum of vacuum field modes that are 

resonantly coupled to the atom, which act as a huge reservoir in which the atomic 

excitation decays away. [47] Therefore, no oscillations of the exchange energy can occur 

between the excited atom and the resonant vacuum field modes in free space and the 

described system is said to be in the weak coupling regime (WC). 

In order for the exchange energy to oscillate between the excited atom and the 

electromagnetic field, the structure of the vacuum field modes should change to a set 

of discrete photon modes. This structural change of the photon modes can be achieved 

by the presence of a cavity. For an electric field polarized parallel to two mirrors with 

separation Lc, no mode exists in the intracavity space unless A = 2Lc/n, neN*. In 

the picture of a single excited atom in a cavity whose radiation field comes from an 

oscillating electric dipole parallel to the mirrors, there are two distinguishable cases. 

If the radiation field has A > 2Lc, then the absence of any photon modes at these 

wavelengths inhibits the emission from the excited atom, which becomes infinitely 

long lived. In the other case the radiation field is resonant with the cavity photon 

mode then the spontaneous emission rate is enhanced. The radiative rate in a cavity 
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of volume V is 

where Awc is the cavity bandwidth. The spontaneous emission rate in a cav-

ity in comparison with Fq in free space is increased by a factor of wA^/AwcF. The 

alteration of an electromagnetic transition rate by modifying the surrounding of the 

electromagnetic field was first predicted by Purcell [17] and later on demonstrated 

experimentally by Drexhage.[48] This effect, the so-called Purcell effect, is the corner-

stone of the present interest in micro cavities. 

The behaviour of an excited atom with a resonant vacuum field in a cavity (oscil-

latory or not) depends on the ratio of the vacuum Rabi frequency Qeg to the cavity 

bandwidth Aw ,̂ which is inversely proportional to the lifetime of a cavity photon, Tc. 

The reciprocal of the cavity bandwidth, Aw ,̂ is the density of modes that the excited 

atom can interact with in the cavity, and is usually described by the quality factor 

Q = w/Awc- In a low Q-cavity, even if the spontaneous emission rate is enhanced, 

the emitted photon is damped rapidly before being absorbed from the atom which 

therefore undergoes irreversible radiative decay, like in free space. The probability 

of finding the atom in the cavity at the excited state after time t is 

(2.36) 

This exponential law describes the irreversible of the spontaneous emission in a cavity. 

This is the weak coupling regime in a cavity and occurs when the interaction energy 

between the atom and the electromagnetic field is smaller than the cavity bandwidth, 

2.3.2 Strong Coupling Regime 

In a high Q-cavity, where Qeg > Awg, the atom-field coupling exhibits totally difi'erent 

behaviour. The long living cavity photon has a high probability of interacting with the 

atom before it dissipates. The absorption of the cavity photon from the atom makes 

the spontaneous emission a reversible process, named the 'vacuum Rabi oscillation'. 



where the atom and its own field exchange the excitation energy with a frequency 

"eg 

|e > + |0 > > + |1 > (2.37) 

This is the strong coupling regime (SC) in a cavity and occurs when the interaction 

between the cavity photon and the atom is stronger than the spectral linewidth of 

the cavity, HQeg > hAcOc-

In the case of N atoms in a cavity the vacuum Rabi frequency is increased as 

(2.38) 

and in the case of n photons in the cavity (resonant monochromatic excitation of an 

atom) the Rabi frequency becomes 

^ii(^) = ^egVn+ 1 (2.39) 

The probability Pe^(t) of finding the atom in the cavity at the excited state after 

time t is 

f f ^ ( t ) = ^ p ( n ) cos^dQegVrT+Tt) (2.40) 

where p{n) is the probability of n photons in the cavity. 

The strongly coupled atom-cavity system results in two new eigenstates, so called 

dressed states. Under resonant conditions of the atom and the cavity photon mode, 

the dressed states have an energy separation of hO-eg, named the vacuum Rabi split-

ting, which increases as the strength of the interaction between the atom-cavity sys-

tem is increased. [42] 

The N atoms-cavity system is now reminiscent to the case of N two dimensional 

excitons (quantum well excitons) in resonance with a photon mode of a semicon-

ductor microcavity. In this case, the strong coupling (weak coupling) regime exists 

when the exciton-photon coupling constant is larger (smaller) than the exciton and 

cavity photon decay rates. In high finesse semiconductor microcavities, the strong 

coupling leads to the formation of two new eigenstates of the exciton-photon coupled 
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Figure 2.9: Bulk exciton-polariton dispersion of upper and lower polariton modes 
{solid curves), bare exciton and cavity modes [dashed curves) 

system. These are called 'microcavity exciton polariton states' or simply polaritons^. 

The energy separation between the two polariton states increases as the exciton-

photon coupling increases. This normal mode splitting is the solid state analog of 

the vacuum Rabi splitting in the atom-cavity case. In the time domain, the exciton-

photon coupling makes the spontaneous exciton radiative decay process reversible, 

so the emitted photon is absorbed and emitted several times before it leaks out of 

the cavity. Thus, the emission from the strongly coupled semiconductor microcavity 

exhibits oscillatory behaviour, Rabi oscillations, contrary to the usual exponential 

decay of the weak coupling regime. 

2.4 Exciton-Polaritons 

In an infinite crystal, the interaction between the radiation field and excitons is charac-

terized by translational invariance and thus wavevector conservation. A single exciton 

mode couples to a single radiation mode, giving rise to coupled radiation-excitation 

modes, the polaritons.[5] Thus, the polariton involves a spatially coherent coupling 

of the exciton and the optical field, which are strongly mixed close to the crossing of 

the bare dispersion curves. [49] Outside this crossing region, the polariton has either 

^In this thesis the term polariton describes only the microcavity exciton polariton states unless 
differently specified 
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larger exciton content, or larger photon content. Depending on the content of ex-

citon and photon fraction in the mixed modes, polaritons can be more exciton-like or 

more photon-like. Due to the energy-momentum conservation, only the excitons at 

the crossing of the non-interacting exciton and photon dispersions can decay. Fig.2.9. 

However, the exciton photon coupling leads to an anticrossing in the polariton dis-

persion, hence, polaritons in the infinite crystal are stationary states, and no phase 

space is left for the decay via radiative recombination. Their radiative decay must be 

associated with crystal impurities, defects, phonons, or in the realistic case of a bulk 

semiconductor of finite dimensions, to propagation to the crystal surface. 

2.4.1 Bulk Polaritons 

A quantum theory of polaritons may be obtained by using the second quantization 

treatment of exciton, photons, and their interaction. The exciton-photon Hamiltonian 

can be derived either from a microscopic model for the exciton [5, 13] or from second 

quantization of Maxwell's equations plus the equation of motion for the excitonic 

polarization [34] 

^ hvk (ala,. - j + ^ (bib^ + - j 
' V 27 , V V (2.41) 

+ ^ iCk ^al + a_f.j (bf. - (<̂ 1 + G-t) (oLt + %) 
k k 

where k — (k, a) is a combined index including the wavevector and the polarization 

vector, ttfc and b̂  are the annihilation Bose operators for the photon and the exciton, 

respectively, v = c/^/e is the speed of light in the crystal, fkvk = hwo + h^k'^/2M is 

the exciton energy including spatial dispersion, and 
1/2 

_ /•K(3uJk\ n - n 

where (3 is related to the oscillator strength per unit volume by 

(2.42) 

and e is the dielectric function 

= P.43) 

.(w) = 6 . + (2.44) 
UJq — W 
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where Coo represents a frequency independent contribution due to all other resonances 

in the crystal. The first two terms of (2.41) represent the free Hamiltonians of the 

exciton and photon fields. The other terms represent the exciton-photon interac-

tion. Because of the conservation of k mentioned above, the Hamiltonian (2.41) can 

be separated into the k variable for each wavevector and diagonalized by means of 

operatorial transformation, called 'Hopfield transformation\[h] The diagonalization 

procedure yields the secular equation 

VLi{kY - ^i{k)^ + v'̂ k'̂  + = 0 (2.45) 

where i = UP, LP. The resulting eigenmodes are the upper and lower polariton 

modes of the system, whose eigenvalues are the two solutions of the above equation, 

Fig.2.9. 

2.4.2 Cavity Polaritons 

In quantum wells, like in bulk semiconductors, polaritons give the correct description 

of the interaction between the exciton and the electromagnetic field. However, in a 

quantum well, because of the reduced dimensionality, the translational symmetry of 

the electronic states is broken along the confinement axis (growth direction, here-

after denoted as z axis). In this case, a two-dimensional exciton can recombine to a 

continuum of photon modes with all the possible values of /ĉ , and a finite radiative 

recombination rate. [13] Therefore in bare quantum wells there is no strong mixture 

between the exciton and photon like in the bulk case. In order to realize the two-

dimensional analog of the bulk polariton a planar structure is needed, where both the 

photon and exciton are confined in the normal direction. Semiconductor microcavities 

confine the electromagnetic field by means of two parallel plane semiconductor mirrors 

(distributed Bragg reflectors). When a quantum well is placed inside a microcavity, 

excitons are coupled to the electromagnetic modes of the dielectric structure. Con-

sequently, an exciton is coupled to a single cavity mode according to the in-plane 

wavevector conservation. Thus, this system constitutes the two-dimensional analog 

of the bulk polariton.[50] Furthermore, the finite lifetime of photons in microcavities 



implies a radiative mechanism for microcavity polaritons, which in contrast to bulk 

polaritons is not associated with propagation and surface recombination, disorder, or 

impurities of the structure. 

The quantum theory of a microcavity exciton-photon coupled system is based on 

a Hamiltonian obtained through a microscopic theory of the coupling between the 

quantum well exciton and the quantized electromagnetic field modes of the surround-

ing medium. The normal modes which diagonalize the Hamiltonian are the polariton 

modes. Diagonalization of the Hamiltonian is once again achieved with a Hopfield 

operatorial transformation. 

The Hamiltonian that describes the exciton coupled to the radiation field of a 

quantum well embedded in a planar cavity is [51] 

^ ~ ^ 2 \j^ph{^//) ^ex{k//) 

r / \ i (2 46) 

k/i 

where is the creation Bose operator of a cavity photon with in-plane wavevector 

A://, and 6̂  is the corresponding one for a quantum well exciton, ujph{k//), ujex{k//) 

are the cavity photon and the quantum well exciton energy as a function of in-plane 

wavevector k//, and HCIr is the exciton-photon coupling energy. This coupling energy 

depends on the oscillator strength of the exciton transition and on the overlap between 

the cavity photon and exciton wavefunctions along the z direction. [50] 

The Hopfield transformation for diagonalizing Hamiltonian (2.46) is 

'pt„\ ^ f Xt„ Q/A I (2,47) 

and leads to the free polariton Hamiltonian 

k,/ 

where Uk and pk are the upper and lower polariton annihilation operators and the 
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Figure 2.10: (a) Cavity exciton-polariton dispersion relations of upper and lower 
polariton modes {black curves), cavity and exciton modes {red curves) for A = OmeV. 
(b) Bare exciton and bare cavity mode weight of upper and lower polariton modes 

real Xk,, > 0 and Ck., < 0 are given by the following expressions 

Xi // 

Ck// -

f hfiji 
\ElpO^//)-EC(M//) ^ 

1 

1 + 
(2.49) 

' 2 _j_ ̂ 'Gip(k//)-Ec(k//)y 

Since the lower (upper) polariton operator in + Ck̂ âk̂ ^ (tit// — 

the quantities \Xk /̂\̂  and (|C'fc//P and |Xfc//p)represent 

the exciton and cavity fraction in the lower (upper) polariton mode respectively. 

The energies of the polariton branches are 

UP,LP,k// 
h^Akn) + r^Uku) ^ ^ - &,.(*//))= 

(2.50) 

For zero exciton to photon detuning &Up/i(0) = &Jez(0), the energy splitting between 

the two polariton modes is 2M}r, Fig.2.10. This quantity is the analog of the vacuum 

Rabi splitting in the case of strongly atom-photon coupling. [Section 2.3.2] 



Chapter 3 

Experimental Techniques & 
Samples 

The experimental methods for measuring the parameters that characterize light-

matter interactions are presented here. All optical characterization methods presen-

ted can be performed either as a function of wavelength, in which case we talk about 

frequency-resolved or spectrally-resolved spectroscopy methods, or as a function of 

time in which case we talk about time-resolved characterization methods. In the lat-

ter case the samples are illuminated with short pulses of light. Frequency-resolved 

spectroscopy needs high spectral resolution and is used mainly for probing the static 

features of the spectra and the effects of the environment on the different energy 

levels. Time-resolved spectroscopy needs high temporal resolution and is used to 

probe the dynamic interactions in solids. 

3.1 Photoluminescence 

Luminescence is defined as a non-equilibrium emission of radiation, i.e. the light 

emitted by a material system in excess of thermal radiation. Whereas in absorp-

tion a quantum of light is destroyed by the excitation of an electron, luminescence 

is a consequence of the radiative recombination of the excited electron. In competi-

tion with luminescence, other non-radiative recombination processes may occur. For 

luminescence to be efficient the radiative recombination must dominate over the non-

radiative recombination. The dominant process for the recombination is determined 

30 
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by its lifetime in the excited state since the process with the shortest lifetime wins. 

The quantum efficiency for a radiative transition is defined as 

where tr is the lifetime of a radiative transition and tq that of non-radiative transition. 

If the non-equilibrium carrier distribution in the electronic band or in the elec-

tronic states of a defective structure is obtained by irradiation with light, the radiative 

recombination is called photoluminescence (PL). In the present study of the optical 

properties of semiconductors the samples are optically excited using lamp (incoherent) 

or laser (coherent) light sources. 

After the absorption of a photon, the semiconductor is excited and the equilib-

rium can be restored through several processes. If the semiconductor emits a photon 

directly from the excited state, the process is called photon scattering. It can be 

elastic (Rayleigh), where the photon is emitted at the same energy as the incident 

one, or inelastic (Raman) in the opposite case. 

3.2 Femtosecond Pulsed & Continuous Wave Lasers 

In the past decade, the advances in the field of ultrashort generation of optical pulses 

in laser physics have been based on the development of titanium-doped sapphire 

(Ti:Al203, Ti:Sapphire) as a gain medium. Different mode-locking techniques have 

been developed to generate short pulses with TiiSapphire as a gain medium. 

A near transform limited 150 fs laser pulses source was employed, with a repe-

tition rate of 76MHz and a spectral bandwidth ^ 10 nm, based on the principle of 

self-mode-locking operation (peak power 50kW/pulse, 500mW average power, Mira 

900-F, Coherent). The primary light source is an all-line blue-green argon-ion laser 

generating about 25 W of continuous wave (CW) emission (INNOVA Sabre Ion Laser 

System, Coherent) of which 8 W are used to pump the Ti:sapphire laser. For CW ex-

citation experiments the same Ti:sapphire laser (in CW mode, peak power 400mW) 

and/or a tunable diode laser (tunable between 810-860nm, DClOO, TUIOPTICS) 

with less fluctuations of the output power (peak power 60mW) have been used. The 
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Figure 3.1; Sketch of time resolved transmission/reflection pump-probe spectroscopy 

spectral parameters of the laser pulses are measured with a monochromator (Triax 

550, Horiba) that uses a liquid nitrogen cooled charged coupled device (CCD) as 

photodetector. The spectral resolution is 0.035 meV. 

3.3 Pump-Probe Technique 

Pump-probe spectroscopy, when referring to reflection or transmission measurements, 

can be considered as a particular case of modulated reflection or transmission spec-

troscopy. A simple set-up for time-resolved transmission/reflection pump-probe spec-

troscopy is presented in Figure 3.1. The changes in the transmission or reflection 

of the probe pulse are measured as a function of r , the results being displayed as 

differential transmission or reflection spectra, deflned as 

(32) 

where the index '0' denotes the transmission or reflection in the absence of the pump 

pulse. 

Pump-probe spectroscopy can be either degenerate or non-degenerate, depending 

on whether the pump and the probe pulses are of the same energies. In most of the 

experiments described in this thesis non-degenerate pump-probe spectroscopy was 

used. Fig.3.2. An ultrashort pulse of around lOnm^ spectral bandwidth is split into 

two beams, one called 'the pump\ which excites the sample under study, and the 

other called 'the probe', which monitors the changes produced in the sample due to 

its interaction with the pump beam. For the splitting of the two beams a variable 

^according to Heisenberg's uncertainty principle lOnm correspond to 150 fs long pulses from 
Ay • At = K, where K=0.441 for Gaussian pulse profile. [52] 
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Figure 3.2; Experimental setup used in ultrafast pump-probe experiments. Grat-
ing (G), photodiode (PD), spatial light modulator (SLM), acousto optical modulator 
(AOM), polarizer beam splitter (PBS), liquid crystal retarder (LCR). SLM and grat-
ings are used for spectral filtering of the pulses. AOM is driven by function generator 
for modulating the pump pulse in high-sensitivity lock-in detection experiments. 

beam splitter was used (a combination of a half waveplate, A/2, and a Glan-Taylor 

polarization beam splitter). Each beam is separately spectrally filtered, allowing for 

selective excitation of difi'erent polariton states. [53, 54] Two different ways of spectral 

filtering were employed; a computer controlled Spatial Light Modulator (SLM) [55] 

(with a variable slit) in combination with two (one) gratings (1200 1/mm) as depicted 

in figure 3.2. The SLM consists of two adjacent arrays of 128 rows/columns of liquid 

crystal modulators. [55] After spectral filtering, the bandwidth is reduced to ~1.5meV 

and therefore the pulses have been elongated to a few picoseconds. 

In order to scan the time delay between the pump and the probe pulses, a retrore-

fiecting mirror is mounted on a wobbler in the pump beam path, which oscillates at a 

constant speed, as seen in figure 3.2, scanning a total distance of ~ 2.5mm. The dis-

tance scanned by the wobbler corresponds to 6ps in a time delay scan. The time delay 

is scanned at a frequency of 13.3Hz. For larger changes in the time delay, a computer 

controlled stepper motor and an accurate worm drive are used to translate a retrore-

fiector in the probe beam path. The time interval scanned is of a few nanoseconds. 

To find the approximate zero time delay, the pump-probe signal is detected on a fast 

photodiode. Since the pump induced changes in the transmission (or refiection) of 
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Figure 3.3: A picosecond-stable goniometer allows variation of the angle of incidence 
of the two beams without grossly modifying the time of arrival. [57] 

the probe light are small, a phase sensitive detection was employed to decrease the 

noise/signal ratio. The pump pulse was modulated by an acousto-optic modulator 

(AOM) at a frequency of 73kHz, chosen for the minimal noise/signal ratio. Fig. 3.2. 

The modulation frequency was used as a reference to a lock-in amplifier which by 

phase sensitive detection extracts the modulated at the same frequency signal, while 

ignoring anything that is not synchronized with the reference. [56] In order to suppress 

the amplitude noise from the laser source an auto-balancing detection technique is 

sometimes employed, in addition to the lock-in detection, which detects a portion of 

the incoming probe light and subtracts it electronically from the signal to leave the 

induced changes dominating the laser probe noise. 

Selective excitation (detection) of different polariton states in momentum space 

is a very powerful tool. Thus, for angularly-resolved measurements a prototype pico-

second stable goniometer was employed, Fig.3.3.[57] The two arms, seen on figure 3.3, 

rotate along homocentric circle arcs. The samples under investigation are placed along 

the axis of rotation, hence the light path of the individual beams remains unchanged 

on a picosecond scale after rotation of the goniometer's arms. 



3.4 Amplitude and Phase Spectroscoy 

Amplitude and phase spectroscopy, or ellipsometry, is an optical technique, which 

deals with the measurement and interpretation of the polarization state of the trans-

mitted or reflected light. The simultaneous knowledge of amplitude and phase is 

crucial for the complete characterization of the light-matter interaction as it can be 

used to disentangle the various scattering mechanisms that alter the polarization of 

the incident light. 

Ellipsometry can be performed with continuous or pulsed excitation. In figure 3.2 

the basic principles of an amplitude and phase spectroscopy setup in a pump-probe 

configuration are presented. Before arriving at the sample, both pump and probe 

beams pass through a polarizer that selects the angle of linear polarization, a A/2 

wave plate that rotates the angle of linear polarization and a A/4 wave plate that 

introduces the preferred ellipticity. On the detection side, a set of a A/2, a A/4 and a 

polarization beam splitter are used to measure the three Stokes parameters [58, 59], 

which can fully characterize any kind of polarized light. In the case of the pump beam, 

the two wave plates were replaced with a liquid crystal variable retarder, which is a 

solid state, real-time, continuously tunable wave plate. 

3.5 Semiconductor Micro cavities under Study 

In order to study semiconductor microcavities in the strong coupling regime it is 

desirable to have as narrow a cavity and exciton linewidths as possible. Both these 

linewidths are related to the quality of the crystal growth. The cavity linewidth is 

determined from mirror reflectivity, residual losses in the cavity, and by scattering 

with the interface roughness in the DBRs. The exciton linewidth is determined by 

the quantum well (QW) width and alloy fluctuations (disorder potential). In this 

study, two difi^erent types of microcavity QWs have been employed, one with InGaAs 

and one with GaAs QWs. What kind of QWs are employed depends largely on the 

nature of the experiment to be carried out. GaAs QWs have the advantage of smaller 

exciton linewidths in comparison to InGaAs QWs of the same width. On the other 
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Figure 3.4: Schematic diagram showing the conduction- and valence-band edges of the 
MTQW structure, illustrating the relative positions of the various confined electron 
and heavy-hole energy levels. The hatched regions indicate the photoexcited plasmas. 

hand, InGaAs have the energy of the light hole significantly shifted to higher energies 

by the strain in the QWs. This leads to a simplification of the spectra since when 

the cavity mode is in resonance with the heavy-hole exciton, the light-hole exciton 

remains unaffected. 

Semiconductor microcavities are grown either by metallorganic vapor-phase epi-

taxy (MOCVD) or by molecular beam epitaxy. An important feature of their growth 

is the creation of a deliberate wedge by switching off the sample rotation during 

growth. This process leads to controlled variation of cavity thickness and thus of 

the cavity wavelength across the sample wafer. Therefore, by changing the posi-

tion of illumination across the sample tuning of the exciton-photon resonance can be 

achieved. It should be noted that the exciton resonance remains virtually unaffected 

by the wedge in the structure. 

Another parameter that opens the way for an enormous number of studies on 

semiconductor microcavities is the doping of the exciton's active material with mobile 

charges. Controllable doping of the QW in these structures can be achieved with the 

Mixed Type I-II QW (MTQW) architecture. A detailed study of the dynamics of the 

MTQW structure was performed by Galbraith et a/.[60] Figure 3.4 shows a schematic 

diagram of the conduction and valence bands of a MTQW structure. It consists of 

two GaAs layers of thickness and forming two QWs separated by a barrier 
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layer of AlAs of thickness L^. The thicknesses of the layers are appropriately chosen 

to ensure that the lowest electronic subband in each layer forms a 'staircase'. The 

lowest electron state is localized at F, in the narrow GaAs layer, the second at the X 

minimum in the AlAs barrier and the third again at F in the wide GaAs layer. This 

arrangement necessitates the narrow well being type II with respect to the barrier, 

while the wider well is type I, hence the nomenclature mixed type-I type-II QW 

structure. 

Under laser photo-excitation with an energy below the narrow QW band gap, E^, 

excitons are exclusively generated in the wide QW. However, for photo-excitation 

energies above the En, an electron hole plasma is generated above the band gap in 

both the narrow and wide QWs. The electron-hole plasma in the wide QW relaxes 

very fast into the exciton states. On the other hand, the electrons in the narrow QW 

thermalize by scattering via the X state in the barrier, to form an electron plasma in 

the wide QW leaving the holes behind in the narrow QW. The transfer from F to X 

occurs on a subpicosecond time scale [61], and the subsequent transfer from X to F 

on a submicrosecond time scale [60]. For the heavy-holes in the narrow QW the AlAs 

barrier is large and thus they are essentially uncoupled with heavy-holes in the wide 

QW. At low temperatures the narrow QW holes are able to thermalize with the wide 

QW only by tunneling through the AlAs barrier. If is big, holes are effectively 

trapped in the narrow QW, producing a spatial separation between the hole plasma 

and the electron plasma in the wide QW. 

The equilibrium carrier density for a given laser intensity depends on the hole 

tunneling time (AlAs barrier thickness) and results in n doping of the wide QW. 

Varying the laser intensity controls the electron density in the wide QW in a system-

atic way. Embedding this structure in a cavity, resonant with the wide QW, allows 

the possibility to study a strongly coupled exciton-polariton system in the presence 

of an electron gas of controllable density. 
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Figure 3.5: Dispersion relations of upper, middle and lower polariton modes (solid 
lines), cavity, Xhh and Xih modes (dashed lines) for A = 0 

3.5.1 Semiconductor Microcavity with InGaAs Quan tum Wells 

The semiconductor microcavity under consideration consists of two pairs of three 

lOOA In0.06Ga0.94As quantum wells (QWs) in lOOA GaAs barriers, placed between 

17 (20) pairs of GaAs/Alo.igGao.ggAs distributed Bragg reflectors (DBRs) on top 

(bottom). The optical cavity length is ~3Aex/2 and varies across the sample allowing 

access to both positive and negative detunings, A = Uex — <^cav{0 — 0), of the cavity 

resonance cOcav from the exciton energy Wgi-

3.5.2 Semiconductor Microcavity with GaAs M T Q W s 

The semiconductor microcavity structure used in this study was grown by molecular 

beam epitaxy on GaAs and incorporates 15 (25) periods of AlAs/AlGaAs distributed 

Bragg reflectors (DBR) on the top (bottom).[62] In the center of the intracavity 

spacer is a mixed type-I/type-II QW structure (MTQW) consisting of a single 200A 

GaAs wide QW, clad on both sides by 26A GaAs narrow QWs separated by 102A 

AlAs barriers. The symmetry of the structure suppresses electric fields caused by 

the separation of e and h into different QWs. The optical cavity length is ~ A and 

varies across the sample. Coupling of the cavity mode with both heavy- and light-

hole excitons {Xhh and Xi^) in the GaAs wide-QW results in three polariton branches 

(Fig. 3.5). 



Chapter 4 

Related Studies 

in Semiconductor Microcavities 

This chapter is a review of studies in semiconductor heterostructures that are relev-

ant to this thesis. The focus will be on the main experimental observations in the 

non-linear regime photoluminescence, the spin dynamics of polaritons, the electron-

polariton scattering in semiconductor microcavities and the transition from strong to 

weak coupling regime. 

4.1 Linear Regime Photoluminescence 

In the first report of strong coupling regime in semiconductor microcavities (MCs) by 

Weisbuch et aZ. [18] reflectivity and transmission spectra were presented that revealed 

Rabi splitting between the bare exciton and photon modes in the form of anti-crossing 

between the coupled modes as a function of cavity detuning. Persistence of the strong 

coupling regime was observed up to 77K, Fig 4.1. Their structure was an MOCVD 

grown microcavity composed of AlGaAs/AlAs DBRs and a A AlGaAs cavity with 76A 

GaAs QWs embedded at the antinode of the photon field. This seminal publication 

paved the way for an enormous number of studies in the strong coupling of light with 

matter in systems of promising technological advances and boosted the investigations 
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Figure 4.1: (a) Reflectivity curves for five different cavity detunings (b) Reflectivity 
peak positions as a function of cavity detuning 

of the semiconductor community into interesting physical phenomena, such as Bose-

Einstein condensation. 

The positioning of the embedded QWs in microcavity structures is important for 

strong coupling and has been discussed in Chapter 2. Both semiclassical and quantum 

theory predict that for the optimum light matter coupling, QWs should be positioned 

at the maximum of the optical mode field. This prediction was experimentally con-

firmed by Zhang et a/. [63], in an experiment in which they grew a A MC with two 

kinds of embedded QWs. Four 62A GaAs QWs were placed at the antinode of the 

standing wave at the center of the A cavity and two 90A GaAs QWs were located at 

each standing wave node. When the cavity mode was resonant with the 62A QWs 

vacuum Rabi splitting and anti-crossing behaviour was clearly exhibited, while when 

the cavity mode was resonant with the 90A QWs only a dip was observed in reflectiv-

ity spectra. The same kind of experiment was performed in a similar MC but in the 

weak coupling regime in a study of the Purcell effect in microcavity of structures. [64] 

QW emission was enhanced for the resonant condition of the QWs at the antinodes 

of the electric field and was inhibited for the resonant condition of the QWS at the 

nodes of the electric field. Finally, Frey et al. [65] calculated the variation of the 

vacuum Rabi splitting as a function of QW position in the cavity and compared the 
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Figure 4.2: Reflectivity peak positions as a function of temperature 

results with reflectivity measurements on a A/2 cavity with two embedded In G a As 

QWs. 

Soon after the observation of strong coupling in semiconductor microcavities the 

persistence of the vacuum Rabi splitting up to room temperature was reported by 

Houdre et a/..[19] In their experiments, the microcavity was an MBE grown structure 

composed of AlGaAs/AlAs DBRs and a 3A/2 GaAs cavity with 75A InGaAs QWs 

embedded at the antinode of the photon field. A wider linewidth of the UP mode 

was observed and was attributed to photon coupling to the continuum or excited 

exciton states (2s state). A first attempt to estimate the exciton oscillator strength 

was performed by fitting the reflectivity spectra into a transfer matrix simulation 

within the linear dispersion theory, and a fit was obtained for values of the exciton 

oscillator strength that were in agreement with the literature. [ 

4.1.1 Tempera ture Tuning 

The tolerance of the strong coupling regime to elevate temperature, lead to a number 

of studies on the temperature tuning of the exciton-photon interaction .[67, 68, 69] 

The decrease of the energy band gap with the rise of temperature in semiconductors 

[67], results in the decrement of the exciton energy. In addition, the bare cavity mode 
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Figure 4.3: Reflectivity spectra at various electric fields. With increasing field the 
predominantly exciton peak (labeled X) moves closer to the cavity peak. 

energy decreases due to the increase of the refractive index with the rise of temperat-

ure. [68] However, in experimental work by Fisher et a/. [69], reflectivity measurements 

showed a 6.5% decrease for the exciton energy and a 1.3% decrease in the bare cavity 

mode for a change in temperature from 5K to 300K, (Fig. 4.2). Thus, temperat-

ure tuning proved possible and provided an effective method of tuning without the 

necessity of moving the probing spot position on the sample. This microcavity struc-

ture had embedded lOOA GaAs QWs that exhibited anti-crossing of the cavity mode 

with both the heavy and light hole excitons {Xhh, Xih respectively). Using a standard 

multibeam interference analysis within the linear dispersion theory [70] for simulating 

the reflectivity spectra a ratio of 2.6 : 1 between the Xhh and Xih oscillator strength 

was obtained in good agreement with the already measured ratio in bare GaAs QWs 

[71] and theoretical predictions. [66] 

4.1.2 Electric Field Effects 

Another way to tune the exciton-photon resonance is by introducing an electric field 

perpendicular to the QW. Although the presence of the electric field does not affect the 

cavity mode, it lowers the exciton transition energy as it forces the constituent electron 



and the hole against opposite walls in the QW. This is the quantum confined Stark 

effect (QCSE)[72] that permits tuning of the exciton energy through the cavity mode. 

In addition, the exciton oscillator strength is decreased due to the reduced overlap of 

the electron-hole wavefunction. Thus, the exciton-photon coupling is reduced, which 

results in the reduction of the vacuum Rabi splitting. An electric field across the QW 

can be achieved by p and n doping of the top and bottom DBRs respectively, such 

that the cavity forms the intrinsic region in a p — n junction. Fisher et al. reported 

reflectivity spectra as a function of the electric field (Fig. 4.3).[73] 

In the case of symmetric MTQWs structure, as the one described in section 3.5.2, 

the excess electrons in the central QW forms a variable electric field with the excess 

holes in the outer QWs. The electric field is cancelled out at the centre of the middle 

QW and increases towards the outer QWs. However, for low electron densities in the 

central QW the amplitude of the electric field is not adequate to lower the exciton 

transition energy by more than the exciton linewidth.[27, 74] 

4.2 Non-linear Regime Photoluminescence 

Polaritons interact with each other due to their exciton fraction. Thus, the origin 

of polariton non-linear effects is the same as for exciton non-linear effects. Excitons 

are composite particles made from free electron and hole states, usually with many 

atoms participating. Their non-linear optical properties are exclusively due to their 

mutual interaction, which originates from their internal fermionic degrees of freedom. 

The difi^erent physical mechanisms that produce the exciton non-linear effects are the 

direct dipole-dipole interaction, the screening of the Coulomb interaction between two 

carriers by other carriers, the phase-space filling due to the Pauli exclusion principle 

and the exchange interaction. For a detailed review on this subject, see Schmitt-Rink 

et a/. [75] Furthermore, through their photon fraction, polariton radiative lifetimes 

can be very fast, in the order of a few picoseconds, for mirror reflectivity around 

99.9%. Therefore, microcavities are unique tunable optical systems of strong and fast 

non-linear responses. 



4.2.1 Bosonic Proper t ies of Polaritons 

The polariton dispersion curve is steeper, in comparison to the exciton energy dis-

persion as a function of in-plane momentum. This results in a much lighter effective 

mass for the polariton, 10^ — 10® smaller than the QW exciton mass. Thus, the 

polariton de Broglie wavelength is much longer than the excitonic one and the dens-

ity of states much smaller. As the condition for quantum degeneracy occurs when 

the inter-particle distances are comparable with their de Broglie wavelength, this 

condition can take place for a small number of polaritons per unit area. The ef-

fects of phase-space filling and screening for the constituent particles of polaritons 

are negligible and thus polaritons conserve their bosonic character for the polariton 

densities per unit area that are required for quantum degeneracy to occur. The bo-

sonic behaviour of polaritons survives as long as the excited density is much smaller 

than the typical exciton saturation density. In principle, effects such as stimulated 

scattering and Bose Einstein-like condensation phenomena could occur at moderate 

excitation densities. This consideration has triggered a number of investigations on 

semiconductor microcavities. The goal of these investigations has been twofold: the 

realization of the stimulated scattering of polaritons, for the polariton relaxation into 

the ground state, and the observation of a Kosterlitz-Thouless phase transition, which 

is the analog of a non-equilibrium 2D superfluid with a Bose-Einstein condensation 

in degenerate boson gases. [76] 

4.2.2 Polari ton Stimulated Emission 

Light amplification from stimulated polariton amplification in microcavities has been 

a very controversial subject in the past decade. The point of controversy has been 

whether or not the laser-like action that is usually observed in microcavities has a 

polaritonic or a bare excitonic nature, or otherwise, whether the emitted radiation 

is coming from strongly coupled or weakly coupled exciton-photon modes. Some 

experiments dwelt on the energy spectrum of the emission, neglecting the dispersion, 

which is fundamental to the nature of polaritons. 

The main mechanism used to explain the non-linear emission from microcavities is 
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Figure 4.4: Two different versions of the proposed optical/acoustic phonon-polariton 
scattering, depicted on the polariton dispersion, which consist of (la,b) non-resonant 
excitation of electron-hole pair, (2a) formation of hot excitons, (2b) electron-hole 
pairs relaxation into the lower polariton state via optical phonon emissions, (3a) 
exciton relaxation into two polariton states via acoustic phonon emissions, and (4a,b) 
photon leakage from the cavity. Dashed lines denote dispersion with no exciton-
photon coupling. 

the 'Boser' effect, namely, the stimulated scattering of bosons into their ground state 

when the ground state occupancy is greater than one. Yamamoto and coworkers 

[77] were first to report a 'thresholdless coherent spontaneous emission' from semi-

conductor microcavities. This observation was attributed to the phonon-polariton 

interaction, depicted in figure 4.4, and it was shown that it leads to a temperat-

ure dependent threshold behaviour. [78] In combination with the bosonic properties 

of polaritons, the phonon-polariton scattering was introduced as the key mechanism 

for a spontaneous build up of a coherent polariton population in a microcavity due 

to the onset of final state stimulation. [79] A threshold in the non-linear emission of 

the upper polariton mode as a function of the non-resonant excitation intensity was 

initially attributed to the onset of the boser,[78, 79] but was soon refuted as the ob-

served optical nonlinearity could be well described as the transition from strong to 

weak-coupling regime. [80] 

Le Si Dang and collaborators have shown that in a CdTe-based microcavity under 

non-resonant excitation, the luminescence intensity has a sharp threshold as a function 

of the pump power. [81] Confirmation that this observation was performed in the 
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Figure 4.5: Optical measurements at 4.2 K and for zero detuning, (a) Reflectivity 
spectrum, (b) Photoluminescence spectra for a range of excitation densities. All spec-
tra are normalized to the corresponding excitation densities. The A line is stimulated 
photoluminescence associated with the lower polariton state in the strong coupling 
regime, (c) Same as in (b). The B line corresponds to the stimulated emission of 
electron-hole plasma in the weak coupling regime. 

strong coupling regime was given by the clear cut transition to the weak coupling 

regime for even higher excitation intensities, see figure 4.5. The spectral position of 

the nonlinear luminescence was blue-shifted with respect to that of the unperturbed 

polariton, yet it was still far away from the energy of the bare-cavity mode at which the 

emission in the weak-coupling regime should occur. These measurements established 

the existence of polariton nonlinearities, intrinsic to the strong-coupling regime. A 

nonlinear enhancement of the luminescence was found also by Senellart and Bloch 

on a GaAs/InGaAs sample under non-resonant excitation. [82] A model, including 

phonon assisted relaxation stimulated by the polariton final state population, was 

used to describe the experimental variation of the observed non-linearity amplitude 

and threshold as a function of detuning. 

The investigations described so far, for the observation of the 'Boser' action in 
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Figure 4.6: Schematic representation of the polariton dispersion, the free-carrier 
thermal reservoir, and the possible polariton formation processes: scattering pro-
cesses by acoustic-phonon emission or absorption, and radiative recombination. UP: 
upper branch; LP: lower branch; SCR: strong-coupling region; BR: bottleneck region; 
TR: thermal region. 

semiconductor microcavities had as a starting point the injection of an incoherent free 

carrier reservoir. A brilliant study of the polariton formation from the free carrier 

reservoir was performed by Tassone et a/. [83] The bottleneck effect in the relaxation 

and photoluminescence of polaritons was investigated and some very important con-

clusions were derived; the population of the ground polariton state is not favored by an 

exciton-exciton scattering for excitons of k// > /cbr, see figure 4.6, nor by the acous-

tic phonon-polariton scattering since it cannot provide enough energy transfer for the 

small wavevectors needed to be exchanged. Suppression of the bottleneck effect in 

the relaxation of polaritons has been investigated by raising the temperature and/or 

the excitation intensity. In both cases, the suppression of the bottleneck is achieved 

by the broadening in energy of the exciton and polariton states.[83, 84, 85, 86] 

However, polaritons with k// < k^R are well protected from scattering to wavevectors 

outside the region | k/f |< ksR for the same reasons that the bottleneck effect is cre-

ated. Therefore, this region, \ k// \< k^R, acts as a 'trap' for polaritons in k-space and 

increases their coherence time by inhibiting scattering processes. It becomes straight-

forward that resonant injection of polaritons into the 'trap' would be the preferred 
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Figure 4.7: The proposed exciton-exciton scattering depicted on the polariton disper-
sion, which consist of (1) resonant excitation of two anti-symmetric lower polariton 
states and the ground polariton state, (2) exciton-exciton scattering, and (3) photon 
leakage from the final upper and lower polariton states. 

situation for the investigation of the bosonic properties of polaritons. 

The first proposition for the observation of the bosonic properties of polaritons 

under resonant excitation came from Tassone & Yamamoto.[87] They proposed a 

mechanism based on the injection of a cold exciton gas that would probe the final 

state stimulation of polaritons. The experimental observation of the process was 

performed by Huang et a/. [88] Two resonant pump pulses were used to excite two 

anti-symmetric states of the lower polariton dispersion around k// = 0. A third 

probe pulse was used to inject polaritons at the ground polariton state, see figure 4.7. 

Stimulation of the exciton-exciton scattering rate by the bosonic enhancement factor 

was observed from the final upper and lower polariton states at A// = 0. 

The breakthrough in the non-linear effects in semiconductor microcavities under 

resonant excitation came with an experiment by Savvidis et a/.[23] In this invest-

igation of the coherent regime, polaritons were resonantly excited by a pump laser 

pulse on the lower polariton dispersion curve, see figure 4.8. The excitation angle 
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Figure 4.8: The dominant pair polariton scattering depicted on the polariton dis-
persion, which consist of (1) resonant excitation at the inflection point of the lower 
polariton branch and the ground polariton state, (2) pair polariton scattering, and 
(3) photon leakage from the final polariton states. 

was chosen to allow energy and momentum conservation for the scattering between 

two polaritons, one into the ground polariton state and the other into a higher en-

ergy state {2Eh — Eq + E2k has to be fulfilled, where E^ is the energy of a pump 

polariton injected with an in-plane wavevector k). A weak probe beam, at normal 

incidence to the microcavity, was used to inject polaritons resonantly at the ground 

polariton state. Those polaritons seeded the described scattering from the pump po-

laritons when pump and probe pulses were simultaneously arriving at the structure. 

A huge amplification of the probe beam was observed, 'the signal', accompanied by 

the emission from the E2k state, the 'idler', as expected from the energy momentum 

conservation, see figure 4.8.[89] This experiment gave the most pronounced proof of 

polaritons bosonic behaviour to date. 

This non-degenerate wave mixing process can also be seen as optical parametric 

amplification as the physical process is analogous to the parametric conversion of 

pump photons into signal and idler photons in a nonlinear crystal. The exciton content 

of the pump polaritons makes polariton-polariton interaction very efficient, and gains 
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Figure 4.9: Polariton dispersion with depicted the regimes discussed in this section. 

up to 4000 on the probe beam have been reported. [90] The efficiency of the process and 

its resemblance to the parametric conversion justifies the nomenclature 'parametric 

amplifier'.[91] The spontaneous relaxation of pump polaritons into the bottom of 

the polariton trap can trigger the parametric scattering also under continuous wave 

optical pumping and without an external probe. [24] 

All the processes described so far have been summarized in figure 4.9. It becomes 

obvious that the polariton dispersion in semiconductor microcavities is a versatile 

system with numerous possibilities both for fundamental physics and technological 

advances. 

4.3 Polariton Spin Dynamics 

The spin dynamics of polaritons in semiconductor microcavities originate from the 

exciton spin dynamics in QWs,[92] discussed in section 2.1.4. The first investigations 

on the spin dynamics of polaritons were performed under non-resonant pulsed ex-

citation of II-VI semiconductor microcavities. [93] Evidence of final state stimulation 

scattering was given by the exponential growth of the integrated emission intensity 

from the cavity-like states with increasing intensity. The observed complicated spin 

dynamics presented novel phenomena, such as the existence of a maximum at a finite 

time and a sign reversal of the circular polarization. This reversal was observed to be 
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Figure 4.10: The proposed mechanism of the stimulated polariton scattering enhanced 
from the presence of a biexciton channel, which consist of (1) resonant excitation at 
the inflection point of the lower polariton branch, (2) pair polariton scattering, and 
(3) photon leakage from the final polariton states. 

related to the sign of the splitting between the energies of the a~ -̂ and <j~-polarized 

components of the photoluminescence. The spin of the lowest photon-like energy state 

changed from +1 for positive detuning to -1 for negative detuning. [93] An explanation 

to the resolved spin dynamics was given only later, [94] based on an induced precession 

of polaritons pseudospins caused by an intrinsic LT-splitting of exciton-polaritons in 

semiconductor microcavities. [94] Under resonant excitation, the first observations on 

the spin dynamics of polaritons were performed in the CW parametric scattering re-

gime, where maximum gain was observed under an elliptical pump polarization. The 

enhancement of the scattering was attributed to the opening of an intermediate sing-

let biexciton state, achievable only under elliptically polarized excitation, see figure 

4.10. [95] The introduced mechanism was refuted as the observation did not exhibit 

a dependence on the detuning of the cavity-exciton modes, as it would have been 

expected if a biexciton channel was present. [96] 

A complete polarization analysis in the parametric scattering regime was per-

formed both in CW and pulsed resonant excitation. [26, 96] The dependence of the 
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polarization of light emitted exhibited extremely strong and unusual dependence 

on the polarization of pumping light. This dependence was interpreted using the 

pseudospin model and in the framework of a quasiclassical formalism where the para-

metric scattering is described as resonant four-wave mixing. It was first shown that 

the optically induced splitting of the exciton-polariton eigenstate, both in linear and 

circular polarizations, is responsible for the observed polarization effects.[26, 96] The 

splitting of the exciton-polariton energies in linear polarizations was soon attributed 

to an intrinsic longitudinal-transverse splitting in the quantum wells of semiconductor 

microcavities, and a microscopic model based completely on the precession of polari-

ton pseudospins was employed to explain in a unified manner the spin dynamics of 

polaritons both in the non-resonant and resonant excitation regime. [94] A thorough 

analysis of these studies is given in Chapter 6. 

4.4 Electron-Polariton Scattering 

In this section, we review the effects of carrier-polariton scattering and particularly 

electron-polariton scattering in semiconductor microcavities. Under non-resonant ex-

citation of the microcavity, the polariton states are populated through the relaxation 

of the free carriers excited by the laser. Excitons (and polaritons) are therefore formed 

in the presence of free carriers, which are known to be very efficient in screening the 

exciton and breaking it apart (on the effect of free carriers on polariton states see 

Houdre et al. [97]). It is known that the screening of the exciton is much more import-

ant in the presence of free carriers, than in the presence of an exciton population only. 

The presence of free carriers is therefore the main obstacle in reaching the bosonic 

stimulation of polaritons under non-resonant pumping. This limitation is particularly 

severe for GaAs quantum wells, where the exciton formation time is long compared 

to its radiative time and, in the steady state, the amount of free carriers is large com-

pared to that of excitons. In other words, at equilibrium, the effective temperature 

is much higher than the lattice temperature.[82, 98] For II-VI materials the coupling 

of electrons with lattice phonons is more efficient and the carriers are more rapidly 

cooled down, generating excitons at a larger rate.[59, 81, 99, 100] 
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Figure 4.11: Dispersion relations of (a) upper and lower polaritons, (b) free electrons, 
showing the polariton-electron scattering process feeding energy into the trap at k=0. 
The excited carriers relax quickly preventing re-ionization. 

On the other hand, apart from their detrimental screening of excitons, free carriers 

have a very large cross scattering section, which produces a very strong scattering 

interaction with excitons. Already from 1968, electron-exciton scattering has been 

proposed as a process that could lead to laser action in highly excited CdS. The 

process was studied theoretically and the results were compared with the experimental 

observations of the radiative recombination of highly excited CdS.[101] 

In semiconductor microcavities, electron-polariton scattering was proposed re-

cently as a very efficient mechanism for the relaxation of polaritons from the bot-

tleneck region to the final emitting ground state with a transition time of a few 

picoseconds, and n-doped microcavities based on GaN materials were proposed for a 

new generation of optoelectronic devices based on the polariton laser. Fig.4.11. [102] 

Very large changes in the population distributions of microcavity polaritons were 

observed, under conditions of simultaneous resonant and non-resonant excitation. [103] 

The strong relaxation bottleneck, which results in weak emission from the lower 

polariton branch for resonant excitation alone, was suppressed when additional non-

resonant excitation was employed. The enhancement of the polariton relaxation was 

claimed to arise from scattering of polaritons by free carriers, which are present 

in quantum wells due to residual doping and are then heated by the non-resonant 

excitation. 

The effect of a classical electron gas on the cavity polariton linewidths was studied 

experimentally in a GaAs/AlAs microcavity with an embedded quantum well that 

contains photo-generated electrons (at T=80 K). The linewidth dependence on the 
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Figure 4.12: (a) PL spectra observed at T=5K and detuning 5=-4 meV. (b) PL 
spectra calculated for several 2DEG densities at the same 5=-4 meV. 

electron density and on the cavity mode energy was explained by a theoretical model 

based on calculating the asymmetric bare exciton line shape, due to electron-exciton 

scattering. [104] On the same structure electron-polariton scattering was studied by 

photoluminescence spectroscopy. The photoluminescence spectra were measured as 

a function of the detuning energy between the cavity-confined photon and the heavy 

exciton and the intensity of the laser that generates the electron gas. The integrated 

photoluminescence intensity was shown to vary non-linearly with increasing electron 

density, showing a large enhancement that reached a factor of 35 over the intensity 

observed without an electron gas, Fig.4.12. The enhancement was compared for 

different detuning conditions and the photoluminescence was collected not only from 

the ground polariton state but from a wide range of /c// within the polariton trap. [105] 

A clear experimental observation of this process under non-resonant excitation 

of a semiconductor microcavity structure that allows control of the electron density 

and a substantial enhancement of photoluminescence from the ground polariton state 

was reported. It was shown that this enhancement was more effective at higher 

temperatures due to the different way that electron scattering processes either broaden 

or relax polaritons.[27] The details of this study are presented in Chapter 5. 



Chapter 5 

Electron Polariton Scattering 

In semiconductor microcavities, electron-polariton scattering has been proposed as an 

efficient process that can drive polaritons from the bottleneck region to the ground 

state, achieving Bose amplification of the optical emission. In this chapter, the first 

experimental observation of this process is presented in a structure that allows control 

of the electron density and substantial enhancement of photoluminescence is reported. 

This enhancement was observed to be more effective at higher temperatures due to 

the different way that electron scattering processes either broaden or relax polaritons. 

5.1 Electron-Polariton Scattering 

Recent theoretical studies propose an electron-polariton scattering relaxation mech-

anism as an excellent candidate for the Bose condensation of polaritons. (Section 

4.4,[25, 104]) If a population of free electrons is introduced within the active region, 

polaritons can be scattered from the bottleneck region to the bottom of the lower 

polariton (LP) branch by giving their excess energy and momentum to free electrons, 

as seen by solid arrows in figure 5.1a,b. The excited electrons are then rapidly cooled 

by the reservoir of cold electrons in the structure thus providing a 'thermal lock' for 

the scattered polaritons at low temperatures, as they lose the excess of energy needed 

to ionize the ground state polaritons. [106] Under these circumstances, polaritons at 

the bottom of the LP branch [k ^ 0) are effectively confined in the polariton trap 

(Fig.5.2). 

The electrons facilitate rapid relaxation of polaritons because (a) charge-dipole 
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Figure 5.1: Initial and final states of electron-polariton scattering that increases the 
polariton population at the bottom of the trap {solid arrow), and for elastic scattering 
{dashed arrow), plotted on both the LP branch (a) and the electron dispersion (b). 

scattering is much stronger than dipole-dipole scattering, and (b) electrons are lighter 

than excitons and can take away more energy for a given momentum. Since the 

effectiveness of the process depends on the concentration of free electrons in the 

active region, we use a photo-tunable n-doped heterostructure that allows for fine 

modulation of the free carrier density. 

5.2 Experimental Configuration 

The semiconductor microcavity structure used in this study has been described in 

section 3.5.2. The symmetry of the structure suppresses electric fields caused by the 

separation of e and h into different quantum wells (QWs). The strong coupling (SC) 

of the cavity mode with both heavy and light hole excitons {Xhh and Xih) in the GaAs 

wide-QW results in three polariton branches (Fig.5.2). When a two-dimensional elec-

tron gas (2DEG) is introduced into the structure, a fourth excitonic mode appears 

due to the formation of trions. [74] In the current study, the trion emission has not 

been explicitly extracted because it appears as a very weak line, disappearing rap-

idly with rising temperature, in contrast to the scattering observed here. The mixed 

type-I/type-II QW (MTQW) structure was employed for this investigation since it 
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Figure 5.2; (a) Dispersion relations of upper, middle and lower polariton modes {solid, 
lines), cavity, Xhh and Xih modes {dashed lines) for A — —Ih.hmeV and T — 30 K. 

allows for fine tuning of the 2DEG in the wide QW within a single sample/device. 

Under laser photoexcitation at photon energies below the band gap of the narrow 

QW, excitons can only be generated in the wide QW. However for weak laser pho-

toexcitation with photon energies above the narrow QW band gap, an electron-hole 

plasma is excited both in the wide QW and in the narrow QW. The MTQW archi-

tecture allows for efficient resonant transfer of electrons from the narrow QW to the 

wide QW through the X-valley of the barrier layer, while holes are trapped in the 

narrow QW by the absence of these resonant states. This configuration provides an 

efficient way to repeatably vary the exciton and electron densities in the wide QW. In 

this study a continuous wave (CW) Ti:S laser at 1.557eV exclusively excites the wide 

QW and a diode laser at 1.952eV varies the electron density, Mg. The Ti:S laser is 

set to excite the cavity mode quasi-resonantly, i.e. at high angles and energies above 

the polariton region. Although the exciton density is accurately estimated from the 

intensities of the Ti:S laser, Ix, and the diode laser, the exact dependence of 

He on the intensity of the diode laser is not known. The range of injected used 

in this study is estimated to be 0 < ne < lO^^cm"^ according to previous studies 

that assumed a linear dependence neOc/„, although more recent calculations predict 

a non-linear behaviour.[62, 104] Therefore, instead of using rie, all dependencies are 

expressed as a function of the diode laser intensity. 
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Figure 5.3: Photoluminescence enhancement of the lower polariton mode {solid line) 
and polariton trap depth {dashed line) as a function of the cavity detuning energy. 

5.3 Resonance Dependence 

Photoluminescence (PL) spectra were taken at normal incidence (i.e. in-plane k = 0), 

for T = 5K to 30K and at low excitation powers of both wide and narrow QWs 

to preserve SC. The emitted light was collected in a cone of ±0.15°. Under these 

conditions the PL from the lower and middle polariton branches is modified by in-

troducing a 2DEG in the wide QW. This change of PL varies from enhancement 

to suppression depending on the exact resonance of the cavity mode with the 

Fig.5.3. The detuning dependence was performed under a fixed moderate in the 

wide QW and at a temperature of 30K in order to avoid any effects from charged 

exciton states. For each illumination spot, the measured photoluminescence enhance-

ment APL = [PL{Ix + In) — PL{In)] (with respect to the lowest power photolu-

minescence measured) was normalized to the absorbed power of the wide QW, and 

r] = 100% X APL/[PL{Ix) + PL{In)] was calculated. It is evident that for a wide 

range of negative detunings the presence of a 2DEG is beneficial to the PL. This 

implies that whenever the polariton trap is deeper than a few meV (and thus the 

relaxation bottleneck is present on the LP branch), electrons enhance the scattering 

from the bottleneck region to the ground state at k—0, Fig.5.3. The detuning depend-

ence of the PL enhancement follows the same trend independently of the temperature, 

as long as the system remains in the SC regime. This independence arises because 

the shape of the LP branch remains virtually unaffected with increasing temperature. 
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Figure 5.4: Photoluminescence spectra for different free electron densities rie {rie 
increases upwards). 

5.4 Electron Density Dependence 

In order to reveal the extent of this enhancement, APL was measured as a func-

tion of the electron density for a range of different detunings. With the cavity mode 

optimally detuned from the Xhh (A = —15.5meV), the normally-emitted PL spectra 

were recorded in figure 5.4 as Mg increases (upwards). Here the weak Ti:S pump, 

Ix = 20mW cm"^, only excites exciton densities of nx — 4 x 10®cm"^ (assuming 

Tx ^ 500ps). With free electrons injected into the wide QW, the polariton modes are 

drastically modified as a result of electron-exciton scattering. The PL intensity of the 

LP mode increases rapidly, (Fig.5.5a), while the PL from the middle polariton (MP) 

mode conversely decreases. However, increasing Mg also systematically broadens the 

MP mode and red shifts its peak energy position. Fig.5.5b. The sublinear enhance-

ment follows ~ below a critical diode power, (regions I and II), above which 

the slope reduces to ~ 7̂ °-̂  (region III). To understand the nature of this threshold 

note that the red shift of the MP mode energy towards the bare X^h energy marks 

a different critical diode power, 7^^^, at which the system passes from the strong 

coupling (region I) into the weak coupling (WC) regime (regions II and III). The de-

pendence of the PL enhancement on remains virtually unaffected by this transition 

to the WC regime. This is due to the negligible difference in the shape of the LP 

branch between the SC and WC regimes at these negative detunings Fig.5.2. Even 
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Figure 5.5: (a) PL enhancement vs. for A — —15.5meV at T = 4.5K. Vertical 
dotted lines separate the three different regions that correspond to the strong coupling 
regime (I), weak coupling regime (II) and ionized excitons (III), (b) Peak PL emission 
energies for the lower and middle polariton branches vs. 

in the WC regime, the lower cavity mode is weakly coupled to the bare exciton and 

the bottleneck in relaxation remains. In structures with a small Rabi splitting (here 

only 4meV), the transition to the WC regime occurs for moderate exciton or electron 

densities and therefore without substantially collision-broadening the exciton trans-

ition, so that excitons remain well defined states. Electron-exciton scattering thus 

exhibits similar properties in both the SC and WC regimes. 

The rate of PL enhancement decreases only after the electron density becomes 

high enough (at 1̂ °"̂ ) to dissociate the excitons in the wide QW, Ug > lO^^cm"^. 

To confirm that a separate contribution to the PL enhancement indeed exists when 

the excitons are ionized, measurements are shown for another detuning condition 

(A = —l.SmeV) at which the SC and WC dispersion relations vary considerably, but 

for which a low Ue still enhances the LP mode emission. Fig.5.3. The PL enhancement 

with In shown in figure 5.6a is again separated into three regions. The first vertical 

dashed line corresponds to the transition from the SC to the WC regime, as identified 

from the shift of the peak energy positions. For this small negative detuning the LP 

branch and the bare cavity mode differ greatly, unlike the situation at very negative 

detuning. Therefore, for a wide range of Ue (regions I and II) the excitons are still 
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Figure 5.6: (a) PL enhancement vs. /„ for A = —1.5meV at T = 4.5K. Vertical dotted 
lines separate the three different regions that correspond to the strong coupling regime 
(I), weak coupling regime (II) and ionized excitons (III), (b) Peak PL emission energies 
for the lower and middle polariton branches vs. 

well-defined quasiparticles and electron-exciton scattering is a well-defined process. 

In this case, when the system enters the WC regime, lS.PL changes behaviour because 

the LP and the bare cavity mode now have different shapes. However in region III, 

the enhancement in emission is once again sublinear with the same exponent as for the 

optimum detuning, APL oc 1^'^. This confirms that region III indeed corresponds 

to the screening out of the bound exciton and that the recombination of the electron-

hole plasma in the wide QW depends on the excess electron density, independent of 

detuning. 

5.5 Temperature Dependence 

Although an enhancement in the PL at k=Q is seen at T=4.5K, it is limited to a 

factor of two within the SC regime. One of the main reasons for this is that the extra 

homogeneous broadening of the exciton transition produced by injecting the 2DEG 

leads to a rapid reduction of the exciton oscillator strength and the transition to the 

WC regime. However, it is noticed that this relationship between PL enhancement 

and exciton broadening produced by the electron-polariton scattering is considerably 
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Figure 5.7: PL enhancement vs. /„ for A = —15.5meV at T = 30K. Vertical dotted 
lines separate the three different regions that correspond to the strong coupling regime 
(I), weak coupling regime (II) and ionized excitons (III). 

affected by temperature. The electron-induced PL enhancement at T=30K and the 

optimum resonance condition (A=-15.5meV) is shown in figure 5.7. 

In this case, the PL enhancement turns on only after a larger diode power and 

similarly, both the transition to the weak coupling, 7^^^, and the exciton unbinding, 

are shifted to higher diode power (by a factor ^ 2.5). This would suggest 

that electron-polariton scattering is reduced at higher temperatures as predicted by 

recent theoretical calculations.[104] At the same time, in the strong coupling regime 

the enhancement of PL by electrons is more rapid, apl oc /°-®, implying that the 

electron-polariton scattering rate is larger at higher temperatures (discussed below). 

Within the SC regime this immediately results in a threefold enhancement of PL 

due to electron-polariton scattering compared to PL emitted without photo-injecting 

electrons into the wide QW. Once again, in the plasma regime the dependence on 

In remains unchanged with temperature for the reasons discussed above. However, 

before the excitons are ionized, a 10-fold enhancement is achieved. 

The smaller contribution to exciton broadening by electrons, at higher temperat-

ures, is confirmed by plotting the linewidth of the (mostly -like) MP mode vs. 
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Figure 5.8: Linewidth (FWHM) of middle polariton mode as a function of temperat-
ure at several 

temperature at low Mg (Fig.5.8). This observation agrees with calculations of the 

electron-exciton interaction matrix elements, which favor small energy transfer trans-

itions, as seen in figure 5.1 on both electron and polariton dispersions with dashed 

arrows. [104] Essentially, as the exciton temperature increases, energy-momentum con-

servation reduces the range of final states that electrons can scatter excitons into, and 

decreases the strength of this scattering. Consequently, the higher the temperature, 

the less elective electrons will be in the electron-exciton scattering interaction. This 

would indeed mean that a larger electron density is needed both to reduce the ex-

citon oscillator strength enough to pass over to weak coupling, and also to ionize the 

excitons, in agreement with the increase in both and at T^SOK. 

5.6 Underlying Mechanism 

To understand how the efficiency of electron-polariton scattering (observed in en-

hanced PL) increases despite the drop in electron-exciton scattering at higher temper-

atures, one needs to understand the very different scattering processes participating. 

As depicted in figure 5.1, the scattering of an exciton from the bottleneck region to 

k fa 0 implies a small exchange in wavevector but a large exchange of energy. This 

exchange favors electrons with initial states of higher energy/wavevector as found 

at higher temperatures. This effect is thus not in contradiction with the previous 



analysis since it implies that only the specific scattering rate (into the kfinal ~ 0) 

becomes faster while the scattering contribution to the exciton linewidth involves all 

final states. 

A number of approximations are made in this model. The present phenomenolo-

gical approach neglects the effects of bound charged excitons states. However, recent 

calculations show that trion dissociation operates in a similar manner to the free 

particle scattering presented here. [104] Trion-mediated scattering will therefore con-

tribute in the same way as electrons at low temperatures, but should be absent above 

T=10K due to their ionization. In addition, the effects of both exciton and carrier 

localization have been ignored. This is a valid approximation for samples that are of 

high quality. In particular, the sample under investigation has polariton linewidths 

eight (8) times smaller than the Rabi splitting, which justifies the approximation. 

5.7 Conclusions 

This chapter thus presented evidence for the effectiveness of electrons within the active 

region of a strongly-coupled semiconductor micro cavity, for enhancing relaxation of 

polaritons. This matches recent theoretical predictions. Understanding the ways that 

electron-exciton Coulomb scattering contributes differently to exciton broadening and 

photoluminescence enhancement paves the way to improved polariton emitters and 

lasers. 



Chapter 6 

Spin Dependence of the 
Parametric Amphfier 

As already discussed in section 4.2.2, strong angular asymmetries are observed in the 

photoluminescence [85, 89,107] produced by parametric scattering between polaritons 

with different in-plane momentum and energy. Strong nonlinearities in the emission 

are produced when this scattering is externally stimulated by seeding the final po-

lariton state. This process has been shown to provide extremely strong gain ~ 10® 

cm~^, building up substantial polariton populations in the lowest energy states, which 

emit normally from the sample. In previous studies, parametric scattering was found 

to be strongest when the spin of the interacting quasiparticles was identical. [23] Re-

cent CW measurements conversely show that elliptically-polarized pumping produces 

stronger emission, however it remains unclear what processes can be involved. [95] 

In this chapter, a comprehensive analysis of the polarization dynamics of the light 

emitted from microcavity samples, which are resonantly pumped at a critical angle to 

the normal is given in order to reveal the underlying spin dynamics of the parametric 

polariton amplifier. 

6.1 Experimental Configuration 

The semiconductor microcavity used in this study is described in section 3.5.1. The 

sample was held in a cold-finger cryostat at a temperature of 10 K. The strong coupling 

of exciton and cavity modes produces two new polariton branches of which only the 
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Figure 6.1; Dispersion relations of exciton (wgz), cavity photon (ucav), upper 
(a;[/p)and lower ( c o l p ) polaritons, showing the dominant pair scattering for pump 
polaritons. 

'"-v^-shaped lower polariton dispersion c u l p is of concern here, Fig.6.1. Each branch 

is doubly spin degenerate (J = ±1) due to the heavy hole exciton, with circularly 

polarized light of each helicity able to couple to one spin only, as discussed in section 

2.1.4. Thus one can simply track polariton spins using polarization analysis of the 

emitted photons. 

In order to track the spin dynamics of the parametric scattering mechanism the 

measurements were performed in a regime which shows strong stimulated gain. [23] 

Pulsed experiments allow one to disentangle the different scattering processes, while 

remaining below threshold for parametric oscillation. A pump pulse, incident at 

the critical angle of 16.5° injects polaritons at the point of inflection on the disper-

sion relation, and a normally-incident probe pulse seeds polaritons with zero in-plane 

momentum, Fig.6.1. This seed is amplified by over two orders of magnitude, produ-

cing emerging beams at 0° ('signal') and 35° ('idler'). The incident pulses are derived 

from a lOOfs mode-locked Tiisapphire laser and are separately spectrally filtered inside 

zero-dispersion grating compressors in order to selectively excite the lower polariton 

branch. The polarization of each 3ps pulse is set by wave plates, and arranged to 
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Figure 6.2: Poincare sphere, representing polarizations; right/left circular at P3 = dzl, 
and linear around the equator, P3 = 0. In experiments, the probe has always P3 = +1, 
while the pump follows the dashed meridian. 

compensate Presnel losses at the sample surface. 

Throughout the experiment the polarization of the probe pulse is kept right circu-

lar whereas the pump polarization is rotated from right- to left-circular hence varying 

linearly the relative spin populations of the pump-injected polaritons while keeping 

the pump intensity constant. This polarization selectivity in the pulsed domain al-

lows the details of the Coulomb dipole-dipole scattering process to be accurately 

investigated. 

Analysis of each polarization state using the three Stokes parameters, was per-

formed in order to keep track of the polarization of the different injected and emitted 

beams. The Stokes parameters correspond to the following polarization degrees: 

h ~ r, _ n _ - -̂O p = Po 
( / - , pz (6.1) 

where are the intensities of linear components at 0°,90°,±45° to the hori-

zontal, and are the circular components. In this way, any polarization state can 

be expressed as a vector in the orthogonal basis of Eq.6.1 and can be projected in 

the 3D polarization space, also known as the Poincare sphere, as figure 6.2 shows. 

Calculation of the evolution of the three Stokes parameters is performed by three 
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Figure 6.3: (a,b) Emitted signal for (a) co-circular pump and probe, and (b) linear 
pump and circular probe, as a function of their time delay, polarization analyzed as 
specified. 

independent measurements that correspond to the three orthogonal axes of the Poin-

care sphere. The signal (S) and idler (I) Stokes vectors are extracted by judicious 

settings of | plates and a polarizing beam splitter as a function of the ratio of in-

jected spin-up to spin-down polaritons, which is set by the pump circular polarization 

degree 

p — p3 = 
iq + /( o 

(6.2) 

6.2 Polarisation Dependence in the Pulsed regime 

If circularly-polarized pulses are used to inject polaritons of one specific spin, stimu-

lated gain of the probe polaritons is seen only for co-circularly polarized pump and 

probe near zero time delay. Fig.6.3a. In this case the emitted signal is completely 

circularly-polarized indicating the absence of significant polariton spin-flips within 

their 3ps radiative lifetime. However, when the pump pulse is horizontally polarized 
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Figure 6.4: Intensity of signal emission, decomposed into (a) circular, (b) linear 
and (c) linear diagonal polarizations, as a function of the pump circular polarization 
degree. The probe is cr+ polarized. 

which injects equal populations of spin-up and spin-down polaritons, the emitted 

signal is linearly polarized at 45°, Fig.6.3a,b. Moreover, the gain is nearly twice as 

large for this configuration even though the density of polaritons with the same spin 

as the probe is halved. Despite the large variation in gain magnitude in these two 

cases, the speed of response is very similar and the gain is maximized at the same 

(within Ips) pump-probe time delay. Fig.6.3a,b. To explore this phenomenon in more 

detail, figure 6.4 plots the intensity of each polarization component as a function of 

the pump circular polarization degree, p, which corresponds to the ratio of spin-up to 

spin-down polaritons injected (termed the net spin injected). The total gain is max-

imized for linear pump (p = 0), while to maximize emission from the spin-up seeded 



Probe Detection 

Detection 

Detection 

/ 

Pump p 

Figure 6.5: Intensity of idler emission, decomposed into (a) circular, (b) linear and (c) 
linear diagonal polarisations, as a function of the pump circular polarization degree. 
The probe is cr+ polarized. 

polaritons requires an elliptical pump, p = 0.15, Fig.6.4a. Light also emerges from 

non-seeded spin-down polaritons:- the intensity of this unexpected contribution can 

be even larger than that from the spin-up polaritons, and their emissions are matched 

when the pump injects equal spin populations. Examining the linear components of 

figures 6.4b,c shows that they rapidly oscillate in strength near /9~0, changing from 

near-vertical to near-horizontal with only a 5% change in net spin population. As 

seen in figure 6.3b, the emission is completely diagonally-polarized at p = 0. This 

graphically demonstrates the necessity of complete polarization analysis to resolve 

the true spin dynamics of the dynamical processes. The simple description of spin-

preserving parametric scattering completely fails to predict this large enhancement. 
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Figure 6.6: Total intensity of the emission of signal and idler as functions of the pump 
circular polarization degree. 

The experimental values of the components that correspond to the three polarization 

degrees versus p for the emitted signal and idler are presented in figures 6.4(a,b,c) 

and 6.5(a,b,c) correspondingly. It can be seen that the linear components of both 

signal and idler exhibit oscillations versus circular polarization degree of pump. How-

ever, from a direct comparison of figures 6.4(a,b,c) and 6.5(a,b,c) it becomes evident 

that the total intensities of signal and idler emission versus p exhibit very different 

behaviour. To demonstrate clearly the difference a plot in figure 6.6 shows the total 

intensity of the emission versus pump circularity for both signal and idler. It is now 

evident that for the signal the total emitted light intensity is doubled for a linearly-

polarized pump compared to a polarized pump, while in the case of idler emission 

the total intensity monotonically drops as the pump circular polarization degree de-

creases. Note also that the coherence degree of signal and idler emission is different, 

as seen in figures 6.7(a,b). The coherence degree is defined as the length of the polar-

ization vector on the Poincare sphere. This parameter is always close to one for the 

signal while it is only about 0.5 for the idler at linear pumping. Enhancement of the 

idler coherence degree with polarization degree of the pump pulse is correlated with 
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Figure 6.7: Coherence of signal and idler emission versus the pump circular polariz-
ation degree. 

increasing overall intensity of idler emission, Fig.6.6. These observations can be intu-

itively understood having in mind that the idler polaritons have longer life-times and 

can be efficiently elastically scattered with much higher probability than k = 0 po-

laritons that have a substantial photonic component. This shows that spin-polarized 

excitons are more resistive and keep their polarization longer than linearly-polarized 

excitons. This should be true if spin-relaxation processes are slower than wavevector 

relaxation, which is usually the case in quantum wells. 

Furthermore, two new features appear from the comparison of signal and idler that 

will prove in the following sections to be of high importance for the understanding 

of the spin dynamics in the parametric scattering of polaritons. Firstly, the signal 

emission is diagonally linearly polarized for horizontal linear pump polarization . This 

feature cannot be derived from a stimulation effect of the polariton scattering, as in 

this case only polaritons of one spin component (a+) are seeded. As it will be discussed 
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Figure 6.8: Signal emission as a function of pump ellipticity, decomposed into (a) 
ellipticity, and (b) azimuthal orientation of polarization ellipse. 

in detail in section 6.3 this effect originates from the pump-induced splitting of the 

exciton resonance in directions both parallel and orthogonal to the linear polarization, 

which rotates the polarization of signal polaritons. 

Secondly, for the same (horizontally-linear) pump polarization, the idler emission 

turns out to be vertically linear polarized. This feature is in fact in agreement with 

a calculation by Ciuti et a/. [108], which showed that the matrix element of exciton-

exciton interactions is dominated by the term coming from carrier-carrier exchange 

and it will be interpreted in the next theoretical sections together with the extremely 

pronounced and clear beats between the two linearly polarized components of emission 

both in signal and idler versus the circular polarization degree of the pump pulse. 

To summarize the polarization behaviour in the pulsed regime, a plot of the net 

spin of the signal polaritons, is evidenced by the circular polarization degree of their 

emission, Fig.6.8a. The steep gradient of figure 6.8a demonstrates the delicate 

spin balance controlled by the pump - a small net spin in the pump polaritons creates 

a much larger net spin in the signal polaritons. Due to the stimulation process, 

the phase of each parametrically-scattering polariton is set by the phase of those 
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Figure 6.9: Poincare sphere for representing polarizations: right/left circular at P3 = 
±1, and linear around the equator, P3 — 0. In experiments, the pump follows the 
dashed meridian, while the signal emission follows the solid spiral. 

polaritons already in the final state. Thus the two separate spin populations of 

signal polaritons can have a different macroscopic phase, As well as the ratio 

of spin populations in the signal, their relative phase^ A 0 = 0^ — 0^ is recorded, 

which corresponds to the azimuthal orientation of the emitted polarization ellipse, 

-(/) — tan~^(5'2/5'i) = A0/2, Fig.6.8b. The axis of the signal polarization ellipse twists 

rapidly depending on the net spin injected into the system, Acj) oc S3. On the Poincare 

sphere, 2-0 is the longitude of the Stokes vector, which rotates through more than two 

full revolutions as the majority spin passes from up to down. This dramatic contrast 

with the fixed pump azimuthal orientation is seen in the spiralling trajectory of the 

signal Stokes vector, Fig.6.9. 

6.3 Dynamical model of the Parametric Amplifier 

Hitherto, the experimental data have been presented together with some conclusions 

derived from phenomenological arguments. In this section a theoretical approach to 

the observed dynamics is attempted. The model treats the exciton and photon in-

teraction within the second quantization scheme and accounts for the exciton spin 

interaction with the intrinsic and applied fields in the micro cavity structure. The 
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Figure 6.10: For in-plane wavevector parallel to the horizontal (a) T excitons are 
polarized along the Y-direction parallel to the "K-linear polarized electromagnetic 
field (TE). (b) L excitons are polarized along the X-direction parallel to the iiT-linear 
polarized electromagnetic field (TM). 

optical emission of quantum well excitons will be described within the dipole approx-

imation and the exciton spin orientation and alignment will be linked to the different 

polarizations of the coupling light. 

6.3.1 Exci ton Spin and Alignment 

The electromagnetic radiation from an excitonic dipole is maximized on the plane 

normal to the center of the dipole and is zero along the dipole axis.Therefore, in a 

quantum well optical emission perpendicular to the quantum well comes only from 

excitons with dipole moments parallel to the quantum well plane. Previous studies, 

have shown that only excitons polarized along the quantum well are optically act-

ive. [109] Excitons with dipole moment perpendicular to the quantum well plane are 

optically inactive due to the quantum confinement. This is an approximation in the 

case of heavy hole excitons in InGaAs/GaAs quantum wells as it is valid in the case 

of heavy-hole excitons in a cubic semiconductor. [109] 

Excitons polarized parallel to the quantum well plane can further be distinguished 

into those which have dipole moments parallel to the in-plane wavevector kjj (lon-

gitudinal excitons), and those which have dipole moments orthogonal to the in-plane 

wavevector k/f (transverse excitons). Transverse (T) excitons couple only to TE 

modes and longitudinal (L) excitons couple only to TM modes. [110] 



Therefore, optical emission from a quantum well can originate either from T ex-

citons, or L excitons, or from a superposition of T and L excitons. Assuming in-

plane wavevector parallel to the horizontal, as seen in figure 6.10, the correspondence 

between the various exciton polarizations and those of the electromagnetic field be-

come apparent. Horizontally linearly polarized light {h) couples only to longitud-

inal excitons (polarized along X-direction), and vertically linear polarized light {v) 

couples only to transverse excitons (polarized along F-direction). Diagonally linear 

polarized light {h', or v ) couples to a linear superposition of L and T excitons since 

it can be analyzed as a linear superposition of H-, V-linear polarizations 

4- (l/\/2)|y:> (6.3) 

| y ' > = ( l / \ / 2 ) | a ' > - ( l / \ / 2 ) | y > (6.4) 

Similarly, circularly polarized light couples to a coherent superposition of L and T 

excitons since it corresponds to a coherent superposition of if-, F-linear polarizations 

| ( r±>= ( l /v^) |E '> ± (z /V2) | y> (6.5) 

and finally elliptically polarized light couples to a coherent superposition of L and T 

excitons of different weights since it corresponds to a coherent superposition of iJ-, 

V-linear polarizations with different weights 

d :6e '* |y> (6.6) 

where -I- 6̂  = 1 and a ^ b . 

Following the discussion of section 2.1.4, the different polarizations of light do not 

affect only the alignment of the excitonic dipole, X-,y-directions, or superposition of 

those. Angular momentum conservation between the exciton and photon spins has 

to be satisfied (spin selection rules), Eq.2.15. Focusing on the spin selection rules of 

the heavy-hole exciton, seen in figure 2.5, an appropriate base to describe an exciton 

state according to its spin is that of the two opposite spin eigenstates. Therefore, right 

(left) circular, a + (a—), polarized light couples to excitons of spin 1 (-1), |1>,(| —1>) 
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and so on. The exciton spin is parallel to the direction of propagation of the polarized 

light. 

The two basis {\x > , | y > or |1 >,| — 1 >) for projecting an exciton state are 

equivalent. Thus, an L (T) exciton can be expressed as a coherent superposition of 

|1 > and I — 1 > states 

\x> = ( l / \ /^ ) | l> + ( l / \ /2) | — 1> 
(GT) 

( i y > = (i/V2)|i> - ( i / % ^ ) | - i > ) 

and reciprocally 

| ± 1 > = ( l / \ /2) |X> ± ( z / \ / 2 ) | y > (6.8) 

6.3.2 Spin In terac t ions in t h e P a r a m e t r i c Polar i ton Ampli-

fier 

It is straightforward to explain the scattering dynamics in the case of co- and cross-

circular pump-probe polarization configuration in terms of spin conservation 

"1~ I l^pump |l>pro6e I | (6 9) 

and 

1 — ^>pump + I — l>pump ) no parametric amplification (6.10) 

as resulted from the experimental observations. Thus, exciton spin is a good quantum 

number for polaritons since it determines the onset or not of stimulation. 

In the case of linear pump polarization and circular probe the only possible 'seeded' 

scattering channels are 

l^^pump ~^\^^pump |l~>pro6e Î ^ ^^signal "1" 2| ^ ^^idler (6.11) 

which are based on the direct exciton scattering that breaks the coherence of the pump 

induced polaritons, |X> — ( l / \ /2) | l> 4- ( l / \ /2) | —1>. In an attempt to explain the 

observed dynamics based on the direct exciton interaction, the observed oscillation of 

the signal's linear polarized components could not be reproduced. Recent theoretical 
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Figure 6.11: Exchange interaction of two X linear excitons. The outcome is two 
linear excitons D and D'. 

investigations calculated that the direct exciton interaction is much weaker than the 

exchange interaction [108], suggesting that the observed dynamics are based on the 

exchange interaction. 

Exchange interaction between two linear excitons (i.e. X-direction) can lead to 

the following configurations 

|;C:> -4 |D:> + 12)' )> (6/12) 

where \D> = a\X> + b\Y> and \D'> = c\X> + d\Y> are linear superpositions of 

X and Y linear excitons with a,b, c, d e ^ with a = c and b + d = 0. The amplitude of 

these coefficients depends on the distance between the two initial X-linear excitons 

and therefore on the exciton density. A schematic of the exchange interaction is given 

in figure 6.11. However, in the case of the parametric amplifier the exchange process 

can not be stimulated from a circular probe 

\X^pump \X^pumv iTTT ^ \D'^ signal ~l" | -^ ^idler (6.13) 

since all possible final states are different from that induced by the probe beam 

|1 >probe- On the other hand, the presence of a probed linear final state, \D >probe 

could seed the stimulated scattering 

\X^pump "I" [X^pump |£)>pro6e signal ~l~ \D ^idler (6.14) 

to that state. 

Focusing on the particular experimental case of a linear pump, (i.e. \X >) and a 

circular probe (i.e. |1 >), the observation of diagonal linear signal emission suggests 

that the process (6.14) is actually taking place with \D >= \X' >. This would be 

possible if another mechanism would create probe polaritons of the \X' >probe state. 
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Figure 6.12: A circular exciton |1 >, in the presence of an in-plane uniform magnetic 
field along the %-direction precesses on a plane orthogonal to the magnetic field 
direction. 

6.3.3 Exci ton Spin Precession 

The exciton spin in the presence of a magnetic field undergoes Larmor precession. 

For example a circular exciton |1 >, in the presence of an in-plane uniform magnetic 

field along the X-direction would precess on a plane orthogonal to the magnetic field 

direction, Fig.6.12a. This precession creates a probe projection along the ^'-direction 

as long as the angle of precession 9e{0, vr), and a projection along the Y' direction for 

9e{ir, 27r), Fig.6.12b. 

This precession leads to the desired signal polarization in the parametric polariton 

amplifier 

|X> 4- signal ~t" 1^ ^idler (6.15) 

as long as the period of precession is four times the pump pulse duration. The origin 

of the magnetic field cannot be intrinsic to the sample (strain matched) since the 

polarization of the signal emission changes from X' to Y'-linear polarization when 

pump is V-linearly polarized 

|y> pump + |y> pump ^ 1^ ^signal "I" ^idler (6.16) 

Therefore the origin of the magnetic field is related with the polarization of the pump 

beam. 
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In the polariton parametric amplifier, two different polariton states are resonantly 

excited (probe, pump) and three states are coherently populated from the scattering 

process (signal, pump, idler). Thus, three exciton states of different wavevectors 

are populated. Furthermore, the in-plane wavevector is a conserved quantity of the 

system as it is evidenced from the strict energy momentum conservation rules of 

the parametric scattering. Therefore, excitons can be conceptually separated for the 

different in-plane wavevectors. Excitons induced by the %-linear pump polarization 

are all aligned along the X-direction. This creates an energy splitting between the TE 

and TM modes in the quantum well plane due to Coulomb dipole-dipole interaction 

and long range exchange exciton-exciton interaction. [109, 32] This energy splitting, 

e x y i creates an effective magnetic field along X-direction which exercises a torque on 

exciton spin states perpendicular to the magnetic field direction. The energy splitting 

dependence on pump-induced imbalance of X- and Y-linear excitons is assumed to be 

linear. This assumption holds for exciton densities smaller than the exciton saturation 

density, in the same way that the energy splitting between two opposite circular 

polarization is considered linear to their population imbalance. Thus 

= 0,xy{NX — Ny) (6.17) 

where qxy is the proportionality coefficient, Nx, Ny are the X and Y exciton dens-

ities induced by the pump beam, ax r is a constant, with its value set by the demand 

that the probe spin precession angle takes values in the range of 0e(O,pi/2], within 

the pump pulse duration. This splitting is estimated to be of the order of few lO '̂̂ 's 

of fieV, which is smaller than the spectral resolution of the monochromator used in 

this study. 

In a similar way, a circular polarized pump creates an energy splitting between 

the I ± 1 > exciton spin states, £'o-+o-_.[lll] However, the nature of this splitting 

is different from the one discussed above. In this case a a + polarized pump beam 

creates exciton states of parallel spin, |1 >. The energy splitting in this case occurs 

from the magnetic dipole-dipole interaction and from phase space filling. This results 

in a much bigger energy splitting, tuv^ ^ meV. The energy splitting dependence on 

the spin imbalance between |1 > and | — 1 > has been measured, Fig.6.13.[96] 
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Figure 6.13: Energies of cr+ and a exciton resonance as functions of the pump 
circular polarization degree. 

Finally, in the general case of an elliptical pump polarization, both kinds of energy 

splitting are present in the system, (Egv and Ea-+a-)- Therefore, an exciton spin 

|1 > state, created by the probe beam will precess around the pump with a Larmor 

frequency 

<^tot — y (6.18) 

Idler Emission 

Exciton spin precession describes the experimentally observed diagonal X'-linear po-

larization of the emitted signal. Prom equation (6.12) it follows that idler emission 

should be orthogonal to signal's emission, therefore y'-linear polarized. However, 

idler polaritons have a much higher probability of being elastically scattered than 

signal polaritons due to their high wavevector. Treating elastic scattering events as 

a perturbation on idler's dipole moment results in its alignment along the direction 

orthogonal to the pump induced exciton dipole moment as being lower energetically. 

Thus, idler's polarization is aligned along the F-linear polarization for a X-linear 

polarized pump, in agreement with the experimental observation. 



6.3.4 Pseudosp in Space 

In the discussion above, the exciton spin states have been projected on two different 

bases, a) the exciton spin, | ± 1 >, and b) the dipole's direction, X, Y. Besides the 

equivalence, the one or the other basis has been used in order to present the discussed 

exciton states as an eigenstate of the system. 

In the simplest case of a cr+ circular probe and i7-linear pump polarization, shown 

in figure 6.12, the probe induced exciton spin is in the eigenstate |1 >. Under the 

influence of the effective magnetic field created by the pump, |1 > will start precessing 

on the X', Y' plane, Fig.6.12. Therefore, the state of the probe spin will be described 

by 

l^>pro6e — |1> + h(t) I — 1> (6.19) 

or equivalently 

== c(f) 4- d(z) (6.20) 

where the a(t), h[t), c{t), d{t) are complex coefiicients. Calculating the dynamical 

evolution of the system in any of the two basis will give information about the real 

magnitude of a(t) and hit) or c{t) and d(t), which are related with the level populations 

of the basis eigenstates. However, when coherent processes are involved knowledge of 

the real values of the dynamical variables is not adequate to describe the state. 

For example, in the parametric polariton amplifier in order to characterize the 

polarization state of the emitted signal, measurement of the real magnitude of a 

and h {Iq, Io) was not not adequate. Measurement of the three Stokes parameters 

was necessary, which corresponds to measurement of the level populations into three 

different orthogonal basis (| ± 1 >, \X/Y > and \X'/Y' >). 

The procedure for characterizing the polarization state of the emitted signal can-

not be adapted for the calculation of the dynamical evolution of the exciton spin 

state, i.e. to calculate the dynamical evolution independently in each of the three 

orthogonal basis (| ± 1 >, | X / F > and \X'jY' >) and then construct the complete 

polarization state. The reason is that in the parametric polariton amplifier, scat-

tering processes between exciton eigenstates from different basis occur.[Section 6.3.2] 
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Figure 6.14: The correspondence between (a) exciton spin states and (b) pseudospin 
states. 

Treatment of these processes in a single basis could be taken into account only by 

disentangling all other states which results in loss of coherence information. 

A way to go around this problem is to construct three real functions {Pi, Pd, Pc) 

for example of a and b in the case of | ± 1 > basis , that define a 3D-vector P, whose 

time dependence is given by 

Pi = ab* + ba* 

Pd = i {ab* ~ ba*) 

Pr = aa* — 66* 

(6.21) 

The remaining real combination is aa* + bb* which corresponds to the total spin pop-

ulation and is equal to the vector length P = {P^ + P^ + In the case of dipole 

transitions with Am = ±1, the mathematical space converts into a ^pseudo^ spin 

1/2 space (pseudospin space).[112] Each function corresponds to a pseudospin 1/2, 

with rus = ±1/2, which has the same characteristics of a real spin, i.e. pseudospins 

undergo Larmor precession in the presence of an effective magnetic field. Calculating 

the dynamical evolution of the three pseudospin components is equivalent with meas-

uring the three Stokes parameters and therefore complete characterization of the spin 

dynamics can be obtained. [113] Its pseudospin is thus equivalent to an exciton spin 

state. The correspondence between exciton spin states and pseudospins is depicted 

on figure 6.14. 

The time evolution of the precession of a pseudospin vector P around Q, — 
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Figure 6.15: The precession of an exciton state with pseudospin Pc = 1/2 around an 
effective magnetic field that varies along the meridian of the pseudospin sphere. 
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f = (6.22) 

where x represents the vector product. 

The precession of an exciton state with an initial pseudospin state |P+ > around 

an effective magnetic field that varies along the meridian of the pseudospin sphere, 

gives rise to oscillatory behaviour of the three polarization degrees, as seen in figure 

6.16. In figures 6.16(a,b,c) the angle of pseudospin precession at the presence of an 

efifective magnetic field parallel to \P^'^ > is 9 = iv. In figures 6.16(d,e,f) the angle of 

pseudospin precession at the presence of an effective magnetic field parallel to IF;"*" > 

is 9 = 7r/2. LOy = 0 and the ratio ^ is kept y in both cases. A complete model that 

accounts both for the pseudospin precession and the stimulated polariton scattering 

is developed in the following sections. 
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Figure 6.16; Pseudospin components pc, pi, pd as a function of a rotating magnetic 
field along the meridian for an initial pseudospin state |P+ >. 

6.4 Spinless Theory of Polariton Parametric Amp-

lifier 

In this section, the quantum mechanical model of the parametric amplifier is reviewed 

in its spinless form as developed by C. Ciuti.[114] In the parametric polariton amp-

lifier two polariton states are resonantly excited and three are populated in total. 

Therefore, as a first approximation the model neglects the oflf-resonant contribution 

of the upper polariton branch and deals only with the interaction between the three 

coherent polariton states. 
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Interactions between polaritons originate from their exciton fraction. [Chapter 4] 

In the second quantization form the exciton-exciton interaction Hamiltonian is 

= 1 E (8.23) 
k,k',q 

where is the effective potential which is microscopically determined from the 

Coulomb electron-hole Hamiltonian. [108, 115] This potential becomes negligible for 

wavevectors comparable to a~J, where agx is the two dimensional exciton Bohr radius. 

On the other hand for small wavevectors it has a weak dependence on g, ~ 

This approximation turns out to be very useful since the resonantly excited states in 

the parametric amplifier have small wavevectors. The zero wavevector value of the 

effective potential is 

y x x _ (6.24) 

where e is the static dielectric constant of the quantum well and A is the macroscopic 

quantization area. Furthermore, in this section the index + will be omitted from the 

creation and annihilation Bose operators since the model accounts only for excitons 

of the same spin state, i.e. |1>. 

The Hamiltonian (6.23) does not account for exciton density dependent effects.[Chapter 

4] Excitons are composite fermions, and their fermionic nature is revealed when the 

inter-exciton distance becomes comparable to Uex- Exciton density effects give rise 

to a saturation of the exciton-photon coupling. The interaction is described by 

= I ^ ;^%4+q('k'-q('k6k' + c. (6.25) 
k,k\q 

where Usat = 7/(16^0^%) is the exciton saturation density.[115] 

Applying the inverse Hopfield transformation of (2.47) in (6.23) results in the 

reduced polariton-polariton interaction for the lower polariton branch 

= 2 ^ ^T^Pk+qf'k'-qPkPk' (6.26) 
k,k',q 

where the effective potential is due to the exciton-exciton interaction and the 

exciton-photon coupling saturation 

Vj-'- = — X , + , X , , . , X A , + 2 - ^ (|Ck+,|Xk, + (6.27) 
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where both terms have a positive contribution. Thus, the interaction between two 

polaritons (with the same spin) is always repulsive. 

So far polariton interactions within the cavity have been considered. However, in 

order to describe polariton photoluminescence dynamics, coupling with the extracav-

ity space needs to be taken into account. The finite transmission of the microcav-

ity mirrors makes a microcavity an open system that interacts with the extracavity 

electromagnetic field. This interaction has been successfully treated within the quasi-

mode approximation. [116,117] The corresponding Hamiltonian for the lower polariton 

branch is 

Hext = 9 ^ ^k{t)C],pl + h.c (6.28) 
k 

where f2k(t) is the external electromagnetic field and g is the quasi-mode coupling 

constant that depends on mirror's reflectivity. In the case of polariton parametric 

amplifier 

^k(^) — k p ( ^ ) ~l~ ^k,0^pro6e(̂ ) (6.29) 

The pump (probe) field drives a strong (weak) polarization of the lower polariton 

mode with in-plane wavevector kp (0), whose time dependence is represented by the 

expectation value <Pkp > {t) (<Po > (Z)). One important physical quantity linked 

with the external field is the polariton occupation number Nk =<plpk >— \ <Pk > P-

This expression is an approximation of the coherent polariton population due to the 

field driven polarization, which suits the resonant excitation experimental conditions 

since the amplification process lasts as long as the pump pulse, Fig. 6.3. 

Adding all the interactions together, the total Hamiltonian of this model becomes 

Htot ~ Hp + Hpp + Hf>xt (6.30) 

where Hp is the free polariton Hamiltonian (2.48) only for the lower polariton branch 

= (6.31) 
k 

Due to the polariton-polariton interaction in (6.30) the two polarization states, <po > 

and <Pkp > are coupled. The basic scattering channel is 

<:2)kp:> 355:* <:;Po:> <c;p2kp > (6 212) 
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which is the 'parametric' conversion of two pump polaritons into a signal-idler pair. 

Such matter wave-mixing amplifies coherently the probed polariton mode and creates 

a coherent population at the idler mode, for momentum conservation. The equations 

of motion for the three modes are closed when all other scattering channels are neg-

lected.[118] These coupled equations of motion are obtained from Heisenberg equation 

and Wick factorization of the many-polariton expectation values in terms of <po >, 

<Pkp > , <P2kp > (e.g. <PoPkpPkp > = < P o >*<Pkp The resulting equations 

are [114] 

^"^0 / p \ TD I r? D* d2 
— ( E l p { 0 ) — 7̂0 ) Pq 4- EintP2kj,Pkp + Fprobe{t) (6.33) 

— ̂ -E'Lp(kp) — 7̂kp̂  -Pkp + 2-E'int-PkpPo-P2kp + fpump{t) (6.34) 

^ - ^72kp) f2kp + EintPoP^^ {6.35) 

where for convenience the rescaled polarization Pk(i) has been employed 

jFk(z) == <:;%(:> (f) (6.216) 

whose amplitude is 

l a l " = n t a l (6.37) 

where nk is the coherent density of k-polaritons in units of The inhomogeneous 

terms are the rescaled pump (probe) driving fields 

Ppump{t) = '^9^kp^pump{t) 

probeit) ~ '^^ff^o^probe(^)^ 

and the parametric coupling occurs through the interaction energy 

Si„, = 5 K X . k p + '<Sp,-k„) (6-39) 

The energies 70, 7kp, 72kp are the homogeneous linewidths of the corresponding polari-

ton modes. Finally, the renormalized polariton energy %p(k) ^ Eip(k) is blueshifted 

with respect to the free polariton energy ELp(k) by 

Bip(k) - £ip(k) = 2 % . l a I' (6.40) 
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The generalized equation of motion, [118] when more than three polariton modes 

are involved into the parametric polariton scattering is 

= ( E i p ( k ) - i7k) ft + ^ K l , , w ' P l + v - i P v P v + f > ^ ( t ) (6.41) 
k',k"# 

where the generalized coupling energy is 

g g ' , k . = ^ k-k' + Mf,E',k"_k) (6.42) 

and the general expression for the renormalized polariton energy is 

B i p ( k ) = jSw,(k) + (6.43) 

k' 

where Finally the applied external fields produce the 

driving term fk{t) = ^gc]^q.]^{t).[119] 

In order for this model to account for the spin dynamics of the parametric amplifier 

discussed in the previous sections, spin degrees of freedom should be attributed to 

the different polariton modes. 

6.5 Polariton Parametric Amplifier 

Following the discussion in section 6.3.2, the spin conservation of the parametric scat-

tering, ((6.9), (6.10)), imposes exciton spin as a good quantum number. Including the 

exciton spin degree of freedom into the coupled equation of motion of the parametric 

polariton amplifier, (6.33), (6.34), (6.35), one gets 

= (^Elp(+, 0) - 170 j P+,0 + -̂ mt-̂ +,2kp-P+,kp + F+,probe{t) 

(6.44) 

= {Elp(-, 0) - ilo) P^.0 + 

(jElp{+, kp) — ijkp^ f+,kp + 2EintPl^]^pP+,oP+,2kp + F + ,pump{t) 
dt 

(6.45) 

dt 
— , kp) — ?7kp j -P-,kp + S-Eint-PÎ kp-̂ -.O-̂ -.Skp + F-,pump{t) 



= ( • B l p ( + . 2kp) - i72k,) f + . 2 k , + 

(6.46) 

— {^Elp{-, 2kp) - •j72kp j P-,2kp + EintPlfiP-^y:p 

where +, — originate from the a + and a— circular polarized light that is used to 

excite the polariton spin states |1 > and | — 1 > correspondingly. For simplicity 

the different polariton modes linewidths have been kept equal for both spin states 

and in the case of probe the a— circular external field has been omitted since in the 

experimental configuration probe is always kept a-\- circular polarized. 

It is apparent that in the case of co- or cross-circular polarized light, equations 

(6.44), (6.45) and (6.46) can describe correctly the dynamics of the parametric po-

lariton amplifier including the spin. However, when scattering events that include 

coherent superpositions of 11 > and | — 1 > exciton spins are taken into account these 

equations fail to describe the dynamics of the system as discussed in section 6.3.4. 

6.6 Pseudospin Dynamical Evolution 

It was shown in sections 6.3.4 and 6.3.2 that the correct basis to describe the different 

scattering channels is that of the pseudospin space. An equation of motion is derived 

for each pseudospin state. The allowed scattering channels of the different exciton 

spin states produce a coupling term between the corresponding pseudospin states. 

The possible scattering channels are presented together with their pseudospin analog. 

By analogy with the equations of motion for the signal, pump, and idler, for the 

exciton spin states |1 > and | — 1 >, (6.44), (6.45), (6.46), the equations of motion 

for the pseudospin states P+, P~, P f , Pj", P j , for the signal are 

0) - Pp+,0 + -Gw-Pp+_2kp-̂ +,kp PP+,probei^) 

(6.47) 

= {Elp{Pc I 0) - ^7o) Pp~,o + -®i"t-Pp-,2kp-^Pc-,kp 
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ih ^ 7 — (^^elp{p^, 0 ) ? 7 o j -Pp+,0 + ^intPp+^2kp^P+,kp 
dt 

(6.48) 

ih — (^-^lp(pi ,0) - P p - , 0 + - ® i n t - ^ p - , 2 k p - ^ P f , l s 

ih — ^Elp(P^,0) '̂ Toj -Pp+,0 +-®int-^p+,2kp'̂ P+,kp 

(6.49) 

dFp-
- (-^LP (Pd , 0) ^7o) -Fpj ,0 + ^intPp-^2kp^P^ ,kp 

where +, - indicates pseudospin of 1/2, -1/2 correspondingly. An external field has 

been applied only to the P+ pseudospin state that corresponds to the |1 > exciton 

spin state, since in the experimental configuration probe is always kept a + circular 

polarized. 

Similarly, the pseudospin states for the pumped polariton mode are 

ih ^ kp) — ^7kpj "^Pf.kp -̂̂ ^" -̂̂ P+.kp"^??,0-̂ Pj,2kp Pp^,pumpi^) 

• = (^elp{pc ,kp) - ^7kp) -fp-,kp + 2^ întPp-_kp-Pp-,o^Pe-,2kp + Fp-,vump{^) 

(6.50) 

at 
— (jelp(p'^ ,iip) ^7kp^ ^+,kp "t" i(p'^+,0-^|*',2kp ^P^,pumpi^) 

^ = (^Lp(Pr , kp) - %7kp) Pp-,kp + ,kp^r.o^r.2kp + Pp; ,̂pumpi^) 

(6.51) 

ih ^ = (^-E'Lp(Pj,kp) - i7kp^ fp+,kp + '^^intPp+^]^^Pp+fiPp+,2kp 

(6.52) 

dP 
= (-^LF(Pd.kp) - i7kp) fp;,kp + '^^intPp-,],^Pp-,oPp^r-
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where external fields have been applied to P^, P~, Pf pseudospin states that 

correspond to the exciton spin states that span the the meridian of the Poincare 

sphere, Fig.6.15, as in the experimental case. 

Finally, the pseudospin states for the idler polariton mode are 

ih-
aPc+ 

ih-
dt 

(Bip(p-,2kp) 

® 9 ? ^ = ( % p ( P ^ 2 k p ) - % , 

dP - ~ 
^ = ( ® i p ( P r . 2kp) - !72k, 

dt 
-G'z.f ( P j , 2kp) - 272^ 

d t ' = l%p(Pd'2kp) - !7a, 

,2kp + -B^ntPp+^Pp+kp 

-Ppc ,2kp + 

•̂ P+,2kp + -E'mt-Pp+_o-̂ P+,: 

(6.53) 

(6.54) 

P: P, ,2kp +-^jni-^P,-,0-^Pf,kp 

-̂ P+,2kp + •S'mtPp+oPp+kp 

-̂ P;,2kp + ^i"i-Ppj,0^p-,kp 

(6.55) 

where no external fields have been applied. 

So far, the equations of motion of the pseudospin states are coupled only between 

the same pseudospin state. However, in order to describe scattering channels like 

(6.14), coupling between different pseudospin states has to be included in the equation 

of motion. More specifically in the case of |X > pumped exciton spin states and a 

projection of the probe on \X' > or \Y' > exciton spin state the following channels 

are allowed 

1-^^pump ~l~ \x^pump \x'>probe ^signal "l~ ^idler (6.56) 

\x^pump ~t" IY ^signal "t" ^idler |y'>pr.k 

The equivalent scattering configuration for the pseudospin states are 

\Pd ^signal + \Pd ^idler 

(6.57) 

(6.58) 



\pl ^ p u m p "t" \pl ^ p u m p \ p ~ y \^d ^signal l^d ^idler (6.59) 

In the case of |y > pumped exciton spin states the corresponding scattering channels 

have exactly the same terms on the right hand side. In the case of a projection of 

the probe on | X > or | y > exciton spin states terms on the left hand side remain the 

same and on the right hand side signal has the same state with the probe and idler 

has the orthogonal. 

Equations (6.58) and (6.59) and their equivalent for the other combinations of 

exciton spin states give rise to coupling terms in the pseudospin equations of motion 

between the and states. These terms are 

T^cross , , p * p2 I P , p* p2 
Pj-.O -'^Pj,P^-^p-,2kp^P+kp + -^p-,2kp-^p-,kp 

rpcross p p* pz i P p* 
PI,0 Pd ,P r Pj,2kp-^P+kp + ^Pd .Pi ^P+2kp-'pf.kp 

^p+ip - ^P+P+^p+kp[(-Fp+o-Fpj,2kp) + (-Pp-,o-Pp+2kp)] 

+^P-,P+-Pp+kp[(-^Pj,0-Ppj,2kp) + (-Pp-,0-fp+2kp)] 

^P?%p = -®Pj.Pr^Pr,kp[(-^Pj,0-Ppj,2kp) + (^P-,0^P+2kp)] 

-Fp- ,kp [(-Fp+,0-Fp J ,2kp) + (fp;,0'^p+2kp)] 

jpcross _ p , , p* p2 I P , p* p2 
^P+2kp - -^P+P^^P-,0'^P+kp + ^P+Pr-^PJ,O^P,-,kp 

0^ :+kp+^p; ,p r^ ;+ 

(6.60) 

(6.61) 

(6.62) 

where e-p+ p+, e-p+ e-p- p-, and e^- p+ are the interaction energies of the cross-
d̂ d̂ '̂ 1 

pseudospin coupling terms, where the equality of terms from interchange of the +, — 

signs has been taken into account. 

The precession of the pseudospins in the presence of a magnetic field is given by 

(6.22) where the pseudospin components are Pi, Pa, and Pc and Q = (wx, 0, u^) since 
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the pump polarization has been varied on the XY plane. Hence their time evolution 

is described by 

it -

dt 
dpc 
dt 

— ^xpc ^zpl 

= ^xpd 

dt 
d^ 

dt 

(6.63) 

or for the separated pseudospin states 

= u,,(f>+ - p , - )e(p+) 

- PIMP,-) 

ipl 
dt 

dt 

= [wx(f+ - p-) - a.,(P+ - P,-)] e ( p ; ) 

= - K { P + - Pc) - - P f ) ] e(Pj-) 

(6.64) 

^ = u^x(p; - p ; ) e ( p + ) 

dt 
- a . x ( p / - p 7 ) e ( p ; 

where 8 is the Heavyside step function. Adding this components to the pseudospin 

equations of motion for the parametric polariton amplifier ((6.47)-(6.52), including 

the cross-coupling terms (6.60)-(6.62)) the dynamical evolution of the parametric 

amplifier including the polariton spin, is formulated. 

The numerical simulation of these coupled differential equations has as parameters 

the interaction strength between the different pseudospin states, which correspond to 

different matrix elements of the pseudospin-pseudospin interaction matrix 

e, e, p , f r pr,p] 
\ 

ep-,p+ 

1̂D+ p + 

^pf.p," ^pr.p+ 

pd-pr ^pJ-pf ^Pd'Pd 

V^p^.p+ ^PJ-Pf ^ P Z f l 

e, pr.pj 

^Pd"'Pd"/ 

(6.65) 

and 

•-®Pc",Pf 

-̂ P .̂Pc 

^pc,pc 
(6.66) 
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Symmetry reasons reduce the arbitrary matrix elements to five (5). Due to the 

equivalence between the different pseudospin states and the real exciton spin states, 

knowledge of matrices (6.65), (6.66) corresponds to knowledge of the exciton-exciton 

interaction matrix elements for the different exciton spin states 

and 

(6.67) 

EXY EXX' EXY' ̂ 
EYX EYY Eyx' Eyyi 

Ex'x EX'Y Ex'X' EX'Y' 

[^EY'X Eyiy Ey'X' Eyiyi y 

^ a - i - a - + -E'cr+cr— 

I Ea—(y-\- -S'cr—(7— . 
(6.68) 

The five arbitrary parameters in the real exciton spin space correspond to the different 

interaction strengths between: i) co-circular exciton spin states, ii) cross-circular 

exciton spin states, iii) excitons of parallel exciton dipole moments, iv) excitons of 

orthogonal dipole moments and v) excitons of intersecting at 45° dipole moments. 

6.7 Conclusions 

In this chapter, the spin dynamics of the polariton parametric amplifier were thor-

oughly investigated. Complete characterization of the polarized emission from signal 

and idler led to the disentanglement of the different mechanisms that produce the 

observed spin mixing. The presented theoretical model produced a phenomenological 

interpretation of the observed dynamics and formulated the equations of motion that 

describe the system, starting from the spinless quantum mechanical treatment of the 

parametric polariton amplifier. 



Chapter 7 

Quantum Dot lasing in 
Semiconductor Microcavities 

In this chapter, the coexistence of low threshold lasing and strong coupling in a high-

quality semiconductor micro cavity under near-resonant optical pumping is described. 

A sharp laser mode splits from the lower-polariton branch and approaches the bare 

cavity mode frequency as the pump power increases. The lasing is produced by low 

density localized exciton states, [120] which are weakly coupled to the cavity mode. 

The appearance of this quantum-dot-like lasing mode distinguishes between quantum-

well excitons which are strongly-coupled and quantum well excitons which are weakly-

coupled with the cavity mode. 

7.1 Experimental Configuration 

The semiconductor microcavity structure under investigation was described in section 

3.5.2. A continuous-wave Ti:S pump laser at 1.557eV is used to excite the quantum 

well (QW) above the band gap. The strong coupling (SC) of the cavity mode with 

both heavy- and light-hole excitons {X ĵ̂  and Xih) in the QW results in three polariton 

branches, see figure 7.1. In this way, unbound electrons and holes are injected at 

energies ~ 30meV above the heavy- or light-hole excitons in the structure. These 

carriers relax rapidly onto the lower polariton (LP) branch and create a reservoir 

of exciton-polaritons at 1.5277eV.[83] This exciton-polariton population (which is 

termed the 'exciton reservoir' due to the predominantly excitonic character of the 
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Figure 7.1: Dispersion relations of upper, middle and lower polariton modes {solid 
lines), cavity, Xhh and Xih modes {dashed lines) for A = —1.2meV. The excitation 
conditions and formation of the 'exciton-reservoir' is depicted with solid arrows 

high-wavevector exciton-polaritons) is assumed to be proportional to the pumping 

power, P, and feeds the lower energy emitting states. 

Photoluminescence (PL) spectra are taken at normal incidence for a wide range of 

pump powers. The emitted light collected in a cone of ±0.15° evolves with incident 

pump power. Fig.7.2. For pump powers above 200/iiy, an extra unexpected mode 

appears, termed here the quantum-dot mode (QDM) for reasons explained below. 

The QDM emerges from the LP mode and shifts to higher energies with increasing 

pump power, saturating at the energy of the bare exciton mode. This dependence has 

been observed for a range of detuning (A) conditions of exciton and cavity mode (from 

A=-|-2 to -4meV). At the same time, the peak intensity of the QDM vs pump power 

exhibits an almost-exponential increase until saturation when its energy reaches the 

bare cavity mode. Surprisingly, the polariton modes coexist with the QDM for a wide 

range of pump powers. However, for pump powers above IrriW these modes clearly 

collapse and the system passes exclusively into the weak coupling (WC) regime. 
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Figure 7.2: Photoluminescence emission from the normal for increasing (upwards) 
pumping intensities from 200nW to 6mW. 

7.2 Prom Strong to Weak Coupling Regime 

To confirm this unexpected coexistence of strong- and weak-coupling regimes, trivial 

explanations have been discount, such as the coexistence of the two regimes due 

to the Gaussian excitation beam profile on the sample surface, Fig.7.3a. A well-

defined pump power transition between strong and weak coupling corresponds to a 

particular intensity within the excitation beam profile. Figure 7.3b shows the result 

of a calculation dividing the pumped area into strong and weak-coupled domains, 

with the boundary between them radially increasing from the center of the pump 

spot as the power increases. The calculation is scaled to match the experimentally-

observed appearance of the QDM, and to incorporate the observed power dependence 

of the lower polariton PL, see figure 7.4. The fact that the observed lower polariton 

PL does not decrease beyond the appearance of the QDM mode contrary to the 

above theory, together with the gradual energy shift of the QDM compared to its 

appearance directly at the bare cavity mode energy, confirms that a simple collapse 

is not observed. Another reason the QDM might be selected is from a resonance 

between excitation and emission energies when differing by an LO-phonon energy: 

this is excluded by the absence of any dependence on the excitation energy. 
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Figure 7.3: (a) Gaussian excitation intensity profile, (b) expected normalised PL for 
spatially-inhomogeneous Rabi transition due to the Gaussian excitation profile. 

Hitherto, the presence of the QDM at zero wavevector has been discussed. How-

ever to prove the involvement of cavity feedback it is necessary to angularly resolve 

the emission. The angular dispersion at the threshold condition is shown in figure 

7.5. It is evident that the QDM tracks the cavity mode while the polariton modes 

are also still present in the heterostructure. Further confirmation of the role of the 

cavity mode is seen in the detuning dependence (Fig.7.6), which again shows the co-

existence of the anti-crossing polaritons modes with the QDM (that follows the bare 

cavity mode). At higher wavevectors, where the emission of the QDM mode is small, 

seen in figure 7.5, and does not screen the emission from the strongly coupled modes, 

the anti-crossing of polariton states is even more pronounced. Fig.7.7. 

A basic interpretation for the appearance and evolution of this QDM can be 

derived from the coupled oscillator model. The strong coupling regime holds if 

20^ > 7a; + 7c, where Qr is the exciton-cavity mode coupling (proportional to the 

square root of the exciton oscillator strength). In every semiconductor heterostruc-

ture, both free and localized exciton states exist due to the disorder potential fiuc-

tuations. The latter states have a reduced oscillator strength and contribute to the 

inhomogeneous broadening of the exciton line out of resonance with the cavity mode, 

but are invisible in microcavity PL spectra in the strong coupling regime, because 

emission and absorption of light are dominated by free polariton modes shifted far 

into the tail of localized states. The results presented here show that in high quality 

microcavities, the extremely low concentration of localized states can be significantly 
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Figure 7.4: (a) Normalized perpendicular PL emission vs. Ipump, for polariton modes 
(•) and the quantum dot-like lasing mode (o). Inset: expected normalized PL for 
spatially-inhomogeneous Rabi transition, (b) Peak perpendicular PL emission ener-
gies vs. Ipump for polariton modes (•) and the quantum dot-like lasing mode (o). 

populated by non-resonant optical excitation. This results in their population inver-

sion, accompanied by low threshold lasing (absorbed pump power P ~ 0 . 4 W/cm~^) 

once the gain is sufficient to offset round trip losses in the high finesse cavity. In 

this regime, the microcavity acts both as a QD VCSEL and as a strongly-coupled 

microcavity. This relies on the cavity mode being narrower than the inhomogeneous 

distribution of localized excitons (as is the case here). The situation is impossible in 

lower-quality cavities where the round trip losses are higher. 

The lasing mode frequency increases with pump power P because localized states 

at higher energy can now successively become inverted. This occupation of the QD 

distribution affects both the optical susceptibility and the emission of the microcav-

ity. We assume that non-resonant pumping generates an exciton reservoir with an 

energy close to the free exciton energy, This reservoir has a population Nx that 

is proportional to the external pumping power P. Relaxation from populates 

the inhomogeneous QD distribution (of width 7a;) of localized exciton states, whose 

density g{Lo) is taken to be Gaussian. Furthermore, the following assumptions are 

made: at low densities, collision between reservoir excitons is the main mechanism 
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Figure 7.5: Experimental PL emission of upper, middle and lower polariton modes 
(•) and the quantum dot-like lasing mode (o) together with theoretical dispersions 
of upper, middle and lower polariton modes (solid lines), cavity, X^h and Xih modes 
(dashed lines), shown vs angle of emission. Inset shows PL intensity vs angle. 

populating localized states, whose total population Nqd is thus proportional to 

the localized states are sufficiently well thermalized to be described by a Boltzmann 

distribution defined by a chemical potential /j,{P). All states having an energy smal-

ler than jj, are strongly populated and therefore have a vanishing oscillator strength. 

In the framework of the non-local semi-classical model, [121] the QW susceptibility 

reads: 

1 - + 00 Fn 
exp — Wz 

. Ix 
dtoi 

W —2^ 

where Fq is the radiative emission rate of the exciton, and 7 is its non-radiative 

homogeneous broadening. Once this susceptibility is known, one can use the general-

ized scattering state technique [122] to calculate the emission spectrum of the cavity 

F{lo, yu) produced by an embedded single narrow band emitting state. To obtain 

the spectral emission of the microcavity, F(w, //) should be multiplied by the spec-

tral distribution of the embedded emitters. Two main types of emitters are taken 

into consideration. The first type are SC excitons, which have an emission spectrum 

Isc{<^) proportional to the optical susceptibility, (%). The second type of emitters 
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Figure 7.6: (a) Experimental PL emission of upper, middle and lower polariton modes 
(•) and the quantum dot-like lasing mode (o) together with theoretical dispersions 
of upper, middle and lower polariton modes {solid lines), cavity, Xhh and Xih modes 
{dashed lines), shown vs cavity detuning. 

are inverted weakly-coupled excitons. The main contribution from WC excitons is 

assumed to come from the states having an energy equal to the chemical potential. 

The intensity is therefore proportional to the number of dots at the energy of the 

chemical potential. The spectral emission from weakly coupled excitons therefore 

reads (using for simplicity an arbitrary energy at of zero) 

The total spectrum It emitted by the sample is then 

IT{uj, H) = [Isc{t^, //) + OilQD{u), IJ-)]F{u}, //) 

The only unknown parameters remaining are the phenomenological coefficient a which 

depends on the density of QD-like states produced by the disorder, and the power 

dependence of ji. Solving 

UJ dco 
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Figure 7.7: (a) Experimental PL emission of upper, middle and lower polariton modes 
(•) and the quantum dot-like lasing mode (o) together with theoretical dispersions 
of upper, middle and lower polariton modes {solid lines), cavity, Xhh and Xih modes 
{dashed lines), shown vs cavity detuning. 

where ki, is Boltzmann's constant and T is the temperature, yields 

When the critical pump power Pc is reached, /i vanishes and the emission energy 

reaches the free exciton energy. Thus, /i represents the energy shift of the lasing with 

respect to the free exciton energy. Using the microcavity parameters and Pc=3mW, 

the shift of the lasing mode as P is increased to PC is 1 meV in good agreement with 

experimental findings. 

The emission It{co,P) is calculated in Figure 7.8 with A = 1 and A = —2 meV 

in order to allow direct comparison with Figure 7.4b. Many of the features in the 

experiment are reproduced by this highly simplified theory, including the shift in the 

laser emission oc ln(P) and the exponential rise in QDM emission, supporting the 

identification of this QD lasing mode. 
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Figure 7.8: Calculated emission from weakly and strongly coupled states. The pump 
evolves from 200 fiW to 3 mW in steps of 200 yuW. 

7.3 Conclusion 

In summary, experimental evidence and a phenomenological model have been presen-

ted that show the simultaneous presence of strongly-coupled polariton modes and 

laser emission from localized exciton states in the same semiconductor microcavity. 

Anti-crossing behaviour of the coupled cavity and exciton mode has been demon-

strated, characteristic of the strong-coupling regime, in addition to the appearance 

of a new strong line between the polariton eigenstates of the system, whose intensity 

is exponentially dependent on the pumping power. An intermediate regime has been 

identified, in which this unexpected lasing mode, which fulfills the characteristics of 

the weak-coupling regime, coexists with the free polariton modes. This extra mode 

has been interpreted as the result of a population inversion of localized exciton states 

that behave as quantum-dot-like traps in the plane of the quantum well. The theor-

etical model explains why the population inversion at pump densities lower than the 

Rabi-transition threshold density is only possible in high quality microcavities pos-

sessing a very low concentration of localized states. This work thus links the fields of 

VCSELs and strongly-coupled microcavities and is important for future generations 

of highly efficient semiconductor emitters. 



Chapter 8 

Conclusions and Outlook 

The work presented in this thesis is an investigation of exciton-polariton dynamics 

in semiconductor microcavities. Quantum confinement of both photon and exciton 

modes in a single microscale heterostructure modifies the dispersion relations of the 

bare modes. Fine tuning of the confinement parameters results in tailoring of the 

polariton dispersion. Since the properties of polaritons are being very different from 

those of bare exciton and photon modes, the tunability of their dispersion provides a 

fertile ground for research. Interest lies both in the investigation of the fundamental 

physics and in the potential for future technological applications. 

Due to the pronounced bosonic properties of polaritons, the micro cavity system 

is a good candidate for the realization of non-equilibrium Bose-Einstein condens-

ate in solid state physics. Electron-polariton scattering has been proposed as a key 

process for driving polaritons from the bottleneck region to the ground polariton 

state. By employing a semiconductor microcavity structure that allows control of the 

free electron density, electron-polariton scattering was investigated under continuous 

wave non-resonant excitation. The photoluminescence enhancement from the ground 

polariton state was studied as a function of free carrier density, exciton-cavity reson-

ance detuning, and temperature. Under optimal conditions, a substantial emission 

enhancement was observed from the ground polariton state, and a phenomenological 

explanation was attributed to the experimental observations. 

The transition of the exciton-photon interaction from the strong coupling to the 

weak coupling regime can be used to characterize the electron-polariton scattering 

strength. A steady state solution of the dynamics derived from the electron-exciton 

105 



Hamiltonian in the microcavity system can result in an estimation for the value of 

the strength of the interaction when the electron density is known and vice versa. 

The effect of electron-polariton scattering on the parametric polariton scattering was 

recently investigated. The presence of free carriers had a rather detrimental effect. 

The gain of the process was decreasing with increasing electron density in the structure 

probably due to the decoherence caused by the electron-polariton scattering to the 

final polariton states of the parametric scattering. Another interesting point is the 

experimental investigation of electron-polariton scattering under resonant excitation 

of the bottleneck region. Ultrafast spectroscopy in this regime can provide information 

for the dynamics of the scattering and the relaxation time of the free carriers. 

The spin dynamics of the polariton parametric amplifier were also investigated in 

this study. Complete measurement of the emitted polarization state was performed 

both for signal and idler. Disentanglement of the different mechanisms that contrib-

ute to the peculiar characteristics of the spin dynamics was performed in terms of the 

well studied exciton spin dynamics. The model initially provides a phenomenological 

explanation of the main, experimentally observed features. The microscopic formu-

lation of the dynamical evolution of the system was set and numerical simulations of 

the derived equations of motion are in progress. Future experiments involve meas-

urement of the spin evolution in a very short time scale (picosecond range) in order 

to resolve the precession of the exciton spin under the influence of the pump induced 

magnetic field. 

The transition from strong to weak coupling regime was investigated in semicon-

ductor microcavities. An intermediate regime was observed, in which the peculiar 

characteristics of the spin dependence of the stimulated polariton scattering led to 

the polariton modes coexistence with a lasing mode that fulfills the characteristics of 

the weak coupling regime. This observation leads to the true picture for the coupling 

of light with the electronic excitation. In an otherwise strongly coupled microcavity, 

excitons are separated into those which couple strongly with light and those which 

remain in the weak coupling regime. A phenomenological model was used to explain 

the observed energy shifts of the lasing mode. 

Future experimental studies focus on the interesting phenomena of the non-equilibrium 
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polariton condensates. The understanding of the fundamental physics underlying po-

lariton condensate can be improved by experimental observations that reveal the 

condensate dynamics. Experimental techniques for measuring the superfluid proper-

ties of polariton condensates and the interactions of two spatially separated polariton 

spin condensates are under development. 
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