UNIVERSITY OF SOUTHAMPTON

AN AGENT-ORIENTED DESIGN
METHODOLOGY
FOR PRODUCTION CONTROL

by
Stefan Karl BUSSMANN

A thesis submitted in partial fulfillment for the
degree of Doctor of Philosophy

in the

Faculty of Engineering and Applied Science

Department of Electronics and Computer Science

September, 2003



UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF ENGINEERING AND APPLIED SCIENCE
DEPARTMENT OF ELECTRONICS AND COMPUTER SCIENCE

Doctor of Philosophy

AN AGENT-ORIENTED DESIGN METHODOLOGY
FOR PRODUCTION CONTROL

by Stefan Karl BUSSMANN

This thesis presents and evaluates the DACS methodology for designing agent-based
systems for (non-real-time) production control. This methodology is appropriate and
sufficiently prescriptive for a control engineer with only minimal training in agent
concepts and with no prior experience in agent development to design an agent-based
production control system. This was achieved by deriving the concepts of the
methodology from an analysis of the application domain and by specifying all relevant
agent-oriented design rules in terms of these concepts. In particular, the methodology
consists of a method for analysing the decision making necessary to control a
production system; a method for identifying appropriéte production control agents,
which also includes a rule specifying when to abandon an agent-oriented design
approach; and a method for selecting interaction protocols to resolve any decision
dependencies between the agents which allows to re-use existing interaction protocols.
To evaluate the methodology, several case studies and reviews were performed. In
particular, two case studies with students applying the methodology to a realistic test
case and two reviews by engineers, who design control systems, were conducted. The
feedback was unequivocally that the methodology is appropriate and sufficiently
prescriptive for designing agent-based production control systems and that it could be
applied in industrial projects in order to gain more experience with the methodology.
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Chapter 1

Introduction

Software agents offer a new approach to designing and building complex distributed
systems that significantly extends previous approaches like object-oriented or
distributed computing (Jennings 2000, Zambonelli 2003). Instead of modelling
distributed systems as software programs exchanging data and commands, agent
technology creates autonomous decision makers which communicate their preferences,
negotiate sub-goals, and co-ordinate their intentions in order to achieve the individual
or system goals (O’Hare 1996, Weiss 1999). This decision- and interaction-based
approach to computing makes it possible to build systems that can dynamically react to
unforeseen events, incorporate different preferences and attitudes, exploit different
capabilities of components, and adapt flexibly to changes in the environment. The
ability of agents to adapt their behaviour during computation reduces the need for the
designer to foresee all possible scenarios and changes the system will encounter
(Jennings 2000). Moreover, an agent-oriented design is often a natural fit to the
distributed nature of decision making in many application domains and thus increases
the understandability and maintainability of the software system.

The advantages of agent technology have been widely recognised and have led to a
wide range of application studies in many different domains. The applications reported
include industrial applications (process control, air traffic control), commercial
applications (information management, electronic commerce, business process
management), medical applications (patient monitoring, health care) and entertainment
(games, interactive theatre and cinema) (Jennings 1998). One of these application
domains that has been the target of many agent applications in the past is production
control (Parunak 1999, Parunak 2000). Production control has been attractive to agent
researchers for several reasons. First of all, production is an important industrial
activity, responsible for a large portion of the gross national product in industrial
nations (Eurostat 2002). Second, production systems are inherently distributed and
dynamic systems exhibiting many changes and disturbances during operation (Parunak



1987). Third, and perhaps most importantly, agent technology promises to meet the
forthcoming challenges in (non-real-time) production control which will go beyond the
capabilities of current control technology. The following sections therefore evaluate the
trends in production control and analyse the requirements on agent technology to meet
these challenges.

1.1 Motivation

At the beginning of the 21" century, production faces a fundamental change from a
vendor’s to a customer’s market. The growing surplus of industrial capacity provides
the customer with a greater choice, and increases competition between vendors. Aware
of his power, the customer becomes more demanding and less loyal to a brand. He
demands constant product innovation, low-cost customisation, better service, and
chooses the product which meets his requirements best (McFarlane 2003). The
consequences for the industry are manifold. Companies must shorten product-life
cycles, reduce time-to-market, increase product variety, quickly satisfy demand, reduce
investment costs, and so on. For production, these consequences imply more complex
products, faster changing products, faster introduction of products, a volatile order
volume, and reduced investment (McFarlane 2003). The effects on production can be
summarised as increasing complexity and constant change with decreasing investment.

The above trends have motivated researchers in academia and industry to create and
exploit new production paradigms on the basis of autonomy and co-operation because
both concepts are necessary to create flexible behaviour and thus to adapt to the
changing production conditions (Tharumarajah 2003). Holonic manufacturing, for
instance, as one of these new production paradigms, proposes the introduction of
autonomous and co-operative building blocks, called holons, which organise
themselves into flexible hierarchies, called holarchies (van Leeuwen 1997). Agent
technology can be regarded as a key technology for realising the information processing
of such systems (Bussmann 1998). In this context, agents are autonomous and co-
operative units which due to their decision making and interaction capabilities are able
to create and continuously adapt flexible process behaviour in the face of constant
changes and disturbances. The ability of agent technology to address these challenges,
as well as the industrial feasibility of an agent-based control approach have already
been demonstrated with a number of industrial prototypes (Parunak 1996, Parunak
2000). But despite the numerous advantages of agent technology, installations of agent-
based control systems are still rare in practice.

The reason for the slow industrial take-up are manifold, and in part certainly typical for
the introduction of any new technology. Some reasons for the slow take-up, however,
are technology-specific. Arguably the most important technology-specific reason for



this is that agent technology provides a large set of decision and interaction capabilities
which are able to create a wide variety of system behaviours (Parunak 1997, Weiss
1999, Wooldridge 2002). Engineering such a system thus requires that the designer
applies these capabilities very carefully in order to achieve the intended system
behaviour. Without such a careful design, the designer may produce an agent-based
system that shows a different, non-intended behaviour, or that achieves the intended
behaviour in an inefficient way. In particular, the design may be more difficult to
implement or maintain than necessary. A design, however, which is more difficult to
implement or maintain will surely be more costly. In a domain such as production
control, where investment must be continuously reduced, this is a “knock-out” criterion
against using a new technology. The designer of a control system must therefore very
carefully analyse and decide which agent-oriented mechanisms he requires in order to
achieve the system requirements. The designers of control systems, however, are
usually not computer scientists experienced at developing agent-based systems. The
designer of a control system is typically an engineer with a background in production or
control engineering, but with only minimal training in agent concepts at best and no
experience with agent-based development in most cases. These designers thus require a
methodology explaining how to perform the analysis and design of an agent-oriented
production control system. In particular, such a methodology must include all the agent-
oriented design criteria necessary to arrive at a well-designed agent-based system. To
provide such a methodology, the next section looks at existing design methodologies
and assesses whether these are sufficient to support a control engineer in developing

agent-based control systems.

1.2 State-of-the-art

Many methodologies for designing software systems have been proposed in the past,
some even for designing control systems (see chapter 3). The methodologies proposed
include object-oriented, manufacturing.control, and agent-oriented methodologies. A
careful analysis of the wide variety of methodologies, however, reveals that existing
methodologies are either not appropriate or not sufficiently prescriptive for designing
agent-based production control systems. Object-oriented methodologies mainly fail to
support the design of such systems because the modelling concepts of these
methodologies are not appropriate for modelling the decision making of a control
system (see section 3.3). In particular, objects are generally passive in nature, do not
encapsulate behaviour activation, exchange only data or commands, and provide only
minimal support for structuring organisations, whereas agents pro-actively follow their
own goals, initiate interactions with other agents that were not foreseen at design time,
and are able to adapt their organisational relationships (Jennings 2001). Object-oriented
methodologies therefore miss many important aspects of an agent-based (control)

(5}



system. Manufacturing control methodologies, in turn, provide elaborated models for
capturing the actual production process and the associated control decisions. The
decision making, however, is modelled in a centralised or hierarchical form which
conflicts with the autonomous and co-operative approach required for future production
systems (see section 3.4). A designer can therefore rely on existing manufacturing
methodologies to model the actual production process. But for the control system, the
designer requires a methodology that prescribes how to design the agent-oriented

aspects of such a system.

The limitations of object-oriented and manufacturing control methodologies have
prompted many agent researchers to develop specifically agent-oriented design
methodologies (see section 3.5). These methodologies are obviously able to adequately
model agent-based systems. The existing agent-oriented design methodologies,
nevertheless, are either inappropriate or not sufficiently prescriptive for modelling
agent-based production control systems (see subsection 3.5.7). This is mainly due to
the fact that most agent-oriented methodologies have been developed for applications
other than production control. These methodologies therefore focus on concepts like
roles, goals, and organisations, and thus miss the most important aspect of control, the
decision making. Furthermore, existing agent-oriented methodologies are not
sufficiently prescriptive for identifying production control agents. Most methodologies
do provide criteria for agent identification. However, these are either too vague or lead
to an inappropriate set of agents for production control. Finally, only few
methodologies provide methods for designing or even re-using interaction protocols.
The few that do consider the design of interactions only cover some aspects of the

design process.

In summary, to date there does not exist a design methodology for agent-oriented
production control systems that is appropriate and sufficiently prescriptive to be applied
by a control engineer. However, such a design methodology, as argued above, is
absolutely necessary for promoting the wide-spread use of agent technology in industry.
Against this background, the aim of this research is therefore to develop such a

methodology.

1.3 Contributions of the thesis

The goal of this thesis is to develop a methodology for the design of agent-based
production control systems which can be successfully applied by a control engineer
with only minimal training in agent technology and no prior experience in agent
development. To this end, this thesis proposes a methodology for Designing Agent-
based Control Systems, called DACS. This methodology starts with a specification of
the control problem including



(i) a specification of the (physical) production process to be controlled,

(ii) a specification of the production operation conditions, and

(iii) a specification of the production goals and requirements.

An agent-based control system satisfying the above specification is then developed with

the help of three methods which build upon each other:

1.

The method for the analysis of decision making analyses the specification of
the control problem in order to identify the decision tasks necessary to solve the
control problem and any dependencies between these decision tasks.

The method for the identification of agents clusters the decision tasks
according to agent-oriented criteria and assigns each cluster to an agent. If
necessary, the decision tasks are re-organised before clustering in order to
facilitate the identification of agents. Furthermore, the method includes a rule
for assessing the applicability of an agent-oriented approach.

The method for the selection of interaction protocols classifies each decision
dependency between different agents and matches this classification against a
library of existing interaction protocols, in order to identify a protocol that is
able to resolve the dependency. This protocol is then customised to the specific
dependency situation arising between the control agents.

The output of the methodology is thus a list of agents with their distinct decision
responsibilities and the interaction protocols required to resolve any decision

dependencies. Due to the explicit specification of the dependencies and the associated

interaction protocols able to resolve the dependencies, the resulting design is

sufficiently modular so that each agent can be implemented independently.

The DACS methodology thus covers all agent-oriented design steps from analysing the
production control problem, through identifying the control agents, to re-using existing
interaction protocols. In particular, the DACS methodology extends the state-of-the-art
in at least three respects:

The methodology provides a method for analysing the production control
problem that creates an agent-oriented decision model specified only in terms
of domain concepts. In contrast to current approaches described in the
literature, the methodology thus bridges the gap between the domain of

-production control and agent-based systems.

The methodology provides a set of criteria for identifying agents — based on the
decision model developed during the analysis — which either leads to an
appropriate set of control agents or else suggests abandoning an agent-oriented
approach. In contrast to the approaches in the literature, the methodology thus



provides a set of design rules that capture agent-oriented design knowledge in
terms of rules directly related to the domain concepts.

e The methodology provides a classification scheme for re-using interaction
protocols that is defined only in terms of the decision situation arising during
the production process. In contrast to the literature, selecting an interaction
protocol can thus be performed without any knowledge of the interaction
protocols, and is therefore scalable to a large set of existing protocols.

Altogether, the DACS methodology thus significantly reduces the knowledge of and the
experience in agent technology required during the design process and consequently
enables a control engineer with only minimal training in agent technology and no prior
experience in agent development to successfully design an agent-based production
control system. '

1.4 Structure of the thesis

The remainder of this thesis is structured as follows. Chapter 2 gives an overview of
agent-based production control. It defines the terms “production” as well as “production
control” and discusses the new requirements on future production systems. The chapter
furthermore reviews agent technology and presents the state-of-the-art in agent-based
production control.

Chapter 3, in turn, specifies the requirements on a design methodology for agent-based
production control systems and reviews the state-of-the-art concerning design
methodologies. In particular, it reviews object-oriented, manufacturing control, and
agent-oriented methodologies, and shows in which respects these methodologies fail to
meet the requirements on an agent-based design of production control systems.
Furthermore, chapter 3 discusses the state-of-the-art in re-use and reviews the extent to
which re-use has already been applied to the design of agent-based systems.

Chapter 4 then presents the main contribution of this work: the DACS design
methodology for agent-based production control systems. The chapter specifies the
input and output of the methodology, as well as each step of the methodology, namely
the analysis of decision making, the identification of agents, and the selection of

interaction protocols.

An evaluation of the methodology is given in chapter 5. This chapter provides initial
evidence that the methodology is applicable by a control engineer with no prior
experience in agent development. To this end, the chapter discusses two industrial case
studies carried out by the author, a comparison of the methodology with the state-of-
the-art, and two case studies performed by students as well as two reviews of the



methodology performed by control engineers. Chapter 6 then concludes the thesis and

points to future work.

Finally, three appendices provide additional information. Appendix A lists the
characterisations of several interaction protocols according to the classification scheme
developed in chapter 4. Appendix B presents the application of the design methodology
to an industrial test case. And appendix C lists the questionnaires used in the third-party
reviews and the feedback received during these reviews.



Chapter 2

Agent-Based Production Control

An agent-oriented design methodology for production control is at the intersection of a
new software technology, namely software agents, and an application domain, in this
case production control. In order to understand the motivation for this particular design
methodology, it is necessary to answer a set of questions: '

1. What is production control? Why is it important and what is challenging about
designing production control systems?

2. What is agent technology? And why does it help to meet the challenges in
production control?

3. How is agent technology applied to production control? And why is it
necessary to develop a design methodology for agent-based control systems?

All these questions will be answered in the following sections. First, section 2.1 will
explain what production control is, why it is important, and what is challenging about
it. This section will give basic definitions for what production, a production system,
and production control is. Tt will furthermore review the state-of-the-art in production
control and discuss why existing control techniques are not able to meet current
challenges in the production industry. Section 2.2, in turn, will give an overview of
software agent technology. It will provide basic definitions of an agent and a multi-
agent system, and will review the agent-oriented techniques necessary to meet the
challenges of modern production control. Finally, section 2.3 will show how agent
technology can be applied to production control problems and will give examples of
control applications using software agents. In particular, this section will discuss why
there is no universal design for all production control problems and why, consequently,
a design methodology must be developed.



2.1 Production control

Production is defined as the transformation of (physical) goods (Hoitsch 1993, Groover
1987, Hitomi 1994). The goods which are consumed by the transformation process are
called raw materials and the goods produced are referred to as products. The process of
providing raw material is called procurement (or supply) and the products are
distributed through shipping. Procurement and shipping thus define the boundaries of
the production process (see figure 2.1).

throughput

input output o
procurement — (  production ) — shipping

Figure 2.1: Production as a transformation process.

Production processes can be classified in many different ways. A common
classification distinguishes production processes with respect to the types of products
produced. The Federal Statistical Office of Germany, for instance, divides the
production industry into the following main product branches: automobiles, chemicals,
clothing, computing, electrical equipment, glass, machinery, food, furniture, metals, oil
refinement, paper, publishing, textiles, tobacco, and wood (Federal Statistics Office of
Germany 2001). The statistics also show how important this industry is. In 1999, the
production industry has created a gross added-value of 1.342 billion Euros within the
European Union', and 410 billion Euros in Germany (Eurostat 2002). The automotive
industry alone accounts for 143 billion Euros in Europe?, and 60 billion Euros in
Germany. The production industry is thus an important economic factor in Europe
(creating for example 25 % of the gross national product of Germany (Federal Statistics
Office of Germany 2001)).

Another important classification of production processes is the distinction between
discrete manufacturing and process industry. This distinction refers to the general
mode of operation. Discrete manufacturing is concerned with the processing of solid
goods, such as metal, textiles, or wood which are processed individually, whereas the
process industry takes liquids, such as milk, liquefied sugar, or oil, as input and then
processes them continuously (Moore 1991). The distinction between discrete
manufacturing and the process industry is obviously important to production control
(Chokshi 2002): Solid goods are usually processed with tools and transported on
conveyors. Liquids, on the other hand, are processed in tanks and transported through
pipes. This work clearly focuses on discrete manufacturing (which created in 1999 at
least 48% of the turnover of the production industry in Germany (Federal Statistical

' 15 European states without Spain and Ireland for which the data were not available yet.
2 dito.



Office of Germany 2001)). In section 6.2, though, this focus will be revisited and the
contribution of this work will be evaluated with respect to its applicability to other
types of production processes.

A third common classification which is relevant to this work is the classification of
production processes with respect to the product quantity made. The two extreme cases
here are: job-shop and mass production (Groover 1987, p. 18). Injob-shop production,
the quantities made of one product are usually small, often of size one. The products are
typically created according to specific customer requirements and, as a consequence, a
job-shop factory must be able to produce a wide variety of such products. Typical
products produced in a job-shop factory are heavy machinery and ships. In mass
production, the product is produced in large quantities, sometimes with more than one
million units per year. A factory for mass production is usually dedicated to a specific
product in order to achieve the required quantity and to benefit from economies of scale
due to the mass production. If the quantity produced is high, but the product varies
slightly, mass production is often referred to as large-series production. A typical
example for a mass product is mineral water, typical examples for products
manufactured in large-series are automobiles and household appliances.

To transform raw material into products, any of the above production types must
implement certain production functions. Obviously, the main task of production is to
process the raw material and transform it into an intermediate or finished product. But
processing alone is not sufficient to create physical products. For example, the
processing requires material which must be supplied somehow to the processing
operations. For discrete manufacturing, Groover lists four basic functions that are
necessary in modern production ((Groover 1987, p. 20), see also (Hitomi 1994, pp.
415))7

e processing
e assembly
e material handling and storage

e inspection and testing

Processing and assembly are the operations that add value to the product by either
changing the properties of the material (through processing) or by combining several
workpieces into one (through assembly). Material handling and storage is necessary in
order to (physically) provide the material at the right time and in the right quantity to
the processing and assembly functions, whereas inspection and testing, also called
quality assurance, is needed to verify that the processing and assembly operations meet
the required quality standards. Naturally, there may be more functions necessary for

3 (Groover 1987) also lists control as a basic production function. Control, however, will be dealt with
separately in this section.
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specific production types, but the above functions can be found in any (discrete)
manufacturing system.

To perform the above functions, a production process obviously requires more input
than the mere raw material (Groover 1987, p. 22). First of all, a production process
requires (physical) equipment to perform its functions. The physical equipment may
include machines, tools, and fixtures for processing; conveyors, forklifts, and buffers
for material handling; and measuring tools and machines for quality assurance.
Secondly, any factory requires labour, either because a production function must be
performed manually, or because the equipment must be set up and maintained
manually. And thirdly, any production process consumes energy, sometimes also other
auxiliary material, such as water or machine oil. All these inputs (including the raw
material) are referred to as the production factors (Hoitsch 1993). They constitute
everything that is physically necessary to run a production process.! The production
functions and factors are schematically summarised in figure 2.2.

equipment
/

processing and assembly

1
raw material material handling and storage products

A
inspection and testing

f f

labour auxiliary
material

Figure 2.2: Production functions and inputs.

Production factors that are non-consumable, like machines or conveyors, are also called
production resources. Production resources are particularly important because they
usually require a major investment and must be installed before any production can
start. Because of their (largely) static nature, the production resources and their
arrangement on the factory floor also determine the structure of the production process
(Hitomi 1994). The structure of a production process, commonly referred to as the
production system, is particularly relevant to control and is therefore explicitly defined
in the following:

* Again, any planning and control aspects are omitted here because they will be addressed later in this
section.
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Definition: A set of production resources and a (spatial) arrangement of these
resources is called a production system. The arrangement is called the
production layout (or the plant layout).

The production system is sometimes also referred to as the factory floor or the shop
Aoor. These terms are used in particular to emphasise the difference between planning
and reality (on the shop floor).

Two examples of typical production systems in discrete manufacturing will be given in
the following subsection: one for job-shop and one for large-series production.
Subsection 2.1.2 will then discuss what is necessary to operate a production system. In
particular, it will define the term production control. Subsections 2.1.3 and 2.1.4 will
review the state-of-the-practice in production control, analyse the current limitations,
and infer the requirements for future production processes. Finally, a summary of this
section is given in subsection 2.1.5.

2.1.1 Examples of production systems

An example of a production system is the flexible manufacturing system (FMS)
(Hartley 1984). A typical FMS consists of several machines, a loading and unloading
station, a transportation system, and a system buffer. Figure 2.3 shows a FMS with a
circular layout, i.e., the stations are arranged in a circle and the workpieces move
around this circle with the possibility of either entering a machine or continuing on the
circle. The operation of this manufacturing system is as follows. A worker loads a
workpiece on a pallet at the loading station and feeds it into the manufacturing system.
The workpiece is transported to a machine over the circular conveyor system and
processed (automatically) by the machine. The processing is continued at other
machines until the workpiece is finished, i.e., has received all operations prescribed by
its process plan. As a final step, the workpiece is returned to the unloading station and
taken off the pallet. Occasionally, if different workpieces are competing for the same
machines, some workpieces have to be temporarily stored in the buffer until their

machines are free to process them.

A flexible manufacturing system is used for job-shop production in highly automated
environments. Machines are usually computerised numeric control (CNC) machines
which are able to perform almost any operation if programmed accordingly. The.
greatest disadvantage of FMS, however, is the low volume and the high costs per

product.
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Figure 2.3: A flexible manufacturing system.

Because of their flexibility, CNC machines are slower and more expensive than
dedicated machines. Large-series and mass production is therefore organised as a so-
called line production. The new V-engine assembly plant (NVM) of DaimlerChrysler
in Stuttgart (Germany) is a typical example of a line production system (Weber 1997,
Bussmann 2001). The assembly system consists of approximately 60 stations which are
mostly linearly connected, performing engine block assembly, cylinder head assembly,
final assembly, and testing. Around half of the stations are automatic, the remaining
require workers to perform the assembly step. At several stations, mostly for heavy
parts, material is supplied through automated buffers. Block and cylinder head
assembly are schematically shown in figure 2.4.

The assembly starts with the crankcase, which is put on a pallet at the first station. The
pallet then runs nearly linearly through every station until it reaches the shipping station
at the end of the assembly system. Since all stations are dedicated to a single operation
for the given product, the stations operate at a short cycle time (about 60 seconds).
Because of this short cycle time, the assembly system is able to produce a much higher
volume at comparably lower costs than the flexible manufacturing system. The
disadvantage of the assembly system, though, is that it has almost no product or volume
flexibility. It can only produce a specific product family at a fixed volume.

Because of the relative advantages and disadvantages of the two production systems,
there is no dominant type of production - both types (and many more) can be found in
industry.
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Figure 2.4: The block and cylinder head assembly of NVM
with automatic (A), manual (M) and rework (N) stations.

2.1.2 Production operation

A production system, as defined above, consists only of the physical resources
necessary to perform the production functions. To actually run a production process,
however, it is also necessary to perform several management functions that prepare or
guide the production process. These management functions are commonly
distinguished into production planning and production control activities (Groover 1987,
Hoitsch 1993, Hitomi 1994).° Production planning includes any activity for planning
the production program (how many products of what type to produce), the production
process (in which steps to create the product) and the production factors (how much
equipment, labour, and auxiliary material is needed). Production control, on the other
hand, takes orders from the production program and assigns them to resources
(resource allocation), initiates processing and handling of workpieces (execution), and
supervises the performance of the production system (monitoring). Production control
is thus the link between the planning processes of a manufacturing firm and the actual
execution of the plans at the shop floor. As Groover and Monden emphasise, the main
responsibility of production control is to achieve the production plans:

* Naturally, there are more management activities necessary in a manufacturing firm (such as product
development or sales). This work, though, focuses on those functions that are closely related to the actual
production process.
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Manufacturing control is concerned with managing and controlling the
physical operations in the factory to implement the manufacturing plans.
(Groover, p. 26)

Controls the production of the necessary products in the necessary
quantities at the necessary time in every process of a factory and also
among companies. (Monden 1983)

To achieve the production plans, production control must decompose the production
program into instructions for the shop floor. The following definition of production
control emphasises this task:

Production control is the function of management which plans, directs, and
controls the materials supply and processing activities of an enterprise.
Where, planning is the process of deciding what to do in the future,
directing comprises the operation of issuing orders, and control can be
described as the constraining of events to follow plans. (Burbridge 1978)

What makes production control challenging, however, is that it is not enough to simply
decompose a production program into single shop floor actions and to issue these
actions as instructions. Physical processes fundamentally carry the risk of failure. Tools
may break, operations may miss tolerances, transportation devices may jam, and so on.
These contingencies must be taken into account when running a production process
(Parunak 1991). Some researchers have even defined (production) control to be only a

monitoring and correcting activity:

[The task of production control:] Whenever the actual production progress
and performances deviate from the production standards (plans and
schedules) set at the planning stages [...], such deviations are measured and
modifications are appropriately made. (Hitomi 1994, p. 420)

Shop floor control is concerned with the problem of monitoring the
progress of the product as it is being processed, assembled, moved, and
inspected in the factory. (Groover, p. 27)

To optimally run a production process, it is thus necessary to choose the production
instructions such that these fulfil the production plans. But also vice versa, the
production instructions should be chosen with respect to the reality on the shop floor
and what can be reasonably expected to be executed. Production control should thus
take the production plans, monitor the production performance, and issue those
production instructions that optimally achieve the production plans given the current
situation on the shop floor (see figure 2.5). Within the context of this work, production
control is therefore defined as follows (see also (Dean 1991)):
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Definition:  Production control is the process of choosing, initiating, and monitoring
actions in a production system in order to achieve or optimise a given
production program.

production program

production control | choosing

monitoringj i initiating

production system

Figure 2.5: Production control loop.

Note that the above definition — as all other definitions of production control in the
literature — deliberately excludes the actual execution of an action (the action is only
initiated). The reason is that the execution of an action requires an actuator to
physically perform a movement (or some other physical state change) in the production
system. There is a large body of technology, commonly referred to as control theory
(Dorf 1998), that is able to control these state changes (at least for discrete
manufacturing). With this technology, machines can drill holes, robots can assemble
parts, and switches can move pallets to their exits. The focus of this work, and thus of
the above definition, though, is to determine which hole to drill, which parts o
assemble, and where to move the pallet (i.e., how to decompose the production plans
into instructions for the shop floor). It can be safely assumed that, with the existing
control technology, the instructions can be executed. Note that the above definition also
excludes most of the real-time issues because in discrete manufacturing these can be
handled by existing control technology at lower levels when executing the instructions.

To clearly identify the interface between production control — as defined above — and
the control components actually executing the production actions, the latter components
will be called (local) controllers in the rest of this work (see also (Veeramani 1994, p.
553)). That is, it is assumed that every physical component supposed to execute actions
is associated with a control component providing an appropriate interface to the
production control system (cf. figure 2.6).

2.1.3 State-of-the-art and limitations

The classical approach to production control is best characterised as hierarchical and
schedule-driven. First of all, control systems are organised in a command hierarchy, in
which sub-ordinate units are only supposed to execute the commands given by the
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super-ordinate levels (see also proper hierarchies in (Dilts 1991)). Secondly, the control
process starts at the top with an abstract scheduling of the production program (Hitomi
1994, Becker 1994) and consecutively details and distributes this production schedule
on each level until executable actions reach the controllers (see figure 2.6). In
particular, each level of the hierarchy creates production schedules for its subordinate
units with only minimal feedback from the lower levels. An adaptation of the schedule
is only done within one unit with hardly any consultation of neighbouring or superior
units. Failures to achieve a production schedule are fixed within the next scheduling
cycle.

production program

scheduling 1

/ \sihedule distribution

system control system control
/ \ local re-scheduling / \
controller controller controller controller

¢ material flow ‘ * $
|
resource » resource‘r-} resource -* resource

Figure 2.6: Classical approach to production control.

This approach works optimally if actions are executed as planned, but fails completely
otherwise. In case of a disturbance, a controller is not able to execute its actions or has
to postpone them. Since production operations are optimised in order to maximise
productivity and minimise costs, resource capacities are quy utilised and buffer sizes
are reduced to an absolute minimum. As a consequence, any deviation from the
schedule quickly affects neighbouring units resulting in a cascading effect of the
disturbance. Since the hierarchical and schedule-driven control organisation does not
support system-wide re-scheduling, the impact of a disturbance on production cannot be
constrained. As every real production system is regularly affected by disturbances
(Parunak 1991), production operations soon deviate from the production schedule. It is
even “proverbial among shop foremen that the schedules produced by the front office
are out of date the moment they hit the [shop] floor” (Parunak 1987, p. 303). This gap
between the “reality of planning” and the “reality of the shop floor” (Scherer 1998) will
increase even further as production is faced with accelerating business trends towards
more product complexity and volatile markets (Chokshi 2002, McFarlane 2003).

To overcome the limitations of the current approach to production control, the planning
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process must be pushed down the hierarchy and interleaved with execution (Hatvany
1985, Scherer 1998b). Each unit must have the freedom to choose the right actions
depending on the current situation. To achieve this freedom, the production program
must be decomposed and distributed as subgoals to the subordinate units. Each unit
then pursues its assigned goals and, in doing so, co-operates with other units to ensure
that the fulfilment of the subgoals leads to the fulfilment of the production program.
The production units thus retain their freedom in order to react to unforeseen events,
while the production program emerges from the interaction of the previously created
subgoals (see figure 2.7).

production program

plant control

goal negotiation

co-ordination
system control | < P system control
J E local decision making f a
controller |<4—¥ controller |4 controller controller

+ material flow * + $

resource » resource » resource ]-} resource

Figure 2.7: Goal-driven production control.

Such a goal-driven and co-operative approach to production control not only supports
robustness, but also increases flexibility and reconfigurability of the production process
(Duffie 1988) — two requirements which are becoming even more important than
robustness in a global economy with decreasing product life-cycles. A distribution of
goals implies the distribution of the corresponding decision making, and thus empowers
the controllers not only to react to disturbances on the shop floor, but also to adapt to
changes of customer orders. It becomes transparent to the controller where changes
come from and it can apply the same techniques for coping with disturbances to handle
changes. Furthermore, the distribution of control functionality to local controllers
increases their ability to act irrespective of the context a controller is placed in. Changes
in the configuration of the production system are treated just like all other internal or
external changes to which a controller constantly adapts its goal achievement. The
combination of robustness, flexibility, and reconfigurability — enabled by the goal-
driven approach — thus leads to a truly agile performance in an increasingly dynamic
production environment.
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2.1.4 New requirements on production control

A goal-driven approach, however, places new requirements on the design of production
control systems (Brennan 2003, McFarlane 2003). First of all, the control should be
distributed to physical components of the production system instead of being divided
into central control functions (Duffie 1988). A local controller will require all the
decision capabilities necessary to choose the optimal actions under varying production
conditions given its local goal. Scheduling, for instance, will no longer exist as a single
central control function, but will be distributed over the factory floor with every
controller being able to do its own (local) scheduling.

Secondly, a local controller must be equipped with reactive and goal-directed decision
making capabilities (Valckenaers 1999). While the reactiveness ensures that the
controller is able to adapt to any change or disturbance, the goal-directedness
guarantees that the controller eventually reaches its goal despite the dynamics of its
environment. In particular, the controller must be goal-directed in that it is able to
decompose its goals into the necessary actions and to initiate these actions at its own or
other resources.

Thirdly, the local controllers must co-operate in a flexible manner (Hatvany 1985,
Duffie 1988). If a disturbance cannot be constrained within the responsibility of a single
controller, this unit has to co-ordinate its actions with neighbouring units to reduce the
impact of the disturbance or to re-negotiate its goals with superior units if the goals can
no longer be met. Co-operation thus makes it possible to treat a failure to achieve a goal
immediately at the appropriate level of the hierarchy, and therefore keeps the deviation
from the overall goals to a minimum. The co-operation process, however, cannot be
fixed at design time because changes may require a controller to adapt its interactions
just as it adapts its actions.

Finally, a controller should follow the strategy of low and late commitment
(Valckenaers 1994). An early or over-constraining commitment to an action may turn
out to be sub-optimal or even counter-productive if the situation changes in the
meantime. A decision that is made at the latest moment possible with the least
commitment minimises the probability that events change the situation. A low and late
commitment thus increases robustness, but also supports flexibility as controllers gain
the maximum freedom to adapt to the changing production conditions.

A production control system that fulfils these requirements will operate quite
differently in comparison to the hierarchical control systems (Dilts 1991). This is
particularly true for the operation of the local controllers. While in the hierarchical and
schedule-driven approach a controller only executes the given schedule (determined by
a central scheduler), the new controller must autonomously choose an appropriate
action in its current situation, and, at the same time, be able to co-operate with the
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neighbouring controllers in order to optimise the overall system performance (Duffie
1988). In short, the new controller must be an autonomous and co-operative decision

maker.

2.1.5 Summary

Current production control systems are hierarchically organised and separate scheduling
from execution. Because of this separation, there exists a constant gap between
schedule and shop floor reality that leads to a significant decrease of the performance.
To overcome this gap, future control systems require controllers that are capable of
goal-based decision-making and co-operation with other controllers. To guide these
controllers, the production program must be decomposed and distributed in terms of
goals instead of schedules. The production program is then achieved through the
flexible decision making and interaction of the local controllers. In the next section, it
will be shown that agent technology is ideally suited for modelling and implementing
such a goal-driven approach.

2.2 Software agent technology

Software agent technology has been a very active field of research for more than two
decades now (see (Wooldridge 2002) for a brief history of the field). It started in the
early 1980's as a sub-field of artificial intelligence, namely as distributed artificial
intelligence, focusing its research on aspects of multi-agent planning and distributed
problem solving (Bond 1988). Since then, it has constantly attracted more researchers
who have expanded the field to cover now the whole range from rational over
emotional to social agenthood (AAMAS 2002). Today, even though the research field
of agent technology is still very heterogeneous and lacks a unifying umbrella, it has
established itself as a major stream of computer science and artificial intelligence in
particular.

One stream of agent research, often referred to as multi-agent systems, is of particular
relevance to the domain of production control. Multi-agent systems research
investigates how to model and implement individual and social behaviour in distributed
systems. It explores on the one hand notions like autonomy, reactivity, and goal-
directed reasoning in order to model and implement (rational) individual behaviour (see
for example (O’Hare 1996, Huhns 1998, Miiller 1996)). On the other hand, it examines
aspects of co-operation, co-ordination, negotiation, coalition formation, role
assignment, and self-organisation in order to create social behaviour (see for example
(O’Hare 1996, Weiss 1999)). To date, multi-agent systems research has already
developed theories for social and individual behaviour, agent architectures,

20



communication and co-operation techniques, as well as new programming languages
(Wooldridge 1995, Meyer 2002).

Despite the significant amount of research undertaken in multi-agent systems, however,
there is still no universally accepted definition of an agent or a multi-agent system.
Some researchers define an agent in terms of mental states such as beliefs, capabilities,
choices, and commitments (Shoham 1993); others stress the ability of an agent to act
autonomously in a dynamic environment (Weiss 1999); while still others include in
their spectrum of agenthood properties such as adaptability, personality, or mobility
(see also (Bradshaw 1997, Franklin 1997, Nwana 1997, Huhns 1998, d’Inverno 2001)
for a selection of agent definitions and viewpoints). In the context of this work, the
definition of an (intelligent) agent by Wooldridge and Jennings (Wooldridge 1995) is
adopted because their definition equally stresses the ability of an agent to autonomously
make decisions in a dynamic environment as well as the ability to flexibly interact with
other decision makers. Other aspects, like adaptability or mobility, are not relevant to
all control applications and should therefore not be included in a general definition of

an agent.

Definition: An agent is a software process with the following properties
{(Wooldridge 1995):

e ‘“autonomy: agents operate without the direct intervention of humans
or others, and have control over their actions and internal state [...];

e social ability: agents interact with other agents (possibly humans) via
some kind of agent-communication language [...];

e reactivity: agents perceive their environment [...], and respond in a
timely fashion to changes that occur in it;

e pro-activeness: agents do not simply act in response to their
environment, they are able to exhibit goal-directed behaviour by
taking the initiative.”

A multi-agent system is then simply defined as a collection of agents that somehow
interact.

Definition: A multi-agent system is a collection of interacting agents.

The remainder of this section will review techniques to model and implement multi-
agent systems. Since multi-agent systems research has produced (and is still producing)
a large variety of techniques, it is not possible within the limits of this work to review
all results. This review will therefore focus on those aspects of multi-agent systems
which are relevant to production control. In particular, subsection 2.2.1 will review
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existing agent models for building production control agents, whereas subsection 2.2.2
will focus on techniques suitable for the interaction between such agents.

2.2.1 Agent models

According to the above definition, the first fundamental property of an agent is its
ability to act autonomously. That is, an agent is situated in an environment, in which it
can sense and act (see figure 2.8), and has complete control over its own actions in that
environment (Wooldridge 1999, p. 29).

rb agent
sensing acting
L' environment

Figure 2.8: Basic model of an agent.

The property of autonomous action, though, furthermore implies that the agent is able
to choose its actions on its own — without the direct intervention from outside. The
question — around which much of agent research is centred — is thus how can and
should an agent choose its actions. As Wooldridge notes: “The key problem facing an
agent is that of deciding which of its actions it should perform in order to best satisfy its
design objectives.” (Wooldridge 1999, p. 30). To solve this decision problem, several
agent models and architectures have been proposed. Here, three main types of agent
architectures are briefly reviewed:

e reactive agents
e deliberative agents

e hybrid agents

2.2.1.1 Reactive agents

In reactive agent architectures, the sensory input is directly linked to the action
capabilities of an agent. That is, the designer of a reactive agent specifies, for each
possible sensory input, which action the agent should (immediately) perform upon this
input. During execution, the agent thus only needs to repeatedly take its sensory input
and match this against the conditions for each action. A problem, though, arises if more
than one condition matches the same sensory input, and the actions associated with
these conditions are in conflict. To overcome this problem, Brooks proposed the
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subsumption architecture (Brooks 1986). Put simply, each condition, also called
behaviour in this architecture, is associated with a list of lower-prioritised behaviours
which it inhibits (see figure 2.9). A behaviour thus only executes its action if no other
behaviour inhibits this behaviour (for more details see (Brooks 1986)).

E— behaviour 4 actions
inhibit
—» behaviour 3 B actions -
—p behaviour 2 P actions
l inhibit
SiZ;Z:y — P behaviour 1 ——L~—> actions

Figure 2.9: Subsumption architecture.

Reactive agent architectures clearly implement autonomous agents. The agents choose
on their own — even if this choice is hardwired — how to react to a specific situation in
the environment. Obviously, these agent architectures ensure the reactiveness of an
agent. The main disadvantage of these architectures, however, is that it is difficult to
implement pro-activeness and goal-directed behaviour in such an architecture
(Wooldridge, p. 53). Reactive architectures only look at the current situation and have
no means to initiate behaviour or take into account longer terfn goals. In the extreme,
purely reactive agents do not act unless something in the environment changes.

2.2.1.2 Deliberative agents

Deliberative agent architectures explicitly represent goals and form plans about how the
agent wants to behave in the future in order to achieve its goals. Probably the most
prominent deliberative agent architecture is the belief-desire-intention (BDI)
architecture of Rao and Georgeff (d’Inverno 1998, Rao 1992). In this architecture, the
agent takes its beliefs, i.e., the sensory input accumulated over time, and its desires, i.e.,
its goals, and forms intentions about what it is going to do in the future (see figure
2.10). Intentions are courses of actions to which an agent commits itself, i.e., the agent
will execute these actions unless certain specified situations arise in which the agent has
to abandon its intention. The current set of intentions formed then determines which

actions the agent should perform.

In contrast to reactive architectures, BDI agents are able to follow their goals pro-
actively and, at the same time, to react to their environment. In case the beliefs (derived
from the sensory input) no longer support an intention, the intention is either changed
or abandoned and thus the behaviour of the agent is adapted. The BDI agent



architecture is thus able to implement autonomous, reactive, and pro-active agents. A
disadvantage of BDI agents, however, is that they can only react after the new sensory
information has run through the different steps necessary to form an intention (i.e., it is
necessary to form a belief about the change and to adapt the intentions before the
corresponding actions can be executed). For complex agents, this may take a long time,
in highly dynamic environments possibly too long. To avoid this problem, hybrid
architectures were proposed.

beliefs lif)i’aar;y
f
sensory ——~————v>[ reasoner |—————P

desires intentions

action
output

Figure 2.10: BDI architecture.

22.13 Hybrid agents

Hybrid agent architectures incorporate both reactive and deliberative mechanisms into
one architecture (typically by introducing a layer for each mechanism). The InteRRaP
architecture (Miiller 1996), for instance, consists of three layers (each equipped with a
database): a behavioural layer for reactive situation-action rules, a plan layer for goal-
directed pro-active planning, and a co-operation layer for modelling and handling
interactions with other agents (see figure 2.11). In this architecture, the sensory input is
first provided to the behavioural layer. If one of the situation-action rules is applicable
to the input, the rule ‘fires’ its actions. If no rule matches the input, the sensory input is
handed to the next higher layer. Here again, the layer decides whether it can handle the
input (e.g., through planning) or hands it further to the next layer. When a higher layer
chooses a certain course of action, this information is handed down the hierarchy to the
lower levels for execution. That is, whatever any of the layers decide, the behavioural

layer must execute the corresponding actions.

Hybrid architectures fulfil all requirements imposed on an agent. A hybrid agent is
autonomous, reactive, pro-active, and — in many cases because of a co-operation layer —
also capable of social behaviour. The only disadvantage of hybrid architectures is that it
is difficult for the designer of such an agent to co-ordinate the different layers in order
to produce a coherent agent behaviour. In particular, there is still no clear semantics or
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methodology for programming such a kind of architecture, as it exists for example for
BDI architectures (Wooldridge 1999).

co-operation layer 4—»@
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sensory z'nput? # actions
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Figure 2.11: InteRRaP architecture.

2.2.2 Agent interaction

As defined above, the second fundamental pfoperty of an agent is its ability to interact
with other agents. The environment an agent is situated in is usually not purely passive.
There are often other agents which also act autonomously and pro-actively. To meet its
goals, an agent may either have to avoid negative or be able to exploit positive
interactions with other agents. In particular, certain goals may not be achievable with
the limited capabilities of a single agent, but only if a whole set of agents works co-
operatively towards these goals. Interaction may thus be indispensable to the goal
achievement of an agent.

In general, interaction is any kind of information exchange that somehow influences
the actions of another agent (Bond 1988). Interactions can thus take many different
forms. This subsection, though, will only briefly review those main types of interaction
techniques, namely co-ordination and negotiation, that are most commonly used in
agent-based production control. Other forms and in particular a more thorough
treatment of interactions can be found in (O’Hare 1996, Weiss 1999, Wooldridge
2002).

2.2.2.1 Co-ordination

Co-ordination is the process by which agents ensure that their community acts in a
well-defined manner (Jennings 1996, Bond 1988). While co-ordination itself is nearly
invisible, the lack of co-ordination becomes immediately apparent. In a well-run
conference everything happens as expected, while in a badly organised conference the
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participants immediately recognise if something goes wrong; if, for example, the
conference rooms are not clearly marked, the presentation is not set up in time, or the
coffee is not served at the beginning of the breaks. The problem of co-ordination
becomes particularly difficult in a multi-agent system where there is no central control
and every agent can autonomously choose its actions. In such a system, co-ordination is
not an inherent system property, but can only be achieved through an explicit effort of
the agents. Jennings (Jennings 1996) gives three main reasons why co-ordination may
be difficult to achieve:

1. The actions of the agents may interfere.
Two robots reaching for the same workpiece, for instance, will collide.
2. There may be global constraints to be met.

The processing of a workpiece at different machines may have to be scheduled
such that the workpiece is finished by a certain deadline.

3. No individual agent has sufficient capabilities or resources to achieve its or the
system’s goals.

A single machine is usually not sufficient to perform all the operations required
by a workpiece. In contrast, to process a workpiece, several machines, handling
systems, and possibly other resources must co-ordinate their actions.

All of the above cases have in common that there is some kind of dependency between
the agents. The agents are dependent on each other for performing (or avoiding) certain
actions in order to arrive at the desired overall system behaviour. Malone and Crowston
therefore define co-ordination to be simply “managing dependencies between
activities” (Malone 1994, p. 90). Or, as they say, “if there is no interdependence, there
is nothing to coordinate” (Malone 1994, p. 90). To achieve system co-ordination, it is
therefore necessary to first understand the possible dependencies that may exist and
then to derive interaction techniques that are able to handle these dependencies.

Several researchers have modelled and classified dependencies between agents.
Castelfranchi et al. (Castelfranchi 1992) as well as Sichman et al. (Sichman 1994) have
modelled the goals and plans of agents and have investigated how these can be
dependent on other agents’ goals and plans in order to analyse how co-operation can
evolve from these dependencies (see also (Jennings 1996, d’Inverno 2001, Sichman
2002, Yu 2002)). In particular, they have distinguished:

o unilateral dependence: One agent is dependent on another, but not vice versa.

e mutual dependence: Two agents are dependent on each other for the same
goal or plan.



e reciprocal dependence: Two agents are dependent on each other, but for
different goals or plans.

Malone, Crowston et al. (Malone 1994, Crowston 1994, Malone 1999) have intensively
studied co-ordination and the underlying dependencies in organisational processes. To
study these processes, they have adopted a task/resource model and have identified the
types of dependencies that can arise in such a process model. Malone et al. (Malone
1999), for instance, distinguish between fit, flow, and sharing dependencies (see figure
2.12).
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Figure 2.12: Task/resource dependencies.

In a fit dependency, multiple activities collectively produce a single resource and have
to make sure that whatever is created fits together. A flow dependency arises whenever
one activity produces a resource that is to be used by another activity. This resource
must then be provided at the right time (‘prerequisite’ dependency), at the right place
(‘accessibility’ dependency), and in the right form (‘usability’ dependency). Finally,
there may be a sharing dependency between activities, i.e., two (or more) activities use
the same resource. In this case, Crowston (Crowston 1994) further distinguishes
whether the resource is shareable or non-shareable by more than one activity, and
whether it is re-usable or non-reusable; in the latter case, the resource is totally or
partly consumed after its usage.

Von Martial (von Martial 1992) and Decker and Lesser (Decker 1992b) have studied
dependencies that may arise between multi-agent goals or plans. Von Martial has
proposed a set of plan relations that capture positive or negative dependencies between
several agents. Obviously, agents executing their individual plans may run into conflicts
concerning the usage of resources or the achievement of (incompatible) states in their
common environment. But agents may also encounter positive plan relations. Their
planned actions may be identical or may subsume each other so that the agents save
time and effort if they co-ordinate their plans. Von Martial also identified the favour
relationship in which a plan of one agent does not make the plan of another agent
obsolete, but significantly reduces the effort the other agent has to put into its plans.

Similarly, Decker and Lesser studied possible relationships in augmented goal
structures — an abstract representation of task and goal activities — and derived a whole
range of possible relationships in (Decker 1992, Decker 1992b) (for a formal model of
plan relationships see also (Ossowski 1999)):
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e basic domain relationships: enables, facilitates, hinders, precedes, causes,
share-results, cancels, and favours;

e goal relationships: overlaps, necessary, sufficient, extends,
subsumes, and competes;

e temporal relationships: before, equal, meets, overlaps, during, starts,
finishes, and their inverses; and

e resource constraints: use.

To handle these goal and plan relationships, Decker and Lesser (Decker 1995, Decker
1992) generalised the partial global planning (PGP) approach of Durfee (1996). In
PGP, distributed planners co-ordinate their actions by abstracting from their plans and
exchanging these abstractions. Given the different local plan abstractions, each agent is
then able to identify common goals to which the local goals of the agents contribute.
Since these common goals may be only partially known to the agents, they are called
partial global goals. Once a partial global goal has been identified, the local plans can
be integrated into partial global plans. In its original design, though, PGP provides only
two mechanisms to perform this integration: redundant tasks are avoided, and tasks are
performed earlier if this facilitates the work of other agents. Decker and Lesser
therefore extended PGP into generalised partial global planning (GPGP). GPGP
generalises PGP first of all because it uses the domain-independent goal relationships
described above. But GPGP also provides a set of domain-independent co-ordination

mechanisms:

1. Updating non-local viewpoints
The agents exchange local information in order to detect new co-ordination
relationships.

2. Communicating results
The agents communicate all the results of their activities (‘all’ policy) or only
those which are necessary to satisfy any commitments to other agents (‘minimal’
policy).

3. Handling simple redundancy
Once redundant actions planned by more than one agent are detected, the agents
randomly choose one agent to execute the action and communicate the results.

4. Handling hard co-ordination relationships
The agents schedule activities such that any hard temporal ordering constraints
are obeyed.

5. Handling soft co-ordination relationships
As for the previous co-ordination mechanism, the agents try to schedule
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activities such that ordering constraints, like for example facilitates, are obeyed
if the corresponding schedule is acceptable to the agent.

Despite the domain-independent approach, GPGP is not — and was not intended to be —
a complete set of co-ordination mechanisms. In contrast, the co-ordination relationships
as well as the co-ordination mechanisms can be extended to accommodate new
applications, as was done in (Decker 2000) by introducing the mutual exclusion
relationship and a co-ordination mechanism for mutual exclusion based on bidding.

Other co-ordination techniques that have been developed include, for example,
distributed problem solving (Durfee 1999), search algorithms (Yokoo 1999), and social
laws (Shoham 1995, Fitoussi 2000). Distributed problem solving is concerned with
distributing a system task or sharing distributedly computed results in order to make use
of the capabilities of several problem solvers. Search algorithms explore a search space
in a distributed manner. Distributed constraint satisfaction algorithms, for instance, are
able to solve a constraint net if variables (or constraints) of the net are distributed to
different agents. Social laws, finally, attempt to avoid the interactions of agents in the
first place. They define behavioural conventions which make any explicit co-ordination
obsolete. Robots, for example, which always move on the right side of a (sufficiently
large) passage, never collide — even without communication. If such conventions exist
and the agents can be expected to obey them, social laws significantly reduce the co-
ordination requirements. Dynamically identifying suitable social laws and agreeing
upon them, though, can be a co-ordination problem in itself.

2.2.2.2 Negotiation

As for co-ordination, negotiation is a common form of interaction between human
beings and has therefore been extensively studied in sociology (see for example (Pruitt
1981)). In sociology, any (human) interaction is regarded as a negotiation in which the
participants of the interaction, usually called parties, have a conflict of interests, but
must come to a joint decision. Pruitt (1981), for instance, defines negotiation as

follows:

Negotiation is a process by which a joint decision is made by two or more
parties. The parties first verbalize contradictory demands and then move
towards agreement by a process of concession or search for new

alternatives.

Contflicts are a natural part of our (human) life, since everyone has their own special
interests. But with autonomous agents, conflicts also become a natural phenomenon in
software systems. If each software agent has its own interests and goals, conflicts
between software agents are inevitable. One of the objectives of multi-agent systems
research is therefore to enable software agents to perform negotiations in order to
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resolve any conflicts (Wooldridge 2002, p. 129). To achieve this objective, many of the
negotiation forms existing in human societies have been adopted or extended for
software agents. The most prominent examples of these negotiation techniques will be
reviewed in the following. This will include auctions, general equilibrium market
mechanisms, service negotiation, and conflict resolution techniques.

Auctions are trade mechanisms for exchanging commodities (Friedman 1991). The
commodities can be any kind of goods, but usually some good is exchanged for money,
as for example in a stock exchange. There are one-sided and two-sided auctions, as well
as continuous auctions. In a one-sided auction, there is one auctioneer that either only
accepts bids — if he wants to sell a good — or only accepts asks — if he wants to buy a
good. The result is always a single trade (for the good that was auctioned off). Intwo-
sided auctions, the auctioneer allows the agents to place bids and asks and then matches
these in order to create several trades. Finally, an auction is called continuous if it
allows bids and asks to arrive over time (and matches both over time). For each of the
above auction categories there already exists a large set of possible auction protocols,
and probably many more will be developed in the future (see (Sandholm 1999,
Friedman 1991)). In the following, only three typical examples of common auction
protocols are briefly characterised, namely the English auction, the continuous double
auction, and the contract-net protocol.

The standard example for a one-sided auction is the English auction. In the English
auction, an auctioneer wants to sell a (specific) good for the highest price possible and
requests a set of potential buyers to make bids. The (potential) buyers respond with bids
and increase their bids until no bidder offers a higher price. The auctioneer then sells
the good to the bidder with the highest bid for the price of the highest bid.

In the continuous double auction (CDA) participants may pose bids or asks. The bids
and asks are continuously matched by a neutral auctioneer according to a set of market
rules. The rules basically state that bids and asks are matched if the price of the bid is
higher than the price of the ask. The actual auction rules, though, depend on the specific
CDA installation (see (Friedman 1991) for a discussion).

The contract-net protocol (CNP) is a simple, but efficient protocol for assigning tasks
to individual nodes in a network (Smith 1980). It assumes that one node has a task that
needs to be executed (by another node) and that there are (potentially) several nodes
that are able to execute this task. The node with the task is called the manager and the
other nodes are (potential) contractors (see figure 2.13). The manager initiates the
protocol and proceeds as follows. First, it announces the task to the potential
contractors. The contractors answer with a bid. The necessary information provided in
the bid was specified by the manager in the announcement message. The manager
compares the bids and chooses the best bid according to its preferences. The node
which has sent the best bid then receives an award message and is said to have a



contract with the manager about the execution of the task. The other nodes may or may
not receive a reject message.

~ Even though the CNP was originally designed for task distribution, it is actually a one-
sided first-price sealed-bid auction. First of all, it is irrelevant to the protocol whether
the agents exchange a task or some other kind of good. Secondly, the CNP simply stops
after the auctioneer received the first bid from each bidder (‘first-price’), instead of
repeating the auction until no bidder changes its bid. And thirdly, the bid is ‘sealed’,
i.e., not made known to the other bidders. In the English auction, it is a fundamental
prerequisite that the bids are made ‘open-cry’, i.e., are broadcast to all agents because
otherwise the other bidders do not know whether they need to raise their bid in order to
win the auction. The contract-net protocol can thus be viewed as an auction mechanism,
even if there may not necessarily be a conflict between the manager and the potential

contractors.

contractor C,

contractor C,
manager

contractor C,,

3. award

Figure 2.13: The contract-net protocol (and its phases).

All of the above auctions have in common that they are able to match buyers and
sellers, but, in doing so, hardly take into account any global constraints or optimisation
criteria. General equilibrium market (GEM) mechanisms (Sandholm 1999), on the
contrary, are able to optimise the allocation of goods and resources among agents
through the identification of a market clearing price. That is, the market price for each
good is varied until an optimal allocation of goods is found. More precisely, a GEM
consists of producers and consumers which create or consume goods. The actual
production or consumption of each agent, however, depends on the market price for
each good. The higher the price, the less the consumers will consume and the more the
producers will wish to produce. And, vice versa, the lower the price, the more the
consumers will consume and the less the producers will wish to produce. The market is

thus in equilibrium if:

(i) the amount of goods consumed is equal to the amount of goods produced;



(i) the consumers are able to consume the maximum amount of goods they demand
given the prices; and

(ii1) the producers maximise their profit (which is price multiplied by the amount
produced).

The task of a market clearing algorithm is to find such a clearing price. A common
algorithm for clearing markets is the distributed price titonnement algorithm
(Sandholm 1999). In this algorithm, each producer and consumer determines, given the
current prices, how much it will produce or consume in order to maximise its profit or
utility function. A central price controller then adjusts the prices according to the
difference between the production and consumption plans. This process is repeated
until production and consumption plans reach an equilibrium. Only then may
production and consumption start. The GEM markets are thus a static approach: the
solution must be completely known before execution can start.

Another drawback of auctions, and also of the GEM mechanisms, is that they can only
negotiate prices (or the combination of prices and amount), whereas the actual good to
be exchanged is fixed. In many settings, though, it is also necessary to alter other
aspects of the negotiation subject in order to find an agreement. For instance, several
agents planning a joint holiday will have to consider different ways of making holidays
(staying at a beach hotel, hiking through the mountains, visiting an exciting city, and so
on) in order to devise a trip that satisfies the interests of all agents. For these settings, it
is therefore necessary to employ more sophisticated negotiation techniques. Two
examples of such negotiation techniques are briefly reviewed.

Faratin (Faratin 1998) developed a sophisticated interaction model for bilateral
negotiation of services. In this model, the two negotiation agents basically exchangé
new proposals until either both agents accept the last proposal or one of the agents
withdraws from the negotiation. This interaction process is complemented by a set of
negotiation tactics and strategies for generating new proposals. Faratin defined tactics
for reacting to time or resource constraints, for imitating an opponent’s behaviour, for
trading off different aspects, or for manipulating the set of negotiation issues (Faratin
2000). These tactics are combined into strategies by assessing the influence of a tactic
on the generation of the next proposal. With these negotiation techniques, an agent is
able to exhibit a more flexible negotiation behaviour than to merely change prices. In
particular, the agent can trade off different aspects of the negotiation subject.

Hollmann et al. (Hollmann 2000) proposed an interaction technique for resolving
conflicts between agents that are supposed to find a common proposal (on some
matter). The task of the agents is thus to search for a proposal which satisfies all the
agents. An agent is ‘satisfied” with a proposal if the evaluation result of the proposal
passes a given threshold. To find such a proposal, each ‘unsatisfied” agent is requested



to put forward a new proposal that only minimally changes an already existing proposal
such that the evaluation function of the agent is satisfied. These new proposals are
generated until either a proposal is found satisfying all the agents or it can be asserted
that there is no solution. The advantage of this interaction technique is that it is able to
negotiate complex matters between several agents. However, the disadvantage is that it
is not able to reconcile opposing interests. The agents make new proposals, but there is
no explicit process of concession (of course, the agents could always concede by
themselves). This negotiation technique can thus only be applied if there is a solution to
which all agents would agree.

There are certainly many more negotiation techniques that could be reviewed here. This
review, though, was only intended to give an impression of the different techniques that
exist and are potentially relevant to production control. For more complete overviews
of negotiation techniques see (Sandholm 1999, Jennings 2001b, Wooldridge 2002).

2.3 Agent-based control systems

The review of agent technology has shown that software agents are an appropriate
technology to meet most of the new requirements for modern production control
systems (see subsection 2.1.4). First of all, multi-agent systems distribute the decision
capabilities of the control system to the individual agents of a production system,
usually to the local controllers. Secondly, an agent is by definition a reactive and pro-
active decision maker (see subsection 2.2.1). And thirdly, also by definition, agents are
able to co-operate in a flexible manner, either to improve their own or the system’s
performance (see subsection 2.2.2.1). Only the requirement of low and late
commitment does not immediately follow from the definition and concepts of agent
technology, although agents can be designed to pursue such a strategy. Thus, agent
technology provides many of the (software) techniques that are necessary to design and
implement modern production control systems. This potential was recognised as early
as 1985 when the first control systems based on agent-oriented concepts were proposed
(Parunak 1985, Shaw 1985). Since then, much work has been invested into developing
agent-based control systems. This work as well as its context will be reviewed in this

section.

This section is organised as follows. It will review the basic concepts of agent-based
production control (see subsection 2.3.1); look at the relation of these concepts to other
trends in production research (see subsection 2.3.2); present industrial applications of
agent-based control systems (see subsection 2.3.3); and finally discuss the design of
such systems (see subsection 2.3.4).
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2.3.1 Basic concepts

One of the very first applications of agent-oriented concepts to manufacturing control
was the prototype factory control system YAMS of Parunak et al. (Parunak 1985,
Parunak 1986, Parunak 1987). In YAMS, the manufacturing enterprise is modelled as a
hierarchy of production units, of which the smallest units are called workcells. An
engine plant, for example, may consist of a block, an oil pump, a head and an assembly
flexible manufacturing system (FMS). Each FMS may, in turn, consist of a set of
workeells which perform the actual operations like drilling or milling (see figure 2.14).
The hierarchy, however, records only composition, not control. Task distribution down
the hierarchy is done through a negotiation process that is based on the contract-net
protocol (see subsection 2.2.2.2). A node announces a task, units capable of performing
the task reply with a bid, and the node in turn assigns the task to the unit with the best
bid. Because of this negotiation process between superior and subordinate units, the
assignment process is able to take into account any changes or disturbances that may
occur during the planning process. A superior unit may even repeat the negotiation if
the unit that was assigned to the task fails to execute it.

3. assign

2. bid

P engine plant <4 55

1
i
1. announce !

block FMS oil pump FMS head FMS =B assembly FMS I—-}

------ composition
——® interaction
=P material fow

Figure 2.14: An example factory hierarchy in YAMS (Parunak 1985).

Once a manufacturing task has been assigned to a production unit, this unit must
request the corresponding material from the material handling system. The material
handling system in YAMS consists of a mover agent for each workcell and for each
part of the transportation system. These movers keep track of each pallet in their
physical vicinity and forward a pallet if it is requested by a neighbouring unit or request
it themselves from their neighbours if the pallet is not available yet. A pallet, however,
is only forwarded if the number of pallets, i.e., the work-in-process, at the target mover
does not exceed a certain physical limit. If the limit is exceeded, the pallet is delayed
until the work-in-process of the target cell decreases again. Through this mechanism,
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the control system ensures that the material flow is automatically adjusted to the current
capacity and workload of each workcell. In case of disturbances, for instance, the
material flow is slowed down exactly to the reduced capacity of the disturbed workcell.
Both control mechanisms, the top-down negotiation and the work-in-process limitation,
thus enable the manufacturing system to adapt its assignment and execution process 1o
any changes and disturbances in the manufacturing system (cf. subsection 2.1.3).

In parallel to Parunak’s work, Shaw and Whinston (Shaw 1985, Shaw 1987) also
developed a distributed scheduling method based on the contract-net protocol. As in
YAMS, manufacturing tasks are contracted out to workcells through a bidding process
in which the workcells bid for the tasks. The work in (Shaw 1987), though, focussed on
evaluating different decision rules for choosing the winner of the bidding process, in
particular comparing these to centralised scheduling using the same decision rules. The
comparison included a centralised scheduler preferring the shortest processing time
when assigning a manufacturing task, and two bidding schemes, one choosing the bid
with the shortest processing time and one the bid with the earliest finish time. In a set of
simulations with randomly created manufacturing tasks, the decentralised bidding
scheme outperformed the centralised scheduler in each case. This is because the
bidding algorithm is based on more accurate information. Instead of duplicating the
shop-floor information in a centralised scheduler, the bidding scheme lets the
workcells, which have the most up-to-date information, bid themselves for the tasks.
This leads to more realistic schedules and thus to a better performance.

Since this early work on agent-based control systems, the contract-net-based approach
to scheduling has been very popular (see (Tilley 1992, Maturana 1996, Saad 1997,
Maley 1998, Sousa 1998)) and was further evaluated and extended by several
researchers. Tilley and Williams (Tilley 1992, Tilley 1996), for instance, studied the
communication performance of a distributed bidding scheme, while Saad et al. (Saad
1997) evaluated the performance of four additional decision rules for choosing the
winner of the bidding process. Approaches similar to the contract-net were also
proposed in (Bussmann 1996) and (Hahndel 1996). In (Bussmann 1996) a co-ordination
algorithm for scheduling transportation tasks was presented. As in YAMS, tasks are
announced to the transport units. In contrast to YAMS, however, these units perform
only a local analysis of the task and return the result of the analysis to a co-ordinator.
The co-ordinator then synthesises the results into a global schedule. Hahndel et al.
(Hahndel 1996) developed a completely decentralised approach to scheduling assembly
tasks consisting of several steps. As in previous work, each step of a manufacturing
task is assigned to a workcell through a contract-net-based negotiation. Once the first
step is assigned, though, the responsibility for assigning the next step goes to the
workcell that is assigned to the last step. This workcell is then not only supposed to
execute the assigned step, it is also responsible for finding the next workcell. In case of
assembly steps, there are several workcells for the same tasks which are looking for the



next workcell. To ensure that these workcells choose the same assembly cell, the
workcells select a synchronisation agent. This synchronisation agent, in essence,
chooses the assembly cell for the next step.

The contract-net-based scheduling approach also inspired new approaches, such as the
market-driven control scheme (see for example (Baker 1996, Markus 1996)). In
(Markus 1996, Vancza 1998), for instance, tasks are assigned to machine agents
through a bidding scheme based on prices. That is, a superior unit, called ‘management’
in (Markus 1996), still announces the manufacturing tasks, but the machine agents now
bid for tasks by returning only the costs for executing the tasks. The management then
tries to maximise the ‘profit’ of the manufacturing system by choosing the bid offering
the lowest costs. The advantage of this approach is that the performance of all
production units, as well as of the production system itself, can be (constantly)
evaluated on the basis of one single measure, namely profit. Components which
underperform because their earnings, for instance, are significantly less than their actual
costs can be removed from the system. From the work presented to date, however, it is
not clear whether a production system making greater ‘profit’ really performs better in
terms of the company’s goals. The ‘manufacturing profit’ proposed in (Markus 1996) is
a only virtual concept and does not directly correspond to the company’s real profit.
Furthermore, it is also not clear whether this approach outperforms the classical
contract-net-based approach. The market-driven approach certainly requires more

evaluation.

An exception to the predominant contract-net and market based approaches is the team-
based approach of Fischer (Fischer 1994). In this approach, the central shop floor
control announces the manufacturing jobs to the workcells by adding these to a global
task list. The workeells examine the list and ask other resources to join a team for a
particular job. Once the team is complete, i.e., the team can perform the job
autonomously, the team leader requests the job. To avoid any resource conflicts
between parallel team formation attempts, Fischer proposed a protocol that is conflict-

free.

To summarise, research into agent-based production control systems has focussed much
on the decentralised assignment of manufacturing tasks to production units. In applying
negotiation techniques, like the contract-net protocol, this process becomes more
flexible with respect to changes and disturbances in the production system. The
following section will show that this research is part of a much larger effort to introduce
flexibility into production.

2.3.2 Trends in production research

The limitations of the pre-dominant approach to production control, discussed in
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subsection 2.1.3, have also motivated the development of new control concepts in
production research. The starting point of these developments, though, was not the
application of a (software) technology to specific control tasks, but the design of new
control, or even new production paradigms. These new developments consequently take
a more holistic view on production control, encompassing all control tasks necessary to
run a production facility. The two developments which are (most) relevant to this work
are heterarchical control architectures and holonic manufacturing systems. Each
development will be reviewed in the following and a comparison of both with agent-
based control systems is given at the end of this subsection. Other approaches, which
are less relevant to this discussion, are for example random (Iwata 1994), fractal
(Warnecke 1993), or bionic (Okino 1993, Ueda 1993) manufacturing (for a comparison
of holonic, fractal, and bionic manufacturing see also (Tharumarajah 2003)).

2.3.2.1 Heterarchical control

Heterarchical control was motivated by the limitations of centralised and hierarchical
control architectures (Dilts 1991). Both centralised and hierarchical control
architectures result in quite complex control systems because they centralise distributed
information. The information thus becomes quickly out-of-date and the control logic is
difficult to implement due to the enormous number of cases that arise in a larger
production system. As a consequence, these systems are difficult to modify or extend
and exhibit a very low fault-tolerance. Heterarchical control, in contrast, eliminates any
centralised elements and increases the autonomy of each controller (Duffie 1987). That
is, all controllers are connected via a communication network and are solely responsible
for any control tasks within their vicinity (see figure 2.15).
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Figure 2.15: Centralised, hierarchical, and heterarchical
control architectures (Dilts 1991).

controller

machines

Autonomy, however, is not enough to make heterarchical control systems work. A
control system in which each controller only pursues its own goals without regard to the
goals of others will result in a chaotic, sub-optimal production process. To optimise a
production process, the controllers must co-operate with respect to the overall
production goals (cf. subsection 2.1.3). Hatvany therefore proposed ‘co-operative
heterarchies’ (Hatvany 1985), and Duffie stressed the concept of ‘co-operating
autonomous entities’ (Duffie 1988). This co-operation is usually achieved by the same



interaction techniques as in agent-based control systems. Duffie, for instance, uses a
protocol similar to the contract-net protocol (Duffie 1988).

2.3.2.2 Holonic manufacturing systems

Holonic manufacturing, in turn, takes a much larger perspective than heterarchical
control by looking at the whole manufacturing process- instead of only the control.
Originally, holonic manufacturing systems (HMS) were proposed in the early 1990’s as
a new manufacturing paradigm to address the upcoming challenges of the 21% century
(Suda 1989, 1990). These challenges are mainly globalisation and industrial over-
capacity which result in a shift from a vendor’s to a customer’s market and in particular
in shorter product life-cycle, reduced time-to-market, mass-customisation, volatile
demand, and constant cost pressure (McFarlane 2003, Brennan 2003). As a
consequence, production operations are faced with increasing complexity and constant
change under decreasing investments (cf. subsection 2.1.4). In addressing these
challenges, holonic manufacturing was inspired by the work of the philosopher Arthur
Koestler who tried to explain the evolution of biological and social systems (Koestler
1989). On the one hand, these systems develop stable intermediate forms during
evolution that are self-reliant. On the other hand, it is difficult in living and
organisational systems to distinguish between ‘wholes’ and ‘parts’: almost everything is
both part and whole at once. These observations led Koestler to propose the word
“holon”, which is a combination of the Greek word ‘holos’ meaning whole and the

Greek suffix ‘on’ meaning particle or part (as in proton or neutron).

Following the holonic concept, a holonic manufacturing system thus consists of
autonomous and self-reliant manufacturing units, called holons, which operate in a
flexible hierarchy. In such a system, any unit can be a holon as long as the unit is able
to create and control the execution of its own plans and/or strategies (see the HMS
definition of autonomy (Christensen 1994, van Leeuwen 1997)). Machines, conveyors,
and automated guided vehicles as well as human workers are obviously holons, but also
orders can be holons as long as the orders are able to pro-actively pursue their own
processing. For this reason, Christensen (Christensen 1994) foresees three major
interfaces to an artificial holon: a physical processing interface, an inter-holon interface,
and a human interface (see figure 2.16). The physical processing interface is optional as
holons, such as an order holon, need not contain any physical components at all.

Holons co-operate with other holons during the production process in order to
accomplish the production goals. Co-operation, in the form of co-ordination and
negotiation, develops wherever and whenever necessary, usually along material and
information flow. A system of holons which can co-operate to achieve a goal or
objective is called a holarchy (van Leeuwen 1997). Holarchies are recursive in the
sense that a holon may itself be an entire holarchy that acts as an autonomous and co-

38



operative unit in the first holarchy. Holons within a holarchy may dynamically create
and change hierarchies. Moreover, holons may engage in multiple hierarchies at the
same time. In contrast to hierarchical control systems, though, HMS creates only loose
and flexible communication hierarchies which never force a holon to perform a certain
task (Valckenaers 1994).
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Figure 2.16: Holon interfaces (Christensen 1994).

Since its conception in the early 1990°s, holonic manufacturing has received a lot of
attention in academia and industry (see for example (van Leeuwen 1997, Deen 2003,
Marik 2003)). In particular, holonic manufacturing was one of the six test cases in the
international Intelligent Manufacturing Systems (IMS) feasibility study that was set up
in 1992 (Hayashi 1993). The success of the holonic manufacturing test case, both with
respect to the feasibility of the holonic concept as well as to the international
collaboration, led to the endorsement of holonic manufacturing as an international IMS
project in 1994, with a 10 year research program (van Leeuwen 1997). Over 30
academic and industrial partners from the IMS regions Australia, Canada, Europe,
Japan, and the United States are now participating in this international pre-competitive
research collaboration (Holonic Manufacturing Systems Consortium 2002).

To date, a large amount of research into holonic manufacturing has been conducted
inside and outside of the HMS project. This research includes the development of
generic technologies for designing and implementing holonic manufacturing systems as
well as the application of these concepts to machining units, workpiece fixturing,
material handling, and resource management, i.e. planning and control of
manufacturing systems (van Leeuwen 1997). Concerning planning and control, HMS

research has addressed issues such as:
o distributed decomposition of orders into manufacturing tasks;

e distributed scheduling of manufacturing tasks between autonomous and co-

operative units, i.e., holons;



e autonomous execution of manufacturing tasks that interfaces with the
scheduling process; and

e machine control architectures consisting of co-operative devices.

For a complete overview of the research into planning and control aspects of HMS, see
also (McFarlane 2000).

2.3.2.3 Summary

As for agent-based control, autonomy and co-operation are the key concepts in both
heterarchical control and holonic manufacturing systems. Both paradigms, however,
use autonomy and co-operation to realise a certain organisation of the production
process: Heterarchical control proposes a flat hierarchy of local controllers, while
holonic manufacturing systems envision flexible hierarchies which emerge from the
production process. Agent-based control, in contrast, is a software technology that can
be used to implement any kind of autonomous and co-operative control behaviour, be
this hierarchically or heterarchically organised. In fact, it can be argued that the
information processing part of a holonic manufacturing system, and certainly that of a
heterarchical control system, is an agent-based system (Bussmann 1998). Agent-based
control is consequently an enabling (software) technology for both manufacturing
paradigms, in particular for holonic manufacturing systems (McFarlane 1995, Marik
2002).

2.3.3 Industrial applications

This section reviews two industrial applications of agent-oriented production control

systems.

2.3.3.1 Production 2000+

Probably the first full-scale industrial agent-based production system that has brought
agent-oriented concepts into operation is the cylinder head manufacturing system
Production 2000+ (P2000+) of DaimlerChrysler (Bussmann 2001b). This
manufacturing system consists of flexible CNC machines which are configured to
process a range of products. To achieve robustness, each operation of the
manufacturing system is provided by at least two machines. In case of a single machine
failure, there is thus at least one other machine able to process the workpieces. The
- above flexibility and robustness requires a flexible transportation system such that a
workpiece may be moved from any machine to any other machine. This flexible
transportation is provided by a system of forward conveyors, backward conveyors, and
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shifting tables moving the workpieces in and out of the machines (see figure 2.17).

transportation system shifting table
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Figure 2.17: Production layout P2000+.

To operate such a manufacturing system, the associated control system must decide
during the production process — among other aspects — how and when the workpieces
are assigned to the individual machines. To this end, DaimlerChrysler and Schneider
Electric have designed and implemented an agent-based control system consisting of
agents for each machine, each transportation switch, and each workpiece (see figure
2.18). These agents interact in order to achieve a robust and flexible material flow
through the manufacturing system: The workpiece agent manages the state of the
workpiece and searches for machines to process the workpiece. The machine agent
controls the workload of the machine and bids for suitable workpieces. The workpiece
agent in turn chooses the best machine for the next operation based on processing as
well as workload criteria. Finally, the transportation agent chooses a route to the next
machine taking into account the current load of the transportation system (more details
and some properties of the control behaviour are given in (Bussmann 2000)).
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Figure 2.18: Control agents of P2000+.

The manufacturing system consisting of six machines was installed in 1999 as a bypass
to an existing large-series manufacturing line at the DaimlerChrysler engine plant in
Stuttgart-Untertiirkheim, Germany (see figure 2.19). After a suite of performance tests
which demonstrated the industrial feasibility and performance of the agent-based
approach, this prototype was extended by two machining units and an automatic
loading machine in order to produce in series the cylinder head for a four cylinder
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diesel engine (offered in the Mercedes-Benz C- and E-class 220 CDI). The prototype
has now been in operation since 1999 and, during that time, has proven that it is able to
hold its high standard even in day-to-day operation. This prototype can thus be viewed
as a proof for the industrial feasibility of agent technology (for manufacturing

operations).

Figure 2.19: DaimlerChrysler Prototype P2000+.

(Courtesy of Bleichert, Osterburken, Germany)

2.3.3.2 Holomobiles

Another example of an agent-based control system was developed by the holomobiles
workpackage of the HMS project (Bussmann 2001). The workpackage analysed the
limitations of existing engine assembly systems in the automotive industry and
designed a new material flow concept that improves the robustness and volume
flexibility of the assembly process. To achieve the volume flexibility, the new assembly
concept included a migration path from the existing assembly system to the new design,
in which resources are added step by step. This migration path required that the control
is able to incrementally incorporate additional resources into the assembly process, and
that the control itself is scalable in the same steps as the assembly system — two
requirements that are easily fulfilled by holonic manufacturing systems. The
development of the new assembly concept therefore included the design of a holonic
control system for the new assembly process. The new assembly process, the holonic
control systems as well as the results of a feasibility study are briefly discussed in the
following.

The new assembly process consists of a main assembly line, as it was described in
subsection 2.1.1, and a pool of additional resources that are located along the main line
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(see figure 2.20). The main line is a standard assembly line covering the whole engine
assembly process. During the scaling process, this line is extended with additional
resources at bottleneck stations whenever the volume of the assembly system should be
increased. There are two possibilities to perform this extension. The first is to add
flexible buffers in order to de-couple failure-prone stations. And the second is to add
multi-functional (MF) stations that are able to perform part of the assembly process in
order to increase capacity at specific bottleneck stations. To connect the main line with
the additional resources, automated guided vehicles (AGVs) take engines off the main
line at so-called docking stations, transport these engines to the flexible buffers or the
MF-stations, and bring the engines back to the same docking station (in case they have
only been buffered) or to succeeding docking stations (in case they have been
processed). The task of the control system is therefore to decide when to take an engine
off the main line, whether to buffer or process an engine, how many operations to apply
to an engine, and when to bring an engine back to the main line.
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Figure 2.20: Assembly layout of Holomobiles.

To solve the control task and, at the same time, to meet the requirement for scalability
of the control system, Holomobiles introduced a control holon for each docking station
(DS), each engine buffer (EB), each MF-station (MF), and each AGV (see figure 2.21).
An important aspect in this design was that no holon was introduced for components of
the main assembly line. Such holons were avoided in order to allow the main assembly
line to operate without the existence or the operation of the additional resources. This
has the clear advantage that the main assembly line can be built solely with standard
(control) technology. The main line must only provide enough space to add docking
stations in later steps of the scaling process.

The control holons basically perform the control tasks identified above. The docking
station holon determines — based on the situation around it — whether it should send an
engine off the main line. It does so if two conditions hold. The first condition holds
when both its exit and its entry are blocked. In this case there is obviously a bottleneck
behind the docking station. The second condition is that the docking station is closest to
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the bottleneck. To verify this, the docking station agent runs an election protocol with
the docking stations following it. It wins the election, and may thus divert engines, if
there is no docking station directly behind it that has also detected a bottleneck. To
divert an engine, a DS holon must find either an MF-station that will process the
engine, or a buffer currently capable to store the engine. It does so by requesting
capacity from the corresponding holons. Once it has received the required capacity, the
DS holon requests an AGV holon to do the transportation and waits for the engine to be
picked up. An MF holon decides for each arriving engine where to send it to next. To
do so, it requests DS holons, other MF holons, or EB holons to accept the engine for
further processing (or buffering). Depending on the holon that accepts the engine, the
MF-station performs the assembly operations necessary to put the engine in the correct
processing state. Similarly, the EB holon decides when and where to send the engine to
next. These decisions are co-ordinated by the EB holons in order to achieve a buffering
strategy that optimally uses the system-wide buffering capacity. Finally, the AGV
holons offer their transportation capacity to any holon that requests it.

engine buffer MF-station
holon holon
MF01 T MF02
a AGV
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Figure 2.21: Control holons in Holomobiles.

To evaluate the new assembly as well as the holonic control approach, the performance
of the new assembly system was compared to that of an existing industrial assembly
line. The comparison was based on a set of common scenarios that were simulated with
data taken from the existing line. The main results are briefly reviewed here (for more
details see (Bussmann 2001)). First of all, the holonic system showed a more robust
behaviour than the existing assembly system because the additional resources are used
to de-couple failure-prone stations. Secondly, and more importantly, the holonic system
can be scaled up in small steps as additional resources are added to the system. The
introduction of flexible buffers not only increases robustness, it also increases, as a side
effect, the throughput and thus scales up the volume of the assembly system. Likewise,
the introduction of MF-stations increases the capacity of assembly sections and thus
also increases the volume. The new assembly system designed by Holomobiles thus
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offers robustness and scalability which are unprecedented in existing assembly systems.

The above examples of industrial applications provide a glimpse at the variety of agent-
based production control systems that are required in industry. More examples of
different industrial control systems can be found in (Parunak 1999, Parunak 2000).

2.3.4 Design of agent-based control systems

Agent-based control techniques address the need for more flexible production control
systems and have demonstrated their industrial flexibility in several applications. The
applications, however, have also shown that there is no universal design for an agent-
based control system. The two applications presented in the previous section, for
instance, have a completely different architecture and employ (partly) different control
algorithms. While the P2000+ control system consists of workpiece, machine, and
switch agents, the Holomobiles control system has no workpiece agents (that represent
the engines). This is due to the fact that in Holomobiles the main assembly line must be
operated by the traditional control system in which engines are not explicitly
represented. However, it is also not necessary to represent engines because in
Holomobiles the engines all receive the same set of assembly operations. Consequently,
there is no need for an engine agent to ensure that the processing graph of the engine is
respected.®

The architectures of P2000+ and Holomobiles also differ with respect to the type of
resource agents used. P2000+ has machine and switch agents, whereas Holomobiles
requires agents for the MF-stations, the engine buffers, the AGVs, and the docking
stations. This difference is not only a matter of terminology, but manifests itself in a
quite different functionality of each agent. In Holomobiles, the MF-station and engine
buffer agents pro-actively manage the processing (and buffering) of the engines; the
AGV agents offer a transportation task instead of simply forwarding workpieces; and
the docking stations supervise the main line by identifying bottlenecks.

Finally, Holomobiles requires additional interaction protocols. It uses, as the P2000+
control system, a contract-net protocol to request resources such as MF-stations or
AGVs. But Holomobiles agents must also run an election protocol between the docking
stations in order to identify those docking stations directly in front of a bottleneck and a
co-ordination protocol between the resource agents and the docking station agents in
order to determine in which state to transform the engines and when to return them to

the main line.

All in all, the agent-based control design of P2000+ and Holomobiles share common
aspects, but there are also significant differences between both designs that make it

" ¢ The point here is not whether it is possible to introduce engine agents, but which design is easier to
implement and to maintain. .

45



impossible to derive a common control design for both applications. In general, this is
true for most control applications. The overall architectures of most agent-based control
systems are similar in that they all require resource, transportation, and sometimes
workpiece agents, but in detail these agents have quite different functionality and
employ quite different interaction protocols to achieve their goals. These differences are
mainly due to the different nature of the production processes that need to be
controlled. A cylinder head manufacturing process is obviously different to an engine
assembly process. But the differences may also be due to the product being produced or
the requirements on the production process. For instance, the P2000+ system was
supposed to be flexible and robust, while the Holomobiles system was intended to be
robust and scalable from the existing traditional assembly system. Different control
applications will thus require different agent-based control designs. This will be true
even if a universal design of an agent-based control system existed or will be developed
in the future. Such a universal design would have to cover all the different control
aspects of any possible application and would thus require the realisation and test of a
large set of functionality. However, the more functionality a control system consists of,
the more costly it is to develop and maintain it. Given the constantly increasing cost
pressure in industry, it is therefore imperative to avoid unused functionality. A control
system will thus always be tailored to the specific needs of a production process.

2.4 Conclusions

Agent technology has the potential to meet the future challenges in production control.
It provides conceptual models and implementation architectures for goal-based
decision-making as well as for negotiation and co-ordination of goals and actions,
which — as pointed out in section 2.1.4 — will be indispensable features of future control
systems. Many aspects of agent-based production control systems have been
investigated in the literature over the last fifteen years, and the potential of this
approach has been demonstrated in several prototypical applications. Recently, even the
industrial feasibility and the economic benefits of this approach have been proven in
probably the first full-scale industrial manufacturing system for large-series automotive
production. The technology of agent-based production control is consequently ready for

exploitation in industry.

Recent applications of agent technology, however, have also shown that there is no
universal design of an agent-based production control system that can be re-used for
every production control problem. On the contrary, the required design of a control
system may vary significantly depending on the product to be produced, the production
process necessary to produce the product, and the business requirements on the
production process (see subsection 2.3.4). Even the two supposedly similar production
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tasks of engine manufacturing and assembly in the automotive industry require quite
different control systems because the production process and the business requirements
differ in both cases. The lack of a universal design for agent-based production control
thus implies that for most production control problems a new design effort is necessary
in order to develop a cost-efficient agent-based design for the control problem at hand.
This recurrent design effort, however, hampers the exploitation of the agent-based
production control technology in industry because to date this design effort requires the
designer of a control system to be an expert in agent technology: designing agent-based
production control systems is still a research activity (cf. the international Holonic
Manufacturing Systems project in subsection 2.3.2.2). But no matter how important,
agent-based control is only one aspect in the design of an industrial production control
system, which also includes the design and optimisation of machining and robotic
control programs, of transportation device and buffer programs, of human worker
integration, of performance and quality monitoring systems, of material supply and
conditioning processes (Dorf 1994, Groover 1988). A control engineer thus cannot be
expected to specialise in agent technology (and it is also not economically reasonable to
install specialists for this design aspect because these specialists would only be required
in certain phases of the development). Consequently, to facilitate the use of agent
technology, there must be some kind of design methodology that allows even a non-
expert in agent technology to design an agent-based production control system given
the specification of a production control problem. With such a design methodology the
recurrent design effort for agent-based production control systems is no longer an
obstacle to the industrial exploitation of agent technology.

The ultimate goal of this thesis is therefore to provide a design methodology for agent-
based production control systems that can be successfully applied by a non-expert in
agent technology. From the point of view of agent technology, the deliberate focus of
this design methodology on production control is justified for two reasons. First of all,
production control is an application domain with special requirements on the agent-
based design because an agent-based production control systems needs to interface with -
a physical system (of a specific structure) to achieve its goals. This puts special
requirements on the agent-based system to be designed (Parunak 1987, Parunak 1991).
Secondly, production is an important economical factor in industrialised countries (see
section 2.1). Optimising agent-based systems towards these special requirements is in
particular justified when considering the added value produced by some of the
production systems (an automotive car plant, for instance, creates an added value of
several billion Euros per year). A design methodology for agent-based production
control systems is thus at once scientifically and economically worthwhile. But before a
design methodology tailored to production control is developed, it should first be
verified that existing methodologies fail to address the needs of production control.

This is done in the next chapter.
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Chapter 3

Design Methodologies

The need for methodologies in software development was already recognised in the late
1960s (Dijkstra 1968, Wirth 1971, Parnas 1972) and led to the introduction of the field
of software engineering (Sommerville 1995). Since then, many methodologies have
been proposed for the different phases of software development. In particular, there are
a large number of methodologies for designing software systems, the most prominent
probably being structured and object-oriented design methodologies. Many of these
design methodologies claim to be applicable to any (software) design problem and must
consequently also be applicable to the design of agent-based production control
systems. This chapter will therefore review the main existing design methodologies that
are potentially applicable to agent-based production control systems and will assess to
what extent these methodologies are able to adequately support the design of such

systems.

Generally speaking, design methodologies are classified according to their underlying
programming paradigms. In 1992, Fichman and Kemerer (1992) classified the existing
methodologies into (i) structured approaches, (ii) data-oriented approaches, and (iii)
object-oriented approaches. For the purpose of this review, this classification is
extended by approaches from (iv) manufacturing control, and (v) agent-based systems.
Manufacturing control methodologies are obviously relevant to this review because
they were specifically developed for designing manufacturing control systems. Agent-
oriented methodologies, in turn, are a recent development in software engineering that
tailors the design process to the specific needs of agent-based systems. These
methodologies are thus also potential candidates for designing agent-based production
control systems, even though most of these were not developed for this particular type
of application domain. Finally, the classification will be complemented by (vi) re-use
approaches. Design methodologies generally focus on designing a software system from
scratch. A more efficient and usually more reliable approach, though, is to (at least
partly) re-use existing designs (Krueger 1992, Coulange 1998). Naturally, re-use may
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not be the sole approach because re-use requires that some designs have already been
created. Nevertheless, re-use has the potential to significantly reduce the required
design effort and should therefore be included in this review.

The review is thus organised as follows. Each of the above classes of design
methodologies will be discussed in one of the following sections: structured and data-
oriented methodologies in section 3.2; object-oriented methodologies in section 3.3;
manufacturing control methodologies in section 3.4; and agent-oriented methodologies
in section 3.5. Furthermore, in section 3.6, this review will look at recent developments
in re-use and to what extent these developments can facilitate the design of agent-based
systems. Finally, section 3.7 will summarise the review and draw some conclusions.
But before the review may start, it is necessary to first define the term methodology and
identify criteria which assess whether a methodology adequately supports the design of
agent-based production systems. This is done in section 3.1.

3.1 What is a methodology?

A methodology is a “recipe” that enables a designer to find a solution to a specified set
of problems. This recipe supports the designer by specifying many aspects of the design
process, while leaving some of the design issues to the creativity of the designer. This is
in contrast to a procedure which fully specifies how the solution to a specific problem
is determined (and which can therefore be implemented on a computer). To capture this
distinction, a methodology is defined as follows (see (HuBmann 1997, pp. 13; Budgen
1994, pp. 143)):

Definition: A Methodology7 always consists of the following components:

e An (optional) definition of the problem space to which the
methodology is applicable.

e A set of models which represent different aspects of the problem
domain or the solution at different stages.

e A set of methods which transform instances of one model into

another model.

e A set of procedural guidelines which define an order for the
systematic application of the methodological steps.

The application of a methodology starts with a problem statement (which must belong
to the problem space specified) and ends with a solution to the problem. Methods and

7 Some authors, like Hufmann (1997), use the term method instead of methodology. In this thesis,
however, the term methodology is preferred because method will be used for a single model
transformation.
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guidelines tell the designer how to create an initial model of the design problem and
how to transform this model — with possibly many intermediate models — into a model
representing a solution to the design problem (see figure 3.1). The set of models thus
contains at least one model to represent the problem statement and one model to specify
the solution.

design
solution

D models

application
of methods

Figure 3.1: Application of a methodology.

Most of the existing design methodologies provide models, methods, and procedural
guidelines for the design process, but do not specify the problem space to which the
methodology is applicable, or alternatively they claim that it is generally applicable
(i.e., applicable to any software design problem). In practice, however, any
methodology will be more suitable for some problems than for others (Sommerville
1995, p. 216). Budgen even doubts “whether there can ever be a ‘right’ method that
would be appropriate for all problems ...” (Budgen 1994, p. 365). To assess the
suitability of a methodology for a particular class of design problems, it is therefore
necessary to determine whether the application of a methodology is appropriate rather
than possible. The following subsection will therefore identify a set of criteria which
assess the suitability of a methodology for the design of agent-based production control

systems.

3.1.1 Requirements for a methodology

A design methodology for agent-based production control systems should obviously
provide models and methods that (somehow) capture the key agent-oriented aspects of
the design (see section 2.2) because otherwise they are not able to specify the agent-
based solution (see also (Fisher 1997)). Modelling agent-oriented aspects, though, is
not a sufficient criterion for the appropriateness of a methodology. Methodologies, by
definition, are supposed to support human designers in developing a design solution. A
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methodology is thus appropriate only when the designer is able to apply the models and
methods of the methodology to his design problem. Therefore, it is also necessary to
look at the designer and his capabilities to apply the design methodology.

The design of (agent-based) production control systems will be primarily performed by
production engineers who are also charged with many other engineering tasks, such as
robot programming and optimisation, device programming, or quality engineering.
Consequently, these designers cannot be expected to be experts in agent-based systems
because agent-oriented control — no matter how important — will not become effective
without the simultaneous implementation of the other engineering aspects (see also
section 2.4). Rather, the designer of a production control system can only be expected
to satisfy the following minimal requirements:

e The designer has an education in production or control engineering, but none in

computer science.
e The designer has only basic training in agent technology.

e The designer has no or little experience with agent-based development.

The methodology should thus enable a designer with a minimal qualification in agent
technology to derive an agent-based solution from the specification of a production
control problem (i.e., to transform the problem specification into an agent-based
solution). This transformation, however, must bridge the gap between the problem and
the solution domain. As Kaindl (1999) points out, objects of the problem domain are
inherently different to those of the solution domain. In the case of designing agent-
based production control systems, the objects of the problem domain are physical
components, such as machines and workpieces, whereas the solution domain consists
of software artefacts that are supposed to show autonomous and co-operative
behaviour. The difficulty of the design is thus the transition from the problem to the
solution objects (Kaindl 1999). Since this transition is accomplished by the creation of
models (see figure 3.1), the models must reflect this transition. In other words, each
model created must be somehow related to the previously created models such that any
new concepts are put into relation to previously introduced concepts. This is
particularly true for agent-criented concepts which are not part of the problem domain
(machines are not per se autonomous and co-operative entities!). Any agent-oriented
concepts must thus be introduced by relating these either to production or previously
introduced concepts. This translates, in turn, into the following requirement on the

design methodology:

e Model appropriateness. The models of a methodology should be clearly related to
the relevant concepts of the problem domain. The initial model should be based on
domain concepts and any new concepts should be related to those already
introduced. This applies in particular to the introduction of agent-oriented concepts.
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The appropriateness of the models used in a design process, however, is not sufficient
to enable a novice (in agent technology) to apply the methodology, because the designer
must also know Aow to instantiate the models for his particular design problem. This
instantiation is performed by the methods of the methodology — they tell the designer
how to parameterise the models (see figure 3.1). To support the designer in
parameterising the models, however, the methods must be sufficiently prescriptive —
otherwise it is left to the designer to decide how to actually instantiate the models. The
prescriptiveness of the methods is particularly important with respect to the agent-
oriented concepts. If the designer is not familiar with introducing or defining agents, he
will have difficulties to do so even if the methodology tells him that the next model to
be created should include agents: he will not know which agents to introduce. The
methods of the methodology therefore need to provide all the (agent-related) rationales
necessary to derive the agent-oriented design aspects. This translates into the second
requirement on the methodology:

e Method prescriptiveness. The methods of the methodology should be prescriptive
in the sense that they prescribe each step the designer has to go through, and for
each step clearly identify what the task of the designer is and — at least for any
agent-oriented design aspect — explain how the task should be performed.

A methodology fulfilling the above requirements will enable a designer with only
minimal qualification in agent technology to perform the design of agent-based
production control systems. The first requirement ensures that the designer understands
the links between the design problem and the models he is creating on behalf of the
methodology. He can start the design process by modelling the domain he is familiar
with, and any new model he is creating clearly identifies new concepts and explains
them in terms of the concepts already used. This straight transition between analysis
and design models allows the designer to incorporate more sophisticated agent concepts
into the control design despite his lack of training in agent technology. The second
requirement ensures that when the designer moves from one model to another he knows
how to perform this step. Either the methodology clearly identifies the required results
if the design step involves domain reasoning (it is assumed that the designer knows
how to perform domain reasoning)®, or the methodology provides all the design rules
that are necessary to perform the design step if it involves agent-related reasoning. The
latter ensures that the design process does not require experience in agent design (even

though experience is always beneficial).

Recently, there have been several attempts to provide frameworks for evaluating agent-
based design methodologies (O’Malley 2002, Cernuzzi 2002, Sturm 2003, Dam 2003),
mostly motivated by the diverse range of existing agent-oriented methodologies. These

$ It can be safely assumed that the designer knows how to perform domain reasoning, if he wants to
design a production control system. This work therefore focuses on the agent-oriented reasoning.

52



evaluation frameworks, however, are not applicable to the evaluation of agent-oriented
design methodologies for production control. First of all, all of the above frameworks
presuppose a specific agent or even multi-agent model. In particular, they evaluate to
what extent concepts such as beliefs, desires, intentions, roles, norms, organisational
relationships, and so on, are modelled. As shown in subsection 2.3.3, however, an
agent-based system may be successfully deployed with fewer or different concepts. The
frameworks are thus restricted to specialised agent-oriented approaches. Secondly, there
is as yet no consolidation between the evaluation frameworks. Each framework
proposes a different set of criteria, and, generally speaking, these criteria are not well
justified. It is therefore difficult to see which framework should be used and whether
this framework is really able to identify the “best” methodology. Given this fact, the
work described in this thesis focuses on the two criteria identified above, i.e., model
appropriateness and method prescriptiveness, since these criteria must be satisfied in

order for a methodology to be suitable.

To summarise, a methodology is suitable for the design of agent-based production
control systems if it fulfils the following requirements.

Requirement I:
It meets the definition of a methodology.

Requirement I1:
It is able to model the agent-oriented aspects of a production control system.

Requirement III:
Its models provide a straight and comprehensible transition from domain

concepts to the agent-based system (model appropriateness).

Requirement I'V:
The methodology provides all the necessary methods and criteria to perform
agent-related design decisions (method prescriptiveness).

To assess the suitability of existing methodologies for the design of agent-based
production control systems, the following review is performed in two steps. First, it is
assessed whether a methodology is generally suitable for the design of an agent-based
system (i.e., is it able to model agent-oriented concepts?). If yes, the methodology is
additionally assessed with respect to the above requirements of model appropriateness
and method prescriptiveness in order to determine its suitability for the design of an
agent-based production control system. To this end, the review will focus on two basic
aspects that are central to the design of agent-based systems: (i) the modelling and
identification of agents; and (ii) the identification and design of interactions between

the agents (see sections 2.2 and 2.3.4).

Even though chapter 2 has already shown that the requirements on future production
control will require an agent-oriented approach, the following review nevertheless starts
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with conventional approaches to software design. This is done for two reasons. First of
all, conventional approaches, in particular object-oriented approaches, are necessary to
understand the manufacturing control and some of the agent-oriented design
methodologies. And second, some aspects of structured and object-oriented approaches
have been incorporated into the DACS design methodology.

3.2 Data-oriented and structured design methodologies

The very first design methodologies developed in the 1970’s were based on the
contemporary programming concepts, namely data and functions. In order to create a
program design, these methodologies either started from the input and output data
(data-oriented methodologies) or from the functions necessary to process the data
(structured methodologies). Both classes of methodologies are shortly reviewed in the

following subsections.

3.2.1 Data-oriented methodologies

Jackson (1975) developed a data-oriented approach to designing functional pfograms,
i.e., programs which convert well-defined input data into the corresponding output data
as specified by the program function (Budgen 1994, p. 178). This design approach,
called the Jackson Structured Programming (JSP) method, starts with the data
structures of the program input and output and derives a hierarchical program structure
by first merging the input and output of the program into a common (hierarchical) data
structure. This common data structure is then transformed into a hierarchy of
programming instructions by assigning to each node of the program hierarchy the data
operations that are necessary to convert the input data of the node into the
corresponding output data (see figure 3.2). The motivation for this data-oriented
approach was to create a program whose internal structure reflects the structure of the
input and output data, because this structure was expected to change less frequently
than the programming instructions.
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Figure 3.2: Example of a Jackson Structured Diagram
with the data structures consumed (C) and produced (P) by each node
(Budgen 1994, p. 187).

In later work, Jackson and co-workers generalised JSP into an analysis and design
method, which was called the Jackson System Development (JSD) approach (Jackson
1983, Cameron 1986, Sutcliffe 1988). JSD shares with JSP the philosophy of deriving
the basic system structure from a model of the real world in order to reduce the effects
of environment changes on the program. The expressiveness of the real world model,
however, was significantly enhanced in JSD. Instead of modelling only functional tasks
transforming data structures, JSD starts with a model of ‘long-running’ interacting
concurrent processes performing actions in their environment and derives the functional
tasks of the desired system from this analysis model (Budgen 1994, p. 240). Because of
this increased emphasis on modelling, the development process in JSD is divided into
three main phases: “the Model phase, in which the model processes are selected and
defined, the Network phase in which the rest of the specification is developed, and the
Implementation phase in which the processes and their data are fitted on to the available
processors and memory” (Cameron 1986, p. 222). More specifically, the three
development phases consist of the following steps:

e Modelling phase: In this phase, the real world “entities and the actions they
perform or suffer” are identified (Jackson 1983, pp. 39). In order to express the
time-ordering of actions, processes (i.e., sequential sets of actions), are
“described by structure diagrams — tree structures whose leaves are the actions”
(Cameron 1986, p. 228). These structure diagrams allow sequence, iteration,
and selection of actions to be expressed.

e Network phase: The network phase elaborates the analysis model into a design
specification by identifying the external triggers to the system, linking the
processes that need to be executed upon the triggers, and determining the
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outputs that are to be generated in the particular situation (Cameron 1986, pp.
228, Budgen 1994, pp. 252). This phase may also specify the timing of the
processes by assigning priorities or specifying scheduling rules.

o Implementation phase: This phase finally focuses on data design, the
mapping of tasks onto available processors, and the actual scheduling of the
tasks.

Martin et al. also developed a data-oriented analysis and design methodology. This
methodology, though, focused on the modelling of an enterprise and its mapping onto a
(distributed) database (Martin 1989). The methodology therefore includes many
additional data representation forms, such as decomposition diagrams, dependency
diagrams, state-transition diagrams, and entity-relationship diagrams (Martin 1985), as
well as several business and data analysis methods (Martin 1989), but introduces no
additional methods for analysing or designing software. The applicability of the
methodology is thus restricted — as intended by the authors — to information

engineering.

3.2.2 Structured methodologies

In contrast to the bottom-up approach of data-oriented methodologies, structured
methodologies — in their original form — proposed a top-down functional decomposition
strategy for designing software (Budgen 1994, pp. 211). A typical representative of this
kind of methodology is the structured design (SD) approach, initially proposed by
Yourdon and Constantine (Yourdon 1979) — other examples are SSADM (Ashworth
1988) and SADT (Ross 1977, Ross 1977b) (SADT is discussed in subsection 3.4.1).
The basic idea of SD is to partition the computational system into black boxes, which
are organised in a hierarchy of control (see also (Page-Jones 1988)). The
modularization of the system is intended to lead to manageable and cost-minimal
systems. To assess the optimality of a modularization, Yourdon and Constantine
introduced the notions of coupling and cohesion. According to (Yourdon 1979),
coupling is “a measure of the strength of interconnection”, whereas cohesion is the
“intramodular functional relatedness” (p. 85 and 106). A system is considered to be
well designed if the cohesion is strong and the coupling is weak.

To arrive at a good “structured” design, Yourdon and Constantine propose two design
strategies: (i) transform analysis and (ii) transaction analysis. In the transform analysis,
the computational problem is first restated as a data flow diagram. The analysis then
identifies data flow elements which read, process, or write system data. These are —
depending on their position in the data flow diagram — organised into a hierarchical
structure chart which prescribes in which order subordinate modules are called (see
figure 3.3). The design is said to be completely factored if the actual processing of data
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is accomplished only by bottom-level modules in the structure chart. In the transaction
analysis, several transformation processes are organised into a single structure chart by
using a dispatcher at the highest level of the chart. The dispatcher chooses the
appropriate module to process the current transaction.

main

AR SN

module A module B module C
module A, module A, l module C, module C,

—p flow of control

Figure 3.3: An example of a structure chart.

SD was complemented by structured systems analysis (SSA) in order to provide a well-
structured input to the design process of SD (see for example (De Marco 1978, Gane
1979, Yourdon 1989)). As an analysis method, SSA is concerned with modelling the
problem-oriented aspects of the system to be developed and producing a functional
specification of what the system is supposed to do (Budgen 1994, p. 212). To create this
functional specification, SSA starts with modelling the desired system as a single entity
interfacing with its environment. This “context diagram” is then refined by expanding
the single entity “system” into a data flow diagram which models the necessary flow of
information through the system (Budgen 1994, p. 97). For the refinement step, SSA
basically proposes two alternative strategies ((Budgen 1994, p. 214), see also (Yourdon
1989)):

e Top-down functional decomposition: The system function is repeatedly divided
into sub-functions until a sub-function is considered sufficiently simple to be
specified.

e Event partitioning: The different threads of system actions associated with
external events are identified and represented as information flows in the data
flow diagram. These information flows are then either grouped to create the
overall system structure or further refined by the functional decomposition
strategy.

The resulting data flow diagram then represents the functional specification of the
system to be developed and is handed over to the SD phase. In addition to the data flow
diagram, the SSA may also produce data dictionaries, process specifications (structured
English, decision tables, or decision trees), and data store descriptions to complete the
functional specification.
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An important extension of SSA/SD for control applications was proposed by Gomaa
(1984) with the Design Approach for Real-Time Systems (DARTS). DARTS introduces
the concepts of concurrency and system states into the analysis and design process of
SSA/SD in order to meet the specific requirements of real-time systems. Concurrency is
introduced by separating the functions of the data flow diagrams into tasks which can
be executed concurrently. Criteria for separating tasks are the dependence on specific
I/O devices, time criticality, high computational requirements, or periodic execution,
while functions should be grouped into one task if they are functionally or temporally
cohesive. To design the concurrent tasks, DARTS extends SD in that the resulting
transaction dispatcher not only chooses the right function for some input data, but also
manages the corresponding system states and passes these to the function. Furthermore,
DARTS provides four communication interfaces to enable tasks to interact during
execution: message-based communication with/without a message queue, task
synchronisation through events, and a shared data repository.

3.2.3 Evaluation

Data-oriented and structured methodologies were the first systematic design
. methodologies to be proposed, and therefore represent important milestones for
software engineering. In particular, these methodologies defined models for capturing a
design, clearly separated analysis and design activities, and introduced design measures,
such as coupling and cohesion, in order to assess a design. Despite these achievements,
however, these methodologies are insufficient to design agent-based production control,
or even agent-based systems (see requirement II). The basic computational model of all
these methodologies is a hierarchically organised, functional program transforming a
distinct set of input data into the desired output data. Some methodologies, like JSD
and DARTS, do introduce distribution and concurrency into the computational model.
A node of the distributed system, however, is still a functional program, and the
communication between the nodes is modelled as pure message passing or shared data
access. The underlying computational model of the data-oriented and structured
methodologies is thus clearly inappropriate for modelling and designing the autonomy
and flexible interactions of agent-based systems — a deficit that is partly remedied by

object-oriented programming.

3.3 Object-oriented design methodologies

In many ways, object-oriented methodologies break with conventional approaches’ to
software development (Fichman 1992). This methodological revolution is caused by the

? The term conventional approaches or methodologies is used by object-oriented experts to refer to pre-
object-oriented work (as discussed in section 3.2).
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underlying object-oriented programming paradigm, which is characterised by four basic
concepts: object, class, inheritance, and method invocation (see for example (Korson
1990, Wirfs-Brock 1990)). Objects are the basic building blocks of an object-oriented
model or program. An object contains data and is associated with operations on this
data. In contrast to the programming concepts of data-oriented and structured
approaches, an object thus encapsulates both state and behaviour. A class defines a set
of objects with the same data structures and operations. By declaring data structures and
implementations of operations as private to a class, object-oriented programming
supports the design principle of information hiding. Inheritance, in turn, makes it
possible to derive the definition of a class from an existing class, and thus to re-use the
code of a class. The derived class inherits all data structures and operations, but may
alter or extend both. Finally, method invocation allows objects to interact. An object
can request a (public) operation from another object by sending it a message
corresponding to a call of this method. The receiving object then immediately executes
this request. As with conventional procedures or functions, the method simply returns
the result of a function or a notification upon termination. Method invocation can thus
be best characterised as client-server interaction (Wirfs-Brock 1990). The requesting
object is the client and the executing object is the server. The server always executes
the request and terminates the interaction after execution.

The object-oriented programming paradigm prompted the development of new analysis
and design methodologies because conventional methodologies were felt to be no
longer appropriate. This section therefore evaluates the main object-oriented design
methodologies with respect to the design of agent-based (production control) systems.

3.3.1 Object-Oriented Design and Object-Oriented Analysis and
Design

The methodologies Object-Oriented Design (OOD) proposed by Booch (1991) and
Object-Oriented Analysis and Design (OOAD) proposed by Coad and Yourdon (1991,
1991b) are both bottom-up design approaches that create an object-oriented system by
first identifying the objects (and the classes) of the system and then elaborating other
aspects of the design, such as inheritance or interaction. The OOD methodology of
Booch, for instance, consists of four major steps (pp. 190):

1. Identify classes and objects. Identify the key abstractions in the problem space
and label them as candidate classes and objects. To identify the key
abstractions, collect typical “objects”, such as (physical) things, people, roles,
events, and so on, from a description of the problem domain (pp. 141).

2. Identify the semantics of classes and objects. Establish the meaning of the
classes and objects by analysing “scripts” that define the life cycle of each
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object from creation to destruction. The result is captured in object and class
diagrams.

This step is also supposed to identify the mechanisms between the objects, i.e.,
the messages the objects should exchange to solve the system task. OOD,
though, does not specify how these interactions should be identified or
designed.

3. Identify relationships between classes and objects. Relationships can be either
inheritance or visibility between objects and classes.

4. Implement classes and objects.

Similarly to OOD, the OOAD methodology of Coad and Yourdon prescribes five major
steps to design the object-oriented system bottom-up from the objects and classes (p.
34):
1. Finding classes and objects. Find the key abstractions of the problem domain
(with basically the same methods as proposed by OOD).

2. Identify structures. Identify generalisation and specialisation relationships, in
particular inheritance and composition.

3. Identify subjects. Identify entities which are too large for objects (containing

several different object types).
4. Define attributes of objects.

5. Define services to other objects and specify the computation of a service.

With step 5, OOAD goes beyond OOD in that it explicitly identifies the services an
object should provide to other objects. In OOAD, services (and thus interactions) are
identified by looking at the computations an object is able to perform (and is thus able
to provide as a service) and the need of the other objects to receive this service in order
to fulfil their own computational tasks. Whenever such a link is identified, the
corresponding service, i.e., the object method interface, is specified.

During the design phase of OOAD, the analysis results are mapped onto a problem
domain, a human interaction, a task management, and a data management component,
and the results are modified according to implementation considerations, if necessary
(Coad 1991b).

3.3.2 Object Modelling Technique

The Object Modelling Technique (OMT) proposed by Rumbaugh et al. (1991) is an
elaborated object-oriented analysis and design methodology. It produces three models
which each capture a different view of the software system (pp. 17).
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o The object model describes the structure of objects in a system, in particular
their identity, their relationships to other objects, their attributes, and their
operations.

o The dynamic model describes those aspects of a system concerned with time
and the sequencing of operations, in particular events that mark changes,
sequences of events, states that define the context for events, and the
organisation of events and states.

e The functional model describes those aspects of a system concerned with
transformations of value, in particular functions, mappings, constraints, and
functional dependencies.

Each model is associated with a rich set of modelling tools in order to represent
different aspects of object-oriented systems: (i) the object model consists of object and
class diagrams with attributes, operations, links between objects/classes, link attributes,
roles, aggregation, multiple inheritance, modules, meta-data, and constraints (on objects
and classes); (ii) the dynamic model consists of (nested) stafe diagrams with events,
conditions, actions, and concurrency; and (iii) the functional model consists of data
flow diagrams with processes, data flows, actors, data stores, and control flows.

To derive the different models, OMT proposes an analysis phase with a sequence of
steps for each model (pp. 148). For the object modelling, potential objects are identified
through a linguistic analysis of the problem statement (i.e., by listing the nouns found in
the written description of the problem). For the dynamic modelling, the interactions
between objects are identified through the analysis of typical scenarios in which the
object-oriented system is used. In this analysis, the external events received by the
system are traced through the objects in order to determine which object needs to pass
or request information from another object. Finally for the functional modelling, the
required computations of each object are specified.

After the analysis phase, details of the implementation are determined (this phase is
called design in OMT). The design includes, among other things, the organisation of the
system into subsystems, the identification of concurrency, the allocation of subsystems
to processors, and the implementation of each object (p. 199).

3.3.3 Hierarchical Object-Oriented Design

In contrast to the previously discussed object-oriented methodologies, the Hierarchical
Object-Oriented Design (HOOD) method proposed by Robinson (1992) takes a
hierarchical, top-down approach to the design of object-oriented systems. The method
starts with a specification of the program to be developed, regarded as the root object,
and successively decomposes an object of level i into a set of child objects at level
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i+1 until an object is marked as a ferminal object. The result of this design method is a
design tree with the root object as the root of the tree and terminal objects as the leaves.

Each design step leading to the introduction of a new level of the design tree is
structured into four phases (pp. 14):

1. Problem definition: The context of the object to be refined is stated, with the
goal of organising and structuring the data from the requirement analysis phase.

2. Development of solution strategy: The outline solution of the problem stated
above is described in terms of objects at a high level of abstraction.

Formalisation of the strategy: The objects and their associated operations are

(V8]

defined. This phase has five sub-phases:
a) Object identification

b) Operation identification

c) Grouping of objects and operations
d) Graphical description

e) Justification of design decisions

4. Formalisation of the solution: The solution is formalised through the formal
definition of provided object interfaces and the formal definition of object and

operation control structures.

The identification of objects and operations in phase 3 is based on a linguistic analysis
of the requirements specification, as in most other object-oriented methodologies.
Candidate objects are identified by looking at the nouns and noun phrases, and possible
operations are identified by examining the verbs of the specification. An alternative
approach is proposed if the specification is given in terms of data flow diagrams. In this
case, objects are identified in the data flow diagram by grouping either external
interfaces or internal data stores with the corresponding data flows.

For the specification of the resulting design, HOOD provides an object description
skeleton covering interfaces, data flows and control structures; a class skeleton; and a

diagram representing “include” relationships.

3.3.4 Responsibility Driven Design

Wirfs-Brock, Wilkerson, and Wiener (1990) propose a design process on the basis of
the concepts responsibility and collaboration, called Responsibility Driven Design
(RDD). An object is said to be responsible for providing its service, i.e., its operations,
to any object which may request it. A collaboration is said to be present when an object
requests a service from another object; two collaborating objects are said to have a
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service contract. On the basis of this terminology, RDD suggests three initial steps in
the design process (p. 29):

1. Find the classes of the system (through a linguistic analysis of the requirements
specification).

2. Determine what operations each class is responsible for performing, and what
knowledge it should maintain (by analysing typical scenarios).

3. Determine the way in which objects collaborate with other objects in order to
discharge their responsibilities (by identifying operations an object is unable to
perform on its own and the corresponding objects that can provide the missing
knowledge or capabilities).

To support the design process, the methodology provides schemata for recording class
responsibilities and collaborations, as well as graphs for defining inheritance
hierarchies, visualising collaborations, and defining subsystems. In later steps of the
design, Wirfs-Brock et al. also talk of protocols between objects. Protocols, however,

only define the specific signatures for method invocation.

3.3.5 Evaluation of object-oriented methodologies

Because of the encapsulation of both state and behaviour in a single object, the object-
oriented approach provides a more powerful model for capturing the characteristics of
real-world domains than conventional approaches (Johnson 2000). This model,
however, still misses many essential aspects of domains which consist of interacting
agents. Jennings points out that (i) objects are generally passive in nature; (ii) objects
do not encapsulate behaviour activation; (iii) object-oriented concepts and mechanisms
are too fine-grained to model complex systems; and (iv) object-oriented approaches
provide only minimal support for structuring organisations (Jennings 2001, p. 39; see
also Wooldridge 1997). On the contrary, agents are conceptualised in terms of goals,
high-level interactions, and organisational relationships: (i) agents pro-actively follow
their own goals and decide autonomously what to do and with whom to co-operate; (ii)
they are able to initiate and execute interactions with other agents that were not
foreseen at design time; and finally (iii) agents are able to take into account and also to
adapt their organisational relationships (Jennings 2000, pp. 280). Objects are thus an
inappropriate. concept for modelling interacting agents (Booch 1994, Wooldridge
1997). These limitations of objects are only partly remedied by concurrent objects
(Agha 1990) which only add pro-activeness to the objects without addressing the other
limitations (Wooldridge 1997).

Because of the general limitations of objects to capture essential features of agents, the
object-oriented approach falls equally short to model the production control systems
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envisioned in section 2.3. Production control agents are assigned production goals, such
as bringing a workpiece into a specified product state, and must autonomously decide
how to achieve this goal state irrespective of the current situation in the production
system. To achieve these goals, the production control agents must flexibly interact
with other agents of the production system either to use their services, such as
processing and transportation, or to avoid conflicts with other independently pursued
goals. In doing so, the agents may have to form teams or other kinds of organisational
structures in order to create an overall coherent system behaviour.

The general inability of the underlying programming concepts to model agent-oriented
aspects also makes the associated design methodologies inappropriate for designing
agent-based (production cohtrol) systems. At first glance, identifying “objects” and
their interactions is the same design task that is necessary for agent-based systems. But
the tools for identifying objects and their interactions miss many aspects of agents and
thus lead to a wrong design for agent-based systems. Object-oriented methodologies
identify objects either through the identification of key abstractions (OOD, OOAD), or
a linguistic case analysis of the problem description (OMT, HOOD). Interactions, in
turn, are identified through an analysis of the relationships of objects (OOD), through
the definition of services (OOAD, RDD), through the analysis of typical scenarios
(OMT), or through a linguistic case analysis (HOOD). These identification techniques
are clearly insufficient for agent-based systems. First of all, these techniques may
identify too many objects which are not agents. Many entities in a production system
are relevant to the control system, but only a few are able to make decisions about the
course of the production process. Secondly, these techniques may even fail to identify
necessary agents. Instead of identifying an agent, the identification step may find
objects which are part of the agent or overlap with it because of common data
structures. Finally, even though some methodologies identify services or patterns of co-
operation among objects, the modelling tools do not provide sufficient support for
modelling complex multi-stage interactions. For interaction modelling, the
methodologies only provide use-relationships, message connections, or event and state
diagrams, but no means to model purpose, reasoning, or flexibility of agent interactions
(see section 2.2). This overall critique equally applies to more recent object-oriented
design methodologies, such as Fusion (Coleman 1994) or OPM (Dori 2002).

The use of an agent-oriented terminology in some methodologies does not remedy these
limitations. The anthropomorphic approach of RDD to design, for instance, can only be
viewed as “an aid to conceptualization” (Wirfs-Brock 1990, p. 7). A close examination
of the concepts reveals that the terms “responsibility” and “collaboration” are merely
metaphors for ordinary object-oriented concepts, like public methods and method
invocation. Similarly, the term “protocol” is equated with method signature. Even
though the metaphors may be helpful in ordinary object-oriented design, they are
misleading in the design of an agent-based system, as these terms have a different
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meaning in agent technology. Deprived of the metaphoric terms, the RDD methodology
operates on the same level of abstraction as other object-oriented methodologies. The
basic building block is an object which encapsulates information and operations, and
objects interact through method invocation. The critique put forward above therefore
equally applies to this methodology.

All in all, despite the prescriptiveness of the methodologiesvfrom the object-oriented
point of view and the agent-like terminology in some of the methodologies, object-
oriented methodologies fail to adequately model agent-oriented concepts and to provide
the rationales related to an appropriate agent-oriented design. The object-oriented
methodologies are therefore not only inappropriate because of their underlying model,
but are also insufficiently prescriptive for designing agent-based systems.

Despite their limitations with respect to agent-oriented design, object-oriented
methodologies, however, have made their contribution to the state-of-the-art in
designing software systems. Object-oriented methodologies start by identifying the
entities of the domain and transforming these into analysis and design objects. Object-
oriented methodologies thus provide a more natural and appropriate design process than
earlier methodologies. In conjunction with the encapsulation of state and behaviour,
object-oriented methodologies have also clearly separated the design of the objects (and
their functions) from the design of the interactions between the objects. These two
important improvements should therefore be honoured in an agent-oriented design

approach.

3.4 Manufacturing control design methodologies

The general software design methodologies discussed in the previous sections should in
principle be also applicable to designing manufacturing control systems as these are
basically software systems. Manufacturing control, however, exhibits some peculiarities
that require special attention during the design process (Parunak 1987). In particular,
the software system to be developed is always supposed to control a physical system,
namely the manufacturing system (cf. figure 2.5). The control system must therefore
have interfaces for sensing and acting in this physical system, and these control
interfaces must be served in (soft) real-time because the processes behind these
interfaces have their own physical dynamics. Moreover, a control system must take into
account the fact that physical actions may fail or unexpected events may occur.
Basically, control software must meet the requirements discussed in subsection 2.1.4.
To address the above peculiarities of control software, manufacturing research has
therefore developed methodologies tailored to the development of manufacturing
control systems. Most of these methodologies, though, are concerned with modelling
and specifying the control system (see for example (Castillo 2002, Booth 1998)). This
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section will therefore review only those methodologies that cover at least some aspects
of the design of control systems.

3.4.1 SADT/IDEF-based design of manufacturing systems

The Structured Analysis and Design Technigue (SADT), originally developed for
software systems (Ross 1977, Ross 1977b), has repeatedly been used to model
manufacturing systems. SADT is a structured analysis methodology that follows a
functional decomposition strategy in order to create a hierarchical model of the system
to be designed (Budgen 1994). The basic building block of this model is a black box
representing an operation or function of the system. This operational box has four types
of interfaces that are distinguished graphically: (i) inputs to the operation are shown
entering on the left side; (ii) control flows are shown at the top; (iii) outputs emerge on
the right side; and (iv) mechanisms, such as tools, are provided at the bottom (see figure
3.4).

controls
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Figure 3.4: The SADT box representing an operation.

Different operations are combined by linking their interfaces in a diagram (see figure
3.5). A link, though, does not necessarily imply a flow of material or information. It
only states that there is a dependency between the operations, and thus the goal
operation of the link is constrained by the source of the link. Furthermore, an operation
can be refined by creating a new diagram representing the “parent box”. For the new
diagram, the set of external interfaces must be identical to those of the parent box. This
refinement mechanism allows a hierarchy of diagrams to be created with the top
diagram representing the system to be developed and the main steps of the SADT
methodology are actually concerned with creating this hierarchy of operations (Budgen
1994). Strictly speaking, SADT is thus only a specification and not a design
methodology, as its name suggests.
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Figure 3.5: An SADT functional network.

SADT was adopted in the 1970s by the Integrated Computer Aided Manufacturing
Definition (IDEF) initiative as the standard IDEF0 for modelling the functions of a
manufacturing system (Bravoco 1985). Since then, both SADT and IDEFO0 have been
used in several methodologies for designing manufacturing (control) systems. One such
example of a design methodology for control systems employing SADT is the
methodology for designing logic controllers proposed by Zaytoon (1996) (see also
subsection 3.5.2 for other SADT/IDEF0-based methodologies). This design
methodology integrates SADT with Petri Nets and Grafcets'® by transforming an SADT
design into a Petri net and then into a set of Grafcets programs for the local controllers.
To achieve this transformation, Zaytoon defines a set of temporal relationships for
synchronising the control operations which are added to the initial SADT design of the
control system. Once added, the augmented SADT design can be automatically
transformed into a Petri net that executes the control operations in the same order as
specified by the temporal relationships. The advantage of the Petri net representation is
that certain properties of the system behaviour can be verified automatically. After
verification, the Petri net is again converted automatically into a set of Grafcet
skeletons which then must be filled with Grafcet commands specifying the actual

control steps.

The strength of the methodology proposed by Zaytoon is certainly the verification step
and the matching onto a programming language for logic controllers. Just like SADT,
however, this methodology does not provide any techniques for creating the initial
control design. For the initial design, Zaytoon relies completely on SADT which, as
pointed out above, is only a specification methodology. Neither SADT nor the
methodology of Zaytoon specify how to identify the necessary control operations, how
to structure these into a functional hierarchy or map these onto a set of local controllers,
and how to identify and design the interactions of these controllers. Zaytoon does

' Grafcet is a controller programming language.
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define a set of temporal relationships for synchronising the control operations. His
methodology, though, does not provide any criteria for when and where to add these
relationships to the design model.

3.4.2 Modelling control with discrete event systems

Fanti et al. (1996) provide a modelling framework for designing generic control
software of flexible manufacturing systems, with the focus on the job release and
material flow decisions. The model is based on the theory of discrete event systems
(Zeigler 1984) and essentially captures the entities of the manufacturing system
(resources, operations, and jobs), the associations between these entities (static and
dynamic relations specifying the configuration of the manufacturing system and its state
changes), and in particular the decision rules necessary to control the flow of material in
the manufacturing system. This model, however, is only a basic architecture for generic
control software which must be instantiated for a given manufacturing system by
specifying the actual decision rules with which the manufacturing system should be
controlled. And just like the SADT-based methodologies, the framework of Fanti et al.
does not provide any techniques for identifying the necessary control rules.
Furthermore, the envisioned (generic) control system is centralised. It consists only of a
knowledge base capturing the system’s state, one job release manager and one job flow
manager. The modelling framework is thus not even able to model the distributed
nature of agent-based control systems.

3.4.3 Petri net-based methodologies

A third common formalism to model and design control systems are Petri nets. A Petri
net is a directed graph whose nodes are either places or transitions (Murata 1989).
Places are able to hold tokens, while transitions move tokens from the input places to
the output places of the transition once all input places are occupied by a token. An
example of a Petri net controlling a simple manufacturing workcell with two machines
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