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A series of simulations of the Syrian hamster prion protein and three point mutated variants 

thereof are presented. These simulations are analysed using root mean square deviations, dy-

namical cross correlation maps, secondary structure versus time plots and hydrogen bonding 

profiles. The results of these analyses are discussed. A problem idendhed during the inter-

pretation of the prion protein tr^ectories was the lack of sufficiently subtle analysis tools. To 

remedy this, the recently proposed HUbert Huang Transform (HHT) method was considered 

as a basis for the development of new techniques. The HHT is examined in depth, some 

improvements to it are proposed, and a number of issues with its use and interpretation are 

identified. A set of new analysis tools based on the HHT and wavelet methods are then pro-

posed, and these are tested on a set of dihydrofolate reductase simulations performed by other 

workers. The results are encouraging and a series of proposals for future research work based 

on the findings are made. 
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Chapter 1 

Introduction 

All living things depend on the correct functioning of many different types of protein molecules. 

These proteins may be structural, such as keratin, or catalytic, such as protease enzymes. Bio-

chemists have discovered much about the properties and actions of these molecules, but one 

of the principal unsolved problems in the held is the relationship between their functions and 

their dynamical properties.^ In the few cases where detailed information is available, the link 

between the two is clear though. For example, the active sites of many enzymes are obscured 

from the solvent by the fold of the protein for much of the time, and substrates can gain access 

only after a large scale conformational rearrangement has taken place.^ Also, many proteins 

form amy/okf filaments under certain conditions, and this disease-associated process is known 

to be accompanied by a significant change in secondary structural content.^ 

The principal reason that the relationship between function and dynamics is very diffi-

cult to resolve for specific cases, and more general conclusions have proven difficult to draw, 

is that the experimental tools for gathering dynamical data are currently in a primitive state 

of development. An alternative means of gathering data on these phenomena is available 

though: computer simulation. Wisely conceived computer simulations of the dynamics of 

protein molecules, carefully validated with experimental data, can give useful results that are 

currently difficult or impossible to obtain by other means. An example of where this has 

proven to be the case is the enzyme (AChE), entry and exit to and from 

the active site of which is controlled by a pair of protein 'gates'.'^ The catalytic process 
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could only be fully appreciated once the molecular dynamics were understood, and the gating 

mechanism was Anally resolved using computer simulation studies.^ A second example is the 

cytochrome P450 family of enzymes, whose active sites appear to be occluded in experimen-

tally determined structures. The dynamical process by which substrates can gain entry was 

again resolved by carefully validated molecular dynamics computer simulations.^ 

Computer simulations have then, on many occasions, proved invaluable to an understand-

ing of protein mechanism. However, there is still much work to be done in this area to improve 

the methods used. One area of particular concern is the analysis and interpretation of the raw 

data obtained from simulations. 

In this thesis simulations of the pnoM protein molecule have been run in an attempt to gain 

understanding of the dynamics of the molecule in solution and the effects on these dynam-

ics of a pair of point mutations associated with specific disease states. While the simulated 

molecules clearly exhibit significant differences in their dynamics, the exact nature of these 

changes was found to be very difhcult to analyse constructively with the tools currently avail-

able. Although many analysis techniques were tried, forming a clear picture of the differences 

in behaviour proved highly problematic. A key problem identified was that the techniques 

were all dependent on simultaneous visualisation of the protein tr^ectory for correct inter-

pretation. This proved particularly true for corrgZar/oM (DCCMs), a 

further problem with which was their sensitive dependence on the fitting strategy used. In 

interpreting these data it proved difficult to exclude an element of subjectivity. 

A very new analysis method was therefore identified, the Tfwang (HHT), 

which is related to the Fourier and wavelet methods, as an avenue of research. The properties 

of this method were investigated, along with whether it might be improved, and how it might 

be employed in the analysis of protein molecular dynamics simulation data. A number of new 

techniques using the HHT were developed, and tested on a set of simulation data obtained by 

other workers on the enzyme (DHFR). 

In Chapter 2 the molecular dynamics simulation method is discussed, along vvith the tech-

niques currently used to analyse the simulation data obtained. In Chapter 3 the setting up, 
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execution and analysis of a sehes of simulations of the Syrian hamster prion protein are de-

scribed. In Chapter 4 the mathematical background to the HHT method, the claims made 

about it, and some of the work that has been done using it to date are outlined. In Chapter 

5 a number of tests of the method and comparisons of it to the related Fourier and wavelet 

transforms are described. Several means by which the method might be improved are also 

investigated. In Chapter 6 a number of new methods that make use of the HHT and wavelet 

transforms are presented, and the results of applying these to DHFR are reported. Finally, in 

Chapter 7 the results of the earlier chapters are drawn together, the advantages and disadvan-

tages of the various methods investigated are discussed, and suggestions for future work are 

made. 
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Chapter 2 

Chemistry and Computers 

Chemists have been simulating the behaviour of molecular systems on electronic computers 

since the early 1950s7 The methods of using automatic calculating machinery to integrate 

the equations of motion for a large number of particles and study the properties of the resul-

tant ensemble of system states have been in development since the late 1950s. As computer 

speed and memory capacities have increased and their prices fallen, the size of the systems 

that chemists have attempted to tackle, and the complexity of the theoretical models used, 

have risen. In the late 1970s it became practical to simulate protein systems,^ and among 

the insights obtained from doing so was the cn'oca/ importance of a protein's flexibility and 

dynamics to its biological function. Detailed information on this is difficult to obtain directly 

from experiments, and this reinforces the practical significance of computer simulation as a 

scientific tool in this area. 

In addition to molecular dynamics simulations, computers can be used as a tool to process 

and graphicaUy visuahse the three dimensional structures of biomolecules. Protein 'secondary 

structures', the patterns of electric charge, hydrophilicity and hydrophobicity on their surfaces 

and in their active sites can all be examined easily on a computer display unit. The plastic and 

wire models of the late Max Perutz and other pioneers of crystallography have long since 

given way to databases containing vast numbers of structures^ and a plethora of computer 

programs^^'^^ that enable the researcher to create and manipulate representations of these 

structures in a fashion limited by imagination and video display technology (though both 
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these org serious limitations). 

In the last thirty years, and particularly in the last ten, a third series of computer ap-

plications have been developed based on the global communication network known as the 

'internet'. More or less every pubhshed chemical structure obtained by X-ray crystallogra-

phy or nuclear magnetic resonance (NMR) is now routinely deposited in one or more online 

databases.^ These databases can be rapidly and automatically searched in a very sophisticated 

fashion by researchers around the world, and this direct access to a vast body of experimental 

results has itself proven valuable as a new way to conduct research. A further use of the inter-

net that arose within the first few years of the twenty first century is the large scale publication 

of scientific papers in electronic formats, and the indices, databases and search tools that can 

rapidly and trivially harvest them.^^ 

The current work presented here is concerned with the analysis of molecular dynamics 

(MD) simulations using electronic computers. This chapter gives an overview of the simu-

lation method itself, and also the methods used to extract information from the trajectories 

generated. 

2.1 Molecular Dynamics Simulations 

The computer simulation of molecular dynamics is a large and growing field and a compre-

hensive review of it is beyond the scope of the current work; more detailed information can 

be found elsewhere. Only the basics will be covered here. 

In a molecular dynamics simulation the physics of a chemical system is approximated by 

a Newtonian model.^ The motions of the model are integrated in a stepwise manner, creating 

a series of frames whose statistics correspond to one or another thermodynamic ensemble. At 

each step of the simulation accelerations are calculated from a force equation whose terms 

are parameterised to give good agreement with particular experimental quantities.^ To speed 

the calculation of nonbonded interactions, various techniques are often used, such as distance 

based cutoffs or an inverse space (Ewald) summation; to maximise the timestep that may 

be employed, the lengths of bonds to light (hydrogen) atoms are usually constrained, often 
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using the SHAKE '̂̂  algorithm or similar. The ensemble from which the frames are sampled 

depends is determined by whether a thermostat and barostat are applied. 

A common method with which the equations of motion are integrated is the 

algorithm;^ this is the method in the program^^ that was used for the calculation of the 

prion simulation. In this approach, accelerations and positions are calculated for each timestep 

f, but velocity values are calculated for points halfway between timesteps. The equations 

solved are 

x(f + Af) = x(f) + Afv(f + ^Ar) (2.1) 

v(r + ^Ar) = v(f —-Af)+Ara(f) (2.2) 

where x is the vector of atomic cartesian coordinates, v the vector of velocities and a the 

vector of accelerations. 

The timestep used in a simulation is hmited by the requirement for energy to be conserved 

and accurate dynamics recovered. An overlong timestep results in the approximadon that 

force is constant over the timestep to fail, causing numerical instability. Numerous methods 

have been devised to solve this problem by constraining the lengths of certain bonds (usually 

the bonds between hydrogen and heavy atoms). The method used in both the prion and DHFR 

simulations is called SHAKE. In it, extra coMjrromf forces directed along the bonds of 

interest are calculated such as to ensure the bond length remains constant at each integration 

step. To ensure aU constraints are simultaneously satisfied the procedure is iterated untU the 

errors are within a specified tolerance. 

The forces at each step of an MD simulation are calculated from a potential energy func-

tion specific to the type of force field in use. Most force fields have a fairly similar functional 
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form resembling the following 
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where K(x) denotes ± e potential at coordinates x; the A:, are force constants of ± e force Geld; 

8; and (O; are bond lengths, angles and torsions respectively; and 8,(0) are equilibrium 

points from which the bond lengths and angles are measured; My is ± e multiphcity of the 

torsional term and (|) a phase offset; E/j and C;y are parameters of the Lennard-Jones potential; 

ny denotes the distance between the pair of atoms and y, and g'; and the charges on those 

atoms; TV is the number of atoms in the system and Go is the permittivity of Aee space. 

The force field parameters used in the above equation are developed to obtain empirically 

correct results for some particular class of systems. There is no universally applicable 'correct' 

force field, only force fields parameterised correctly for one type of simulation or another. For 

example, the AMBER^^ force field used in the prion simulations was developed specifically 

for modelling proteins. Other force fields have been developed for modelling hydrocarbons,^^ 

for example. Owing to the sparsity of experimental data on many of the parameters required 

for a force field, many are parameterised using quantum mechanical simulations. 

2.2 lY^ajectory Analysis Methods 

Once a simulation has been performed, the data must be analysed. This may serve a number 

of purposes. First, the simulation must be checked for stability and correctness and second, 

thermodynamic and structural properties may be required from the results. If the simulation 

is of a protein system, a variety of techniques may be brought into play. Root mean square 

deviations (RMSDs) yield information on the flexibility of regions of the protein, and the rate 

of divergence of the structure from its initial conformation (usually obtained from experimen-

27 



tal results). The trajectory may be directly visualised as an animation on a computer screen 

in a number of wayŝ "̂ '̂ ^ and secondary structure determining algorithms^^ can be used on 

a frame-by-frame basis to give an indication of structural rearrangements.^^ More detailed 

examination of the dynamics can be obtained by covariance analysis techniques that indicate 

which parts of the protein have correlated mot ions .For some systems it also makes sense to 

use one or other of a pair of mathematically related techniques that seek to obtain geometric 

descriptions of the key motions present in a simulation^ ̂  (or even from a static minimised 

structure, given a force Aeld). 

This section will describe some of the methods outlined above. 

2.2.1 Simulation Stability 

Simulation Energies and Temperatures 

The first and most obvious method for determining whether a simulation in the NVE ensemble 

is showing correct dynamics, and verifying the implementation and setup of the program 

and force field, is to verify that the energy is conserved as it should be. A simple plot of 

total energy against time should show little, if any, increase in energy over the course of the 

simulation. If there an increase in energy, this is an indicator that something is going wrong 

(commonly the stepsize is too large). When simulating in ensembles where temperature is 

being controlled, it is sensible to check that the solvent and solute equilibrate to the same 

temperature; if this is not the case, the use of a dual-scaling thermostat is indicated.^^ The 

calculation of temperature wiU be described in Subsection 2.2.2. 

Box Sizes 

In systems where a barostat is applied, it is usual to verify that the dimensions of the simulation 

box remain approximately constant over the course of the simulation. This can be achieved 

by a simple plot of the lengths of the simulation cell sizes versus time. 
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2.2.2 Thermodynamic Properties 

A variety of thermodynamic properties may be obtained from the ensemble of configurations 

generated during a molecular dynamics simulation. Some of these are described below. 

Temperature 

Each degree of freedom of a molecular system has, on average, of energy, where % 

is the Boltzmann constant and 7 the temperature. Half of this energy is kinetic and half 

potential, and so we may define temperature as 

where the average is taken over the ensemble of configurations in the simulation, D is the 

number of cartesian degrees of freedom in the system (generally 3 times the number of atoms) 

and C the number of constraints in the system. 

Pressure 

Pressure can be defined and calculated in a number of ways,^ one of which is as follows. If 

we define an intermolecular virial function as 

c-5) 
;=1 ;<! 

where (and y are indices over the atoms in each molecule, v(r) is the potential energy of the 

atom pair and r the distance between them, then we may define an 'instantaneous pressure' as 

+ y (2.6) 

where 7 is the instantaneous temperature and y is the volume of the system. The average ( f ) 

should then converge on the correct pressure of the system. 
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Autocorrelation 

A normalised time autocorrelation function'^ of some property obtained from a simulation 

describes how the system's 'memory' of that property decays over time. A common property 

studied with this technique is velocity; velocity autocorrelation functions describe how rapidly 

the direction of travel of the particles in a system becomes randomised. They can be calculated 

as follows 

(2.7) 

where is the number of atoms; V((̂ ) is the velocity of atom / at time f and - is the inner 

product. The rate at which C(f) decays to 0 indicates how long the 'memory' of the system 

for velocity is. In some cases, this correlation coefficient may be negative at certain times, 

showing that the velocities of the system's particles can become anticorrelated over certain 

time periods. This has been explained^^ as resulting from a 'caging' effect: the particles of a 

simulated liquid rebound off nearby particles after moving only a short and roughly constant 

distance. 

Diffusion coefficients may be calculated^ for a simulation from the time integral of the 

velocity autocorrelation function 

1 
D = - y (2.8) 

where is the ensemble average of the velocity autocorrelation function. Systems which 

lose their velocity 'memory' very quickly—whose motions rapidly become randomised—will 

have small values of D, indicating a slow rate of diffusion. 

Radial Distribution 

To obtain a portrait of the structure of a simulated liquid, a g(r) 

may be calculated. This is usually obtained by taking a histogram of the distances between 
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every pair of molecules in the system within some cutoff range of one another. In principle 

y / TV AT \ 
= Z 5 ( r - n y ) \ (2.9) 

where F is the system volume, the number of molecules and ny the distance between 

molecules and / The term 6(r — is a delta function equal to 1 where the difference 

between r and fy is zero—this counts up the number of molecule pairs which are at the given 

distance r. In practice, g(/-) is calculated by binning molecular distances to form a histogram. 

Essentially, this function gives the probability of finding a pair of molecules at a particular 

distance from one another. For an atomic liquid (where orientational effects need not be taken 

into account), g(r) wUl typically contain a series of peaks and troughs at short distances that 

decay to a constant value of unity at long range (showing that no longer range order is present). 

2.2.3 Root Mean Square Deviation 

To verify the stability of a protein molecular dynamics simulation, and verify the attainment of 

thermodynamic equilibrium, RMSD values are commonly calculated. To do this, aU or part of 

the protein molecule is^ffg^f to a reference structure—that is, the structure under consideration 

is translated and rotated such that the RMSD value calculated between it and the reference is 

minimised. A good value for a fairly rigid system is of the order g A on the backbone atoms. 

Fitting Methods 

The fitting strategy employed depends on the type of property to be calculated and also on the 

nature of the protein molecule. In particular, very flexible regions of proteins are sometimes 

excluded from the fitting as their large movements over the course of a simulation would 

harm the fit achieved and so bias the results obtained. If the divergence of the protein 

from its initial conformation during the course of the simulation is to be studied, each frame 

of the molecule would be individually fitted to the first frame, and a single RMSD value 

obtained for the entire structure taking into account either all the atoms, or possibly just the 
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backbone. Where information on the relative mobility of the individual parts of the molecule 

is of interest, one strategy that may be used is to again At each frame of the simulation to 

either the Grst structure or a mean structure, but then calculate the RMSD of the backbone 

atoms of each residue individually; the average RMSD of each residue over the course of the 

simulation is then taken as a measure of the amount of motion in that region of the molecule. 

In any case, the Atting strategy used should always be stated. 

Trajectory Divergence 

Divergence of a simulation trajectory from its initial state is commonly used as a measure of 

both the stability of the simulation and the achievement of an equilibrium state. If the RMSD 

of simulation frames grows strongly throughout the entire simulation, the structure may be 

unravelling, perhaps due to incorrect simulation set up (incorrect treatment of electrostatics, 

for example). A significant leap at the start of a simulation, converging to a relatively static 

state is characteristic of a correct simulation, though: the system relaxing from the initial state 

(usually obtained from experimental data) to converge on a more or less stable equilibrium 

structure. 

Chain Flexibility 

RMSD values calculated on a residue by residue basis are often used to characterise the rela-

tive mobility of the different parts of a polypeptide chain. Highly structured parts of a protein, 

particularly sheets and helices, tend to be quite rigid; unstructured loop regions tend to move 

much more. Although one might intuitively expect loop regions with unstable structures to 

have relatively httle evolutionary purpose in enzyme dynamics and be quite uninteresting, this 

is not the case. It has been observed for many enzymes including dihydrofolate reductase that 

such loops are often present near to active sites and their motions are vital to the catalytic 

process.^^ RMSD values can help pinpoint which parts of a protein are mobile in solution. 
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2.2.4 Direct Visualisation 

Since the emergence of graphical workstation computers, direct visualisation of three dimen-

sional protein structure has come to widespread use in both industry and academia. Princi-

pal applications are the inspection of static structures determined by X-ray crystallography 

or NMR, visualisation of properties derived from these structures, such as the electric field 

contours in the nearby space of the protein, and of course viewing of calculated dynamics 

trajectories. 

There are a number of standard representations for proteins, many of which reflect the 

plastic 'kits' used in teaching basic chemistry (CPK, etc). A small number of more sophis-

ticated representations have also been devised to represent secondary structure in abstract 

cartoon forms.^^'^°'^^ Beyond this, there has been relatively little innovation, particularly in 

representations of dynamical properties (although the Oak Ridge thermal ellipsoid program^'^ 

(ORTEP) plots common in X-ray crystallography are noteworthy). This scarcity of useful 

representations would seem to be more a failure of imagination than a failure of technical 

capability. 

2.2.5 Secondary Structure 

When crystallographers first began to obtain the structures of protein molecules, one of the 

first things they found was that a number of structural elements were ubiquitous. Foremost 

among these are the oc-helix and P-sheet structures, but there are others. These elements are 

defined in terms of repetitive features of the protein backbone. In the late 1970s an algorithm 

was developed for categorising secondary structure automatically, similar to the way an expe-

rienced crystaUographer would do so. This algorithm, commonly referred to as DSSP^^ has 

come into very conmion use, becoming something of a standard. 

There are two common uses for this algorithm. First, the determination of secondary struc-

ture for static protein structures, particularly helpful for computer visualisation approaches 

such as those described in Subsection 2.2.4. Second, the automatic processing of an MD sim-

ulation to uncover the stability of these structural elements over the course of the trajectory. 
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In this approach the algorithm is fed each of the simulation frames in turn and the element 

type of each residue's backbone is determined. These are then plotted on a graph with time 

along one axis, residue number along the other, and secondary structure indicated by a colour 

code. An example of this can be found in Figure 3.4. Further discussion of the interpretation 

of such graphs can also be found in Chapter 3. 

2.2.6 Dynamical Correlation 

The motions of different parts of a protein structure may be correlated with each other. A pair 

of related techniques have been devised for observing this. 

Covariance Maps 

Consider a pair of atoms in an MD simulation. The motions of the atoms about their mean 

coordinates can be compared. If both atoms have a tendency to move in a given direction 

at the same time they are said to be positively correlated; if they tend to move in opposite 

directions, negatively correlated. A matrbt of covariances can be obtained, each element of 

which is derived by taking the three coordinates of each atom in the pair with respect to their 

mean values, and summing the product of each coordinate with that of the other member of 

the pair. 
N 

(2.10) 
M=0 

where is the matrix element for cartesian degrees of Aeedom (f, and (f;, and is the number 

of simulation frames. If there are A atoms in the simulation, there will be elements in the 

matrix. 

The drawback with such covariance maps is that for systems with more than a handful 

of atoms they are very difficult to read. It is hard to interpret the nine elements obtained for 

each pair of atoms: it is difficult to develop intuition for the separate correlations of the nine 

direction pairs for each atom pair, jcy, zz, etc. 
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DCCM 

A modified version of the covariance map is the dynamical cross correlation map,^ '̂̂ '̂  which 

obtains for each pair of atoms a single element describing the overall correlation, but loses 

most of the geometric information contained in the basic covariance matrix. Very simply, for 

each frame of the simulation, a vector is obtained for each atom describing its position relative 

to its mean coordinates. The matrbi element for atoms / and y is defined by the expression 

Q = (2.11) 

where Ar/ is the displacement from the average position of the z'th atom, and ( ) denotes the 

ensemble average. The matrix elements take values from +1 indicating that the motion of the 

atom pair is perfectly correlated, to —1 indicating perfect anticorrelation; zero represents no 

correlation between their movements. 

A drawback of the DCCM method is that it is highly sensitive to the fitting strategy em-

ployed. Small changes to the fitting produce quite different results, and this can cloud 

interpretation and allow a degree of subjectivity to enter the analysis. 

2.2.7 Eigenvector Methods 

A number of related methods have been developed that seek to define and visualise the 

aZZ); corrg/oW motions of molecules. These come under the headings effgnr/o/ 

(ED)^^ and norma/ (NMA).^^ ED is the application of the statistical technique 

called pn'mczpo/ onaZyju (PCA) to molecular dynamics coordinate data.^^ The 

apphcation of PCA to molecular simulations was first proposed as a means of calculating 

the effect of anharmonicity on vibrational spectra,^ and termed A 

detailed review of the various uses of these methods can be found elsewhere.^^ 
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Theory 

A frame of a trajectory from a molecular dynamics simulation is usually described in terms 

of the cartesian coordinates of the atoms, and this can be written as a single vector 

[xj, '^n\ (2.12) 

This vector can then be considered as a hnear combination of a set of orthonormal basis 

vectors: [1,0.0,....0], [0,1,0....,0], etc. The coordinate system used for the representation 

of each Aame can have an arbitrary origin, though. The simplest representation is to use 

the origin of cartesian space; but another possibility is to use the /Mgon coordinates of the 

trajectory. This change of representation can be considered as a vector subtraction, E = F—M, 

where E is the vector with the mean origin, F represents the frame and M represents the 

simulation mean structure. If the set of 3Â  dimensional F vectors for the entire simulation 

could be visualised, they would approximate a 3Â  dimensional centred around 

a point described by the mean vector, M (where is the number of atoms in the simulation). 

If the same were done for the new vectors, E, we would simply get the same ellipsoid, but 

centred at the origin of the space. In a mean-centred coordinate system, the E vectors represent 

deviations from the mean structure. 

In practice the point distribution often deviates from a perfect hyperelhpsoid, particularly 

when the molecular system exhibits multistate behaviour: the distribution along some axes of 

the ellipsoid no longer approximates a gaussian, but contains multiple maxima corresponding 

to the different system states. Such behaviour does not prevent the method from working, 

though, and can present interesting possibilities for visualisation, as described below. 

The motion along each coordinate of each atom accounts for a small fraction of the total 

variance present in the whole trajectory, and it is clearly possible to calculate this—calculate 

a variance number associated with each of the cartesian basis vectors. This idea can be taken 

further, though. It is possible to determine an oZfgmaf/ve set of orthonormal basis vectors 

such that the Erst member of the set accounts for the largest proportion of the variance. Con-
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sidering the hyperellipsoid again, the vector describing the axis of the hyperelhpsoid 

is the vector along which the variance is maximised. The next longest perpendicular vector 

(orthogonal to the first) describes the second largest part of the variance; in all, a set of 3N 

orthogonal basis vectors may be obtained in terms of which the simulation may be described. 

In other words, a given frame of the simulation can be described as a linear combination of 

these new vectors. The 'essential dynamics' hypothesis is that nearly all of the variance in 

a simulation occurs along a vgf}; smaU subset of the vectors, and where a protein undergoes 

some large scale coordinated motion, this subset is sufAcient to describe it. If this vector set 

is obtained, the tr^ectory of the protein during a simulation can be projected onto it to obtain 

a highly reduced and simplified description of the motions present. 

In practical terms, a covariance matrix is obtained for the simulation, as described in 

Subsubsection 2.2.6, commonly of the backbone €« atoms, and this is diagonalised to produce 

a matrix of normalised eigenvectors along with a vector of the associated eigenvalues. These 

eigenvalues are the variances associated with the axes of the hyperellipsoid describing the 

distribution (given by the eigenvectors). 

The data obtained from this can take various forms. In one representation the inner (scalar) 

product of each simulation frame (considered as a vector) and a chosen eigenvector is calcu-

lated, and a projection is then generated by C = M + //I, where C is the coordinates of the 

projection (the straightforward cartesian vectors of the atoms, suitable for drawing in a molec-

ular graphics package); M is the mean coordinate vector; is the inner product for that Aame 

and I is the eigenvector. A set of such coordinate projections can be compiled together to give 

an animation of the motions of the protein along the chosen eigenvector. An alternative rep-

resentation can be obtained by calculating the projection of the trajectory onto a set of two or 

three of the most important eigenvectors (as judged by their eigenvalues), and plotting these 

projections directly as a two or three dimensional graph. Doing this can allow straightforward 

visualisation of multistate behaviour: where such behaviour is present, multiple well-sampled 

regions of the low dimensional subspace separated by poorly sampled bottlenecks may be 

observed (this has been seen in DHFR, for example^"^). A further set of data that is sometimes 
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of interest is the amount of Guctuation of each atom under consideration along a given 'essen-

tial' eigenvector A graph of fluctuation versus residue number indicates which parts of the 

molecule move most along the 'important' modes. 

It has been argued that in certain cases, an eigenvector may serve as a useful linear ap-

proximation to a structurally significant motion of a protein system (e.g. an active site loop 

movement^ ̂ ). The vector of inner products obtained for the trajectory may also provide useful 

information about the character of the motion—whether it is a smooth movement, or whether 

a discrete transition event takes place.^^ 

An interesting extension to the basic ED idea has been proposed,^^ where the vector curl 

of atomic displacements is used instead of the straightforward displacement vectors. This has 

allowed the derivation of 'hinge' and 'screw' axes for multidomain proteins, which are less 

well approximated by modes obtained from linear displacements. 

Normal Modes 

Normal mode analysis(NMA) is a related technique where a Hessian matrix of force con-

stants (obtained from the force Aeld) is diagonalised to describe the global vibrations of the 

molecule about the conformation from which the force constants are obtained.^"^ This is gen-

erally performed on an energy minimised stmcture. While normal mode analysis is certainly 

of considerable use in calculations of the spectroscopic properties of small, rigid molecules, 

its application to very large, Eexible systems such as proteins raises questions.^^ The possi-

bility of conformational transitions within the protein is not taken into account, but rather the 

molecule is considered as if it were a rigid body: the normal modes represent the resonant 

modes of the structure as defined by the second derivative of the energy function with respect 

to position around a single, minimised structure. We know that the conformational plasticity 

of protein molecules is critical to their function, though, and so important aspects of protein 

dynamics will be left out. However, a close correspondence between the collective modes 

obtained by NMA and ED has been shown to exist for some protein systems and NMA has 

certainly seen considerable use.^^'^^ 
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Chapter 3 

Prion Protein Simulations 

3.1 Background 

The transmissible spongiform encephalopathies (TSEs) are a subfamily of the protein fold-

ing diseases that are linked to problems with the secondary and higher structural-stabilities of 

protein molecules.^ 'These diseases commonly progress by an aggregation process where 

correctly folded monomeric protein molecules polymerise to form high molecular weight 

partially-structured aggregates. This is generally accompanied by a conformational change 

forming a structure rich in P-sheet. '̂*'̂ ^ Current methods for determining atomically detailed 

structural information are unsuited to analysing such insoluble aggregates, although data on 

the monomers can often be obtained. 

TSEs include scrapie in sheep, bovine spongiform encephalopathy (BSE) in cattle, and 

Creutzfeld-Jakob disease (CJD) in humans.^^'^^ These diseases can be transmitted between 

organisms, inherited, and arise sporadically; this has been explained in terms of a 'protein 

only' hypothesis in which the naturally occuring prion molecule (PrP^) is converted to an 

aggregated amyloid form (PrF '̂̂ ) through an autocatalytic templating process. 

The function of PrP^ is currently unknown, though a role in copper transport has been pro-

posed.^^ PrP^ is bound to the exterior membrane surface of cells by a glycosylphosphatidyl-

inositol (GPI) anchor and contains a pair of large N-linked sugars. The protein is known to 

undergo rapid endocytosis (the process by which surface proteins are cycled into and out of 
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the cell in vesicles), and there is evidence that the w v/vo process of conversion to PrP^^ takes 

place in acidic vesicles along ±e endocytic pathway.^^ Genetic studies'*^ have suggested that 

conversion requires the assistance of a currently unknown chaperone, 'protein X', which binds 

to a four residue discontinuous epitope comprised of glutamine 168, glutamine 172, threonine 

215 and glutamine 219. 

The primary structure of PrP^ has an inGuence on the nature of TSE d i s e a s e s . ' * ^ - A 

number of point mutations have been linked to various conditions in humans, including CJD, 

fatal famihal insomnia (FFI) and Gerstmann-Straussler-Scheinker disease (GSS). A natural 

methionine/valine polymorphism occurs in humans at position 129; homozygosity for me-

thionine at this position leads to a slight predisposition towards sporadic CJD.'^ Mutation of 

aspartate residue 178 to asparagine has been linked to inherited disease; the disease phenotype 

depending on the residue at position 129, valine being associated with CJD and methionine 

being associated with 

Work by Liemann and Glockshuber'^^ on the thermodynamic stability of amino acid sub-

stitutions related to inherited prion diseases has concluded that thermodynamic destabihsation 

of PrP^ is not likely to be a ggngmZ mechanism underlying the formation of PrP^^. However, 

their data indicate that the asparagine 178 mutation reduces the thermodynamic stability of 

PrP^, although the residue 129 polymorphism does not cause a significant change. This sug-

gests that more subtle structural changes differentiate disease phenotypes. 

In this Chapter are reported a series of molecular dynamics simulations of four point vari-

ants of the prion protein: the wild type protein structure obtained from the protein databank 

with methionine at position 129 and aspartate at position 178, MD; the polymorphic variation 

in which residue 129 is replaced with valine, VD; the disease causing variant associated with 

inherited FFI where aspartate 178 is replaced by asparagine, MTV; and the variant associated 

with inherited CJD, F7V. 

The purpose of these simulations was to shed hght on the dynamics of the protein, and to 

discover any changes brought about to the structure or dynamics by a pair of polymorphs. The 

hrst was the disease causing 178 mutation and the second the polymorphism associated with 
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it in determining disease phenotype in the inherited and sporadic disease forms. Of interest 

were both global changes, such as a breakdown in, or modification to, the secondary or tertiary 

protein structure, and local changes such as the pattern of hydrogen bonding in the immediate 

vicinity of the modified residues. Further, might any altered states discovered represent an 

intermediate step in the mechanism of the global conformational change pathway that leads 

to the pathogenic form of the protein? 

At the time this work was started, only the solution NMR structures of the mouse'̂ ^ and 

Syrian hamster"*^ forms of PrP^ were known. Since then, the structures of the bovine"*̂ ^ and 

human"̂ ^ forms have been solved. The Syrian hamster prion protein used in this work is shown 

in Figure 3.1. 

Several previous simulations of the prion protein have been done in Southampton and by 

o t h e r s , ' * ^ ' a n d these will be summarised later. The previous work in Southampton 

by Parchment and Essex^® on mouse and Syrian hamster PrP"̂  concluded that extra residues 

present at the C- and N- termini of the hamster form stabilised regions of the protein con-

taining parts of the binding epitope for the proposed chaperone protein, 'X'. Also, the region 

of the protein between and including the first ^-strand and helix A was foimd to be more 

Bexible in the hamster form, and the first strand was observed to form a stable ^-bridge with 

N-terminal residues. 

3.2 Methods 

3.2.1 Simulation 

The simulations were initially set up by Parchment as follows. The Syrian hamster prion 

protein (SHa PrP^), was obtained from the Brookhaven protein databank, entry 2PRP. The 

point mutations were made by hand; the asparagine 178 residue was oriented such that the 

amide oxygen is closest to the hydroxyl group of tyrosine 128. It was necessary to remove 

residues glycine 90 through methionine 112 from the highly flexible N-terminus to reduce the 

necessary simulation box to a tractable size. The protein molecules were solvated in a 6 A 
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HELIX C 

Figure 3.1: The NMR solution structure of the Syrian hamster prion protein used in these 
simulations. Helices A, B and C and P-strands SI and S2 are labelled. Aspartate 178 is drawn 
in green, tyrosine 128 in cyan and methionine 129 in magenta. The directions of the P-strands 
are indicated by arrowheads. 
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layer of TIP3P water molecules^^ and neutralised by placing counterions into the simulation 

system after solvation using the AMBER 5.0 LEAP program.^^ Approximately 4800 water 

molecules were included in each simulation. Periodic boundary conditions were used. 

Errors were found in the molecular dynamics protocol used in the original work on these 

systems by Parchment. Once this was discovered a corrected series of simulations were per-

formed by this author, and these are reported here. 

The four simulations were carried out with identical protocols using the AMBER 5.0 

software^^ with the all-atom parm96 parameter set.^^ The solvated protein structures were 

subjected to 500 steps of steepest descent, followed by conjugate gradient minimisation un-

til the RMS of the cartesian gradient was less than O.Olkcalmol"^ During the Arst 

stage of molecular dynamics, the minimised structures were heated from 10 to 298 K in a 

series of steps lasting 60 ps in total; stability was checked after each of these 60 ps heating 

steps. Temperature and pressure were controlled using the Berendsen algorithm,^^ scaling 

solute and solvent atoms separately. All bond lengths were constrained using the SHAKE 

algorithm^"* and the simulation timestep was 2 fs. The particle mesh Ewald method^^ for long 

range electrostatic interactions was used; this was shown to produce stable simulations of 

the prion protein by Zuegg and Gready.^^ A 12 A based cutoff was used for Lennard-Jones 

interactions. 

The second and third stages of molecular dynamics simulation consisted of 1 ns of equili-

bration and 5.4 ns of data collection. These were also done in the isothermal-isobaric (NPT) 

ensemble and followed the same protocol as the heating stages. During these stages data was 

written to Ale every 100 fs. 

3.2.2 Analysis 

The protein trajectory was analysed using a combination of both residue- and time- based root 

mean square deviation (RMSD) calculations, secondary structure versus time plots, examina-

tion of the occupancy of key hydrogen bonds, dynamical cross correlation (DCCM) maps^ '̂̂ ® 

and tr^ectory visualisation. Also, simulation box sizes and energies were determined as func-
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dons of simulation time to verify stability. 

Standard error plots were produced for the DCCM maps. 

The RMSDs were calculated with respect to the first structure in the simulation (after the 

energy minimisation, but before the heating period). Residues 113-123 were highly mobile 

during the simulation and consequently excluded from the fitting procedure. Residue based 

displacements were determined by fitting each molecule in the trajectory to the first molecule 

and calculating the RMSD for the backbone atoms on a residue by residue basis. Time based 

RMSDs were determined for all backbone atoms fitted as described above. 

The first set of simulations of this system by Parchment were also analysed using the 

essential dynamics analysis method.^^ Unfortunately, the results were found to be difficult to 

interpret, and this method was not used for the current set of simulations. 

3.3 Results 

3.3.1 Simulation Stability 

Box sizes and energies were plotted as functions of simulation time (data not shown). These 

were all found to reach reasonably stable equilibrium values and maintain these over the 

course of the data collection stage of each trajectory. 

Time based RMSD values for the backbone atoms also give an indication of protein sta-

bility; these are shown in Figure 3.2. The VD structure proved to have the lowest deviation 

from the initial minimised structure, remaining within 2.5 A throughout the trajectory. The 

MD structure remained within about 3 A for most of the simulation, diverging to around 3.5 A 

for a period in the middle. The simulation remains between 2.5 and 3 A for most of the 

simulation, diverging towards 3.5 A near the end. The trajectory with the highest RMSD val-

ues was the V7V mutant, which diverged rapidly to around 3 A within the first 1 ns, edged up 

slowly to around 4.5 A by the 5.5 ns mark, and then increased abruptly to around 5.0 A during 

the last nanosecond of simulation time. In interpreting this result for VN, one must be mindful 

of the fitting strategy used; residue based RMSD plots and visual comparisons of the mean 
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Figure 3.2: RMSD versus time over the equihbration and data collection stages of the simu-
lation; the fitting strategy excluded residues 113-123. 

simulation structures indicate that a region comprising the N-terminal end of helix A and the 

coil region immediately prior to it has a very high mobility. This will cause an overall increase 

in the RMSD with respect to the first structure in the equilibration stage of the simulation. 

3.3.2 Residue Based RMSD 

Examining the graph of residue based RMSD (Figure 3.3) it is clear that an 'arm' region 

consisting of residues at the beginning of helix A and the coil just before it has a very high 

RMSD with respect to the initial structure in the VN trajectory, as noted above, and a lower 

but still significant RMSD in MN. Other differences between trajectories are less clear. The 

VW and MD trajectories have significantly higher values from around residue 190 to residue 

200 in helix B. It can be seen from the secondary structure graph—Figure 3.4—of the MD 

simulation that the 5 C-terminal residues of helix B suffer significant breakage, which explains 

their high RMSD values and those of the coil region prior to helix C. Secondary structure data 

do not indicate a breakdown in the VN trajectory, though. 
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Figure 3.3: RMSD as a function of residue number. The boxes indicate the positions of 
secondary structure elements: HA, HB and HC are the a-helices and Sl and S2 the jS-strands. 

3.3.3 Secondary Structure 

In an effort to gain greater insight into the structural and dynamic differences between the 

simulations, secondary structure data was calculated using the DSSP algorithm^® as imple-

mented in MOLMOL.^® The results for each structure are plotted as a function of simulation 

time in Figure 3.4. These data confirm the basic stability of the simulations: overall, the sec-

ondary structure in each trajectory was very stable. The a-helices remained generally intact 

with minor exceptions detailed below, whereas the P-sheet showed a degree of breakup and 

size change dependent on the amino acid substitutions. 

The DSSP method for detecting helices and sheets is based on analysis of the pattern 

of hydrogen bonding. The presence or absence of a hydrogen bond is defined precisely in 

the algorithm to obtain this, although to quote Kabsch and Sander/^ "There is no generally 

correct H-bond definition, as there is no sharp border between the quantum mechanical (wave-

function overlap dominates at short distances) and electrostatic (electrostatic interaction dom-

inates at larger distances) regimes and no discontinuity of the interaction energy as a function 

of distance or alignment." This is clearly not a defect in the algorithm itself, which provides 

definitions for structural properties that are intrinsically subjective; nevertheless, care must be 
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Figure 3.4: Secondary structure as a function of time, as determined by the DSSP algorithm. 
Clockwise from the top left: MD, MN, VN, VD. 
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taken not to overinterpret the results of hydrogen bond or secondary structure analysis. 

Helix A extended from residue 144 to 156 in all simulations, with a breakdown to coil 

of the last two residues occasionally in VD and more commonly in MD; however, visual 

inspection of the corresponding tr^ectories showed no clear conformational changes taking 

place. 

As noted in the previous section, the last Ave residues of helix B undergo significant break-

down throughout the whole 5.4 ns of the data collection stage of the MD simulation. In the 

other simulations helix B is one residue shorter (extending up to residue 194) and consistently 

stable at the C-terminal end. Visual comparison of structures from the simulation showed a 

distinct bend at the C-terminal of helix B in the MD structure. The N-terminal end of this 

helix is poorly defined by DSSP in aU trajectories other than MD. The first helical residue 

varied between 172 and 173 in MD, 173 and 175 in VD, 175 and 177 in MTV, and 173 and 174 

in VW; this indicates a degree of conformational plasticity. 

The length of helix C was generally constant throughout each simulation, with a rare 

and insignificant single residue gain at the C-terminal end in the MD and MTV structures. A 

sporadic breakage occurred at residue 215 in all simulations other than MD. Although visual 

inspection of the trajectories indicated a slight bend at this position in the TW simulation, no 

clear bend or break was observed in MTV or FD. 

A short cc-helix was observed to form at times between residues 166 and 168 in the MTV 

and VTV tr^ectories. 

Examination of the positions at which P-sheet would be expected from the NMR structures 

shows clear differences between the simulations. The disease-associated TtfTV and FTV mutants 

generally have very stable P-sheet structures compared to the innocuous strains, MD and VD. 

DSSP detects a significant breakdown in the P-sheet towards the end of the VTV simulation, 

though, and this will be returned to below. 

In the valine 129 strains, VD and VTV the region pinned together by ^-bonding is constantly 

(4,5)-sized, even though the sheet structure itself is mostly reported as broken by DSSP. The 

TkfTV structtu-e has a consistent (3,3)-sized sheet. The TkfD data indicate a fairly consistent 
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(2,l)-sized p-sheet at these same positions. 

The formation of sheet- and helix- type structures of varying degrees of stability can be 

seen at multiple positions below helix A in all simulations. The MD trajectory shows sheet 

formations between 133-134 and 114-115, 119 and 123, 124—125 and 128-129, and 129-

130 and 162-163, only the last of which is present in the NMR structure. The M/V trajectory 

shows a p-sheet arrangement between the first p-strand and residues 117-118 and 116-117 at 

various points. The VT) trajectory contained a degree of p-bridging between residues 121 and 

126, and the VW simulation showed both a short sheet forming from 114-115 and 119-120, 

and a brief four residue a-helix formation from 116 to 119. 

These results suggest that the N-terminal region of the protein, up to helix A has a high 

degree of conformational plasticity. The structures derived from NMR spectra indicate the 

presence of one sheet region, but the current simulations indicate that other, more transient 

structures may form in the PrP^ monomer. 

It is known from statistical examination^^ of protein structures that valine has a greater 

propensity to take part in p-sheets than methionine. This is not inconsistent with the greater 

sheet size in the valine polymorphs, although the increase in sheet length takes place at the 

other end of the sheet from residue 129. 

3.3.4 Dynamical Cross Correlation Maps 

Dynamical cross correlation maps are a means for determining the large scale concerted mo-

tions of groups of atoms in a molecular dynamics simulation. The method, which has been 

described in detail elsewhere,^^' consists of calculating a matrix of normalised cross cor-

relation coefRcients of the motions of atoms with respect to some average structure. This is 

been described in Subsection 2.2.6. 

Standard error values were obtained for all matrix elements. This was done by dividing the 

5.4 ns of simulation tr^ectory into nine 600 ps blocks, calculating the DCCM matrix for each 

block separately, and then determining the mean and standard error values for each matrix 

element. All error values for all matrix elements of the four simulations were found to be of 
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very small magnitude, below 0.05. 

DCCM plots where all backbone atoms (excluding residues 113-123) were fitted to the 

mean structure calculated from the same set of atoms showed a strong correlation between 

helix A and the coil region immediately before it in the VW simulation, but none of the others. 

This suggests that the 'arm' region is made more rigid by the valine polymorphism, and is 

shown in Figure 3.5. 

DCCM plots fitted to just helix B were produced (Figure 3.6). This has the effect of 

removing correlations between this helix and other structural elements, and what little remains 

of such correlations cannot be interpreted meaningfuUy.^"^ 

The resulting plots indicate a significant breakage in helix C at around residue 214 in 

the aspartate (MDand VD) structures which is not present in the disease associated mutants. 

It appears that the helix is broken into two independent parts at this residue position, each 

possessing a high degree of internal correlation, but each relatively uncorrelated with the 

other. The detection of this fggmj to indicate that the secondary structure information— 

where a break in the helix was registered at residue 215 in all structures ofAgr f/zan MD— îs 

limited in describing a simulation's dynamics; no clear picture of what was happening could 

be discerned from visualisation of the trajectories, though. 

A much higher degree of correlation is seen between the unbroken helix C, and helix A 

and the coil region immediately before it in the MTV and V7V trajectories; this shows a greater 

degree of correlation between the rigid core of the protein consisting of helices B and C, and 

the flexible regions in these disease associated structures. These proteins also show highly 

stable P-sheet structures, which suggests that the P-sheet plays a role in pinning the more 

Sexible regions of the protein to the rigid core. 

A plot fitted to helix C was also created (data not shown), which provided a third view of 

the dynamics. Unfortunately, it was difficult to draw any further consistent conclusions from 

the various DCCM plots. The delicate dependence on the fitting strategy used and the contra-

diction between DCCM and secondary structure data and tr^ectory visualisation suggested 

that a degree of caution should be excercised with this method: it seemed difficult to prevent 
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Figure 3.5: DCCM plots with backbone atoms fitted to the mean structure of residues 124-
231. Clockwise from the top left; MD, MN, VN, VD. 
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an element of subjectivity entering the interpretation of the results. 

3.3.5 Hydrogen Bond Profile 

Data for the existence or nonexistence of the 128-178 bond as a function of simulation time 

were obtained from the DSSP algorithm as implemented in MOLMOL (Figure 3.7). This 

bond is of interest because residue 178 is the site of the disease causing D178N mutation, 

and residue 129 is the site of the methionine/valine polymorphism which determines the phe-

notype of the corresponding disease, as described in Section 3.1. Although, as stated above, 

care must be taken in interpreting such discrete bonding data, they do allow a useful general 

comparison to be made between the trajectories. The aspartate 178 trajectories, MD and FD, 

showed 56% and 99% occupancy respectively. The asparagine tr^ectories showed a lower 

degree of bonding, as might be expected from replacing a charged group with an uncharged 

one: 37% for the and 2% for the VW. 

During the first part of the VN simulation, the bond is reported very infrequently; however 

from around the 4.8 ns point, a 100 ps long band of quite high occupancy is observed; after 

this the bond occurs much more commonly. This high occupancy band is coincident with 

the breakdown of the P-sheet seen in the secondary structure plots. The events appear to be 

hnked. 

Lengths of the five backbone-backbone hydrogen bonds that make up the (3-sheet structure 

were determined from the simulations as a function of time to supplement the data obtained 

from DSSP (Figure 3.8). The specific bonds examined were obtained from an inspection of 

the V7V trajectory, which possessed the largest and most stable sheet. The bonds were: 

1. valine 120 NH —»tyrosine 164 O 

2. valine 120 O <— tyrosine 164 NH 

3. glycine 122 NH —* valine 162 O 

4. serine 123 O <— valine 162 NH 
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Figure 3.6; DCCM plots for the four trajectories. Only the backbone atoms of helix B were 
included in the fitting to remove correlations between this helix and other elements. Clockwise 
from the top left; MD, MN, VN, VD. 
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Figure 3.7: Profile of the hydrogen bond between residues 128 and 178, as determined by the 
DSSP algorithm. Points indicate where the bond exists. 

5. methionine 125 NH asparagine 160 O 

The trajectory showed the Arst three of the five bonds to be formed constantly through-

out the trajectory (staying at around 2 A long). The last two 'bonding pairs' maintained fixed 

distances of over 5 A, again over the whole simulation. This result is completely consistent 

with the corresponding secondary structure data. 

Hydrogen bond data was obtained for the data collection stage of the simulation (1-6.4 ns). 

In the MD trajectory, the second and third hydrogen bond pairs listed above were formed 

consistently throughout the trajectory. The first pair was within plausible bonding distance for 

the first 500ps of the data collection phase, jumping abruptly to a distance of around 4-5 A 

for the next 3 ns, before returning to a distance of around 3 A for the rest of the simulation. 

The fourth and fifth pairs remained at around 4-5 A over the whole simulation. 

Distances of all five studied bonding pairs in the VW simulation remained at around 2 A 

for the first 3.4 ns of the trajectory. At this point the third bonding pair jumped very abruptly 

to a distance of around 4 A. This bond length then decreased a little, to around 2.5-3.5 A up 

to the 4.8 ns point, where the distance increased again to over 4 A where it remained to the 

end of the simulation. The fourth bond length drifts to 4.0 A at around the 5.4 ns point, and 

remains at around this separation to the end of the simulation. 
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Figure 3.8: Lengths of the five backbone-backbone hydrogen bonds that make up the p-sheet 
structure. The numbered bonds are described in the text. Clockwise from the top left: MD, 
MN, VN, VD. 
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These results for the VW simulation are entirely consistent with the secondary structure 

data. The |3-sheet shows initial signs of breakdown at the 3.4 ns point when the third bond 

distance first jumps, then reforms as the bond distance decreases again, temporarily. The 

second upward jump in the pair separation at 4.8 ns is coincident with the more significant 

breakdown of sheet structure occuring at this time, and also with the period of 128-178 bond 

existence described above. The sheet is still detected by DSSP to some extent up to the 5.4 ns 

point when the fourth bond breaks; after this, the structure is no longer recognised as sheet, 

even though the Arst, second and fifth bonds are still present, pinning the sheet region together 

at both ends. 

The yO trajectory shows continuous bonding between the first and fifth pairs, holding the 

sheet structure together at both ends; the second pair remains at around 3 A distance until 

around 2 ns, at which point it drifts to around 2 A and remains there for the rest of the calcu-

lated trajectory. This is similar to the behaviour observed in the VW trajectory: the residues 

in the centre of the sheet wander apart a short distance, while the end residues remain bonded 

and prevent the structure Aom breaking up permanently. The appearance of this templating 

behaviour underlines the care that must be taken in interpreting data from secondary structure 

finding algorithms such as DSSR 

3.3.6 Visualisation 

Various software tools were used to make a visual inspection of the tr^ectories generated, 

with comparisons being made to data obtained by other means. 

Mean structures from the data collection phase of the simulation were generated and com-

pared. These all appeared very similar, with the interesting exception being the 'arm' region 

in the V7V trajectory; this had visibly come away from the rigid core of the protein, in contrast 

to the other three structures. 

Other comparisons are referred to where appropriate in the rest of the text. 
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3.4 Discussion 

The very high residue RMSD values and visualisation of the structures seen in the simula-

tion suggest the 'arm' region acts as a rigid mobile rigid mobile unit, coming away from the 

protein in the VW trajectory; a high RMSD is also seen in the simulation. DCCM plots 

indicate a higher degree of positively correlated motion with the rigid core region of the pro-

tein consisting of a-helices B and C in both the MA^ and VZV simulations. When locked to 

the core the 'arm' region cannot move with respect to it in a coherent way, and any relative 

motions present are small. Also, hehx C's dynamics become split at residue 214. When the 

'arm' breaks away coherent motion takes place, positively correlated with helix C. 

The p-sheet seen in the NMR structure appears to be destabilised by bonding between 

residues 178 and 128. Bonding length data indicate that sheet residues remained in a fairly 

constant arrangement throughout the V7V and FD simulations, and that residues at either end 

of the region hold the backbone strands in close proximity, effectively forming a template 

for the structure. These observations suggest that the P-sheet can form and melt repeatedly 

over time, and the presence of a stable sheet is facilitated by the disease associated asparagine 

mutation. The polymorphism at residue 129 has an effect on the length of the sheet-like 

region, increasing it to a (4,5) pattern. 

The secondary structure data for the region of the protein N-terminal to helix A shows 

a high degree of conformational plasticity. This ability to form multiple ^-bonding arrange-

ments in a flexible part of the protein is interesting in the light of the experimental conclusions 

of Chiti gf that amyloid formation takes place from a partially denatured state where 

backbone hydrogen bond donors and acceptors are to some extent exposed, and that under-

standing of the process by which a particular protein forms amyloid requires knowledge of 

the balance of equilibria between its various forms. This experimental data provides a degree 

of corroboration of these simulation results. 

Zuegg and Gready have published two papers detailing simulations of the prion protein. 

The Arst̂ ^ stressed the importance of correct treatment of electrostatic interactions: truncation 

methods created stability problems, while the Ewald method was found to prevent this. The 
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second paper^^ detailed separate simulations of the protein with bound N-linked sugars, and 

of the GPI anchor bound to a membrane. It was found that the sugars slightly increased the 

rigidity of helices B and C, though other than this had little effect on the conformational 

structure of the protein. Alonso gf performed 10 ns simulations of Syrian hamster PrP^ 

at neutral and acidic pH. Their work showed the importance of simulating protein molecular 

dynamics for a sufficiently long period of time (multiple nanoseconds) to observe changes in 

structure. They found that acidic pH increased global flexibility and increased P-sheet content. 

El-Bastawissy ef performed simulations of a mouse homology model of the human 

protein, along with the human protein NMR structure. Both the wild type and the asparagine 

178 mutant structures were simulated. They found stability problems with the cutoff and 

counterion methods for treating electrostatics, as also reported by Zuegg and Gready.^^ In 

their work the wild type structure appeared extremely stable even at high temperatures, and 

an increase in P-sheet content was detected in the mutant structure. A paper by Gsponer gf 

investigating the mouse protein and its asparagine variant showed a high Gexibility at the 

N-terminal end of heHx A and the residues immediately before it. This was in contrast to the 

previous results of Parchment and Essex^^ which found these regions to be quite rigid in the 

mouse structure. This might be due to differences in simulation protocol; for example, their 

simulation took place in a sphere of water treated partly by Newtonian and partly by Langevin 

dynamics, and they treated electrostatic interactions with a shift function, whereas the earlier 

simulations of Parchment and Essex followed a protocol similar to the current work. 

The simulations reported here were performed using the Ewald electrostatic method for 

a period of 6.4 ns, and found to be stable. Earlier, shorter runs with a different electrostatic 

treatment did not reach equilibrium during a period of 2 ns. The motion of the 'arm' region as 

a single rigid unit found in the VW and MTV simulations also occurs in aU of the simulations of 

the mouse prion protein reported by Gsponer gf suggesting that the differences between 

the mouse and Syrian hamster protein structures change the dynamics. The stabilisation of the 

P-sheet by the asparagine mutation seen in the simulations appears at least partly consistent 

with the conclusions of El-Bastawissy g( of. although in their simulations an increase in sheet 
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size to a (5,5) structure—also determined by the DSSP implementation within MOLMOL— 

was found, which is inconsistent with the results. The formation of secondary structural 

elements within the coil region N-terminal to sheet strand 1 is consistent with the earlier sim-

ulation of wild type Syrian hamster prion protein by Parchment and Essex, the simulations 

reported in the paper on electrostatic treatment by Zuegg and Gready, and the simulations 

under acidic conditions by Alonso gf oA 

Some of the earlier work in Southampton on this protein, along with some other groups' 

simulations of various proteins, suffers from a degree of overinterpretation of secondary struc-

ture and hydrogen bond data. To avoid this here, effort was made to visually relate interpre-

tations of such data to the structures present in the tr^ectory, and also to seek other types of 

observation to back up conclusions. 

3.5 Conclusions 

3.5.1 Prion Protein Simulations 

The molecular dynamics trajectories of the various mutant structures of the protein showed 

a number of subtle structural changes with respect to the wild type simulations. The 'arm' 

region consisting of the N-terminal residues of helix A and the coil region before it can some-

times break away from the rest of the protein structure and move independently as a rigid 

body. The sheet is destabihsed by the hydrogen bond between residues 128 and 178—this 

hydrogen bond is less stable in the disease associated (D178N) mutants—and the valine 129 

polymorphism increases the length of the sheet to a (4,5) arrangement. Methionine homozy-

gosity at residue 129 is weakly associated with sporadic CJD. Also, residues at either end of 

the sheet have a higher tendency to remain connected in the valine 129 polymorphs; this may 

form a template that aids the formation and melting of the rest of the sheet. In general, the 

residues N-terminal to hehx A have a high degree of conformational plasticity. 

The results regarding the stability and size of the P-sheet seem to point in opposite direc-

tions. The mutations associated with disease, MTV and VW, both possess more stable sheet 
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structures, but the weakly predisposing methionine polymorphism, MD, reduces the number 

of residues in the sheet—does the presence of |3-sheet structure in the correctly folded state in-

crease or decrease the predisposition to disease? It is possible, though, that the smaD P-strand 

which appeared to be more common in the N-terminal region of MD than FD is significant. 

The general picture that emerges from these simulations is one of a protein under internal 

tension, whose quantity of P-sheet structure is delicately balanced. The effects of the mod-

ified residues studied are to change the size and stability of the P-sheet region, and also the 

internal tension. The disease associated D178N mutation tends to increase the stability of 

sheet and to loosen the ties between the rigid helical core and the more Gexible parts of the 

protein, in particular the 'arm' region (suggesting that the sheet is not primarily responsible 

for coimecting the flexible regions of the protein to the core). It is possible that this might 

lower the steric hindrance to other protein molecules approaching the sheet, and hence reduce 

the resistance to amyloid formation; similar protective structural motifs have been observed 

in many other p r o t e i n s . T h e codon 129 polymorphism that determines inherited disease 

phenotype increases the size of the sheet-Eke region, and creates a templating effect, helping 

the sheet reform after breakage events. 

3.5.2 Analysis Methods 

The broader conclusion to be drawn &om this work is that the extraction of meaningful infor-

mation about the structures and dynamics of protein simulation trajectories is a very difficult 

undertaking. Even in cases such as this where there clearly exist major differences between 

the behaviour of related structures, analysing and describing them with numbers, graphs or 

words is hindered by the techniques and concepts available. 

The information from essential dynamics^^ was found to be difficult to interpret for this 

protein, and so was not included in this analysis. Both the earlier ED work by Parchment on 

the first simulations of this system, and a further attempt by this author, resulted in sets of 

data that seemed to contain little clear information. The differences in dynamics between the 

structures seemed to be too subtle to allow straightforward interpretation of the ED informa-
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don. Statistical measures of RMS deviation were useful in determining a general picture of 

the relative stability of different parts of the molecules, but revealed little about the details of 

the dynamics. Also, RMSD information depends sensitively on the htting strategy used, and 

this requires a subjective judgment on the part of the analyst. Secondary structure information 

seemed more useful for making sense of the differences between the proteins' structures, but 

it is unclear how sensitive this technique is. What sort of an effect does the discrete nature of 

the hydrogen bonding deAnition have on the data obtained, and how much emphasis should 

be placed on the One details of changes between different stmctural element types? The 'tem-

plated' region was not picked up by the DSSP algorithm: a direct examination of the hydrogen 

bond lengths was required. Dynamical cross correlation maps revealed the effect of the valine 

mutation on the rigidity of the 'arm' region, but also presented a picture of the dynamics of 

helix C that was inconsistent with the secondary structural information. No clear explanation 

of this could be found from visual inspection of the tr^ectories: this was a purely dynami-

cal, rather than structural effect. As with RMSD calculations, DCCM requires a subjective 

judgement by the analyst about the fitting strategy to be employed. 

The analysis of protein molecular dynamics would be greatly facilitated by having a 

broader palette of tools and structural concepts to work with. Part of this problem seems 

to be that the forms of motion and dynamical change undergone in a protein system are as 

yet poorly characterised. It might be useful in developing such approaches if the motions of 

a protein system were characterised in a fashion more in tune with the thinking of physicists 

than biologists. If protein motions are divided into two categories, harmonic and discrete, 

then methods might be developed for comparing and contrasting the trajectories of similar 

proteins, and also spotting the time and pattern of any conformational changes taking place. 
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Chapter 4 

Hilbert Huang Transform Background 

As shown in the previous chapter, the analysis of biomolecular simulation data by automated 

procedures presents significant difficulties. It is much easier to state that slightly different 

structures have subtle changes in their dynamics than to describe what those changes are, 

or what effects they are likely to have. One avenue of attack on this problem is to separate 

the motions of the system on the basis of frequency and time.^^ How do the vibrational fre-

quencies change as the conformation of the system moves across its potential energy surface? 

Related to this, some recent approaches '^ ' to improving the sampling observed in simula-

tions have used digital filters to modify their energy profile in a frequency specific way. Such 

techniques require characterising and parameterising, and this would be greatly facilitated by 

having accurate time-frequency-energy profiles of their trajectories. A number of mathemat-

ical approaches to these problems have existed for many years, to which very recently has 

been added a new one; the Hilbert Huang transform. 

4.1 Fourier Transforms 

The Fourier transform was originally developed as a method for solving differential equations 

in thermodynamics. It works on the principle that an arbitrarily comphcated function may 

be constructed by summing a series of simple trigonometric 'basis' functions. This powerful 

concept has found extensive application throughout mathematics and the sciences. Indeed, 
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the Fourier transform has become essentially synonymous with the idea of the spectral repre-

sentation of a signal. 

To determine the size of the contribution to a target function / ( f ) extending over — < 

f < oo of a trigonometric wave with angular frequency (i), one integrates the product of the 

functions 

(4.1) 

where g(ci)) is a complex number whose modulus represents the amplitude of the wave, and 

whose argument represents the corresponding phase angle; i represents \ / ^ . If this is re-

peated at many separate frequencies, (Oy, then a 'spectrum' of the target function is derived. 

If a sufficient set of orthogonal frequency components is obtained then the spectrum will be 

compZgfg in the sense that the original target signal may be regenerated exactly from its spec-

trum. 

m = (4.2) 
j 

In the case where the target function repeats itself exactly after a finite interval Af such that 

/(f + MAf)=/(f) (4.3) 

for any positive or negative integral value of », the signal is described as an ex-

ample of this is the vibration of a simple single bond. To construct the complete spectrum of 

a stationary signal, the longest required frequency component has a wavelength equal to the 

repetition length, Af. 

In the case where the target, rather than being a continuous mathematical function, consists 

instead of a stationary, finite set of discretely sampled values, a finite range of frequencies is 

sufficient for a complete spectral representation. If the representation of the function consists 

of M points separated by then the longest required wavelength is wSf. The shortest required 

wavelength is —in other words, a wave that can be completely represented by two elements 

of the function. This corresponds to the critical frequency, and is clearly the 

highest frequency that can be extracted from the target. The set of values required for a 
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complete spectral representation of a dataset of » points therefore spans the range — < 

m < A/y in frequency steps corresponding to The (/zj'crefg fbwngr fmnj/b/TM of a target 

dataset / ( f ) is the set of spectral points required for a complete reconstruction of the dataset. 

Practically, the discrete Fourier transform may be rapidly calculated on a computer using the 

/ i ff fowngr rm/w/b/TM (FFT) algorithm developed by Cooley and Tukey.^^ 

Strictly speaking, stationarity is a requirement for the Fourier transform to work as ex-

pected when applied to an arbitrary dataset, although this is often neglected. To understand 

why, it is necessary to examine its behaviour where discontinuities exist in the target. Con-

sider a function consisting of an abrupt pulse such that / ( f ) = 1 where 0.5 < f < 0.6 and 0 

elsewhere. The Fourier transform of this signal requires a large number of Aa/TMonic com-

ponents to construct the shape of the pulse. These sinusoidal harmonics interfere with each 

other constructively and destructively in such a way as to cancel out everywhere other than 

the region of the pulse. This behaviour can be seen in Figure 4.1. Although these harmonic 

components are mathematically required for a complete reconstruction of the target function, 

it is not always clear what meaning to attach to them when interpreting physical data. In 

the situation where the target function is nonstationary, the infinite replication implicit in the 

Fourier transform creates a procession of step-like artefacts separated by Af, the length of the 

signal. This is illustrated in Figure 4.2. This obviously complicates the interpretation of such 

spectra, tending to obscure the frequency components that do have clear meanings in physi-

cal situations. The name for this problem is the It is unfortunate that 

condensed phase molecular dynamics simulations inevitably produce nonstationary data. 

A common tactic for somewhat alleviating the Gibbs phenomenon at the ends of a signal 

is to multiply the signal by a function which tails its amplitude smoothly down to a small 

value at each end before taking the Fourier transform. Many functions such as triangular 

waves, Gaussian curves and raised sections of cosine waves have been proposed for doing 

this, although most such simple windows produce unwanted artefacts in the resulting spectra 

and are far from optimal; see Harris^ for a comprehensive review. A common choice with 

a simple functional form optimised for frequency discrimination is the 'minimum' 3-term 
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Figure 4.1: Pulse function and the positive frequency components of its Fourier transform. 
The magnitude of the Fourier transform is shown. The ripples in the transform are the har-
monics required to recreate the sharp-edged pulse; the presence of such artefacts clouds inter-
pretation of signals with pulse- or step-like properties. 

Blackman (or 'Blackman-Harris') function®"^ 

wx 0.42323+ 0.49775 cos 2tz 
X — 

+ 0 . 0 7 9 2 2 C O S ( 4 . 4 ) 

where I is the length of the window and x the coordinate relative to its origin. 

4.2 The Spectrogram 

Despite the difficulties described above, the Fourier transform has proved very useful for the 

interpretation of physical phenomena. The spectra obtained have a further drawback though: 

they are completely time independent. A nonzero spectral component of frequency CO indicates 

that such a wave is required for the reconstruction of the totality of the original signal. No 

information about the period through which a frequency component persisted is available in 

the spectrum. 

A common means of getting around this limitation is the spectrogram or windowed Fourier 

transform. The idea behind this method is simply to slice the target function into a series of 

sections, and then obtain the Fourier transform of each section separately. This is effectively 
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Figure 4.2: A short, nonstationary sinusoidal function on the interval 0-1, shown as the 
Fourier transform will process it. The discontinuity at each end of the signal will require 
a large number of harmonics to represent it, in a similar marmer to the edges of the step 
function in Figure 4.1. 

hke sliding a window along the signal, repeatedly taking the Fourier transform of the visible 

data at constant intervals. This gives a measure of how the spectrum of the signal has varied 

with respect to time—a time-frequency distribution. 

The question that must be answered before computing a spectrogram is how large the 

spectral windows must be. The longest wavelength that may be obtained is equal to the length 

of the window, and the frequency resolution of the technique is inversely proportional to the 

length of the window used, i.e. a longer window gives a higher frequency resolution and a 

lower minimum frequency bound. Conversely, the shorter the window, the higher the time 

resolution of the spectrogram obtained, as fewer waves of a given wavelength are packed into 

each. 

An unfortunate drawback of the spectrogram method is its reliance on the calculation of a 

sequence of Fourier transforms, each of which should ideally be stationary with respect to the 

length of window employed. For any real-world dataset this is clearly very unlikely to be the 

case and this may make the interpretation of the spectrogram awkward. Windowdng functions 

are generally used to alleviate this problem, as described in Section 4.1. 

An example of a spectrogram is shown in Figure 4.3. 
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Figure 4.3: Top: a Brownian wave with a disjunction at time 0.5. Bottom: the spectrogram 
of the wave; the window length was here set at 0.05 time units, and 200 overlapping windows 
were calculated in all. The Blackman function in Equation 4.4 was used to attenuate the edges 
of each window. 
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4.3 Wavelet Analysis 

If the nature of the resolution trade off in the spectrogram method is considered carefully, it 

becomes apparent that the method has a further drawback. For a given window length, Af, 

the product integral of any wave shorter than this maximum will contain the information from 

more than one complete wave period. This is inefGcient: a better trade off would be for the 

window length to be adjusted to the length of a single wave for each wavelength required. 

Unfortunately, there is no direct way of doing this with the conventional Fourier transform. 

A solution to this problem is the w/ovg/gf This is a generahsed spectrogram 

method where a chosen 'mother' wavelet function—not necessarily sinusoidal—is fitted to 

the dataset at multiple translations after being 'dilated' to a given size. To obtain the whole 

spectrum, a series of dUation parameters are used in succession. For a particular spectral point, 

the dilation parameter governs the frequency being investigated and the translation parameter 

the time region in the signal. 

The wavelet transform has been used extensively in the fields of image compression, sound 

processing, fault detection and radar and sonar imaging. So far, though, it has seen little use 

within the field of chemistry. A review by Leung gf observes that common chemical 

applications have included smoothing, denoising and compressing experimental data, par-

ticularly from spectrometers; other physical- and quantum-chemical uses they note include 

modelling the DufGng and Morse oscillators, visualising atomic orbitals and providing alter-

native basis sets for electronic structure calculations. Li gr used the wavelet transform to 

characterise a condensed-phase simulation of argon. They decomposed the cartesian coordi-

nates of a simulation of argon atoms into a set of 'scale' components. These were then used 

to calculate the 'scale spectrum' of the simulation, giving a plot of how the temperature of the 

system varies with respect to 'scale' of motion. Such spectra are computed for a number of 

temperatures, and this shows a decrease in the dmescale over which particle velocities change 

as thermal energy increases, as would be expected. Askar gf have also investigated the 

use of the wavelet transform in analysing molecular dynamics simulations. They derive a 

parameter to characterise the average amplitude of the highest frequency 'scale' of motion 
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in their system from the coefRcients of the wavelet transform, and attempt to use this as a 

diagnostic tool to determine which degrees of freedom have made conformational transitions. 

Also, they compare the low-pass Altering of data using wavelets and Fourier transforms from 

the perspective of data compression, concluding that wavelets are an improvement. 

4.3.1 Theory 

The wavelet transform of a target function / ( f ) is deGned as 

= ( 4 . 5 ) 

where a is the dilation parameter, 6 is the translation parameter and the function g(f) is the 

original, 'mother' wavelet function; * represents the complex conjugate. In words, the mother 

wavelet function is dilated with respect to the signal to obtain the required wavelength, and 

then translated to the required position relative to the origin of the signal. The product integral 

of the two is then calculated. A wavelet spectrum is obtained by repeating this procedure for 

many wavelengths and positions. 

For a wavelet consisting of a single trigonometric wave, the dilation of the scaled function 

will directly correspond with the obtained wavelength. This type of wave can be considered 

as an optimised spectrogram transform with no attenuating function. The time-frequency 

resolution trade off will be optimised for any particular frequency, as only a single wave 

win be matched to the data at any given translation. This does not, however, imply that this 

specific wavelet function is in any way optimal. Such a wavelet would suffer from similar 

nonstationarity problems to those that affect a spectrogram with no attenuating function. The 

solution to this is to construct a wavelet function with an attenuation built into it. Examples 

of such functions wiU be given in the next section. 

Certain classes of wavelet function, described as 'orthogonal', have been constructed with 

the objective of creating a reversible transform. In order for these to be used, the translation 

and dilation parameters must be carefully selected, generally as a binary series. In the first 
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transform the wavelet is thus scaled to the fuH length of the dataset, and only a single trans-

lation (centrally located) is required. In the second the mother wavelet is scaled by 1/2 and 

integrated at two translations that between them exactly cover the dataset without overlap-

ping; in the third the wavelet is scaled to 1/4 the size of the mother wavelet and integrated 

at four translations. A transform of this nature with an orthogonal wavelet basis function is 

referred to as a (fzjcrgfg (DWT); it can be considered mathematically as a 

linear operation—i.e. a matrix operator—and fast algorithms have been designed for com-

puting it. The alternative to the DWT is the conrmwowf wavg/gr fmnj/b/TH (CWT), which 

will be employed throughout the current work. The CWT obtains much more information 

from the signal and is consequently much easier to interpret. The dilation parameter is varied 

smoothly over a continuous range, and for each value the transform is calculated for a large 

and frequency-independent set of translations through the data. 

4.3.2 Wavelet Functions 

A function commonly used for work where direct comparison with spectrogram and Fourier 

transform methods is required is the Mor/gf w a v e l e t . T h i s is the product of a complex 

trigonometric wave and an attenuating Gaussian envelope 

= A;g'™g-^ (4.6) 

where (0 and ^ are constants controlling frequency definition and normalisation, respectively. 

The larger the value of m, the higher the frequency resolution of the wavelet, and the lower the 

resulting time resolution. A value of 6 has been used throughout this work to give a reasonable 

trade off. This function contains wavelike elements very similar to conventional trigonometric 

waves in shape (though not identical, due to the attenuating function), and this aids compar-

ison with the Fourier transform. Another species of wavelet sometimes encountered is the 

Marr wavelet ,a lso known as the MgxicoM Aaf. This function is very sharply localised, giv-

ing it a higher time resolution than the Morlet at the expense of a lower frequency resolution. 
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Figure 4.4: Two common types of wavelet functions. Top: the Morlet wavelet with (0 = 6. 
The imaginary part of the function is plotted with a dashed line. Bottom: the Marr wavelet, 
also known as the Mexican hat. 

It is the second derivative of a Gaussian 

( 4 . 7 ) 

where ^ is a normalisation constant. The resulting wavelet clearly has less in common with 

trigonometric functions, and so is more difficult to compare with the results of the Fourier 

transform than the Morlet. Both the Morlet and Marr wavelets are shown in Figure 4.4. 

Many other wavelet functions have been described, often with a particular application in mind, 

e.g. sound signal noise suppression or video compression; these are beyond the scope of the 

current work. 

4.3.3 Practical Details 

To calculate the continuous wavelet transform of a function in practise it is necessary for 

efficiency reasons to use Fourier convolutions. The target function is Fourier transformed 

and then multiplied by the transform of the correctly dilated wavelet function. The resulting 

product is reverse transformed to obtain the integrated product given by equation 4.5 for all 

values of the translation parameter, b. This is repeated for each required value of the dilation 
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parameter, a, to yield the complete spectrum. Two example wavelet spectra are shown in 

Figure 4.5. Such time-frequency distributions may also be integrated in either the time or 

frequency domain to obtain margmaZ jpgcfm. An example of such marginal spectra is shown 

in Figure 4.6. 

A source of difficulty when interpreting the spectra of physical phenomena occurs where 

the target signal exhibits wfmwm/g Consider a sinusoidal wave whose frequency 

is varied in a regular maimer over the course of each period. For this wave to be represented 

by a linear combination of simple near-sinusoidal basis functions will require a large num-

ber of harmonic components if the basis does not closely match its modulated shape. This 

phenomenon is illustrated in Figure 4.7, where the function 

/(;![;) = sin(j(; + 0.6 cos(A:)) (4.8) 

is plotted along with its Morlet wavelet spectrum. The problem is obviously very common: 

without foreknowledge of the structure of the target wave, no basis function can be con-

structed to closely model it, and the spectrum wiU generally contain complicated harmonic 

components. Such harmonics are generally difficult or impossible to interpret. This problem 

is common to all Fourier-based methods of analysis, as they rely on calculating the degree 

of similarity of a series of marginally different basis set functions to the target; the leakage 

results from the many partial matches to the basis elements. 

4.4 The Hilbert Transform 

There is an alternative approach to time-frequency analysis that does not rely on matching 

the shape of some basis function to the target signal. It relies on the properties of an ona/yf/c 

that may be dehned in terms of the of the target fimction. From this 

analytic signal may be derived a measure of The difficulty with 

the method comes in understanding and creating the conditions under which a meaningful 

'instantaneous frequency' may plausibly be defined. 
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Figure 4.5: Examples of wavelet transforms. Top: a sample of Brownian noise with a disjunc-
tion at its midpoint is shown. Middle and bottom are its Morlet and Marr wavelet transforms, 
respectively. Notice how the peaks in the Marr wavelet are narrower along the time axis and 
broader along the frequency axis. The target signal used is the same as that in Figure 4.3. 
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Frequency 

Figure 4.6: Examples of wavelet marginal spectra for the signal used in Figures 4.3 and 
4.5. The upper graph is the frequency marginal spectrum; the lower is the time marginal 
spectrum. The disjunction is indicated by the peak. The data obtained using the Morlet and 
Marr wavelets are drawn with solid and dotted lines, respectively. 

The concept of 'instantaneous frequency' has been controversial ever since it was first 

proposed in the 1930s during early work on FM radio.^^ The idea of a wave motion having 

properties of frequency or amplitude localised to a single instant contradicts basic intuition: 

wave motion is an intrinsically nonlocal phenomenon. One way of thinking about it is as fol-

lows: in the special case where the wave motion being investigated is essentially a sinusoidal 

wave with its frequency and amplitude being modulated 'slowly'—that is any wave motions 

in the modulating influences have much lower frequency than that of the oscillation being 

investigated—then a single varying frequency and amplitude can make sense as properties of 

the wave. To understand the problem of defining these properties exactly consider the sum 

of two sine waves, one of large amplitude and low frequency and a second 'riding wave' of 

small amplitude and high frequency. It is obvious that no meaningful single 'instantaneous 

frequency' can be defined for any point: two separate oscillations are present throughout each 

with its own amplitude and frequency. For the purposes of the next section, only 'single 

component' waves as described above will be considered. 
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Figure 4.7: In the upper part of this figure can be seen a waveform with intrawave modulation. 
In the lower part is the Morlet wavelet transform of this signal, illustrating the difficulty of 
interpreting such phenomena. The red band corresponds to the unmodulated wave, sin(x), and 
the blue-green ripple artefacts at around double this frequency are produced by the modulating 
factor 0.6 cos(x). 
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4.4.1 Theory 

The Hilbert transform A(f) of a real-valued function /(r) extending over —=0 < f is ob-

tained by convoluting it with l/jif 

A(f)=pr.v. / (fw (4.9) 

Where pr.v. indicates the Cauchy principal value of the integral (explained in Section A). 

Unlike the Fourier transform, this results in another real-valued time domain function. The 

process is illustrated in Figure 4.8. As shown, the Hilbert transform of a sine wave is the 

negative of a cosine wave of the same amplitude and frequency. More generally, it may be 

shown^^ that the Hilbert transform of a signal has the same magnitude, but a phase shifted by 

7t/2. The calculation is highly localised by the rapid attenuation of the convoluting function: 

a point in the calculated transform is strongly affected only by a relatively narrow band of the 

target function. The Hilbert transform is thus a 7i/2 phase shift calculated from time localised 

data. 

The analytic signal z(^) is a complex function which may be defined as follows 

z W = / ( r ) + zA(f) (4.10) 

where / ( r ) is the target function and A(r) is its Hilbert transform. This can also be written 

using the notation 

z(f)=A(f)g'*W (4.11) 

where A is the amplitude of the signal and (|) is the phase angle. These are given by 

A(f) = y / ( r ) 2 + ; f ( f ) 2 

(t)(f) = arctan j 

If the target signal is considered to be the real part of a complex sinusoidal motion, then 

the problem of recovering the phase angle is changed to that of recovering the imaginary part 
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l/jc(t-u) for t = nil, n and 3n/2 
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nil 371/2 

Figure 4.8: Illustration of the Hilbert transform of a sine wave. The function — u) is 
shown for t = 71/2, ji and 3n/2 in the middle graph (drawn in solid, dotted and dashed lines, 
respectively). It can be seen that the signs of the functions are similar immediately before 
71/2 and opposed immediately after it. Owing to the symmetry of both functions about this 
point, the magnitudes of the integrals before and after it are identical, and so the Hilbert 
transform of the point is 0. The other extreme and crossing points may be evaluated by eye in 
a similar manner: zero-crossing points in the target correspond to extrema in the transform, 
and extrema in the target correspond to zero-crossing points in the transform. Between these 
points the transform is continuous and smooth. The Hilbert transform of sin(x) is — cos(x), as 
shown. 
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of this sinusoid. The HUbert transform is a means of doing this and the analytic signal defined 

above provides a way of recovering the phase angle of the target as a function of time. Under 

the restriction that the target is comprised of a single wavelike component, the rate of change 

of this phase is a measure of frequency: the more rapidly it varies, the higher the frequency. 

The relationship is linear and so we may define the instantaneous frequency, v(f) of the target 

as 

J, 

Putting this together, given a real time-domain signal, / ( f ) , we can calculate the signal's 

Hilbert transform, A(f). If we then combine the two to obtain an analytic signal, z(f), we 

may calculate the instantaneous amplitude, A(f), and phase angle, (|)(f). Differentiating the 

latter yields the instantaneous frequency, v(f). The instantaneous frequency of a sine wave is 

constant, but the method can deal with more complicated waves whose frequency and ampli-

tude vary as a function of time. An example of the application of this process to a function 

exhibiting intrawave modulation is shown in Figure 4.9. 

4.4.2 Applicability 

In Section 4.4 the assumption was made that the signals to be examined were 'single compo-

nent' . The question of what kind of waves this analytic signal approach can be applied to has 

been a source of contention, and a number of authors have offered different definitions. 

According to Vakman er the definitions of instantaneous properties given in Sub-

section 4.4.1 yield data in agreement with the intuitive meanings of amplitude, phase and 

frequency for "narrow-band" oscillations, and for broad-band oscillations that arise under 

"slow" frequency modulation. If the signal does not meet these criteria directly, then, they 

suggest, a filtering or smoothing method must be applied. They note that under such condi-

tions, the analytic signal derived can make sense only within the framework of the methods 

used to modify the target signal, which clearly creates difficulties in interpretation. Although 

examples are presented, no mathematical definition of "slowness" or "narrow-bandedness" is 

given. 
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Figure 4.9: Calculation of the analytic signal and its 'instantaneous' properties. The top graph 
shows the target signal along with its Hilbert transform as a dashed line (the real and imaginary 
parts of the analytic signal, respectively). It can be seen that the target contains 19 complete 
wave motions. The second graph shows the instantaneous amplitude of the analytic signal 
(see Equation 4.10, which remains close to unity in this case. The third graph contains the 
instantaneous phase calculated from the signal, unrolled from the — ti: < (|) < K range to create 
a continuous function. The bottom graph shows the instantaneous frequency obtained by 
differentiating the phase graph shown. In the units used here the frequency reflects the number 
of complete wave motions in the original dataset, staying close to around 19 on average, but 
rising coincidentally with the sharper (higher frequency) regions of the target signal. The 
target signal is the same as that used in the wavelet intrawave modulation example. Figure 
4.7. The greater ability of the Hilbert transform to make sense of this phenomenon is clear. 
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Boashash^^ believes that the concept of instantaneous frequency has meaning only for 

signals that are "monocomponent"—where there is only a single frequency or a "narrow band" 

of &equencies varying as a function of time—and has no meaning for multicomponent signals. 

A condition for the meaningfulness of the analytic signal is presented in terms of the spectra 

of the amplitude modulation and the frequency modulation: the Fourier spectra F[A(r)] and 

F[cos(|)(f)] must not overlap. If they do, it is impossible to separate the amphtude modulation 

from the frequency modulation and so neither is defined. The analytic signal as defined from 

the Hilbert transform will then be uninterpretable. 

Further problems occur if the peaks of the target function are not arranged roughly sym-

metrically around the axis. In the extreme case where a minimum occurs the axis, or a 

maximum below, the Hilbert transform will obtain a singularity. As the target becomes closer 

to symmetrical, the analytic function tends towards a circle of constant amplitude in the com-

plex plane, and the amount of frequency modulation 6)/ fAg ajy/MrngfAy is reduced to a 

minimum. For the practical analysis of data then, some sort of symmetry criterion is needed 

to exclude the cases where peaks occur on the wrong side of the mean, and to reduce the 

frequency and amplitude modulation to their minimum values. 

The instantaneous frequency can be thought of as the frequency of the sinusoidal wave 

that can best be fitted to the kcoZ region of the signal. If a signal comprising a simple sinusoid 

varying slowly in A-equency over time were to be filtered to remove everything but an infinitely 

narrow frequency window centred on the wave, the result from the Hilbert transform would 

be identical to that from the Fourier transform: a single frequency. If the vyindow were to 

be broadened, a set of sinusoidal components would be obtained by the Fourier transform, 

each persisting throughout the whole target signal. In other words, multiple sinusoidal waves 

would exist at every point. The Hilbert transform, on the other hand, could be used to obtain 

a single-valued of frequency for each point in the signal. The Hilbert picture of 

amplitude and frequency thus make sense locally, whereas the Fourier picture makes sense 

globally. 
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4.4.3 Practical Details 

In practice, the Hilbert transform may be computed by taking the Fourier transform of the data, 

setting all negative frequency components to zero, doubling all positive frequency components 

and back-transforming;^^ this approach has been used throughout the current work. While 

other methods of computing the transform exist,̂ "^ they are significantly less efhcient than the 

Fourier approach. 

Although the Hilbert transform would seem to be a useful method, until recently the re-

strictions on its applicabihty described above have tended to limit its use on real-world data. It 

has been used in geophysics to detect phase shifts in probe signals, for example to detect dis-

continuities in geological formations; it has also been used in signal processing to determine 

the time delays in energy propagation from correlation functions. More generally, however, 

the requirement for either a well behaved target signal or a case by case judgement about 

filtering has tended to act as a deterrent to its application. 

4.5 Empirical Mode Decomposition 

Empirical mode decomposition (EMD) is a new method of signal analysis developed by 

Huang gf The objective of EMD is to decompose an arbitrary signal into a small set 

of components to which the Hilbert transform procedure may be apphed to yield meaning-

ful instantaneous frequencies. The method obtains these components, called mfnnj'zc moafg 

(IMFs), by an iterative procedure. Each IMF component may then be Hilbert trans-

formed individually, and its instantaneous frequencies and amplitudes obtained in the way 

explained. 

The core of the method is the definition of the intrinsic mode function in such a way ±at 

its analytic signal will have meaning. An IMF is defined as a function where: 

1. The number of extrema and the number of zero-crossings differ by at most one. 

2. At any point, the mean of the envelope dehned by the local maxima and the envelope 

defined by the local minima is zero. 
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This definition satisfies the conditions required for the analytic signal to have a single fre-

quency and a single amplitude value at each time poinL Point 1 of the definition guarantees 

that no 'riding waves' are present in the function: it ensures that there can be only one maxi-

mum between a pair of zero-crossings. This removal of riding waves forces the instantaneous 

properties to be single valued. Point 2 is there to ensure the analytic signal remains centred 

at the origin of the complex plane to avoid problems with singular or excessively modulated 

frequencies. 

The algorithm suggested by Huang gf for decomposing a dataset into a set of IMF 

components meeting the definition above is described below, with the modifications to the 

stopping criteria given in a later paper.^^ The algorithm has an outer procedure and an 

inner procedure. The outer part is as follows: 

1. Determine the highest frequency IMF component present in the dataset using the feeA:-

wg procedure. 

2. Subtract this component from the dataset. 

3. A pair of stopping criteria are evaluated. If neither is true then the process repeats at 

step 1; otherwise the algorithm stops. The criteria are: (i) is there exactly one maximimi 

and one minimum in the new dataset, and (ii) is the integral of the absolute magnitude 

of the dataset less than a predetermined cutoff level. 

The first stopping criterion determines whether the dataset has had all wavelike motion sub-

tracted from it and so been reduced to a The second criterion wiU stop the algorithm 

if the remainder of the signal has become negligible in magnitude (as defined by the analyst). 

The subtractive nature of the process guarantees that the IMF components and the trend 

sum exactly to reproduce the original dataset. The second stopping criterion rarely occurs in 

practice. 

An IMF component is determined by a algorithm applied to a copy of the dataset 

as it currently stands in the outer ^y/̂ mg process: 
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1. A spline curve is Atted to the maxima of the dataset. A second sphne curve is fitted to 

the minima. 

2. The mean curve between the two splines is evaluated, and this is then subtracted from 

the dataset. This increases the local symmetry of the signal: the mean envelope of the 

local minima and maxima is shifted towards zero. 

3. A pair of stopping criteria are evaluated. If neither is true then the process repeats at step 

1; otherwise this seeking cycle stops. The criteria are: (i) does the number of extrema 

and zero-crossings differ by 1 or 0, and (h) is the integral of the absolute magnitude of 

the dataset less than a preset cutoff level. 

The first stopping criterion corresponds directly to point 1 of the definition of the IMF given 

above. The second criterion will stop the algorithm if the current IMF being evaluated has 

become negligible in magnitude. In general usage, the second criterion almost never occurs, 

and often indicates a problem with the seeking process when it does. It is important to note 

that the algorithm described above is an update to the original: the stopping criteria were 

changed^^ to improve the preservation of the amplitude modulation in the signal. The resulting 

procedure does not strictly guarantee point 2 of the IMF definition, although this point is not 

mentioned by Huang.^^ In practise, though, the IMFs obtained seem sufAciently symmetrical 

to reduce unnecessary frequency or amplitude modulation to a very low level moj'f of the 

time. Numerical problems can occur under certain circumstances, though, and these will be 

returned to in Section 5.2. 

Although the seeking algorithm might optimally recover a function satisfying the defini-

tion of an IMF after a single cycle, in practice this is very rare. A bump on a slope often 

becomes a new extreraum after being translated by the mean curve, and will then affect sub-

sequent iterations of the algorithm. Consequently, many cycles must usually take place as 

minima and maxima that were previously hidden by longer-scale curves in the data are re-

covered by the sifting algorithm. This process has been described"^^ as having the effect of 

recovering the original "intrinsic scales" of the data. 
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Figure 4.10: Example of the Empirical Mode Decomposition (EMD) method. The upper 
graph shows the original signal, with the maxima and minima fitted by spline curves. The 
lower graph shows the result of subtracting the mean curve between the two splines from the 
data, along with the new maxima and minima curves. 

Although there is no formal reason why the IMF components obtained should be orthog-

onal, in practice they are numerically very close to being so. 

The IMF procedure is illustrated in Figure 4.10 for a simple dataset. The complete set of 

IMFs extracted from this dataset are shown, along with the trend component, in Figure 4.11. 

The combination of the empirical mode decomposition and the Hilbert transform has been 

called the Hilbert Huang Transform (HHT) by Pan et alP^ 

4.6 Spectra Obtainable 

Once the target signal has been decomposed into a set of IMFs and the instantaneous prop-

erties of the IMFs determined as functions of time, the resulting data must be graphed in a 

meaningful way. There are three conventional approaches to this: frequency-time, frequency 

margin and time margin. All three types of plot are histograms. The marginal plots are the 

result of integrating the frequency-time distribution along one or other of its axes. Examples 

of all three graphs can be seen in Figure 4.12. Huang et al.^^ suggest that the frequency 

marginal spectrum be calculated by 

A((o) = j H((0,t)dt ( 4 . 1 4 ) 
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Figure 4.11; The Intrinsic Mode Functions (IMFs) obtained from the data shown in Figure 
4.10. These components sum exactly to give the original target signal. 

where .ff(a).f) is the amplitude or signal energy at time f, and the integration is in practice 

performed as a sum over the HHT histogram. It should be noted that the value calculated 

as described above would oppeor to have units of amplitude 6); Omg, although the 

authors state that, "The marginal spectrum offers a measure of total amplitude (or energy) 

contribution from each frequency value. It represents the cumulated amplitude over the entire 

data span in a probabilistic sense". The meaning of this will be returned to in Subsection 

5.7.2. Unless otherwise indicated, though, the definition of the marginal spectrum given by 

Huang gf aZ. should be assumed, and where 'amplitude' or 'signal energy' (as defined below) 

are stated these should be understood in terms of the above integral. 

An important issue to consider when producing such plots is which instantaneous property 

should be used. The most obvious is the signal amplitude, and this usually provides the most 

straightforward interpretation of the data. Another alternative suggested by Huang ef is 

an gMgrgy (/gnffZy defined to be the square of the amplitude, a definition commonly used in 

the field of signal processing. Plotting such a density would tend to emphasise more intense 

parts of signals. A third possibility is to plot a fignaZ gngrgy defined from the properties of 

the simple harmonic oscillator. This signal energy is defined as 

(4.15) 

85 



0.5 
Frequency 

1 

1.00 

Figure 4.12; Examples of the spectra obtainable from the HHT. Top; frequency-time distribu-
tion. Middle; frequency margin spectrum. Bottom; time margin spectrum. The target signal 
is that used in Figure 4.3. 
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where A is amplitude and v is frequency. A derivation of this property is given in Subsection 

B. Plotting a graph of signal energy will not only highlight larger amplitude features at the 

expense of smaller ones, but also emphasise the higher frequency parts of signals. This latter 

effect is helpful under certain circumstances, but because of the distortion of the spectrum 

involved, signal energy requires an explanation when used. 

All of these properties may be calculated for both HHT and wavelet spectra. Signal am-

plitude has been used throughout the current work unless otherwise stated. 

4.7 Previous Work 

4.7.1 Development of the Technique 

The development of the HHT method may be charted through a series of papers by Norden 

Huang and coworkers published since 1996. 

In 1996, Huang gf aZ. published a paper^^ in which they investigated the properties of 

mechanical wave fusion in water tanks and on the ocean surface. The authors describe the 

Hilbert transform and give a summary of its use in their held and the problems found with 

interpretation of the instantaneous frequencies calculated from it. They provide a definition 

for a "simple oscillatory function" to which the Hilbert transform may be applied, requiring 

it to have no riding waves—point 1 of the IMF definition given in Section 4.5—and a zero 

local mean—point 2 of the definition. They provide the skeleton outline of a "Characteristic 

Scale Decomposition Method" (CSDM), similar to the EMD algorithm, but with only a single 

iteration of the inner, sifting, procedure and hence no definition of the associated stopping 

criteria. They state that the outer, sifting, procedure should continue until the remainder of the 

signal is "less than a preassigned criterion for stopping the procedure", perhaps indicating the 

minimum magnitude integral (stopping criterion (ii) of the algorithm given in Section 4.5). 

The CSDM/Hilbert transform method is used to interpret a set of experimental data, with 

particular attention being paid to abrupt phase and frequency jumps in physical waves which 

the authors state cannot be analysed adequately with Fourier methods. 
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A paper referred to repeatedly in this work is listed in the bibliography as "Huang, N. E., 

Long, S. R., Lin, R. Q. and Shen, Z. (1995) Wave fusion as a mechanism for nonlinear evolu-

tion of water waves. / MecA. (in press)". A thorough check reveals that this paper has 

never been published. This paper is referred to as, among other things, containing a detailed 

description of the CSDM method. 

In 1998, Huang gf aZ. published a second paper^^ describing the HHT method at length 

for the first time, along with applications to a series of test systems and experimental data. 

The paper begins with a review of previous time-frequency analysis methods, followed 

by a discussion of the concept of instantaneous frequency. The authors define a class of 

functions they name 'intrinsic mode functions', as described in Section 4.5. An algorithm by 

which the IMF components may be derived is then presented under the title 'empirical mode 

decomposition'. This algorithm is different to that described in Section 4.5: the inner sifting 

process stops when the standard deviation between the signal in two successive sift cycles 

is less than some predefined value. The completeness and orthogonality of the expansion in 

terms of IMFs are then addressed, and this is followed by a section describing the use of 

the Hilbert transform to derive instantaneous A-equency and amplitude functions from them. 

A short discussion of the calibration and validation of the method with simple test signals 

follows. A number of time series, both synthetic and experimental are then analysed, and the 

results examined in detail. 

The principal argument of the paper is that wavelike motion that is not (MMMLyfcaZ/); com-

posed from a set of stationary, perfectly sinusoidal components will produce misleading 

Fourier and wavelet spectra. Members of this class include nonstationary signals, for ex-

ample seismic readings of an earthquake, and nonlinear signals, such as those obtained from 

physical systems governed by nonlinear equations. The spectra obtained suffer severe 'leak-

age' of signal energy into harmonic components which, although mathematically required for 

an exact, linear decomposition, are nonphysical and cloud interpretation. The authors argue 

that there is a better alternative to understanding nonlinear and nonstationary signals than har-

monic components: the concept of instantaneous frequency and the intrawave modulation that 



may be described in terms of this. The combination of the Hilbert transform and the empirical 

mode decomposition method (the HHT) allow such an instantaneous frequency to be dehned. 

The paper's discussion section describes a number of the drawbacks and limitations of the 

method as its designers see them, along with a list of possible improvements and avenues for 

further work. The drawbacks highlighted are: 

1. The cubic spline fitting algorithm tends to over- and under-shoot the envelope of the sig-

nal near the extreme points. This creates numerical instabilities with the algorithm and 

causes errors to build up if large numbers of seeking cycles are required. An example 

of this is given on page 943 of the paper. A signal comprising of two cosine waves of 

very similar frequencies and identical amphtudes, interfering to produce what appears 

as a single wave of constant frequency and modulated amplitude is analysed with EMD. 

As the signal is very nearly an IMF to begin with, only a single IMF component would 

ordinarily be extracted. To attempt to rectify this, a very large number of seeking cycles 

is imposed by lowering the maximum standard deviation used in the stopping criterion. 

By doing this a set of IMF components were recovered from the data, but unfortunately 

their amplitudes and frequencies were incorrect and unstable, a flaw attributed to the 

buildup of numerical errors from large numbers of spline fittings. 

2. There are two types of end-effect problem in the HHT method. The first comes from the 

spline fitting in the EMD seeking procedure and the second comes from the Gibbs effect 

caused by using Fourier transforms to compute the analytic signal. To understand the 

spline fitting errors, consider the case where the last point of the dataset is a minimum 

(or on the downward edge of a wave). A gap will then exist between the last maximum 

and the edge of the dataset; to bridge this gap, the spline interpolation algorithm must 

be relied on to gxfmpoZorg points. Unfortunately, spline ciu-ves are well known to suffer 

from large swings near and beyond their endpoints (see for example Press gf This 

creates errors at the edges of the dataset that have a tendency to propagate inwards; the 

EMD algorithm then becomes unstable, often running for too many cycles and losing 

all sense of the original data. 



The author's solution to both of these problems is to synthesise two "characteristic 

waves" beyond each of the true endpoints of the signal, though the precise nature of 

these waves is not defined. In the seeking procedure these waves 'anchor' the ends of 

the spline curves at plausible values. In the Hilbert transform procedure, the extra waves 

are attenuated toward zero, reducing the Gibbs effect. 

3. In the case where a weak signal is embedded within a stronger one, and the two are 

phase locked in such a way that the extrema of the weaker signal occur at the positions of 

maximum slope of the stronger, the EMD algorithm will not pick them up. The weaker 

signal win then appear as intrawave frequency modulations. The solution suggested by 

the authors in cases where this is suspected is to differentiate the target signal before 

processing it. 

4. The highest &equency that may be deHned for a given dataset by the Hilbert transform is 

commonly lower than that in the Fourier transform (the Nyquist limit). The maximum 

frequency obtainable from EMD is constrained by the number of points required for 

a stable numerical derivative to be obtained. The authors suggestion, based on their 

experience of using the method, is that five points is the minimum needed. A further 

suggestion given is to interpolate the data using spline functions. 

5. The EMD method depends on the dataset containing meaningful scales: in the case 

where two signals of very similar scale are combined, it will not be able to separate 

them. In other words, the algorithm cannot separate signals when their frequencies are 

too close together. The authors consider that this may be the biggest drawback of the 

method. 

The exact limitations of the resolving capabilities of the EMD method are not explained, 

"Details of the restrictions will be studied later". 

6. Although the EMD procedure can reduce an arbitrary signal to a set of IMF compo-

nents, an individual component may not have any direct physical meaning. Individual 

interpretation is possible in cases where the data contains clearly separable scales, and 
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the IMF in question represents one such scale component. Otherwise, the HHT spec-

trum must be considered as a unified whole. 

A further paper^^ by Huang and coworkers was published in 1999. It begins with a de-

scription of the Hubert transform and the EMD algorithm and a section on the validation and 

calibration of the HUbert spectrum with some of the same simple test systems as the 1998 

paper. A series of more comphcated nonlinear and nonstationary data are then examined. As 

in the 1998 paper, the Duffing and Rbssler nonlinear systems are analysed and their Hilbert 

and wavelet spectra compared. A series of experimental results are then examined, including 

the laboratory wave data reported in both the 1996 and 1998 papers. 

Two modifications to the EMD algorithm are described. The first is a modification to the 

original stopping criterion for the seeking process, and the second is to address a problem not 

noted in the 1998 paper's discussion section: intermittent data. 

The original seeking procedure had a tendency to continue for too many cycles, remov-

ing all amplitude modulation from the signal. In data possessing a clear separation of scales 

and hence physical meaning for the IMF components, this would remove that physical mean-

ing. To prevent this, the simplified stopping criterion based on counting the number of zero-

crossings in the signal as described in Section 4.5 was proposed. 

In the period between the writing of the 1998 and 1999 papers, a problem was discovered 

concerning data that possess oscillatory scales that appear only intermittendy. The IMFs 

obtained by applying standard EMD to such signals exhibit mode mixing—that is, two very 

different scales of motion are contained within a single component. For example, during the 

parts of a signal where an intermittent high frequency oscillation exists, the shortest scale 

IMF win contain this waveform; but in the parts where it is not present, the shortest scale IMF 

will describe a lower frequency mode of motion instead. Such mode mixing in cases where 

a clear separation of scales exists will prevent physically meaningful components from being 

obtained. The solution the authors propose is to add a further criterion to the seeking process 

limiting the longest period wave that may be included in an IMF component in cases where a 

specific error is clearly occuring. The algorithmic details of how this should be implemented 
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are not given in the paper; nor are any automatic means described for deciding whether the 

problem is occuring: the only solution seems to be judgement of each case individually. 

4.7.2 Applications of the Technique 

Since the introduction of the HHT method in 1998, a number of papers applying it to synthetic 

and experimental data have been written by authors working in various fields. Some remarks 

on a selection of these papers follow. 

Wei Huang gf use the HHT method to study the variation in blood pressure within the 

pulmonary arteries of rats, known to be a nonstationary phenomenon. Data were recorded at 

a rate of 100 samples per second over a 24 hour period and both time-Aeguency and marginal 

spectra were computed. The authors conclude that the HHT method offered a more compre-

hensive description of blood pressure fluctuation than the conventional Fourier transform. 

A paper by Lai^^ explores the transition from regular to chaotic motion in a nonhnear 

system. This has previously been considered in terms of a discrete change from a narrow-

to a broad-band Fourier spectrum, i.e. the spectrum switches from having a finite number of 

peaks to having an infinite number on an arbitrarily small change of the controlling parameter. 

The finding of the paper is that the Hilbert Huang transform gives a vg/y different picture 

of this transition. The number of IMFs obtained for the system studied is identical under 

both regular and chaotic regimes and the frequency histograms obtained from their Hilbert 

spectra remain clear and uncluttered, showing no discrete change as the system switched 

state. The conclusion is that characterising chaotic motion with analytic signals derived from 

EMD results in a simpler picture than with Fourier transforms. 

Echeverria gr examine the variabihty in the heart rates of human test subjects in 

both controlled breathing and transient activity experiments, along with a number of chirp 

sequences and the results of a synthetic heart rate variability model. They find that the ap-

plication of EMD to their experimental data consistently produces 4 components with similar 

amplitudes and with frequencies localised in currently recognised spectral bands of autonomic 

regulation, i.e. their data contained an intrinsic separation of scales that was reflected in the 
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IMF components obtained. The authors speculate that the scales identified may have a direct 

physiological meaning. They also note that the HHT appears to be good at tracking changes 

in the frequencies of signals in short time windows. 

Komm gr apply the HHT method to hehoseismic data obtained by the SOHO satel-

lite in order to study rotation and oscillation patterns in the solar atmosphere. The authors use 

Monte Carlo simulations to model how the error information obtained from the satellite prop-

agates through the EMD algorithm (though they comment that their approach is only likely 

to be practical for very short time series, such as their 49 point datasets). From a measured 

signal comprising 49 datapoints with known measurement errors, a large set of synthetic sig-

nals is constructed. The original data form the mean value of these signals, to which is added 

a random perturbation with a standard deviation equal to the known measurement error. Both 

the original signal and the synthetic waveforms are then processed with EMD, the original 

yielding 3 IMFs. Of the synthetic waves, only those which also give 3 IMFs are kept; these 

are then compared with the IMFs obtained from the measured signal (this does not bias the 

results because the variance in the random number distribution of the retained subset of syn-

thetic signals is the same as in the complete set). The variation in each IMF component is 

then considered by the authors to be a measure of how the error values propagate through 

the algorithm into different IMFs. They conclude from the good statistical agreement shown 

between IMF components of the synthetic and original data that the EMD method is robust, 

although it is noted that the errors at the edges are significantly worse, affecting 5% or so 

at each end of the signals. A series of completely random datasets with a variance equal to 

the experimental error were also decomposed with EMD and their Hilbert spectra analysed in 

order to measure the size of the errors in the resulting spectra. The conclusions of the paper 

focus on the measurements taken and what was learned from them about solar physics. 

Niethammer gf compare four methods for obtaining time-frequency representations 

of signals to characterise the dispersion properties of multimode Lamb waves. Lamb waves 

are guided ultrasonic waves that propagate in plates and are commonly used for detecting 

faults in engineered structures; their analysis is difRcult and a highly specialised field. The 
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authors examine the spectrogram and wavelet transforms, the Wigner-Ville distribution and 

the HHT as methods for doing this, concluding that each method has certain strengths and 

weaknesses with their data. The strength they see in the HHT method is that the IMF com-

ponents are based on local properties of the signal itself (rather than some arbitrary basis 

function, for example). In the analysis of their experimental data, EMD is seen to be failing 

to separate the Lamb waves into meaningful components in the spectral regions where many 

modes coexist within a narrow frequency band, exhibiting severe mode mixing problems. Al-

though not mentioned in the paper, it would seem that the remedy proposed by Huang^^ for 

this problem would be unlikely to work, as the Lamb wave being examined is simply too 

complicated within certain frequency ranges. There would appear to be no way of separating 

the many vibrational modes, which cross and recross in time and frequency within narrow 

frequency bands, into non-mixed IMF components. The scale separation problem identified 

by Huang^^ would seem to make this impossible. The authors also assert that since the EMD 

is an empirical method, it is impossible to analyse the HHT's time-frequency resolution in as 

rigorous a fashion as for the other methods they examine. They conclude that the spectro-

gram is the best for their needs, although it is clear that all the methods tried have substantial 

difhculties with these extremely complicated signals. 

Chunming gf use the EMD method as a means of smoothing data obtained from 

synthetic aperture radar(SAR). Their objective is to reduce the speckle in their data without 

overly degrading its information content, but at the same time preserving its "visual-natural" 

appearance. Their interest in the EMD method is due to its ability to separate a signal on the 

basis of its intrinsic scales; the method they develop is based on rejecting the two shortest 

scale IMF components to remove short period oscillations from their data. A test image is 

processed using a number of standard Altering algorithms along with their proposed method, 

and the results compared. They show their method to have better mean and edge preserving 

properties than any of the others tried, although the reduction in standard deviation was the 

lowest. They conclude that their method is an improvement on the others. 

Montesinos gf analyse a set of noisy, nonlinear and nonstationary neutron flux tran-
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sients measured in a nuclear reactor. The authors mention that the analysis of such data with 

wavelet transforms is difficult due to the excessive spreading of signal energy across the ex-

pansion. They obtain IMF components from their signals with EMD, and one component 

is observed to contain the physical phenomenon of interest. This is then processed with an 

autoregressive algorithm to determine a decay parameter and an oscillation frequency for the 

transient. The values obtained are compared with both known-correct values and the results 

of applying the autoregressive model to the unprocessed original dataset according to the au-

thors' standard practice. The numbers from the EMD-Altered signal are found to be closer to 

the correct ones, and the authors conclude that their EMD-based method is superior. 

4.7.3 Other Work Done in Southampton 

Other workers in Southampton have used the HHT algorithm and the codes described in Chap-

ter 5. The paper published by Phillips gf describes the apphcation of the HHT and 

wavelet methods to the analysis of chemical simulations, with particular emphasis on the re-

versible digitally filtered molecular dynamics (RDFMD) method of Phillips gf In this 

paper were reported some of the Brownian dynamics results given here, along with the appli-

cation of the method to simulations of gas-phase pentane and alanine dipeptide, chloroform 

solvated alanine dipeptide, and also the pentapeptide YPGDV solvated in water. The principal 

aims of this paper were to draw attention to the HHT and RDFMD methods, and to provide 

supporting evidence for the low frequency amplification strategy taken in RDFMD. 
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Chapter 5 

Hilbert Huang Transform Work 

5.1 Implementation Details 

The Hilbert Huang Transform method was implemented according to the description given by 

Huang gf with the modifications to the seeking process's stopping criteria reported by 

Huang gf 

An empirical mode decomposition code was created first, and the stability of the algorithm 

was verified. To prevent errors Aom building up at each end of the signal and propagating 

inwards, one extra extremum is created beyond the true endpoint whose coordinates are de-

termined as follows. Consider a signal terminating partway through the rising edge of a wave 

(effectively a maximum). The coordinate of the synthesised point is that of the last 

occuring frwg maximum—the last maximal turning point in the signal—and the % coordinate 

is chosen such that the gap between the new point and the previous true maximum is equal to 

that between the last pair of true maxima. Without this the buildup of errors tended to cause 

the algorithm to 'run away', iterating forever. 

The Hilbert transform was implemented according to the method of Bendat^^ using a fast 

Fourier transform.^^ The phase of the analytic signal is obtained using a sign-aware arctangent 

function, and the result is 'unwrapped' to remove the discontinuities where the angle crosses 

from to —7[, as shown in Figure 4.9. This phase function is differentiated with the Savitzky-

Golay algorithm,*^'using a five element vector by default. A side effect of this is that the 
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shortest wavelength obtainable from the transform corresponds to five datapoints, as compared 

to two datapoints for the Fourier transform (the Nyquist hmit). A simplistic differentiation 

algorithm requiring just two datapoints was tried during testing, but this sometimes exhibited 

artefacts and was subsequently dropped. 

A number of smaller programs were written to obtain the various spectra, statistics and 

plots from the energy-frequency-time distribution obtained using the Hilbert transform code. 

5.2 Preliminary Tests 

The implementation of the HHT method was checked with a number of simple test datasets, 

both to verify the programs, and to build confidence in the use of the method and interpretation 

of results. 

The first test was a sine wave of constant amplitude, but with an abrupt change in fre-

quency at its centrepoint; this test was described by Huang gf The signal was symmetrical 

and possessed no riding waves, and so already passed the criteria for being an IMF, therefore 

the Hilbert transform was taken directly without recourse to EMD. The amplitude-frequency-

time portrait (HHT spectrum) of this system showed accurate values for the two frequencies, 

and a very sharp transition between them at the correct point. A frequency marginal spectrum 

of this signal was then taken and compared with the corresponding Fourier transform. There 

was little difference between the two plots, but the HHT marginal spectrum had sharper peaks, 

and lacked the ripple artefacts observed in the Fourier. 

The second test was a sine wave with linearly increasing amphtude. This signal again 

matched the IMF criteria and required no EMD processing. Its time marginal spectrum 

showed the expected increase in amplitude. 

The third test was a pair of sine waves of different frequencies, one with constant ampli-

tude, and one with linearly increasing amplitude. This dataset did not meet the IMF criteria, 

and so first required processing with EMD. The IMFs obtained were identical to the com-

ponent sine waves, but were of the correct frequencies and did show the expected variations 

in amphtude over time. 
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The fourth test was a pair of constant amplitude sine waves, one of which increase hnearly 

in frequency while the other remained constant. The EMD algorithm again failed to obtain 

the component waves precisely, but the IMFs did exhibit the correct trends in frequency. 

A fifth test was to synthesise two random walk signals such that the Arst 50% of the data 

were common to both, but the second 50% were allowed to diverge. Sifting these signals 

with EMD obtained two completely different sets of IMFs. The IMFs at both high and low 

frequency were observed to be markedly different in the data section common to both signals. 

The stability of EMD to remote changes in the dataset will be returned to in Section 5.3. 

A number of signals of more complicated phenomena, such as the Lorenz attractor^^ were 

constructed and tested to gain more general experience of the results obtained from the HHT. 

It was noticed during this testing that where an IMF possesses a low amplitude extremum im-

mediately neighboured by high amplitude extrema, the waveform is highly asymmetric. This 

is caused by the EMD algorithm stopping the zero-crossing criterion is achieved: 

the small extremum only just barely crosses the zero axis. Consequently the numerical errors 

from the phase detection stage become large in this vicinity, resulting in wildly incorrect fre-

quency values for a few points. This problem might be avoided with some further refinement 

to the EMD seek-cycle stopping criteria to enforce the second element of the IMF dehnition. 

This error behaviour is generally quite rare, though, and affects only a small region when 

it does occur. A simple treatment for the effects, used throughout the current work, is to cf;;; 

the data: points whose amplitudes are less than 1% of their IMF's mean are excluded from the 

spectrum—they are simply not drawn. This has a negligible effect on marginal spectra, and 

removes visually confusing artefacts from time-frequency portraits. 

5.3 Stability of the EMD algorithm 

If the EMD procedure is to be used, it would seem prudent to develop some intuition as to the 

stability of its output against numerical errors, both in the input data, and accumulated during 

the seeking procedure itself. Do small changes to the input signal produce large changes in 

the output obtained? If so, might they be reduced through some straightforward modification 
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to the algorithm? 

5.3.1 Small Random Perturbations 

The stability of the EMD method to small random perturbations of the data was tested. A 

random walk signal with a broadband spectrum, somewhat similar to what might be obtained 

from a simulation of a chemical system, was constructed. Each timestep of the signal is given 

by 

( 5 . 1 ) 

where ^ was chosen at random from a Hat distribution in the range —0.5 < C < 0.5. To 

examine the stability of the sifting algorithm, two further signals were constructed. The Arst 

of these was a copy of the original signal with a sample of white noise of amplitude 0.01 

added over the complete time period. The second was similar, but with white noise added 

over only the Arst 10% of the time period. The results of applying the EMD sifting procedure 

to each of these are shown in Figure 5.1. From this it is obvious that the empirical mode 

decomposition algorithm is unstable under the addition of small amounts of noise. The effects 

of minor changes in the data propagate along the dataset, with large differences noticeable in 

the Zajr 10% of the second IMF where noise was added to only the 10% of the dataset. 

This indicates that localised changes to input have nonlocal effects; such ejects are clearly 

meaningless artefacts of the seeking procedure. There are two possible mechanisms by which 

these artefacts may occur: 

# There is a direct nonlocal influence between widely separated points of the signal, and 

localised perturbations or errors directly have a global effecL 

# Perturbations or errors have a tendency to propagate laterally through the dataset in 

subsequent seeking cycles. 

The relative sizes of these effects are difficult to quantify analytically due to the empirical 

nature of the EMD process. 
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Figure 5.1: Random walk sifted by EMD; a random value between -0.5 and 0.5 was added to 
the signal at each timestep. The solid line shows the IMFs derived from the original signal. 
The dotted line shows the IMFs obtained after the addition of white noise with a maximum 
amplitude of 0.01 to the complete dataset. The dashed line shows the results after similar 
white noise was added to the first 10% of the dataset. Graphs are labelled with their IMF 
numbers; the graph on the bottom right is the residue component. 

5.3.2 Spline Fitting Algorithms 

The conventional spline algorithm used in the EMD procedure obtains a cubic polynomial 

for the domain between each pair of specified datapoints, i.e. each pair of maxima. The first 

and second derivatives are required to be continuous at the boundaries between the specified 

datapoints, which requires the solution of a system of simultaneous equations. An equation 

involving a tridiagonal matrix is set up and solved to obtain the coefficients for the cubic 

polynomials,^^ and a consequence of this approach is that each coefficient depends on all the 

datapoints in the signal. It follows that every point in every IMF depends on all of the points in 

the original dataset, irrespective of position, thus the first of the mechanisms described above 

by which nonlocal artefacts may be created is definitely present. If a spline algorithm were 

used in which only a local set of datapoints was needed for interpolation, such artefacts might 

be reduced. 

One of the principal problems with EMD noted by Huang et al.^^ was that the cubic 

spline algorithm used in the seeking procedure had a tendency to over- and under-shoot the 

data, and this created problems where large numbers of seeking cycles were required to yield 

meaningful IMF components. These errors have a tendency to exaggerate abrupt changes in 
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the amplitude of the signal, causing artefactual bumps that require further seeking cycles to 

flatten, and presumably create errors that could propagate through the data via either of the 

two mechanisms outlined above. If a spline algorithm could be found that vvas less prone to 

the under- and over-shoodng problems, it is possible that both the nonlocal artefact behaviour 

and the overall stability might be improved. 

The Akima spline algorithm^^'^^ is a method for fitting cubic polynomial functions to a 

dataset, the resulting curve passing exactly through all specified points. A value is obtained 

for the first differential (slope) of the curve at each datapoint, using the coordinates of only 

that point and the two adjacent points in either direction. The two required points beyond 

each end of the dataset are estimated using the endmost point and two points adjacent to this. 

Interpolation of a value between a pair of specified datapoints is achieved by deriving the 

coefficients of a cubic polynomial from the slopes at the points and their coordinates. The 

coordinates of any point along the spline curve therefore depend only on a highly locahsed set 

of datapoints: three points on each side of the required abscissa. A key consideration in the 

design of the algorithm was the removal of the overshooting behaviour of the conventional 

cubic spline. Removing the requirement for a global functional fit helps achieve this, with 

the side benefit of a significant speed increase. Akima reports that the procedure exhibits no 

problems with convergence or numerical stabUity.^^ 

The EMD algorithm was reimplemented using the Akima spline fitting procedure. An 

intermediate step in the seeking procedure showing the difference between the conventional 

and Akima splines is shown in Figure 5.2. The reduction in the imder- and over-shooting 

behaviour is immediately evident in this case: the Akima curve hugs the dataset much more 

tightly. Numerous trials of the modified EMD algorithm with different data uncovered no 

problems with the numerical stability of the new interpolation function. 

5.3.3 Quantitative Comparison 

From the reasoning above it would seem plausible that the Akima spline might improve the 

stability of the EMD seeking procedure, both to small random data perturbations and to the 
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Figure 5.2: Examples of spline fitting in HMD. The solid line shows the signal whose maxima 
and minima are being fitted. The upper and lower dotted lines show the conventional cubic 
spline curves and the dashed lines the Akima splines. The curves through the centre of the 
dataset are the mean values between the fitted splines. The Akima curves are clearly far less 
prone to overshooting the data than the conventional cubics. 

build up of numerical errors. It might affect both the global stability to local perturbations, 

due to the localised nature of the fitting, and also the global stability to global perturbations. 

To quantify any improvement, a large number of test signals were processed with both the 

conventional and Akima versions of EMD. These were created using a similar procedure to 

that described in Subsection 5.3.1. A random walk reference signal was created and processed 

to obtain a reference set of IMFs. A small modification was then made to the reference signal 

(as explained below) and a new set of IMFs derived from it. The total RMS deviation between 

each IMF common to both datasets was calculated, and the mean of these RMSDs was taken 

as an indicator of the discrepancy induced by the perturbation 

1 m 

discrepancy = — ^ 
;=i 

1 ^ 
( 5 . 2 ) 

where N is the number of points in the dataset and IMF components, M is the number of non-

trend IMF components common to both and /modified refers to element % of the jth IMF in 

the set obtained from the modified trajectory. 

The modifications to the reference again comprised low amplitude white noise signals 
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Figure 5.3: Discrepancy tests for the Akima and cubic splines. Top: wholly modified signal. 
Bottom: signal with first 10% modified. The Akima is drawn with a solid and the conventional 
spline with a dashed line. 

added to either the whole or the first 10% of the dataset {whole or section modification, re-

spectively). Noise amplitude was varied over a wide range of values, and 100 tests were 

performed for each. The reference signal was constant across all tests and all amplitude val-

ues. Conventional and Akima splines were compared, and the results are shown in Figure 

5.3. 

A number of observations may be made from this Figure. First, the wholly modified 

systems generally have a higher discrepancy than the sectionally modified ones, as would 

be expected. Also, in both cases the discrepancy increases sharply as the amplitude of the 

noise added approaches the amplitude of the wave-like components of the random walk signal 

(close to 1.0). Again this would be expected. In the lower graph, where only a short section 

of the trajectory is modified, there is an abrupt attenuation of the discrepancy below noise 

amplitudes of 0.002. The size of the modification in these cases is insufficient to perturb 

the algorithm from the reference solution. Overall, though, the curves are very similar for 

the two splines, and the broad conclusion to draw is that adopting the Akima spline gives no 

measurable improvement to the stability of the HMD algorithm against small discrepancies 

perturbing the solution set. 

Two means of error propagation through the sifting procedure were described above. To 

recap, the first is where each point in the signal depends directly on every other point, and 
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small perturbations can have nonlocal effects; in the second, a smaU perturbation in one part of 

the signal propagates laterally in successive sifting steps, multiple steps being needed for the 

perturbation to affect all points of the dataset. The localised nature of the AMma spline does 

not locahse the effects of small perturbations to the dataset. As the first, nonlocal, mechanism 

of error propagation is no longer in operation this implies that the second, lateral, mechanism 

be in effect and causing the global changes observed. 

Using the Akima spline fitting procedure also has no clear effect on the global stability 

of the fitting against global changes. Reduction of the under- and over-shooting behaviour, 

coupled with the localised nature of the fitting appears to have no effect on the stability under 

small changes in the signal. 

Further examination of the variability of the discrepancy reveals that the changes wrought 

by the addition of noise do not have a completely random distribution, as suggested by the 

abruptness of the attenuation of the discrepancy in the lower graph of Figure 5.3. Figure 5.4 

shows a histogram where the log of the perturbation size is plotted along the horizontal axis, 

the log of the discrepancy along the vertical axis, and the number of occurrences is indicated 

by the colour; 100 trials were performed for each noise amplitude value here. The presence of 

distinct, discrete bands of very similar discrepancy indicates that the addition of noise tends 

to cause the EMD algorithm to 'flip' among a discrete set of possible solution states. That 

these bands have signihcant breadth indicates that this 'quantisation' is not perfect: rather, the 

bands consist of a group of closely related states. Although the data shown is for the Akima 

spline with a 10% modified signal similar behaviour was observed in the tests of the cubic 

spline and the cases where the entire tr^ectory was modified. 

To examine the hypothesis that a tighter spline fitting procedure would improve the algo-

rithm's stability against the build up of errors over large numbers of seeking cycles, the test 

in which the EMD algorithm failed to separate a pair of cosine components of very similar 

frequency described by Huang gf was performed as described. A wave was generated 

from the equation 

2 2 
/(x)=COS—TCC + COS—TLC (5.3) 
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Figure 5.4: Histogram showing the occurence of discrepancy values as a function of the am-
plitude of noise added to the first 10% of the trajectory. The data shown are for the Akima 
spline fitting algorithm. Note that the axes are logarithmic to the base of 10. Note the banding, 
particularly evident where the discrepancy is greater than 10^^. 

where 1 < % < 512. The cosines of similar frequency create 'beat' interference over the 

course of the dataset. As this signal is very nearly an IMF without any sifting, very stringent 

stopping criteria were used to force its separation into multiple components. For the original 

cubic spline, around 300 seeking cycles were used for each IMF, and for the Akima around 

100, resulting in 11 and 14 IMF components respectively. Most of the IMF components were 

of very low energy, and only the first pair were of interest; these are shown in Figure 5.5, 

along with the test waveform. It can be seen that the cubic spline has obtained a pair of IMFs 

with 15 and 17 waves, while the Akima spline IMFs contained roughly 16 and 17 waves, 

although these latter were badly defined. The theoretically correct values are 512/34 = 15 

and 512/30 = 17 (cos27u: in the range 0-512 contains 512 waves; c o s ^ has 512/34 = 15 

waves in the same range). Although the cubic spline obtained the correct numbers of peaks, 

significant contamination from the large numbers of seeking steps can be seen, confirming 

the result of Huang et al. for this case. The Akima algorithm is clearly much the worse of 

the pair; the signals obtained are not clear enough to allow accurate peak counting, and suffer 
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Figure 5.5: Top: the signal being processed. Middle: the first two IMFs obtained using 
conventional cubic splines, the first drawn with a solid and the second with a dashed line. 
Bottom: the first two IMFs obtained using the Akima spline, again the first is drawn with 
a solid and the second a dashed line. The distortion in the waveforms resulting from large 
numbers of seeking cycles is considerably worse for the Akima algorithm: the periods of the 
components are more variable with respect to time, and some wave peaks are missed. 

from severe contamination. 

The hypothesis given by Huang et that using a spline fitting algorithm less prone to 

under- and over-shooting the dataset would lead to more stable behaviour where large numbers 

of seeking cycles are required, thus seems to be false. The accumulation of errors in the 

seeking procedure cannot be judged by the intuitive tightness of the spline fitting algorithm. 

In summary then, although the Akima spline gives a localised and intuitively better fit to 

the maxima and minima, it yields no measurable improvement to the stability of the EMD 

algorithm. Moreover, in the event that large numbers of seeking steps are required to obtain 

usefully separated IMF components, the conventional cubic spline outperforms it. 

In the above investigation, the empirical mode decomposition algorithm was shown to be 

highly sensitive to small changes in input data. Any small, local perturbation has a global 

effect, commonly leading to an entirely different set of IMF components being obtained. The 

output of the algorithm appears to switch among a discrete set of possible solutions under the 

action of such modifications, though there exists a degree of variability in the neighbourhood 

of these states. Adopting the Akima spline fitting procedure does not yield the improvements 

that might be hoped for from the conjecture of Huang et al. about the stability of the algorithm. 
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The effects of the instabihty of the EMD procedure to small changes on the resulting HHT 

spectra are difficult to predict, though. This will be returned to in Section 5.6. 

5.4 Hilbert Boundary-Effect Modelling 

For the HUbert transform to be calculated rapidly, the Fast Fourier Transform^^ is employed. 

This has the unfortunate side effect of creating ripples (Gibbs effects) in the transform due 

to the inevitable disjunctures at the signal boundaries. Such ripples may be greatly reduced 

where a conventional Fourier spectrum is required by employing a windowing function, such 

as the Blackman window described in Section 4.1. As the Fourier transform is being used to 

calculate a convolution, the use of a windowing function would not be possible here. These 

errors are significant at the edges of the signal, resulting in incorrect frequency and amphtude 

values, and this fact is recognised by Huang gf Their prescription for solving this problem 

is to add extra "characteristic waves" at the edges of the dataset, which are attenuated to 

nothing in some unspecified maimer. Their explanation of this procedure is both very short 

and difficult to interpreL Komm gf have not used Huang's approach to these edge effects; 

they say that the results within "about 5%" of the ends are "less reliable", without attempting 

to quantify how much so. 

The approaches to dealing with these end effects can thus be summarised as follows 

1. Do nothing, and try to ignore points at the edges of the data on a subjective, visual, 

case-by-case basis. 

2. Clip points from the edges of the data automatically. 

3. Invent extra data at the edges of the signal and reduce its amplitude gradually to zero 

with some form of attenuating function. 

To quantify the amount of data that must be removed in the second approach described 

above, some criterion for the maximum allowable error is required. The simplest criterion is 

the frequency resolution of the HHT technique, stated by Huang gf to be 1 /7 where 7 
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Figure 5.6: Absolute error in frequency returned by the Hilbert transform as a function of the 
timepoint within the signal. The errors for a signal containing 10.5 wavelengths is drawn with 
a solid line, and those for a signal containing 70.5 waves with a dotted line. The absolute fre-
quency error is shown as a fraction of the resolution and a solid line is drawn at the maximum 
permissible error value. 

is the time period of the dataset (in other words, the wavelength resolution of the technique is 

equal to the length of the dataset). The exclusion criterion is then, 'any point with a frequency 

error of more than half the resolution is unreliable'. If a datapoint could be resolved to have a 

frequency of / , 2f, 3 / , etc., then this error condition restricts us to points within / ± 

A large set of signals comprised of constant amplitude sine waves at different frequencies 

was created, and their Hilbert transforms obtained. The frequencies were chosen to create a 

phase difference of K at the ends of the signal to maximise the Gibbs effects. Absolute errors 

in frequency from the known correct value were quantified as a function of timepoint, and 

the position where these errors fell below half the resolution was noted. A pair of such error 

functions for different wave frequencies is shown in Figure 5.6. Several tests were carried out 

with different sizes of dataset, and the following results were found not to vary with this. 

A curve of the form 

was fitted to the data, where E is the position at which data should be clipped as a fraction 

of the set length and t is the frequency on a scale normalised to unity. The fit can be seen 
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Figure 5.7: Position in a dataset at which the absolute error in frequency falls below the 
acceptable value of half the resolution of the transform. For low frequency values 9% (or 
less) of the data must be clipped from each end, rising to 15% at the maximum frequency. 

in Figure 5.7. The values obtained were a = 1.30034, 6 = 1.47041 and c = 1.21602 x 10"^. 

This function may be used to calculate the position in an HHT spectrum at which data should 

be excluded for the accuracy to be within the resolution tolerance of the method. For higher 

frequency values to be reliable, as defined by the exclusion criterion given above, quite a large 

fraction of the data must be removed: up to about 17% at eoc/; of the dataset. This could 

clearly be a signiAcant handicap where exact figures are required from the technique. 

If the third approach to the end effects described above is to be taken, the attenuating 

function which produces optimum results should obviously be used. As described by Harris,^ 

many types of windowing function have been adopted for the conventional Fourier transform, 

mostly based on arbitrary mathematical functions, many of which obtain far from optimal 

results. His paper quantified the results of many such functions in a straightforward way, 

and attempted to discover the best function for frequency discrimination. In the following, a 

number of possible attenuating functions for the HHT transform are evaluated. 

The signal examined in each case comprised a single sine wave with exactly 20.5 wave-

lengths, to which was added one further wavelength at each end of the set; 1000 datapoints 

were used for the main signal. The half wavelength discontinuity at the end of the set again 

had the effect of maximising the size of the Gibbs errors that are of interest. A series of possi-
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ble attenuating functions were applied to the waves at each end of the set, HUbert transforms 

were taken, and the absolute frequency error as a function of set position was obtained. Each 

function was scaled to return unity at the edge of the main signal. The functions were as fol-

lows, f being a parameter varying between 1 at the edge of the dataset proper to 0 at the point 

of maximum decay: 

1. J (Linear decay) 

2. sin(m/2) (Sinusoidal decay) 

3. (Square polynomial decay) 

4. (Root decay) 

5. exp(—tgj) (Exponential decay with constant A:̂ ) 

6. (Power decay with constant ^n) 

The values for the constants which yielded optimum values of the total integral of the 

absolute error over the dataset were obtained; these were found to be = 2.3 and = 1.1. 

There obviously exists a lot of redundancy in the functional forms tried, but certain key values 

corresponding to the square root, etc. were tested early in the process as obvious, intuitive 

candidates. Their inclusion serves to highlight the problems encountered in attempting to 

guess attenuation functions and their parameters. The results are shown in Figure 5.8. 

A number of observations can be made from this Figure. First, the effects of using an at-

tenuation function on made up data added to the edges of the signal are dramatic. None of the 

functions exhibit an error greater than the resolution for points vyithin the dataset proper. The 

linear window is very nearly the best of the set, with a slight improvement to be gained from 

a power decay with a constant of 1.1 (almost identical to the linear function). Other windows 

with obvious intuitive forms, and/or guessed parameters, produce much poorer results, as also 

observed for Fourier windowing functions.^ 

The conclusion to be drawn from these results is clear: if the analyst is content with 

making up fake data at the edges of his measured signal, an excellent reduction in the level 
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Figure 5.8: Absolute frequency errors on a sine wave with 20.5 periods as a function of 
timepoint for a set of attenuation functions. 

of noise created by the Gibbs phenomenon can be achieved. The optimal attenuation function 

to use from the set described above has the form where j varies as explained. Using 

intuitively obvious, non-parameterised attenuation functions will generally produce results 

that are suboptimal, sometimes drastically so. If the analyst is not prepared to invent extra 

data, but still requires accurate frequency information, clipping the spectra with Equation 5.4 

using the obtained parameters will remove datapoints with frequencies that have errors larger 

than the resolution of the transform, as stated by its designers. The drawback with doing this 

is that a large proportion of the dataset has to be excluded. A third intermediate possibility 

would be to use an attenuation function without inventing new points—less points in total 

would be affected than if no attenuation were used. In the current work, either the clipping 

function is used, or the dataset is left as-is. Where clipping is used, this will be indicated. 

5.5 Brownian Dynamics 

A test system was required that was both simple to implement and study, but at the same 

time displayed behaviour closer to that observed in condensed phase molecular dynamics, 

including transition events between minima on an energy landscape. To this end, a series 

of Brownian dynamics (BD) simulations were performed. The system studied comprised a 
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Figure 5.9: The potential well used in the Brownian dynamics simulations. The well is con-
structed from a short Fourier series described in the text. 

single particle moving freely on a one dimensional potential energy surface driven by random 

thermal excitation and hindered by Aiction. 

5.5.1 Implementation Details 

The potential surface was constructed from a short Fourier series and contained two minima 

of different energies separated by a low barrier. The characteristic frequencies of the minima 

are different and the surface rises steeply on either side of the pair. The functional form of the 

series was as follows 

y(A:) = 5cos27Cc + 2cos47cr+ -COSTCC (5.5) 

The surface described by this is shown in Figure 5.9. 

The BD algorithm used is based on that of Ermak and Buckholtz,^^ modiAed^ to reduce to 

the velocity Verlet algorithm upon setting the frictional coefficient, to zero. The following 

equations are integrated in the standard velocity Verlet fashion 

[-(f + = r(f) + + 8r^ (5.6) 
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v(f + &) = cov(f) + (ci - C2)6fa(f) + C26fa(f + 6f) + (5.7) 

Where ± e constants, co, ci and C2 were given by 

CO = (5.8) 

ci = ( ^ & ) - : ( l - c o ) (5.9) 

c2 = ( ^ 6 f ) - \ l - c i ) (5.10) 

The correlated variables and 6v^ are derived from a bivariate Gaussian distribution as 

follows 

= (5.11) 

= Cv(c^Ci + y i - c ^ W (5.12) 

where and ^2 are random numbers independently sampled from Gaussian distributions with 

means of 0 and variances of 1. The variances, and o^, and correlation coefficient, Crv, are 

given by 

^2 = (^gf)-i(3-4g-^5^ + g-^^ ')) (5.13) 

Gy = - ^ ( l - g ^̂ ^̂ ) (5.14) 
m 

— ( ^ 8 f ) - ^ ( l - g - ^ ^ ' ) ^ (5.15) 
rOv M ' ' 

The parameters chosen for the friction, timestep and degree of thermal excitation in all of the 

Cry 
OrGy /?% 
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Figure 5.10: The Brownian dynamics tr^ectory chosen for analysis. The simulation starts 
with the particle in the higher potential well, a transition to the lower energy well occurs 
around the midpoint, and the particle then loses its excess kinetic energy to friction. 

simulations were 

^ = 0.0001; = 0.02; — = 0.0025 (5.16) 

5.5.2 Results 

A series of simulations with diff^erent random number seeds were performed until a transition 

between the potential energy weUs was observed. The simulation picked is shown in Figure 

5.10. The simulation timescale is normalised to unit length, and the potential weU shown in 

Figure 5.9. 

Empirical mode decomposition of the trajectory yielded nine IMFs and a trend. Of these 

components, there existed a clear but unusual 'separation of scales': the three highest fre-

quency IMFs contained the harmonic content of the signal, while the six lower frequency 

IMFs and the trend summed to give the mean values corresponding to the two minima and 

the transition between them. These lower IMF components were of a substantial amplitude 

and might better be thought of as being constituents of the true trend in the data. The sums of 

IMFs 1-3, and also 4-9 and the trend component are shown in Figure 5.11. 

The HHT spectrum of all IMFs, along with the Morlet wavelet spectrum of the trajectory 

is shown in Figure 5.12. Signal energy has been plotted to de-emphasise the low frequency 
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Figure 5.11: Separability of scales in the empirical mode decomposition of a trajectory con-
taining a transition event. Top; IMFs 4-9 and the trend component are summed to give the 
signal drawn with a solid line. The original trajectory is drawn with a dashed line. Bottom: 
IMFs 1-3 together account for the harmonic content of the signal, drawn with a solid line. 
The sum of IMFs 4-9 without the trend component is drawn with a dashed line. 

trend-constituent IMFs with respect to the higher frequency harmonic ones; without this, the 

amplitude of the low frequency constituents would distort the scale of the graphs, making 

them difficult to read. Log energy scales were used in both cases for ease of comparison. The 

edges of the Hilbert spectra were not clipped. 

The first thing apparent on examining the Figure is that both spectra, as drawn, are remark-

ably similar. The frequencies of motion associated with the two minima are clearly visible in 

both wavelet and HHT plots. The transition event appears more sharply defined in frequency 

in the HHT spectrum, not suffering the frequency leakage evident with wavelets. Both plots 

also exhibit a broad feature at low frequencies close to the transition point, though the struc-

ture is visually clearer with wavelets—the sparseness of the lines in the HHT spectrum tends 

to confuse the eye and cloud interpretation. 

What meaning can be attached to the low frequency values reported for IMF components 

4-9? These are plotted in Figure 5.13. To answer this question we must remember that the 

EMD method decomposes a signal in terms of a basis set derived from the signal itself, rather 

than some function chosen arbitrarily by the analyst. Although the components recovered are 

not necessarily orthogonal, in practice they are numerically close to being so and the com-
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Figure 5.12; Left: HHT spectrum of the Brownian dynamics trajectory shown in Figure 5.10. 
Signal energy is plotted for clarity. Right: Morlet wavelet spectrum of the same trajectory, 
plotting log signal energy for ease of comparison. The horizontal line shown in both graphs 
indicates the upper limit of the low frequency region integrated over in Figure 5.18. 

ponents recovered may interfere with one another in both a 'constructive' and a 'destructive' 

fashion, even though the decomposition is strictly subtractive. It is obvious from comparing 

the low frequency IMF components, shown in Figure 5.13, with their sum, shown in Figure 

5.11, that the components must interfere in a destructive manner in places to equal their sum. 

Their wavelike character thus possesses an artificial, synthetic nature similar to that seen in 

Fourier analysis. Further consideration will be given to the interpretation of this in Section 

5 . 6 . 

Marginal spectra from both the HHT and wavelet spectra, along with Fourier transforms 

were derived for the simulation shown in Figure 5.10. The Fourier transforms taken without a 

windowing function and also with the Blackman window described in Section 4.1 are shown 

in the upper part of Figure 5.14. The latter is clearly a substantial improvement, with the Gibbs 

artefacts resulting from the dual transitions—in the centre and at the end of the signal—much 

reduced. This filtered spectrum was used for the frequency calculations below; the reduction 

in spectral leakage will allow more accurate determination of peak frequencies.^"^ Frequency 

marginal spectra are shown in the lower part of the Figure. The wavelet transform exhibits a 

smooth variation of amplitude with frequency and little detail can be resolved due to spectral 
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Figure 5.13: The six low frequency IMF components obtained from the trajectory shown in 
Figure 5.10. 

leakage. Two peaks corresponding to the frequencies of harmonic vibration in the signal 

can be discerned, though. The Hilbert-Huang transform also shows two peaks, but separated 

by a much clearer amplitude minimum. The slight shift in peak frequencies in the wavelet 

spectrum may be caused by overlap between the peaks. 

At the two minimum p o i n t s , a n d %2, in the potential well described in Subsection 5.5.1 

2.420094 

6.356041 

(5.17) 

(5.18) 

and given that 

F 

(fx 

k-

(5.19) 

(5.20) 

(5.21) 

(5.22) 

and 

CO = A/ — 
/M 

(5.23) 
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Figure 5.14: Top: Fourier transforms of the Brownian dynamics trajectory shown in Figure 
5.10. The fine dotted line shows the transform of the unmodified dataset; the solid line that 
of the dataset multiplied by the Blackman windowing function. Bottom: frequency marginal 
spectra. The dashed line shows the result from the Morlet wavelet; the solid line that of the 
HHT 

if we assume the mass m = l, then have for the minima 

coi = V2.420094 = 1.555665 

0)2 = V6.356041 = 2.521119 

®i/®2 = 1.620605 

( 5 . 2 4 ) 

( 5 . 2 5 ) 

( 5 . 2 6 ) 

The frequencies of the peaks obtained from the Fourier transform were 172 and 118, the 

ratio between them being 1.46. Peak frequencies were obtained by fitting Gaussian distribu-

tions to the data. To obtain a stable fit to the higher frequency peak, values with frequencies 

below 130 were excluded from the fit; this value was judged to exclude as much as possible 

of the lower peak. The values measured from the wavelet marginal spectra were 178 and 116, 

with a ratio of 1.52; the peak values being read directly from the graph. The figures from the 

Hilbert spectrum were 190 and 114, with a ratio of 1.67. 

These results indicate that all three spectral methods are able to obtain comparable results 

from the same data; the Hilbert transform, working in a completely different way to the two 

Fourier based methods, obtains a similar spectrum. The ratio obtained from the HHT marginal 

spectrum is the closest to the theoretical value, with the wavelet value coming second and the 
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Figure 5.15: Brownian dynamics trajectory exhibiting multiple transition events. The signal 
energy over the low frequency region is shown as a function of time. The HHT margin is 
drawn with a solid line and the Morlet wavelet margin with a dashed line. The original signal 
is superimposed as a dotted line. 

Fourier transform comes last. The broad, smooth features of the wavelet transform are prob-

ably, considering other wavelet transforms seen, the result of severe leakage in the frequency 

domain. 

One final test using Brownian dynamics was performed on a potential energy surface 

modified to allow multiple transitions to take place back and forth between the two wells. The 

new, symmetrical potential function was 

V { x ) = 5 c o s I t i x + 2 c o s Anx ( 5 . 2 7 ) 

A simulation performed on the new surface exhibiting a series of rapid back and forth 

transitions is shown in Figure 5.15. The time margin for both Morlet wavelets and the HHT 

are plotted alongside the trajectory. The signal contains multiple transitions between states 

between t = 0.39 and t = 0.42. There then follows a short period of 0.05 time units where 

the system remains trapped in a single state. This ends at ? = 0.47 with a single, final transi-

tion event. Signal energy yielded the clearest plots for this data with its emphasis on larger 

amplitude features. 
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As can be seen, the HHT time margin registers two signal energy peaks: the first, broad and 

steep shouldered, follows the period of multiple transitions, starting at f = 0.38 and ending at 

f = 0.43. The second peak registers the final transition event at 0.47, rising at around f = 0.45 

and falling at around f = 0.48. There is a clear interregnum of lower signal energy between the 

two peaks detected by the HHT, reflecting the period where the system is trapped in one state. 

This should be compared with the wavelet spectrum, which has only succeeded in obtaining a 

single peak for the entire sequence of events. The peak has a smooth, beU-like shape, centred 

on the period of temporary entrapment. None of the fine structure of the dynamics can be 

obtained from the wavelet margin. 

The results from the Brownian dynamics simulations have shown that for the types of 

dataset of interest to chemical simulators, the HHT is capable of producing results direcdy 

comparable with the Fourier transform, the wavelet time-frequency spectrum, the wavelet 

marginal frequency spectrum and the wavelet time margin. For a signal whose average trend 

hne exhibits a sharp transition event, EMD will derive one set of components describing 

the noise and wave-like behaviour of the system, and a separate set of components which, 

although individually meaningless, sum to yield a remarkably clear portrait of the transition. 

Such systems could be described as having a mgoM/Mg/wZ separation of scales. Taking an HHT 

time-frequency portrait for this system yields visually similar results to the wavelet transform. 

There is significantly less leakage in the frequency domain with the HHT, but difficulties 

emerge in interpreting regions sparsely represented by IMF components. Calculations of the 

peak frequency centres in this system showed an advantage for the HHT over both Fourier and 

wavelet transforms, the latter again significantly hampered by its frequency leakage. Also, in 

the time domain, the HHT performed better at discerning rare events in a complicated signal 

than the wavelet time marginal spectrum. 

5.6 Composite Spectra 

In cases where the frequencies of individual IMF components are clearly not meaningful, 

we might ask whether the amphtude of a point in time-frequency space defined by a set of 
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IMFs would appear similar to the amplitude of the same point obtained through the contin-

uous wavelet transform (CWT). The nonzero points in the HHT spectrum—the points of the 

histogram through which one or more IMF components pass—are sparse, but, as shown in 

Subsection 5.3.1, the paths in time-frequency space taken by a set of IMFs are sensitive to 

small changes in the input data. Taken together, this would seem to imply that the set of paths 

has a somewhat arbitrary sampling of regions of the space where no meaningful scale can be 

defined. The IMF would then best be considered a curvilinear 'sHce' through time-frequency 

space, whose amplitude at a given point would to some extent reflect what would be obtained 

through wavelet analysis. The absence of harmonic leakage should make a significant differ-

ence to such a spectrum though: regions of leakage should presumably have zero amplitude 

in the HHT time-frequency portrait. 

To discover if the above statements are true, a test was performed, again using the signal 

shown in Figure 5.10. A collection of 100 copies of the signal was created, to each of which 

was added white-noise with an amplitude of 0.001, around 5% that of the signal's wave-like 

content. The HHT spectrum was derived independently for each sample, and the resulting 

histograms were composited into a master spectrum as follows. Where a histogram bin in the 

master spectrum was previously empty, it acquired the value obtained in the sample spectrum. 

Where the bin was nonempty, it was added to the original contents and a counter for that cell 

was incremented. After all data was collected, the ceU contents are divided by the counter 

values to calculate averages. Obviously, the counter values should initially be set to unity to 

avoid a division by zero error 

The white noise made little difference to the overall signal energy, but was sufficient to 

perturb the EMD algorithm into deriving IMF components that took different paths through 

time-frequency space. The spectrum of the noise signal used for each sample was also taken, 

composited in the same way, before finally the composite noise spectrum was subtracted from 

the composite noise + signal spectrum (and rounded up to zero, if required, to obtain just the 

signal data) to produce an overall picture of time-frequency space with an information density 

closer to that obtained with the CWT. The result is shown in Figure 5.16. This spectrum took 
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Figure 5.16: The composite spectrum obtained from 100 slightly modified copies of theBrow-
nian dynamics trajectory shown in Figure 5.10. The log of signal energy has been plotted for 
clarity and ease of comparison. 

a few tens of seconds to obtain on an 800 MHz PC workstation, as compared to less than one 

second for a conventional HHT spectrum on the same machine. This is not a drawback when 

producing individual plots for human inspection, but might become one if large numbers of 

datasets needed to be processed automatically. 

This spectrum is more closely comparable to the CWT than the non-composited HHT 

plot shown in Figure 5.12, owing to the reduction in sparseness. The large number of IMF 

traces through time-frequency space build up a more complete picture of the behaviour of the 

system: the tiny perturbations change the IMF paths, and this results in an improved sampling 

of the underlying space. The spectrum still exhibits a narrower distribution of signal energy 

than that seen in the wavelet transform, with less leakage in the frequency domain as expected; 

also, the boundary effects obvious in the wavelet spectrum still remain absent from the HHT. 

The removal of the visually confusing artefacts in the low frequency regions of the spectrum 

constitutes a useful advantage. 

Complicated HHT spectra, or spectra where regions of interest are under-represented by 
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Figure 5.17: The composite spectrum obtained from the signal used in Figure 4.3. The tran-
sition event is sharply defined in time across all frequencies. 

the time-frequency distribution of IMFs, may be shown clearly and completely. This method 

of obtaining significantly improved spectra from the HHT method can be applied to any signal. 

A second example, the test signal used for demonstrating the spectrogram, wavelet and HHT 

spectra from Figures 4.3, 4.5 and 4.12 is plotted in Figure 5.17. Note that signal energy is 

shown, rather than amplitude. The greater coverage of frequency-time space again generates 

a much clearer spectrum. 

One thing important to note when constructing such spectra is that the amplitude of the 

perturbing noise signals must be judged correctly. A value of around 5% of the signal's har-

monic content appears to be generally appropriate. If the noise amplitude is too low, the IMFs 

obtained will not cover the entire space. This is due to the somewhat quantised nature of the 

EMD solution space observed in Subsection 5.3.3. In such cases, the IMFs obtained will tend 

to cluster into a larger, but still discrete set of bands, particularly evident at low frequencies. 

But, on general grounds of computational precision and numerical error minimisation, the 

noise signal should also be kept as small as possible: just large enough to perturb the sifting 

process sufficiently, without swamping the target signal. 
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An obvious question to ask about this compositing procedure is how it changes the marginal 

signals obtained from a dataseL This was investigated for the Brownian dynamics trajectory, 

and the results are shown in Figure 5.18. The low frequency region of the spectrum indicated 

in Figure 5.12 is also examined on its own: this is where the worst problems due to under-

representation occur in the conventional spectra. Time marginal plots use signal energy to 

emphasise high amplitude features. 

The first thing to note about these graphs is that they are plotted on identical scales, except 

where stated for the low frequency time margin. The overall amplitudes and signal energies 

of the frequency and time margins are more or less unaffected by the compositing process 

over most of the frequency range, as are the shapes of the peaks seen. This is unsurprising, as 

the frequency range above about 50 units is already well sampled by the conventional HHT. It 

is over the low frequency bands that the differences between the results becomes significant. 

As can readily be seen in Figure 5.12, this area of the spectrum is poorly sampled, exhibiting 

a skeletal structure that is hard to make visual sense of The integrated time margin derived 

from this area has a much lower overall amplitude than that obtained A-om the composite 

signal, in contrast to the situation where the entire frequency spectrum is examined, precisely 

because of this poor sampling. The composited spectrum reveals a central peak centred on the 

transition event with sharper time definition due to the larger number of points used. 

In summary, composited HHT spectra yield frequency-time portraits that are similar to the 

more intuitive wavelet spectra, but without the problems related to spectral leakage. They are 

much less prone than conventional HHT to the unwanted artefacts caused by sparse sampling 

of the space. Application of the procedure requires a little judgement, but can be applied to 

any signal. The changes to the time and frequency margins are negligible where the HHT 

is sampling sufficient points, but obtain a distinct improvement in regions where undersam-

pling is taking place. It clearly /j' an improvement, because the marginal energy/amplitude 

This comes about by a greater sampling of the underlying frequency-time space, 

resulting in a better description. A drawback of the method is that it does require substantially 

more computing time: two orders of magnitude for the spectra shown here. 
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Figure 5.18: Composite and non-composite marginal spectra. Top: frequency versus am-
plitude. Middle: signal energy versus time integrated over entire frequency range. Bottom: 
signal energy versus time integrated over the low frequency range shown in Figure 5.12. The 
composite spectra are drawn with solid lines and the non-composite with dashed lines. In the 
bottom graph, the non-composite margin multiplied by a factor of 15 is drawn with a dotted 
line. 

5.7 White Noise 

Examination of HHT spectra reveals that most signals extracted from computer simulations 

tend to have high amplitude features at very low frequencies. Obtaining intuitively reasonable 

graphs of such spectra often necessitates the use of adjustment strategies, such as the 'signal 

energy' defined in Section 4.6, to de-emphasise these regions. To further investigate this 

preponderance of low frequency values, the HF[T frequency marginal spectrum of a white 

noise signal was obtained, along with the Morlet wavelet marginal spectrum and the Fourier 

transform for comparison. These are shown in Figure 5.19. 

As should be expected, the graph of the Fourier spectrum exhibits no trend in its amplitude 

profile. The wavelet frequency marginal spectrum, though not perfectly flat, again shows 

no systematic trend: the ripples would presumably be erased with increased data sampling, 

resulting in a flat spectrum. In the HHT marginal spectrum, though, a clear trend emerges. 

Most of the spectrum appears occupied with a fairly straight downward sloping line, while the 

lowest frequency 15% shows a much steeper curve. This suggests why the amplitude spectra 

of simulation data overemphasise lower frequencies. The cause of the trend will be discussed 
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Figure 5.19: Amplitude versus frequency graphs for white noise. The HHT is drawn with a 
sohd line, the Morlet wavelet with a dashed line and the Fourier transform with a dotted line. 
A distinct trend is evident in the HHT spectrum. 

below. 

5.7.1 Removal by Direct Fitting 

In many cases it would be useful to remove this trend in such a way as to match the spectral 

properties of the Fourier transform of white noise. This would aid direct comparison with 

Fourier transforms, particularly in the low frequency regions of spectra where the distortion is 

most signiAcanL To this end, a set of 1000 white noise HHT marginal spectra were obtained 

and a number of functions were fitted to them. The function with the best fit was of the form 

(5.28) 

and the optimum parameters are as shown in Table 5.1. The mean of the noise spectra, along 

with the line of best fit and the mean residual is shown in Figure 5.20. Although the mean 

values for the curve parameters are accurate, as defined by their standard errors, the standard 

deviations observed are very broad: any particular spectrum is likely to have a mean curve 

significantly different from that drawn in Figure 5.20. Also, the residual data contains signif-

icant bumpy artefacts. Nevertheless, dividing the spectrum by the fitted curve obtained will 
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Parameter Mean Standard Devia-
tion 

Standard Error on 
Mean 

A 8J3 3.65 0.115 
B -128 125 3.96 
C -1.08 0J79 0.00565 
D 1.41 0.118 0.00372 

Table 5.1: Parameters obtained for Equation 5.28 by fitting to white noise HHT marginal 
spectra. The spectra were fitted independently, and the above statistics apply to the set of 
parameters obtained. 1000 spectra were used. 
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Figure 5.20: White noise model fitting. The mean spectrum of white noise is drawn with a 
dotted line, the mean best fit of model A is drawn with a sohd line, and the mean residual is 
drawn with a dashed line. 

produce a result somewhat closer to a flat spectrum for white noise, more similar to the Fourier 

result. An example of this for a single HHT marginal spectrum of noise is shown in Figure 

5.21. While the trend in this spectrum has been reduced, it is still present: higher frequency 

elements appear to have larger amplitudes than they should. In view of the poor statistical 

match between this model and the data, and the consequent performance problems observed, 

the use of this model cannot be recommended. If the trend problem is to be ameliorated, a 

more detailed analysis of its causes must be undertaken. 
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Figure 5.21: Amplitude versus frequency graphs for white noise. The solid line shows the 
unmodified spectrum and the dashed hne shows the spectrum divided by the function from 
Equation 5.28. The latter exhibits somewhat less of a trend, but still leaves room for improve-
ment. 

5.7.2 Averaged HHT Marginal Spectra 

Imagine that the IMF were a function of time extending from 7^,^ to 7 ^ , whose 

amplitude was given by a(f) and frequency F(f). Consider some small region of frequency 

space. A/, that the IMF passes through times, entering at 2] and exiting at 7^ for each of the 

(if f (T^m) or f are within A/, then they count as entry or exit points, respectively). 

If we wished to calculate a mean amplitude for the region A/, we would first evaluate 

(5.29) 

where the sum is over the periods where the IMF passed through A/, and iV is a product 

with the units of amplitude 6); To obtain the amplitude mean, we must now 

divide by the sum of the time periods where F(f) passed within the boundaries of A / 

M = (5.30) 
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If we wished to apply this to discontinuous data, where a(f) and are vectors of discrete 

points (obtained from the data), we should use 

= I Z "( ') (5.31) 

where W is now an amplitude multiplied by the of discrete points occunng within A/. 

Equation 5.30 should then be applied, this time considering 7] and 7̂  to be the integral indices 

of the initial and final elements of the vector occuring within segment This wiU obtain a 

corrected mean amplitude value, M. Put simply, we are dividing the sum of amplitudes within 

a frequency bin by the number of points in that bin. 

The conventional Hilbert marginal amplitude spectra as described by Huang gf is 

equivalent to Equation 5.31 applied on its own, and the results obtained from it are therefore 

weighted by the number of points occuring within each segment A/. Their statement, "The 

marginal spectrum offers a measure of total amplitude (or energy) contribution from each 

frequency value. It represents the cumulated amplitude in a probabilistic sense", is correct 

as far as it goes, but failing to take into account the number of points at each frequency can 

sometimes produce confusing results, as wiU now be shown. 

Conventional HHT frequency marginal spectra are affected by the sampling of frequency 

space. Two factors determine this sampling in the white noise spectrum. First, the mean fre-

quencies of successive IMF components decrease ggomgrncoZZ)/ because the /ocoZZy orthog-

onal nature of consecutive IMFs imposes this: successive mean frequencies approximately 

halve. Second, the standard deviations of the IMF A-equency distributions also decrease geo-

metrically, and the interaction of these effects on the distribution creates the nonuniform point 

density shown in Figure 5.22. The combination of these two factors leads to the observed 

trend and lumpiness in the sampling of frequency space and, if we make no ac^ustment, this 

nonuniformity will be carried over into the frequency marginal spectrum. 

If we correct the marginal spectrum by dividing through by the total number of points 

falling within each histogram bin according to Equation 5.30, we obtain the normalised ampli-

tude distribution of the IMFs. Such a graph will be referred to as the / f f fT /Marg/no/ 
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Figure 5.22: Top: histogram of occurence number versus frequency for the IMF components 
obtained from white noise. Each unit on the ordinate axis correspond to a point from an IMF 
having that frequency, making this a graph of point density versus frequency. The IMFs are 
shown separately in different colours, IMF 1 in black, IMF 2 in red, IMF 3 in green, etc. 
Middle: histogram of occurence summed over all IMF components. The lumps produced by 
individual IMF components are clearly visible. Bottom: the mean frequencies of the IMF 
components. The red bars show the standard deviations in frequency. 

spectrum (AHM). The amplitude of the AHM spectrum of white noise falls off geometrically 

towards lower frequencies as shown in Figure 5.24. If we contrast this with the behaviour of 

conventional HHT marginal spectra, we see that the increase in the density of points towards 

lower frequencies at first nearly balances, but then wins out over, the attenuation in their am-

plitudes to create the observed overemphasis. The behaviour of the conventional marginal 

spectrum is thus rather difficult to interpret for broadband phenomena such as this, whereas 

the AHM spectrum removes the complicating factor of the underlying point density. 

Does this amplitude attenuation make sense? Yes. A cursory examination of a white noise 

spectrum reveals that it is nearly flat. There exists no intuitive separation of scales: most of the 

amplitude appears to be present at high frequencies, and no lower frequency waves are evident 

from inspection. The IMF components extracted from white noise reflect this; they are plotted 

at constant scale in Figure 5.23. The trend component of white noise is by definition zero, and 

the observed reduction in amplitude with increasing IMF component number is reflected in 

the AHM by the attenuation toward zero at low frequencies. This reduction is not reflected in 

the conventional HHT marginal spectrum due to the influence of the point density. 
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Figure 5.23: The IMF components obtained from white noise, plotted on identical scales. 
The trend component is labelled with a 'T'. Note ± e reduction in amplitude with increasing 
component number. 

A curve was fitted to the white noise AHM spectrum of the form 

V = (5.32) 

where A = 0.18884 and B = 0.468182. The residual data shown are small and have no trend 

or pattern, save their obviously broader spread at higher frequencies caused by the relative 

reduction in point density; the signal consisted of 1000 points in all. This function describes 

the AHM spectrum of unit amplitude white noise where the frequency range is normalised to 

unity. 

If a spectrum directly comparable with Fourier transforms is required for some arbitrary 

signal, then the observed AHM should be divided by the curve fitted to unit amplitude white 

noise given above. This will result in a spectrum whose amplitude values can be interpreted as 

multiples of the unit white noise spectrum. When this is done to a noise signal, a flat spectrum 

is obtained, as shown in Figure 5.24. The abrupt attenuation at very low frequency is a result 

of the large numerical errors attendant on dividing one very small number by another, and the 

increasing noise at higher Aequencies is due to the sparser sampling. 
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Figure 5.24: Top; the averaged HHT marginal spectrum for white noise is drawn with a dotted 
hne. The best fit to Equation 5.32 is drawn with a solid line, and the residual from this fit is 
drawn with a dashed line. Bottom; spectrum of white noise flattened as described in the text 
to obtain direct comparability with the Fourier spectrum. 

In summary, the conventional HHT frequency marginal spectrum of white noise was com-

pared with the Fourier spectrum and found to be systematically different. Removing the 

observed trend component to obtain a more directly comparable spectrum would clearly be 

helpful in certain cases, and an initial attempt to do this by functional fitting was made. The 

results from this simple approach were found to be poor, necessitating a more sophisticated 

analysis. An averaged HHT marginal (AHM) spectrum, was devised to remove the artefacts 

caused by the HHT's strongly nonuniform sampling of frequency space. For an arbitrary 

signal, a spectrum whose amplitudes will be more directly comparable with the Fourier ap-

proach can be obtained by dividing its AHM by the mean AHM of white noise. This should 

be considered as a useful empirical tool for obtaining results more comparable with Fourier 

spectra than the conventional Hilbert marginal spectrum. The full implications of adopting 

this approach are still not fully understood, though. For this reason, conventional amplitude 

or signal energy marginal spectra will be used throughout the rest of this work. Although fur-

ther analysis is required in this area, the initial results seem promising. Further work would 

include integrating the method with the other programs in the suite developed, testing it on a 

number of interesting signals to build confidence in its use, and doing detailed comparisons 

with the results of Fourier analysis. 
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Figure 5.25: (|) torsional angle of residue 119 of the VN prion protein simulation between 4.0 
and 4.6 ns. The unstable conformational change occurs between 4291 and 4299 ps. 

5.8 Simulation Torsions 

Data from a protein MD trajectory was examined as a final test of the basic HHT and wavelet 

methods. The prion protein simulations were visualised and a degree of freedom exhibiting 

interesting behaviour was obtained for use as a test signal. 

The ({) torsional angle of residue 119 of the asparagine/valine prion protein simulation 

displays a brief change event close to the 4.3 ns point. The angle, elsewhere stable at around 

160° abruptly changes to 280° for 8 ps. A portion of the tr^ectory between 4.0 and 4.6 ns in 

which this event occurs is displayed in Figure 5.25; the instability can be seen near the centre 

of the signal. 

Time margins of this part of the trajectory were obtained with both the wavelet and HHT 

methods. The maximum frequency limit was constrained by the Morlet wavelet, and the 

minimum frequency by the HHT. According to these constraints, the range between 0.6 and 

17.4 cm"^ was investigated, along with a slightly lower frequency band between 0.6 and 

lO.Ocm'^^ Both amplitude and signal energy data were obtained. The results for this are 

shown in Figure 5.26. 

The first observation to make from this data is that the wavelet and HHT results appear 

remarkably similar. The amphtude margins produce much broader peaks than the signal en-
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Figure 5.26; Time margins for the HHT and wavelet transforms of the prion torsional an-
gle shown in Figure 5.25. The top pair of graphs cover the complete frequency range, 0.6-
17.4cm~^ and the bottom pair the reduced range, 0.6-10.0cm"^ The left pair show the 
amplitude versus time and the right pair signal energy versus time. In all graphs, the HHT 
data are drawn with solid lines and the wavelet data with dashed lines. 

ergy as expected, the latter emphasising the higher frequency parts of the region analysed. 

The lower frequency margins are generally very similar to those covering the complete range, 

although the difference in frequency bands in this case is not particularly large. 

A principal question to be answered is: which of the margins is best able to discriminate 

the event of interest from other, less interesting noise-like elements in the signal. This test case 

is a useful one because a second, very short, event is registered in all spectra at around the 

4.26 ns point, shortly before the unstable state transition. The differences in peak amplitudes 

measured for these two events indicates the relative success of the different techniques and 

strategies. 

Where amplitude is being measured, the wavelet margins register almost identical peak 

heights. Where signal energy is measured, though, the first peak records a greater value than 

the second, which might be expected if its amplitude is similar and its frequency is higher 

(shorter time period) as would appear to be the case from the signal. For the Hilbert margins, 

the second peak is noticeably higher than the first in all cases, and generally much higher than 

the other, less interesting features of the data. Looking more carefully, the pair of amplitude 

margins have a similar, smaller height ratio between the peaks than the signal energy margins. 
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Considering just the latter, the low frequency margin shows the most dramatic difference, both 

between the peak heights, and also between the interesting peak and the other features of the 

time margin. 

To summarise, the HHT and wavelet time margins have been compared and found to show 

a similar ability to spot the interesting events in a torsional angle signal from a real condensed 

phase protein simulation. HHT time margins showed the greatest ability to discriminate the 

interesting state change exhibited by this signal from the other, less interesting features. The 

best approach to applying the HHT was to plot the signal energy over the very low frequency, 

0.6-10 cm"^ range. The use of signal energy has the e@ êct of highlighting higher frequency 

and higher amplitude features. 

5.9 Discussion 

Biomolecules in solution exhibit many complex modes of motion; some of these can usefuUy 

be thought of in terms of vibrations, which may or may not be weU described by the simple 

harmonic approximation. Other motions are more difficult to characterise, typically thought 

of as 'snap' events where the system crosses between wells on the energy surface; excess 

energy present in the relevant degrees of freedom immediately afterwards is then dissipated 

throughout the rest of the system. These 'snap' motions may be complicated and involve 

many residues. On crossing from one potential minimum to another, the frequencies of the vi-

brational modes of motion will change; furthermore, if the motions are not simple harmonic, 

their patterns of motion will be modified. For the chemist interested in characterising and pre-

dicting the behaviour of biomolecules, the vibrational motions present in the system encode 

a wealth of information. Although it may be difficult to probe the individual motions within 

such complicated systems experimentally, atomic level simulations can provide a means of 

extracting useful vibrational information. The problem then becomes one of interpretation: 

how is useful knowledge to be extracted from the motional data? 

Recent studies with the DFMD and RDFMD methods have shown that pumping energy 

into low frequency motions increases the probability of observing conformational change 
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events. To achieve this while affecting the rest of the simulation dynamics as httle as possi-

ble, the smallest necessary amount of energy should be added. For this to be effective, the 

frequency band over which motion is enhanced must be as narrow as possible, and this neces-

sitates accurate targetting: we must discover which frequencies of motion are involved with 

conformational changes. Furthermore, the degrees of freedom to which this energy should 

be applied should be quantified in some way. Ideally, we should examine a number of realis-

tic simulations of typical protein systems in which conformational change events take place 

without any artificial stimulation. The types of change event observed, the frequency bands 

that show enhanced amphtude motions, and the degrees of freedom, secondary structure ele-

ments, etc. affected should be correlated. This would enable the more rational targetting of 

conformational change enhancing methods, such as DFMD and RDFMD. 

The process most commonly used for obtaining an amplitude-frequency profile for a sys-

tem is the Fourier transform, and where time information is also required, the wavelet trans-

form. Where the signal being examined is a poor match for the basis function used, these 

transforms will still describe the system exactly, building up a description of the data from 

large numbers of 'harmonic' components. Although these harmonics constitute a complete 

description of the information content of the signal, they can be difficult to interpret. Huang 

gf have proposed that a better alternative to the harmonic description of complicated 

signals is the mfmwovg concept. They also proposed a method to make this a 

practical possibihty for arbitrary signal waveforms, the Hilbert Huang transform (HHT). This 

chapter has examined the properties of the HHT 

An important thing to remember about the HHT is that it is still vg/]; new. Pubhcations on 

its methodology and apphcations, although coming Aom many different disciphnes, are still 

few in number. There is not yet the large body of experience that exists for the Fourier and 

wavelet methods. A second point to keep in mind is that the HHT depends upon the 

mode decomposition procedure to work. This empirical nature makes analytical approaches 

to its characterisation very difficult, as others have remarked.^^ To determine the properties of 

the HHT for particular classes of application, the most straightforward approach would seem 
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to be just to try it. 

The implementation of the method was more or less straightforward, with issues arising 

with the treatment of the end effects: the description in Huang gf is slightly vague. 

Creating an implementation of the codes that worked at a baseline level was rapid, although 

the subsequent detailed testing and ac^ustment of the codes required considerable time and 

patience. Performance is not a m^or issue—the mathematics used are simple and can make 

use of well established, highly optimised hbrary functions for spline fitting, Fourier transforms 

and differentiation. The numerical stability of EMD was found to be reasonable: once the 

treatment of the end-points of the signal is correctly adjusted, the propensity of the algorithm 

to 'run away', iterating forever, appears negligible. Errors can occur where a low amplitude 

wave occurs between a pair of high amplitude ones, but the consequences of this seem tmlikely 

to be of concern in MD simulation analysis, and the resulting artefacts are easily removed 

from spectra. If these errors were to become a concern, they could probably be ameliorated 

or removed by improving the stopping criteria for the EMD seeking algorithm. 

Stabihty of the solution set of IMFs obtained by EMD from a given signal was found to 

be low. High sensitivity to minor changes in input data was observed; tiny changes to a small 

part of the signal can change the solution obtained by EMD globally. Solutions for a partic-

ular dataset tend to form clusters: many very similar solutions are located near one another 

with empty gaps between. The conjecture of Huang gf conjecture that a spline fitting 

procedure which obtains a tighter fit to the data will improve the stability of the algorithm was 

checked with the Akima spline. No improvement was observed, either to the global stability 

against local changes, or to the overaU numerical stabihty where large numbers of seeking 

cycles are required to achieve reasonable separation of scales. 

Problems occur with HHT spectra towards the edges of the signal in the time domain. A 

solution suggested by Huang gf was to extend the dataset by synthesising extra points 

at the edges of the dataset and attenuating them towards zero. Unfortunately, the details of 

how to do this were unclear. As the situation with Fourier windowing is complicated, with 

intuitively obvious functions producing far from optimal results, it was decided that a number 
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of functions should be tested and the results compared. A hnear attenuation was very nearly 

optimal, with a function very slightly modified from the linear outperforming it by a narrow 

margin in the tests performed. If the analyst is unwilling to make up extra data at the edges 

of the signal to be examined, but wishes to know the precision of the points in the spectra 

obtained, a clipping strategy must be used. The points at which clipping must take place 

for a given level of precision can be described by a simple function for single Aequency, 

constant amphtude sinusoidal signals. Such a function was parameterised. For the points 

in a spectrum to have a precision equal to the resolution stated by Huang gf typically 

requires a substantial fraction of the data at the edges of the signal to be removed. A middle 

way between the two processing strategies would be to attenuate the edges of the data with a 

well chosen function, without synthesising extra datapoints. The amount of data that must be 

excised from the spectrum's edges would then be much reduced. 

For simple signals, such as the preliminary sinusoidal test cases employed to check the 

implementation of the method, the interpretation of results is trivial. In more complicated 

cases some work is required on the part of the analyst, though. EMD wiU separate any signal 

into a series of scale-based components. All, some, or none of these may have a clear physical 

meaning, and a judgement on this must be made on a signal by signal basis. Where a direct 

physical interpretation is possible—where a clear, well-separated scale property exists—the 

instantaneous frequency values obtained from the Hilbert transform should have a straight-

forward interpretation. Where no such meaningful scale separation exists, difficulties with 

interpretation begin. 

Simulations of a simple Brownian dynamics test system show that the method is able 

to produce results comparable with the wavelet and Fourier methods of signal analysis for 

complicated datasets. EMD can obtain two of scale components for a case where a 

nonstadonary transition event occurs; one set sums to give the noise-like and harmonic-like 

behaviours of the system, and the other set sums to give the underlying path the trajectory has 

taken. In this case EMD has acted as an empirical scale filter. It should be borne in mind 

that there exists no useful separation of scales within the low-frequency set: the individual 
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components are physically meaningless, only obtaining the correct behaviour on summing. 

Naive use of EMD as a Altering algorithm should therefore be avoided—although this may be 

possible for some applications, significant checking and monitoring of IMF properties would 

be required. Peak centre frequencies obtained from the HHT frequency marginal spectra show 

a small improvement over the Fourier and marginal wavelet spectra, the harmonic leakage of 

energy across the frequency domain causing problems with the latter. The HHT time margin 

showed better abihty to discriminate transition events in the Brownian dynamics simulations 

than the Morlet waveleL 

The question of interpreting the low frequency components obtained where transition 

events take place is important. It seems that although such intrinsically unwaveHke phenom-

ena can have no m e a n i n g f u l v a l u e assigned to them, their low frequency signatures 

in both wavelet and HHT spectra provides a useful indicator of their appearence. 

Regions of the time-frequency portrait that are poorly represented by the IMFs obtained 

for a signal are difficult to interpret using HHT. Wavelet analysis presents an advantage in 

such cases, due to the more intuitively complete spectra obtainable. A modification to the 

HHT algorithm whereby large numbers of slightly modified signals are transformed and the 

results composited to yield a more complete portrait of time-frequency space is proposed. 

The resulting spectra seem better in line with intuition and visually closer to those obtained 

by the wavelet approach; the lack of harmonics resulting in clearer results in the cases studied. 

The change to regions of the spectrum weU sampled by IMFs is neghgible, while the poorly 

sampled regions are significantly better: clearer to view and with improved sampling and 

hence better marginal spectra. The drawbacks of this technique are the judgement needed 

about how much noise to add to each signal, and the increased computing time required. 

In view of the intuidve similarity between HHT, Fourier and wavelet results, the differ-

ences between their white noise spectra are at first sight surprising. In certain cases, direcdy 

comparable spectra would be useful, and to obtain these the simplest approach would be to 

fit a function to the frequency marginal spectrum of white noise and divide the spectrum of 

the phenomenon to be analysed by this, reweighting it. Attempts to fit various functions in 
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this manner met with little success: the spectra from the noise were simply too variable to 

be reliably parameterised. A more sophisticated analytic approach was then taken, and a new 

type of spectrum, the average HHT marginal, was created as a means of removing the effects 

of the nonuniform sampling of frequency space in the conventional HHT. Fitting a function to 

this AHM spectrum is much easier, and the results obtained look very promising as a means 

of adjusting HHT results to be better comparable with the Fourier transform. Further work is 

still required to appreciate the broader effects of doing this, though. 

A set of torsional data was obtained from one of the prion protein simulations that exhib-

ited a short, unstable transition event. This was analysed with the wavelet and HHT methods, 

and similar results obtained from both. The HHT time marginal spectrum showed a very slight 

advantage above the wavelet spectrum in this case. The best results were obtained where the 

HHT time marginal signal energy spectrum was obtained for a very low frequency band. 

To conclude, the HHT seems to be a useful method for the time-frequency-amplitude 

decomposition of signals. The spectra appear broadly comparable with those obtained by 

conventional Morlet wavelet and Fourier transform techniques, although closer examination 

reveals that differences do exist. It may be possible to lessen these with further work. The 

method was found to be easy to implement and work with and rapid enough for large numbers 

of spectra to be processed in a few minutes on modem hardware. The results obtained for 

signals of the sort that are of interest to chemical simulators are mostly straightforward to 

interpret, and where difficulties exist methods such as the spectrum compilation technique 

may help. For the processing of simulation data to extract discrete change events the HHT 

and wavelet methods appear about evenly matched, in spite of their very different modes 

of operation. The lack of harmonic leakage present in the former may confer significant 

advantages if large numbers of signals need to be processed statistically by an automated 

procedure, though. This will be the subject of the following chapter. 
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Chapter 6 

Simulation Statistics 

6.1 Background 

6.1.1 Simulation Statistics 

Many of the methods of analysing molecular dynamics simulations are concerned with ren-

dering visible to the analyst aspects of the simulated behaviour that would otherwise escape 

notice. There are two parts to this problem. First, developing means of abstracting well de-

fined facets of the dataset, and second, reducing the volume of abstracted data thus obtained 

to manageable proportions and representing it in a form intelligible to a human being. 

The wavelet and HHT transforms are both solutions to the first part of the problem as out-

lined above; signals obtained from the trajectory can be processed with them to obtain an in-

terpretable abstract representation of the properties of the signal in time and frequency space. 

Examples of the wavelet transform doing this are shown for a pair of hydrogen bonds obtained 

from the F7 tr^ectory (the nature of the different tr^ectories is described in Subsection 6.2.1) 

in Figures 6.1 and 6.2. The first hydrogen bond is between the backbone amide hydrogen of 

serine 3 and the backbone carbonyl of isoleucine 91; the second bond is between the backbone 

amide of leucine 4 and the backbone carbonyl of lysine 109. More energy is seen at the higher 

end of the frequency spectrum in the second bond. Unfortunately, to compare and contrast aZ/ 

of the hundreds of hydrogen bonds present at some stage in the trajectories with this method 
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Figure 6.1; Lengths of the first and second hydrogen bonds in the F1 trajectory; bond 1 is 
drawn with a solid line and bond 2 with a dotted line. 

would be impossible, as the HHT and wavelet methods do not solve the second part of the 

problem described above: the hundreds of time-frequency-amplitude graphs simply contain 

far too much information for a human analyst to make sense of. For these methods to be more 

useful in analysing and comparing protein trajectories, some means must be found to reduce 

the data obtained to manageable quantities and represent it in an interpretable fashion. This 

chapter describes methods by which this can be achieved, along with some results obtained 

with them. 

Of particular interest is the development of methods capable of spotting conformational 

transition events, and making sense of them; a secondary aim is to discover ways of checking 

and parameterising the recently described digital filtering methods for promoting such change 

events. 

6.1.2 Dihydrofolate Reductase Simulations 

To test these methods on a realistic scale a protein system was required that undergoes clear 

conformational change events on timescales accessible to molecular dynamics. A set of pre-

viously existing simulations of the dihydrofolate reductase (DHFR) enzyme were chosen to 

meet this requirement. To stimulate transitions between conformers, the 'reversible digitally 
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Figure 6.2: Wavelet transforms of the first and second hydrogen bond lengths in the F1 tra-
jectory. Note the difference in energy at higher frequencies. Higher amplitude elements can 
be seen in the lowest frequency band in both plots, although the clipping makes it difficult to 
see them clearly. 

filtered molecular dynamics' procedure described in Subsection 6.1.3 was employed. More 

than one type of conformational change event was observed in the simulations, consistent with 

experimental evidence. 

Many enzymes require additional factors to perform chemistry beyond the range of the 

20 amino acid sidechains.^ These are called coenzymes, and are often structurally related to 

vitamins—molecules required by an organism that it cannot itself manufacture and so must 

obtain from its environment. An example of this is the coenzyme tetrahydrofolate (THF), 

which is synthesised from the folic acid that human beings must obtain from their diet. THF 

acts as an intermediate carrier of single carbons, and is involved in the biosynthesis of purines 

and a number of amino acids. 

Folic acid is converted to THF in a two step reduction via the intermediate dihydrofolate 

(DHF), both steps catalysed by the enzyme DHFR which is present in all known organisms. 

The second step of this reduction has a higher rate constant, and is biologically important 

for recycling DHF to THF and maintaining a cellular reservoir of the latter. One of the uses 
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of THF is in the synthesis of thymidylate, a DNA precursor. This role of THF in DNA 

synthesis makes DHFR a target for the treatment of cancer, among other things, and large 

amounts of work have been done in this area. Mechanistic studies of the enzyme began in 

the 1950s and are still proceeding; consequently there is a large and growing body of relevant 

experimental knowledge.^ ̂  

The CoA form of DHFR is a globular protein of 159 residues comprised of 

an eight stranded P-sheet with four a-helices; this is shown in Figure 6.3 (the figure was 

produced using the VMD program^ ̂ ). There are two subdomains, the relative rotation of 

which has been implicated in catalytic activity. The first subdomain comprises strands D, C, 

B and E, along with helices C, E and F. The adenosine part of NADPH is known to bind to 

this subdomain. The rest of the molecule, comprising strands A, F, H and G and helix B, is 

termed the loop subdomain, as it contains the three loop sections implicated in the catalytic 

activity of the enzyme, M20, F-G and G-H. Movement between subdomains can occur by 

rearrangement of the hydrogen bonds between helices A and E. The nicotinamide part of 

NADPH ordinanly resides in this position, while DHF sits between hehx C and helix B. 

X-ray crystallographic studies^^ have shown that the three loop regions, M20, F-G and 

G-H, exhibit a degree of conformational plasticity. A number of hydrogen bonds are formed 

between them and also between the M20 loop and residues in helix C, on the opposite side 

of the active site. The physical arrangement and hydrogen bonding pattern of the three loops 

changes over the catalytic cycle of the enzyme. In the first three states along the reaction 

pathway, the enzyme adopts a conformation, where hydrogen bonds exist between the 

M20 loop and helix C. In the last three states an conformation is favoured, in which 

the loop has rotated away from the helix, breaking the hydrogen bonds between them. A third 

open state exists through which it is believed the enzyme may pass on changing between the 

and states. The closed conformation, along with a structure observed towards 

the end of one of the DHFR simulations similar to the occluded conformation, are shown in 

Figure 6.4 (this figure was produced using the VMD program^ ̂ ). Also shown is one of the 

key hydrogen bonds that connects the M20 loop to helix C in the closed conformation; this 
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Figure 6.3: Dihydrofolate reductase (DHFR) with parts labelled. 
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Figure 6.4: Structures from the beginning and end of the F2 DHFR simulation (as defined in 
Subsection 6.2.1). The Asn 18 - Ser 49 hydrogen bond is present in the closed conformation 
of the protein seen in the first half of the trajectory (left) and absent in the structure similar to 
the occluded conformation seen in the second half (right). 

is formed between asparagine 18 and serine 49, and is broken on transition to the occluded 

conformation. 

6.1.3 RDFMD 

The constraints imposed on the lengths of protein molecular dynamics simulations by the 

equipment currently affordable within an academic budget are such that the chances of ob-

serving conformational change events within such simulations is quite low. A recent approach 

to this problem is to use digital filters to impart energy to the molecule in a frequency spe-

cific manner. These methods have been shown^' to be effective in stimulating transition 

events. The reversible digitally filtered molecular dynamics (RDFMD)®^ method was used in 

the preparation of three of the four DHFR simulations used in this chapter. 

RDFMD works in a stepwise manner as follows. First, a short section of molecular dy-
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Path of filtered trajectory: (n+(p-l)m+q) steps 

Figure 6.5: Illustration of reversible digitally filtered molecular dynamics (RDFMD). The path 
through the series of filter buffers from which the final simulation trajectory is constructed is 
indicated by the dashed arrow. 

namics is run in the normal fashion, with coordinate and velocity information stored at each 

step; this data is referred to as the buffer, and consists of 2« + 1 steps, where n is a parameter 

of the process. The cartesian velocities of a predetermined subset of the atoms are then pro-

cessed with a symmetrical, centre tapped finite impulse response (FIR) digital filter to obtain 

a new set of velocities for the MD timestep at the centrepoint of the buffer. The simulation 

is then restarted from this point, again with the velocity information being recorded into a 

buffer. A simulation section of n + m steps is then collected, starting from the restart point, 

along with a section oin — m steps integrated in reverse from the restart point; m is a second 

parameter. The filtering step is then reapplied to the new buffer, and the process is repeated 

as shown in Figure 6.5. Once the notional temperature of the system reaches a predetermined 

level, the system is allowed to evolve under normal molecular dynamics for a further q steps. 

This temperature value is not a meaningful temperature, as the energy is introduced in a fre-

quency specific manner, but does serve as an indication of how much energy has been added 

to the system. The resultant simulation path thus contains (n + (p — l)m + q) steps, where p 

is the number of filter pulses applied. 

Typically, the digital filter is designed to amplify low frequency components of the tra-

jectory, leaving higher frequency motions unaffected. The RDFMD procedure is designed 

to amphfy the velocities in a frequency specific fashion as gently as possible; the absolute 

minimum of energy is introduced to the system to achieve the required effect. 
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6.2 Methods 

6.2.1 Simulation 

A series of simulations of DHFR performed previously were analysed with the new meth-

ods. Four simulations were chosen. A 4ps control simulation where no digital filtering was 

employed ((/C), along with a 1.904 ps simulation where RDFMD was used but no clear con-

formational transition took place (fC), a 2.184ps simulation with RDFMD where a confor-

mational disturbance took place, with broad activity in the M20, F-G and G-H loops (F7), and 

finally a 1.984 ps RDF^D simulation in which a transition took place to a structure similar to 

the physically observed conformation (f2). 

AU of these simulations started out &om an X-ray crystal structure obtained by Sawaya 

and Kraut^^ of the E. Co/z form of the enzyme in its closed conformation. This structure 

has the PDB reference code 1RX2, and was crystallised with both NADP+ and folate bound, 

acting as analogues for NADPH and DHF respectively. The analogues were removed during 

system preparation and replaced with water molecules. The system was solvated to a distance 

of approximately 10 A using 8483 TIP3P water molecules. 

AU-atom simulations were performed with version 2.4 of the NAMD package modihed for 

RDFMD. The CHARMM27 force field was used;^^'^^ SHAKE^'^ constraints were placed on 

hydrogen atoms; electrostatic interactions were treated with the particle mesh Ewald method 

and a switching function was employed for Lennard-Jones interactions, switching at 9 A 

with a cutoff at 10.5 A ; dynamics were integrated with a timestep of 2fs. The simulations 

were equilibrated in the constant volume, constant temperature ensemble at 298 K, using a 

Langevin dynamics thermostaL 

The FIR filter was designed to amplify frequencies below 50 cm"^ by a factor of 4.0 

on each amplification cycle, and consisted of 751 coefficients—« = 375 in terms of the de-

scription in Subsection 6.1.3. The period between successive amplification pulses, m, was 

20 timesteps (40 fs). Amphfication was repeated until the temperature of the Altered atoms 

reached 1500K, although this figure should be treated with caution as the excess energy was 
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present mainly at low frequencies. Typically around 10 to 15 pulses is expected for this con-

dition to be satisfied. After the filter applications, the system was aUowed to evolve for 396 

timesteps. In summary, the trajectory data collected from the Altered simulations covered 

376 + ((p — 1) * 20) + 396 timesteps, where p is the number of filter applications required 

for the temperature of the filtered atoms to reach 1500 K. All atoms of residues 14-19 were 

selected for filtering (the M20 loop region). 

6.2.2 Analysis 

The analysis procedure is best considered in two stages. In the first stage, a large volume of 

data was derived from the MD trajectories and stored in files. In the second stage, a variety 

of graph types were extracted from this data. To recap the objectives of this statistical work, 

a simplified representation of the information present in protein tr^ectories is desired, and to 

achieve this the very large quantity of information present in such tr^ectories must be 'boiled 

down' to a human-inteDigible volume. 

Data Preparation 

Four signal sets were extracted from each simulation trajectory: the cartesian coordinates of 

aU heavy (non-hydrogen) atoms, the cartesian coordinates of just the backbone atoms, the (|) 

and i|/ torsional angles of the protein backbone, and the lengths of a subset of the observed 

hydrogen bonds. The set of hydrogen bonds to examine was obtained by processing each of 

the four trajectories with DSSP (as implemented in Molmol^^), selecting from each the set of 

hydrogen bonds existing in at least 10% of the simulation Aames, and merging the lists. 

For each simulation, the frequency ranges reachable by the HHT and the wavelet trans-

form were then calculated, and a frequency resolution for the wavelet transform was decided. 

Just to recap, the wavelet transform obtains the amplitudes of single, specific frequencies, 

whereas the HHT works by a binning procedure—the sizes of those bins must be specified. 

To hmit the volume of data storage required by the wavelets, a relatively small number of indi-

vidual frequencies was desired. The maximum frequency values were limited by the wavelet 
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transform to around 1600 cm" \ and if twenty frequency values were used the frequencies 

would be spaced by 80cm" \ The minimum frequencies for both transforms are determined 

by the length of the shortest simulation, FC. For the HHT this was 16cm"\ and this value 

was indeed used as a base frequency for the corresponding plots. Owing to the masking re-

quired to remove regions of the wavelet transforms affected by the dataset endpoints, only a 

single datapoint is accessible at the theoretical minimum frequency of around 80cm"\ and 

using this as a base would yield unhelpful statistics. To obtain better samphng, the mini-

mum frequency used was shifted up to around 170cm"\ and to aid comparison of HHT and 

wavelet graphs, a figure of 176 cm"^ was chosen; the maximum frequency was shifted up by a 

similar amount to maintain the round-number spacing of 80 cm"^. In summary then, the min-

imum frequency chosen for the wavelet transform was 176 cm" \ the maximum frequency 

was 1616 c m " \ and a spacing of 80cm" \ lead to 19 frequencies being sampled: 176, 256, 

336, . . . , 1616 cm"^. The minimum frequency in the HHT plots was 16 cm'"^ and for the sta-

tistical data where a discrete number of frequency bands were sampled, the spacing was kept 

the same as the wavelet plots at 80cm" \ This resulted in 21 bins: 16-96, 96-176, 176-256, 

. . . , 1616-1696cm"^. 

In the first step of the processing, EMD was performed on each signal in each signal set, 

the Hilbert transform was computed on each IMF obtained, and the frequencies and ampli-

tudes of each IMF at each timepoint were written to file. Thus was obtained the exact Hilbert 

Huang transform of every signal (i.e. each hydrogen bond length) for the four signal sets 

(heavy atoms, backbone atoms, torsional angles and hydrogen bond lengths). Typically 5-7 

IMFs were obtained for each signal, each IMF requiring two vectors of data be written to file 

(amplitude and frequency), each vector containing a datapoint for every timestep in the signal. 

Points where the boundary-effect errors become significant were masked to zero. Similarly, 

the Morlet wavelet transform of each signal was calculated, and the amphtude as a function 

of time and frequency was written to file. Each signal required 19 vectors to be written to 

file, one for each frequency examined; each vector containing a point for every timestep in 

the signal. Points where the signal boundaries would cause errors were masked to zero as 
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described in Chapter 5. 

In the second step of the processing, a set of base statistics were calculated from the data 

obtained from the first step. Considering Arst the wavelet transforms, the mean and standard 

deviation for each frequency of each signal were determined. Only points not subject to 

boundary error masking were included in the calculation. Each signal therefore required two 

vectors of 19 elements be stored for it: one vector of mean amplitudes, and one vector of 

the standard deviations of those amplitudes, one datapoint for each frequency. The HHT 

data were sorted into frequency bins according to the scheme given above, before the means 

and standard deviations of the amplitudes of the points falling into each bin were calculated. 

Again, points subject to boundary error masking were excluded from the calculation. 

In the third step of the processing, the deviations of all datapoints from a set of reference 

statistics were determined, along with a record of the highest deviation obtained at any fre-

quency for each timepoint. For the f7C control trajectory, the only reference used was itself; 

for the filtered simulations two statistical references were used: the same filtered simulation 

and the unfiltered control, f/C. Considering first the wavelet datasets, the difference between 

each point and the reference mean was divided by the reference standard deviation, and the 

resulting signed number stored to file. Where the amplitude was higher than the reference 

simulation, a positive number would be stored; where lower, negative. For each timepoint, a 

note would also be taken of the deviation from the reference with the highest modulus, occur-

ing at any frequency, along with the frequency at which this occured; this would be written to 

a second file of yMazzmw/M deviations. The first file thus contained for each signal a vector for 

each frequency (19 in all), each vector having an element for each timepoint. The element was 

the signed number of reference standard deviations of the signal amplitude from the reference 

mean amplitude. The second file contained for each signal two vectors, each vector having 

an element for each timepoint. The elements described the number of reference deviations 

from the reference mean of the frequency element at that timepoint that was furthest from the 

reference mean (either higher or lower amplitude), along with the frequency of that element. 

The HHT datasets were similar to this, but the frequencies obtained were binned according to 
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the scheme described above and the frequencies written to the maximum deviation file were 

the exact frequencies obtained from the Hilbert transform. 

Graph Production 

Many types of graph could be generated from the datasets obtained as described, and many 

variations were tried. It was found with the DHFR data that many of these possibilities were 

of little value for visualisation and interpretation. Two graph types were found to be particu-

larly interesting, though. First, amplitude plotted against signal number and Aequency, which 

showed at which frequency bands the different signals contained energy. Second, maximum 

amplitude deviation plotted against time and signal number, which showed w/zgM concentra-

tions of energy occurred and wA/cA signals they occurred in. 

It was found that the cartesian coordinate signal sets were difRcult to make sense of, and 

the torsional angles were only slightly better. The most useful of the signal types was the 

hydrogen bond lengths, these providing insight into the changes taking place in the simulation. 

6.3 Results 

6.3.1 Wavelet Mean Amplitudes 

A graph of mean Morlet wavelet amplitude versus frequency for each of the hydrogen bonds in 

each of the four trajectories is shown in Figure 6.6. The hydrogen bonds are ordered roughly 

according to the position of the donor atom in the protein's primary sequence, starting at the 

N-terminus. Only a small number of the bonds will be discussed, and in each case the nature 

and position of the bond will be described. 

The first thing to note is the lower mean amplitude seen at the lowest frequencies of the 

three filtered trajectories. As the average is taken only over the time range over which the 

wavelet amplitude is vahd, this is puzzling. Inspection of the plots of hydrogen bond 101 in 

Figure 6.12 (discussed later in this section) suggest the answer. Motion at low frequencies is 

heterogeneous; where high amplitude events occur, they tend to have high an amplitude 
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Figure 6.6: Mean amplitudes of wavelet transforms of each hydrogen bond in the four DHFR 
simulations as a function of frequency. Clockwise from top left are UC, FC, F2 and Fl. 
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that they dominate the computed mean, but such events may be quite localised in time. Where 

very few datapoints are being computed at these frequencies, the probability of seeing a high 

amplitude event is low, and this tends to result in lower averages for the shorter simulations: 

there is a lower likehhood of a high amplitude, mean-increasing event being observed in the 

shorter window. 

A number of distinct patterns of spectral distribution can be discerned from the graph. 

While aU elements show signihcant amplitude at low frequencies of 336 cm"^ and below, the 

distribution at higher frequencies can be classified as follows; an example is given for each in 

brackets 

1. energy on/y at low frequencies, (bond 0, between the the backbone amide hydrogen of 

serine 3 and the backbone carbonyl of isoleucine 91) 

2. energy present between about 656 and 1056 c m " \ usually vyith a peak at around 736 

or 816 cm"^ (bond 42, between the backbone amide of glycine 43 and the backbone 

carbonyl of glycine 95) 

3. energy present between 976 and 1376 cm"^ (bond 139, between one of the sidechain 

amine hydrogens of arginine 158 and the backbone carbonyl of leucine 104) 

4. an energy spike between 416 and 576 cm" \ with a second spike between 976 and 

1376 cm" ̂  (bond 61, between one of the sidechain amide hydrogens of asparagine 59 

and the backbone carbonyl of arginine 57). 

An obvious hrst question to ask is whether these behaviours are correlated to the secondary 

structure of the enzyme. To examine this, an indicator showing the secondary structure ob-

tained through the DSSP algorithm as implemented in Molmol^° has been superposed on the 

[/C amplitude-frequency-bond spectrum; this is shown in Figure 6.7. Where a hydrogen bond 

occurs between the backbone atoms of a pair of residues where both members are determined 

to take part in ^-strands, a bar is drawn in red; where both members are determined to be 

a-hehx, a bar is drawn in green. 
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Figure 6.7; Mean wavelet amplitudes of each hydrogen bond in the UC simulation as a func-
tion of frequency. A bar indicating secondary structure has been added. Hydrogen bonds 
between pairs of backbone atoms where both residues are described as helix by DSSP are 
shown in green; pairs described as sheet are in red. 
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Figure 6.8: Lengths of hydrogen bonds (clockwise from top left) 0, 42, 139 and 61 in the (7C 
simulations, illustrating the different behaviours seen in Figure 6.6 

From this graph two things are apparent. First, P-sheet hydrogen bonds are all of class 

1, as defined above: there is httle vibration at frequencies of 416 cm"^ or above. Second, 

none of the class 4 hydrogen bonds occur as part of secondary structural backbone bonding. 

The hrst observation shows that the method has picked up on the extreme rigidity of P-sheet 

structures, and also suggests that all of the hydrogen bonds considered by DSSP to be part of 

such structures are highly stable in this trajectory. If the bonds were less stable, they might 

conceivably contain energy at higher frequencies. 

Plots illustrating the behaviour of bonds of each class described above using the examples 

given in brackets are shown in Figure 6.8, along with their wavelet transforms in 6.10, and 

their HHT transforms in 6.9. All figures were obtained from the f/C simulation trajectory, and 

are plotted on the same linear amplitude scale. 

Hydrogen bond 0 (of class 1) remains firmly bonded at a distance of approximately 1.9 A 

throughout the entire tr^ectory, and exhibits vibrations of only about 0.25 A about this posi-

tion; this is rejected in the wavelet and HHT spectra. These show similar behaviour, although 

some slightly higher amplitude activity in HHT is seen below about 176 cm"^ at the 1.9 ps 

point, seemingly rejecting an abrupt shortening and lengthening of the bond with no rid-

ing waves in the trajectory. Visualisation of the simulation shows a short, unvarying p-sheet 

hydrogen bond throughout the whole of the trajectory. 
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Figure 6.9: HHT transform of hydrogen bonds (clockwise from top left) 0, 42, 139 and 61 in 
the UC simulations. 
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Figure 6.10: Wavelet transform of hydrogen bonds (clockwise from top left) 0, 42, 139 and 
61 in the UC simulations. 
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Hydrogen bond 42 (of class 2) appears to switch between two states: one where the bond 

is present, at a distance of around 2.2 A , and another where the bond is broken and the in-

teratomic distance increases to around 3 A . Direct visualisation of the trajectory reveals that 

the distance between amide nitrogen and carbonyl oxygen remains approximately constant 

throughout the simulation, and the only high frequency motion present corresponds to the 

Ca-N-H angle vibration of glycine 43. This suggests that vibration in the angle term of the 

hydrogen bond is the cause of the energy band at approximately 656-736 cm"^. 

Hydrogen bond 139 (of class 3) varies between 2-3 A in length, with little obvious pattern. 

A low amplitude vibration at around 1136 cm"^ can be seen in the wavelet graph. Trajectory 

visualisation again shows that the distance between the heavy atoms of the bond remains 

approximately constant, and the high frequency motion appears to be caused by the in-plane 

C-N-H angle vibration of arginine 158. 

Examination of the length of hydrogen bond 61 (of class 4) in Figure 6.8 shows two obvi-

ous modes of motion: a low frequency wave with a period of around 0.5 ps (67 cm"^) and an 

amplitude of around 0.7 A , and a higher frequency motion whose amplitude reaches a max-

imum of around 0.5 A between 2.0 and 3.5 ps. The higher frequency vibration is clear from 

the wavelet graph, showing up in the 416-496 cm"^ bands, but the low frequency vibration 

is absent. However, the HHT graph (Figure 6.9) shows it occuring at frequencies between 

16 and 9 6 c m " \ as expected. Examination of the wavelet graph also shows a third motion 

with a frequency of around 1136cm"\ and an amplitude of less than 0.1 A . Visuahsation of 

the simulation suggests that the 0.5 A motion (seen at around 416-496cm"^) is the H-N-C-0 

torsional vibration within the amide sidechain of asparagine 59. The origin of the 1136cm"^ 

vibration is unclear, although comparison with hydrogen bond 139, above, suggests that it 

may be the in-plane C-N-H vibration. 

Returning to Figure 6.6, one final observation is the prominent high mean amplitude fea-

ture at 176 cm"^ of hydrogen bond 101 in the f/C trajectory. The length of this hydrogen 

bond in the four trajectories is shown in Figure 6.11, along with the corresponding wavelet 

and HHT transforms in Figures 6.12 and 6.13, respectively. 
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Figure 6.11: Length of hydrogen bond 101 in the four simulations. Clockwise from top left 
a r e [ / C , F C , F 2 a n d f J . 

Hydrogen bond 101 is formed between the backbone carbonyl of leucine 104, at the C-

terminal end of helix F, and the backbone amide nitrogen of alanine 107, just N-terminal to 

the beginning of strand F. Residues 104-107 form a type 1 (B-bend at the surface of the protein 

(residue 105 is a proline, as is commonly seen in such structures), and bond 101 is the key 1-4 

bond pinning the sides of the loop together. Visualisation of the simulation shows the random 

twistings of the structure pull the bond apart in the f/C simulation for a period between 1.4 

and 1.8 ps, followed by a pair of abrupt 'snap' events where the bond is repeatedly made and 

broken. Although it is interesting that the method has picked out a disturbance in a bond 

involved in the secondary structure, some caution is required. The high amplitude detected 

seems quite anomalous considering the nature of the event; the most plausible explanation 

seems to be that the waveform created by the repeated making and breaking of the bond has, 

by chance, an improbably high similarity to the Morlet wavelet basis function (at around the 

1.8 ps point). It is hard to draw any other conclusions from this data; the HHT plot shows no 

similar high amplitude feature at this time point or anywhere else, in any of the simulations, 

for this hydrogen bond. 
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Figure 6.12: Wavelet transform of the length of hydrogen bond 101. Clockwise from top left 
are l/C, FC, f 2 and F / . 
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Figure 6.13; HHT transform of the length of hydrogen bond 101. Clockwise from top left are 
UC, FC, F2 and Fl. 
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6.3.2 HHT Mean Amplitudes 

A plot of mean HHT amplitudes for each of the DHFR trajectories is shown in Figure 6.14. 

It is important to note that the same logarithmic amplitude scale has been used in each of 

the graphs. When a linear scale was tried initially, the difference between the minimum and 

maximum amplitude values was so large that almost no detail could be seen in the graph: all 

but the dozen or so highest amplitude points were represented by a handful of colours at the 

bottom of the scale. An alternative solution to this would be to simply chp the upper end of 

the amphtude scale, assigning the same colour to all points higher than a given cutoff value, 

but this would result in a loss of information from the plot. The logarithmic scale was chosen 

as a compromise. 

The difference between the HHT (Figure 6.14) and Morlet (Figure 6.6) wavelet graphs is 

quite striking. AH of the structure at frequencies higher than 576 cm"^ has been lost in the 

figure, and the graph is dominated entirely by the activity at low frequencies. 

There are large disturbances in the FC, F1 and F2 simulations in a number of hydrogen 

bonds; in contrast, there is less to see in the unfiltered f/C trajectory. The bonds of special 

interest were judged by inspection of the graph. These hydrogen bonds are listed in Table 6.1. 

Each of these bonds appears significant in one or more of the filtered trajectories. 

The bonds listed have been grouped roughly according to structure as follows. 

Group A involve residues in the set [9, 10, 12-17, 19, 20, 22, 24, 27], which are part of the 

M20 loop. These are shown in the upper left picture of Figure 6.15. Group B involve residues 

in the set [117, 119, 122, 123], which are part of the F-G loop and are shown in the upper 

right picture of 6.15. Group C contains just two bonds, but these specific bonds (14 and 16), 

are known to be important to the correct functioning of the enzyme. Bond 16 connects helix 

C to the the M20 loop, keeping the enzyme's active site covered during the first half of the 

catalytic cyle, but breaking during the second half when the enzyme changes conformation, 

as described in Subsection 6.1.2. Bond 14 is the cross-connecting hydrogen bond of a |3-

hairpin formed of residues 16-19 in the M20 loop, short-timescale rearrangements of which 

are known to take place in the working enzyme. Group D contains residues in the set [32, 35, 
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Hydrogen Bond Number Hydrogen Bond Number 

Figure 6.14: Mean HHT amplitudes of each hydrogen bond in all four simulations plotted on 
a log scale. Note that the frequency scale extends downwards to 16 c m " \ The conformational 
disturbance is clearly visible at hydrogen bond 16 and in its vicinity in the filtered simulations. 
Clockwise from top left are UC, FC, F2 and Fl. 
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Bond Donor Acceptor Group 

7 166HNARG12 136 0 ALA9 A 
10 190HNYAL13 136 0 ALA9 A 
11 190 HN VAL13 152 0 VALIO A 
12 206 HN ILE14 1921 0THR123 B 
13 225 HN GLY15 1921 0 THR123 B 
14 232HNMET16 286 0 ALA19 C 
15 249 HN GLU17 1904 ODl ASP122 B 
16 273 HD21 ASN18 785 OG SER49 C 
17 278HNALA19 247 0 MET16 A 
18 278HNALA19 262 0 GLU17 A 
19 319 HN TRP22 303 0 MET20 A 
21 400 HN ASP27 374 0 LEU24 A 
31 545 HNTHR35 505 0 LYS32 D 
91 1519 HN VAL99 1486 0 GLY96 D 
104 1708 HZ3 LYS109 1743 OH T Y R l l l E 
111 1859 HN VAL119 1842 0 ALA 117 B 
113 1909 HN THR123 230 0GLY15 B 
114 1909 HN THR123 1904 ODl ASP 122 B 
116 1987 HN TYR128 1982 ODl ASP127 E 
117 2061 HNTRP133 2021 0 GLU129 E 
124 2233 HN ASP144 2284 0 ASN147 F 
125 2245 HN ALA145 2240 ODl ASP144 F 
126 2255 HN GLN146 2240 ODl ASP144 F 
127 2272 HN ASN147 2240 ODl ASP144 F 
128 2282 HD22 ASN147 2240 ODl ASP144 F 

Table 6.1: Table of hydrogen bonds that contain significant energy in one or more of the 
RDFMD simulation trajectories as defined from the HHT plots (Figure 6.14). The bond num-
bers are counted from zero: the same numbering convention is used as in the previous figures. 
Donor and acceptor atoms are listed according to their atom number in the PDB file (code 
1RX2), and described according to the PDB convention. '166 HN ARG12' refers to atom 
number 166: the hydrogen attached to the backbone amide nitrogen of residue number 12, 
which is an arginine. The labels are referred to in the body of the text. 
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96, 99], which appear to be distant from the active regions of the enzyme; visualisation of the 

simulation reveals no clear large scale motions in these structures, or obvious disturbances in 

the lengths of the two hydrogen bonds associated with them. Group E contains residues in the 

set [109, 111, 127-129, 133], which form a physically contiguous group shown in the bottom 

right comer of Figure 6.15. These residues do seem to change slightly in relative position on 

comparing the Arst, middle and last frames of aU four trajectories, although it is difficult to 

determine what meaning, if any, to ascribe to this; one possibility is that a 'breathing' motion 

in the structure is causing the amplitude peaks in these bonds. Group F contains residues in the 

set [144-147], which are situated in the G-H loop region, a flexible domain that is associated 

with conformational change events over the catalytic cycle as described in Subsection 6.1.2. 

The residues in this group are shown in the bottom left comer of Figure 6.15. 

It should be noted that hydrogen bond 101 is not registered as having the same high am-

plitude motion observed in the wavelet mean amplitude figure, either in the f7C trajectory or 

in the others. This adds weight to the interpretation that this behaviour is an artefact of the 

wavelet transform. 

One bond, though, does seem to exhibit an extremely large amplitude motion in the F2 

tr^ectory: hydrogen bond number 16. This is extremely interesting, as the making and break-

ing of this bond is critical to the function of the enzyme, and the F2 trajectory is the one 

trajectory where a significant and clear breaking event is seen. The behaviour of this bond, 

and also bond number 14, are examined in more detail in Subsection 6.3.3. 

To summarise, the HHT mean amplitude spectrum lacks the detailed separation of dif-

ferent forms of behaviour seen in the wavelet mean amplitude spectrum, but has correcdy 

identified not only the M20 loop region of the structure where amplitudes were enhanced 

by the RDFMD method, but also the motions of residues to which no filtering was applied. 

These latter included group B in the F-G loop which are in physical contact with the filtered 

residues, and also group F, in the G-H loop, which are not, but which have been shown by 

experiment to rearrange during the conformational change events of the protein's catalytic 

cycle. Of concem, though, are the apparent false positive motions seen in group D. It was not 
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Figure 6.15; Parts of the DHFR structure shown by the HHT analysis to move during the 
conformational change. Refering to Table 6.1; top left are the residues in group A; top right 
is group B; bottom left is group F; bottom right is group E. 
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clear from visualising the trajectory why these bonds registered as having large scale motions 

associated with them. Also, why the motion of residues in group E registered as having sig-

nificant amplitude was unclear from examination of the trajectories. A possible explanation 

of these two seemingly disappointing results is that the motions which registered are simply 

too slow to easily be seen from direct visualisation of the trajectory, although confirming this 

would require further work, possibly using a technique such as essential dynamics. It should 

be noted that much of the activity seen in this spectrum occurs at very low frequencies, beyond 

the range of the Morlet wavelet spectra. 

6.3.3 Maximum Deviations 

A plot of the maximum wavelet amplitude occuring at each timepoint in each hydrogen bond 

is shown in Figure 6.16. The [/C trajectory has its deviations compared with its own statistics, 

while each of the filtered simulations are also each compared with the (7C trajectory statistics. 

Examining the graphs it is clear that apart from the obvious high deviation event in the F C 

trajectory, there is not really very much to see. 

Hydrogen bond number 14 clearly shows a well defined period of high deviation from the 

control simulation behaviour between 1.5 and 1.6 ps. This is obviously interesting, as this 

is one of the critical hydrogen bonds associated with the conformational changes the protein 

undergoes during its catalytic cycle. This and hydrogen bond 16 were defined as 'group C 

in Subsection 6.3.2. The waveform of the length of the bond and its associated wavelet and 

HHT transforms wUl be discussed below. For the present it is sufficient to note that substantial 

activity only appears in the wavelet maximum deviation plot for the FC trajectory, and not for 

F7 or F2, as would be expected. These latter two filtered trajectories undergo conformational 

change events, and all trajectories other than f/C have had energy added at frequencies 0 -

50 cm"^ to residues 14-19. The obvious conclusion is that neither the energy added by the 

filter, nor the conformational changes triggered by it in Ff and F2 can reliably be observed by 

the Morlet wavelet transform, due to the constraints on the measurement of low frequencies. 

Such constraints would apply to any simulation whose length is similar to these. 
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Figure 6.16: Maximum deviation in wavelet amplitude relative to UC trajectory mean at any 
frequency as a function of time for each hydrogen bond in the four simulations. The increase 
in energy in the asparagine 18—serine 49 bond is evident in the FC but not in the F1 or F2 
plots. This misleading result shows the limitations imposed by the low frequency constraints 
of the Morlet wavelet. Clockwise from top left are UC, FC, F2 and Fl. 
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Maximum deviation plots were prepared for the four simulations using the HHT method 

in a similar way to the wavelet plots, and these are shown in Figure 6.17. The first thing it 

is important to note about these graphs is that the linear scale has been clipped at the top and 

bottom ends of its range: amplitudes more than 50 ((/C) standard deviations higher than the 

[/C mean value are shown in black, and amplitudes more than 5 deviations below are shown 

in white. Only a small number of points are affected by this clipping and so little information 

is lost from the graphs. 

It is strikingly clear at first glance that this graphing method captures some sort of event 

taking place. High amplitude features are clearly detected in hydrogen bond 14 in tr^ectory 

FC, F2 and and in bond 16 in F7 and F2. Other bonds with significant motion are 18 in 

f C; 7, 8, 18, 19 and 20 in f 7 ; 13 in F2. These events are mainly observed during the second 

half of the tr^ectories. 

The lengths of hydrogen bonds 14 and 16 are shown in Figure 6.18. The correspondence 

between the motions in the bonds and the HHT maximum deviation graphs is reasonably 

good, although not perfect. It would be expected intuitively that the change event in bond 16 

in the f C trajectory should result in a higher amplitude deviadon. Also, the events detected in 

bonds 14 and 16 should have more similar deviations in the f 7, and more differing ones in the 

F2 trajectories. It is not clear why these deviations from the intuitively expected behaviour 

occur. 

The HHT and wavelet plots for both of these datasets are shown in Figures 6.20, 6.19, 

6.22 and 6.21. The key point to note from these plots is how much of the energy is present at 

low frequencies beyond the reach of the wavelet transform. Although the maximum 

event seen in the wavelet transform of the F C trajectory (Figure 6.16) is clearly a 

significant peak, the actual of the observed peak is very low, as seen from Figure 

6.22. The wavelet transform has spotted the leading edge of the transition event at a low 

amplitude value, but its failure to detect the full scale of the event suggests that the wavelet 

maximum amplitude method is less reliable than the related HHT method, due to its A-equency 

limitations. 
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Figure 6.17: Maximum deviation in HHT amplitude at any frequency as a function of time for 
each hydrogen bond. The increase of energy in the region undergoing conformational change 
is clearly visible in the three filtered simulations, contrasting favourably with the misleading 
wavelet plot. The analysis of frequencies below 176cm"4s clearly vital for the correct de-
tection of change events in these simulations. Clockwise from top left are UC, FC, F2 and 
Fl. 
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Figure 6.18: Length of hydrogen bonds 14 (methionine 16—alanine 19) and 16 (asparagine 
18—serine 49) in the four simulations. Bond 14 is drawn with a solid line and bond 16 with 
a dashed line. Clockwise from top left are UC, FC, F2 and Fl. 

Finally, it was noticed that the HHT torsional plots also show the presence and time lo-

cations of conformational transition events in the three filtered trajectories. These plots are 

shown in Figure 6.23. The linear deviation scale has been clipped in a similar manner to the 

HHT hydrogen bond plots, but with a maximum standard deviation value of 20, and a mini-

mum of -5. The Xj/ and (|) torsional angles are both plotted for each residue, starting with \|/. 

The very large number of horizontal lines shown makes the graph somewhat difficult to read 

on paper, but this is not a problem when the graph is shown on a computer display: the analyst 

can simply 'zoom' into the areas of interest on the plot, and reading the scale becomes easy. 

For the purposes of this writing, the degrees of freedom of interest will be stated. 

It is immediately clear from this graph that residues 9-14, which are targetted by RDFMD 

and would be expected to show increased motion, do so. The angles which show motions 

with an amplitude deviations greater than 15 standard deviations are: in FC, (j) of residues 

15 and 16 at around 1.2 and 1.1 ps respectively, followed by a larger motion in <1)16 toward 

the end of the trajectory (also registered are points at the very end in both angles for their \j/ 

components); in Fl, \|/20 at 1.2 ps, (|)18 at 1.7 ps, and \|/17 at 2.0ps; in F2, (j)16 in a broad 

band centred at around 1.5 ps, i|/16 at the end of the trajectory, and \|/15 at 1.1 ps, and again at 

1.6 ps (the second motion seemingly weaker). The three filtered trajectories were visualised 

to determine the nature of any transition events taking place. 
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Figure 6.19: HHT transform of the length of hydrogen bond 16. Clockwise from top left are 
UC, FC,F2 and FI. 
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Figure 6.20: Wavelet transform of the length of hydrogen bond 16. Clockwise from top left 
are UC, FC, F2 and F1 
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Figure 6.21: HHT transform of the length of hydrogen bond 14. Clockwise from top left are 
UC, FC, F2 and Fl. 
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Figure 6.22: Wavelet transform of the length of hydrogen bond 14. Clockwise from top left 
are UC, FC, F2 and Fl. 
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Figure 6.23: Maximum deviation in HHT amplitude at any frequency as a function of time for 
the $ and \j/ backbone torsional angles (two horizontal graph lines are drawn for each residue). 
Clockwise from top left are UC, FC, F2 and Fl. Very high amplitude points are plotted in 
black. 
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Figure 6.24; Backbone of residues 15 and 16 in the M20 loop region of DHFR. Left: confor-
mation seen at frame 0 of the FC trajectory. Right: conformation at final frame. 

In the FC trajectory, there is a subtle disturbance in the backbone conformation of the 

M20 loop at residues 14 and 16, as suggested by the torsion deviation graph. The motion, 

while interesting, does not cause a significantly large change in the rest of the protein. Images 

taken from the beginning and end of the trajectory are shown in Figure 6.24. Without knowing 

which residues to look at, this disturbance would be difficult to spot from a straightforward 

examination of the simulation trajectory. 

The F1 trajectory shows a clear flip event in the \j/ angle of residue 20 from about 60 to 

about 170 degrees at the time indicated in the graph. The (j) angle of residue 18 flips abruptly 

from close to 180 degrees to around 30 degrees, at the later time indicated in the graph. The 

Vjr angle of residue 17 does not actually flip between states in the simulation, but does exhibit 

a lot of abrupt twisting toward the end of the trajectory. Why these should be detected as a 

single broad smear of energy is unclear, though. 

The backbone of residues 15 and 16 in the F2 trajectory exhibits a number of very abrupt 

movements that are difficult to put into words. The most important thing to note about these 

motions is that some of them occur at the very end of the trajectory: the large 'events' seen 

in the last 0.25 ps of the deviation graph (Figure 6.23) are not artefacts, but real events in this 

case. 
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6.4 Discussion 

The ideas developed in this chapter to facilitate the rapid inspection of many dynamical prop-

erties of molecular simulations have been shown to have merit. Some specific refinements are 

still necessary, and these will be discussed below. An important general issue identified is the 

question of what type of within the simulation to inspect. For the DHFR 

simulations, hydrogen bonds gave the clearest and most interesting picture of the dynamics; 

torsions were useful for the HHT maximum deviation approach, but less so elsewhere; carte-

sian coordinates were of little use in any of the methods, as the diversity of behaviour present 

in each graph was too great for the eye to easily interpret, and the level of noise also seemed 

relatively higher. The graphing of very large numbers of degrees of freedom is another gen-

eral issue identified, which, up to a point, may be helped by the use of computers for graph 

inspection: the ability to magnify particular regions of a graph on a VDU was very helpful 

on many occasions. Although perhaps less useful for the publication of results, this idea is 

worth noting as another means by which computers can aid scientific visualisation. An alter-

native possibility for these statistical techniques is to develop some form of filtering algorithm 

to determine the parts of a system where something significant happens during a simulation, 

displaying a broad variety of data for a small number of degrees of freedom. 

The wavelet mean amplitude spectrum (WMA) shows interesting fine details of the mo-

tions in the simulations. The lack of high frequency vibrations in p-sheet is seen as expected, 

and goes to confirm the extreme stability of all such structure present in all of the DHFR sim-

ulations. It is interesting to be able to show the high frequency vibrations in the backbone, 

seemingly attributable to amide bending and torsions, although perhaps not very useful in it-

self. Unfortunately, the lack of information about low frequencies limits the usefulness of this 

method for detecting conformational change events. 

HHT mean amplitude spectra (HMA) show no detail of the high Aequency motions when 

drawn as they have been here. The principal problem with these plots is scaling. It should be 

possible to develop an improved method of scaling the data obtained such that the low fre-

quency components do not overwhelm higher frequency ones, allowing similar high-frequency 
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details to be seen in the HHT spectra as in the WMA. Even without this, though, the HMA is 

capable of detecting the very low frequency motions associated with conformational change. 

For the DHFR simulations, the method was able to correctly pinpoint several regions of the 

protein disturbed by the RDFMD technique, including points not targeted directly by the filter 

used. There were a number of what seemed to be false positives, though it is possible that fur-

ther work using other methods, perhaps ED, might, at the very least, reveal why these regions 

were picked out. 

Maximum deviation versus time seems the most useful of the methods tested, and also 

the method which most clearly showed the limitations of the Morlet wavelet to probe the 

low frequency motions associated with conformational change events. The graphs produced 

using the HHT form of this method were able to highlight regions of the protein subject to 

conformational changes in a very clear manner, and also gave a reasonable definition of when 

those changes took place. It seems plausible that improvements in the amplitude scaling 

method used might allow a better time definition of specific events. One avenue for further 

investigation here is the averaged HHT marginal spectrum; another is to develop some means 

by which amplitudes are accumulated across all frequencies for a time point, rather than just 

picking out the highest value (and losing information in the process). 

These methods, as presented, enable the analyst to detect a conformational change event in 

a simulation with little difficulty, and a reasonable degree of reliability. Given a control simu-

lation for which it is known that no interesting behaviour takes place, large numbers of other 

simulations can be rapidly scanned; interesting events are highlighted quite clearly. Fully 

measuring and characterising the method's ability to detect subtle changes while rejecting un-

interesting motions wHl require further work and the examination of many more simulation 

trajectories. The discriminating abUity seen for these DHFR simulations suggests that it may 

be possible to improve the methods to the point where they could be reliably automated: a 

simulation could be examined automatically for interesting behaviour, and classified on the 

basis of what type of behaviour was detected. This could be useful for projects where very 

large numbers of simulations must be examined with little or no human intervention, such as 
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the 'folding at home' initiative and similar large scale distributed computing projects, and also 

parallel tempering MD methods. 
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Chapter 7 

Conclusions 

In Chapter 3 we described a series of simulations of the Syrian hamster prion protein and a 

set of point mutated structures associated with disease. The picture which emerged was of a 

protein under internal tension, whose |3-sheet content was finely balanced. The mutations had 

significant effects on the dynamics of the structures obtained from the simulations, particu-

larly on the sheet region. An arm region was also identified from the analysis, the dynamics 

of which were influenced by the residues whose mutations were studied. The effect of the 

mutation associated with disease (D178N) was to increase the of the P-sheet region, 

and to loosen ties between the rigid helical core of the protein and the more Sexible parts, 

particularly the arm region. The (M129V) polymorphism that controls the phenotype of in-

herited prion disease increased the f/ze of the P-sheet and also created a templating effect, 

assisting the reformation of the sheet structure after breakage events. It was also conjectured 

that where the arm region became more mobile, the approach of other prion molecules might 

be facUitated. 

The deeper lesson drawn from the prion simulations, though, was that the analysis tools 

used in interpreting protein simulation dynamics were inadequate for the task. Even though 

there were clearly significant differences between the behaviours of the structures, it was 

extremely difficult to interpret those differences with the methods available. Problems arose 

from the fitting strategies required by some of the methods, which required many subjective 

judgements to be made. Furthermore, all of the analysis methods were dependent for their 
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interpretation on subjective comparison with the visualised trajectory. Further stUl, some of 

the information obtained by these methods was contradictory, and these contradictions proved 

impossible to resolve. Improved analysis methods would be required for a fuU and clear 

understanding of simulations with similarly subtle variations in behaviour. 

In Chapter 4 we described an analysis method developed very recently by NASA oceanog-

raphers for the decomposition and interpretation of wavelike phenomena: the Hilbert Huang 

Transform (HHT). Many workers in various fields have made use of this new method, and we 

decided that this would be an interesting avenue of investigation. 

In Chapter 5 we explained that the method was fairly straightforward to implement, al-

though some confusion existed over a few of the details. Particularly, problems occurred with 

so called —errors arising at the edges of the dataset. Also, in certain cases where 

very low amplitude waves occured in the middle of a higher amplitude wavetrain the method 

tended to exhibit artefacts, although these were deemed of little significance for MD tr^ectory 

analysis, and a strategy for removing them from spectra was decided upon. 

The stability of the algorithm to small perturbations in the input signal was investigated 

and found to be low. The conjecture of Huang ef oA that a spline fitting algorithm which 

obtains a tighter fit to the data would improve the algorithm's stability was tested with the 

Akima spline. No improvement was observed. 

Methods of dealing with the end effects resulting from the Hilbert transform were inves-

tigated; several windowing functions were evaluated and the optimum choice decided upon. 

Strategies for using this function were discussed. 

A simple Brownian dynamics test system was implemented and its tr^ectories studied 

with both the HHT and the Morlet wavelet transform. The results were broadly comparable, 

and peak centre frequencies obtained from the methods were compared. It was found that 

the HHT offered a small improvement on the wavelet and Fourier transforms. The HHT 

marginal spectrum also seemed to have a better ability to discriminate transition events than 

the equivalent Morlet wavelet spectrum. 

A method for improving the coverage of time-frequency space by compositing large num-
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bers of HHT spectra was developed. This resulted in plots that are easier to interpret than the 

conventional HHT, and more comparable to wavelet spectra. The drawbacks of this technique 

are the subjective judgement of the quantity of noise to add to the spectra, and the increased 

processing time required relative to the original method. 

HHT spectra of white noise were examined and found to differ qualitatively from the 

results obtained from Fourier transforms. The reasons for this were deduced and a method 

was proposed to modify HHT spectra to make them more comparable with Fourier spectra. 

Although the results obtained look very promising, further work on the method is needed 

before it can be apphed more generally. 

Chapter 5 concluded that the HHT transform is an interesting and useful development, 

and some of the results obtained are an improvement on other methods. The method is not 

without problems, though. The principal difficulty hes in the interpretation of signals which 

do not possess a clear separation of scales of motion, or where discrete transition events occur. 

Although the exact interpretation of the frequencies of these latter events is problematic, it 

seems fairly clear that the method is successful at their existence, although for the 

data studied thus far HHT seemed about evenly matched with the Morlet wavelet transform 

in this respect. 

In Chapter 6 a set of methods were developed that made use of both the HHT and wavelet 

methods to generate a statistical description of the time-frequency-amplitude space sampled 

by various degrees of freedom in protein simulations. These methods were applied to a series 

of simulations of the DHFR molecule prepared by other workers. 

The results showed that the methods developed are useful, and aUow a large amount of 

information about the dynamical properties of the enzyme to be represented in a small number 

of plots. Specific issues identified were the selection of useful degrees of freedom to process, 

the difficulty of representing very dense datasets in two dimensional plots, particularly on 

paper, and the problems of scaling datasets obtained by the HHT method to obtain meaningful 

representaions. 

Mean amplitude versus frequency and maximum amplitude versus time plots were cre-
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ated using both the HHT and wavelet methods. The wavelet transform version of the mean 

amplitude versus frequency method showed interesting details of the fine vibrational structure 

of the protein, but these seemed of limited practical value for the DHFR data, although it is 

possible that they might be of more use for discriminating the behaviour observed in other 

protein simulations. The HHT version of the mean amplitude versus frequency plots revealed 

none of the fine details seen with the wavelet transform, but the ability of the HHT to probe 

lower frequencies was seen to be useful: hydrogen bonds implicated in the conformational 

change events were highlighted clearly. The utility of the low frequency probing abilities of 

the HHT transform were even more starkly highlighted in the maximum amplitude versus 

time plots: although the sensitivity of the wavelet version of this method was fairly poor, the 

HHT version was able to identify key hydrogen bonds that broke during the conformational 

transition events very clearly. The HHT maximum amphtude versus time technique seems to 

be the most promising of the new methods. 

In summary, some interesting observations were made from the simulations of the prion 

protein; but this was in spite of, rather than because of, the analysis methods available. Prob-

lems identified with these tools lead us to consider alternative frequency-amplitude-time meth-

ods for the analysis and interpretation of simulation data, and the recent Hilbert Huang trans-

form method was seen as an interesting possibility for development. This method was duly 

investigated, some improvements were proposed, and although a number of issues were raised 

over the interpretation of the data obtained, it was considered to be broadly useful. A set of 

new simulation analysis techniques based on the HHT and wavelet transforms was devel-

oped, and tested on RDFMD simulations of the DHFR enzyme. The methods revealed some 

interesting structure within the simulations, and also succeeded in highlighting where confor-

mational change events took place in the trajectories. Although these methods appear to be 

useful, further work is required. 

This thesis has identified a number of areas where further work would seem indicated. 

First, and very generally, far more work is needed in the whole field of protein simulation 

analysis. More varied and subtle tools would greatly facilitate our understanding of the dy-
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namical effects critical to their biological functions. 

A possible alternative to the HHT and wavelet approach to analysis described in Chapter 

6 would be to process the tr^ectories directly with simple RMSD statistics. A significant 

difference between the frequency-time statistical treatment and a conventional RMSD route is 

that the model presented here works by describing changes in derivatives of the signal, and so 

highlights change gvenff directly. Also, as has been shown (in Figure 6.17), conformational 

change events are detected by the HHT as occuring at up to standard deviations from 

the mean, and this provides clearer results than might be expected from RMSD analysis. In 

particular, hydrogen bonds are either present, and the bonding distance almost constant, or 

absent, in which case the distance between the atoms being considered will often wander over 

quite a wide range, as seen in the prion P-sheet. Also, dihedral angles, which may rotate 

continuously throughout the 0-2;: range, might be expected to have an almost arbitrary mean 

value and standard deviation, and this would make it difficult to detect events of interest using 

conventional statistics. For completeness then, it might perhaps be interesting to evaluate 

such a statistical approach, although it would seem unlikely that the results would be as clean, 

and obviously the extra information that could be obtained from frequency specific methods 

would be lost. 

It would also seem that our simulations of the prion protein could usefully be reanalysed 

using some of the techniques devised in the later chapters of this thesis. For the HHT method, 

further application and refinement of the compositing technique may be of value; also, the nor-

malisation approach developed using the averaged HHT marginal spectrum might make HHT 

results more directly comparable with Fourier transforms, simplifying their interpretation and 

perhaps alleviating the problems identified with scaling the plots obtained. Improvements 

to the statistical methods, besides resolving the scaling issue, might come from processing 

alternative degrees of freedom. One possibility for this is to obtain a covariance eigenvec-

tor basis set, and process the projections of the simulation onto the 'essential' eigenvectors 

that represent the bulk of the trajectory's variance. This would result in a dramatic reduc-

tion in the amount of data to be processed and represented. Another interesting avenue is the 
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possibility of refining the statistical techniques to process large quantities of simulation data 

automatically, with the minimum of operator intervention. Automated detection of unusual or 

interesting conformational change events in large volumes of simulation data would be benefi-

cial for highly parallel simulations, such as network distributed projects or parallel tempering 

methods. Besides these things, though, the most important avenue for further work is simply 

to apply the methods developed to many more protein simulations and so gain experience of 

the results that they are capable of obtaining. 
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Appendix A 

Cauchy Principal Value 

An integral of the form 

(A.l) 

where /(%) tends to infinity at some point j such that f < j' < g must be determined using 

limits that avoid the asymptote. One method of doing this is as follows 

Q 
/ W & = lim (A.2) 

where a tends to zero through positive values. This is called the CowcAy pnnczpaZ voZwg of 

the integral 
/-G 

pr.v. / (A.3) 
Vf 

The principal value sometimes exists and can be calculated even though the original integral 

is meaningless and cannot.̂ "^ 
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A simple harmonic oscillator with force constant A: and amplitude A has energy 

(B.l) 

If V is the frequency of vibration and m is the mass of the moving particle then 

and 

A:=(27rv)^/M (B.3) 

But a single harmonic oscillator has only one Aequency. In the more general case where the 

frequency of a moving particle may change, or more than one frequency may exist, there is 

a continuous distribution of frequencies, each with a corresponding force constant, Substi-

tuting B.3 into B.l: 

= ^A:(v)A^(v) 

= (B.4) 
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Applying this expression as it stands must be done with care, as the mass value is not always 

clear. The absolute values obtained from separate spectra of degrees of freedom with different 

mass values are not strictly comparable gngrg/gf. 
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