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UNIVERSITY OF SOUTHAMPTON 

ABSTRACT 

SCHOOL OF CIVIL ENGINEERING AND THE ENVIRONMENT 

Doctor of Philosophy 

THE EFFECTS OF ^lETHANE GAS HYDRATE ON SOME DYNAMIC 

PROPERTIES OF A SAND. 

by JeErey A. Priest 

Gas hydrates are sohd, ice hke, compounds that form in marine sediments and 

in permafrost regions. The methane gas stored in hydrates is considered by 

some to be an important future energy resource, whilst others are concerned 

that it may play a role in global warming, or be a geotechnical hazard during 

deep offshore oil and gas development. Because methane hydrates occur in 

deep water and dissociate rapidly when brought to the surface, direct meth-

ods of investigation cannot readily be used to assess their global distribution 

and concentration. Remote seismic geophysical prospecting methods, which 

depend upon variations in the compressional wave velocity (Vp), the shear-

wave velocity ( ^ ) , and damping and can be of great value in mea-

suring insitu properties. However, a correct interpretation of acquired seismic 

data requires an understanding of the seismic properties of hydrate-bearing 

sediments. The aims of this research were therefore to develop a technique 

for producing synthetic gas hydrates in the laboratory, to construct appa-

ratus allowing measurement of the physical properties of hydrate-bearing 

sand specimens, and to determine the impact of hydrate content on dynamic 

properties of a sand. 

Thirteen sand specimens with differing volumes of hydrate within the 

pore space were tested using a specially designed and constructed resonant 

column apparatus. This allowed the dynamic properties of hydrate-bearing 

laboratory specimens to be measured under conditions relevant to ciurrent 

seismic methods. Results shows a bipartite relationship between velocity and 

hydrate content, with a transition zone between 3 - 5 % hydrate content, 

for both Vp and Vg. Effective stress stiffness dependency reduces rapidly 



with increasing but low levels of hydrate cementing, and remains low at 

higher hydrate contents. These facets of behaviom- suggest an initially rapid 

cementation of sand grain contacts at low methane hydrate contents, followed 

by infilling of the pore space at higher hydrate contents. It is also shown that 

damping and increases \^dth hydrate content up to the transition 

zone, and reduces thereafter to a value twice that for non-hydrate-bearing 

specimens. These results, for the first time, show in detail how methane 

hydrate cementation aSects seismic and geotechnical properties in typical 

quartz sand. 
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Chapter 1 

INTRODUCTION 

1 . 1 B a c k g r o u n d 

Large seaGoor failures have been identihed on featureless slopes on continen-

tal margins around the world that have gradients, on average, much less than 

1°. Examples include: the Storrega shde oE Norway (Bugge et al., 1987); slope 

failures off the West African coast (Summerhayes et al., 1979); slope fail-

ures off the North American Atlantic continental slope (Booth and O'Leary, 

1991); and in the North Atlantic (Embly and Jacobi, 1977). It has been hy-

pothesized that these events may be linked to the dissociation of gas hydrate 

within marine sediment (Ashi, 1999; Berndt et al., 2002; Dillon et al., 1998; 

Kayen and Lee, 1991; Meinert et al., 1998; Popenoe et al., 1993). Also recent 

exploration activities by oil companies encroaching on these outer margins 

have been hampered by the dissociation of gas hydrates. These have included 

blowouts, casing failures and at the extreme, platform subsidence (Bily and 

Dick, 1974; Prankhn, 1980; Makaogon, 1981). 

Gas hydrates are sohd, nonstoichiometric, ice like compounds that are 

formed under certain thermobaric conditions (methane gas hydrate - 3.55MPa 

@4^C, Figure 1.1) and with sufficient availabihty of gas and free water. These 

conditions naturally occur in high rate deposition marine sediments on conti-

nental margins (Figure 1.2(b)) and in terrestrial sediments where permafrost 

is present (Figure 1.2(a)). Gas hydrates are metastable and become unstable 

and dissociate if the thermobaric conditions are sufficiently altered, as shown 



by the phase boundary in Figure 1.1. This metaatabihty and the change in 

structure upon dissociation have made gas hydrates a topic of major interest 

in three separate research fields: 

1. Energy resource — 1 m^ of stable gas hydrate contains ^ 164 m^ of 

gas at Standard Temperature and Pressure (STP) (Sloan, 1998) 

2. Global warming — in the majority of recovered samples, 99% of the 

gas contained in gas hydrates is composed of methane which is 20 

times more potent as a greenhouse gas than 002-

3. Geotechnical hazards — sediment strength and stiEness are affected 

by inclusions of ice-like compounds that can either cement sediment 

grains or affect consolidation processes. On dissociation, gas hydrates 

reduce to water and gas which may give rise to increased pore 

pressure within the sediments. 

1.2 Defining the problem 

The hnk between climate change and submarine landslides, and the activi-

ties of oil exploration companies have brought about an increased focus on 

the geotechnical hazard that gas hydrate dissociation may pose. To assess 

accurately the potential risk of gas hydrate dissociation, the distribution and 

extent of gas hydrate bearing marine sediments within the seafloor needs to 

be quantified. Gas hydrates are found throughout the world's oceans where 

both the P-T stability conditions exist and where there is a suKcient supply 

of methane gas to enable hydrate formation. The heterogeneity of hydrates 

within the sediment column and the cost of spot sampling in such extreme 

conditions have led to remote sensing techniques being employed to try and 

iden t ic and quantify, gas hydrates. At present, the extent of gas hydrates is 

inferred from seismic reflection surveys (Shipley et al., 1979) where a 'bottom 

simulating reflector' (BSR) is assumed to mark the base of the gas hydrate 

stabihty zone (BHSZ), and hydrate distribution is estimated from certain 

anomalies associated with the BSR. Recent research (Gettrust et al., 1999; 



Holbrook et ai., 1996; Paull et al., 1996) has sho^m that seismic interpre-

tation using assumed geophysical properties is problematic and cannot be 

relied upon in quantising either the extent or distribution of gas hydrates. 

The recovery of intact samples of marine sediment containing gas hy-

drate for laboratory characterisation is problematic, since gas hydrates are 

metastable and dissociate during recovery. The creation of artificial gas hy-

drates under laboratory conditions either in the bulk phase or within artifi-

cial sediment specimens has also proved to be difficult. This has hindered the 

measurement of the geophysical properties of hydrated sediments, either oc-

curring naturally or grown artificially Therefore, hypotheses concerned with 

the eEect of gas hydrate on the geophysical properties of marine sediments 

and how it can be used to assess hydrate concentrations have been unsub-

stantiated. 

The goal of this research is therefore to study the eSects of gas hydrate 

on the geophysical (particularly seismic) properties of granular materials. 

A methodology was developed and implemented to enable the controlled 

formation of gas hydrates within artihcially reconstituted sand specimens. 

Subsequent laboratory testing was carried out, using a specifically designed 

and constructed resonant column, to determine the seismic properties of the 

resultant material. 

1.3 Organisation of the thesis 

Chapter 1 presents a brief background to methane gas hydrates and why 

they have become of interest. It highlights the shortcomings in our cur-

rent knowledge with regard to gas hydrates and outhnes the goals of 

this research in the context of methane gas hydrate/sediment interac-

tion. 

Chapter 2 is a comprehensive review of the current literature relating to 

methane gas hydrates. Its structure, thermodynamic formation con-

ditions and its growth morphology within sediments are discussed. A 

summary of published measurements of the ax:oustic and seismic prop-



erties of pure gas hydrates and hydrate-sediment composites are pro-

vided to highhght the shortfalls in current knowledge. 

Chapter 3 introduces the resonant column, a laboratory apparatus for mea-

suring key physical properties of specimens. Past research is reviewed 

and theoretical considerations for the reduction of resonant column 

data is outlined. 

Chapter 4 describes the development of the new resonant column for test-

ing specimens containing gas hydrates. Calibration and testing proce-

dures for the resonant column and associated instrumentation is also 

discussed. 

Chapter 5 outlines the laboratory testing programme. The methodology 

for specimen preparation, containing sand/ice mixtures, is discussed 

with the subsequent formation procedure for gas hydrates highlighted. 

The procedure for resonance testing is described with t^^pical results 

being shown. 

Chapter 6 is devoted to the presentation and discussion of the results &om 

hydrate formation and the subsequent resonant column testing. Mod-

els are developed to characterize the inEuence of gas hydrates on the 

seismic properties of sand specimens. 

Chapter 6 presents the conclusions of this research and offers some recom-

mendations regarding the further development of the resonant column 

and future testing of gas hydrate bearing sediments. 

Finally, the references cited in the report are given in the last section. 
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Figure 1.2: Envelopes of methane hydrate stability for (a) Oceanic 
sediment and (b) Permafrost. Redrawn from Kvenvolden (1988). 



Chapter 2 

GAS HYDRATES AND 

SEDIMENTS 

2.1 Introduction 

This chapter reviews current knowledge on gas hydrate. The reader is intro-

duced to gas hydrate with a brief outhne of its physical structure and the 

formation criteria for gas hydrate growth. Current hypotheses on hydrate 

growth within sediments are explained, and the varying techniques currently 

employed for identi^ing and quantifying the extent and distribution of hy-

drates are discussed. Particular attention is paid to laboratory research into 

the formation and geophysical properties of gas hydrates. The chapter 5n-

ishes %dth conclusions drawn from the available literature. 

2.2 Gas hydrates - physical structure 

When ice forms, individual water molecules are held by hydrogen 

bonds to four other water molecules to form a 'puckered', non-planar array 

of hexagonal rings (Figure 2.1(a)). In gas hydrates though, the hydrogen 

bonds form into more rigid 3-D cages due to the inclusion of a gas molecule 

at the centre of each cage (Figure 2.1(b)). The formation of the crystal 

lattice and the size of the cavities of the cages deSne the structure of the 

gas hydrate. Tliree crystal structures have been identified as formhig natural 



gag hydrates; these are Structure I (si), Structure II (sll) and Structure H 

(sH) (Sloan, 1998). 

2.2.1 Structure I 

Structure I (si) is the simplest gas hydrate structure. This structure is formed 

by the arrangement of two differing polyhedra which are in themselves formed 

by the hydrogen bonds of the water molecules forming a cage. The pentag-

onal dodecahedron is formed from twelve pentagonal faces linking together 

and labelled 5^ .̂ The tetrakaidecahedron is formed by adding two additional 

hexagonal faces to the 5̂ ^ cage to form a larger cage labelled Both 

these polyhedra are illustrated in Figure 2.2. The cavities are stabihsed by 

low molecular weight gas molecules such aa methane (Cff4), carbon dioxide 

(COg) and hydrogen sulphide (jff2'5') residing in the centre of each cage. 

The structure of the si ga5 hydrate crystal is formed by vertex-hnking of 

the 5^̂  polyhedra together, with the polyhedra hlhng the interstitial 

cavity (ag illustrated in Figure 2.1(b)), with the basic unit crystal containing 

2 X 5 ^ ^ and 6 x polyhedra. If 100% of the cavities are hlled with methane 

molecules then the unit crystal composition of si is : 46^72 O. 

In nature, the great majority of gas hydrates recovered from natural envi-

romnents have been si, with about 70% of the cavities being filled. Methane 

has been found to be the most common gaa present (% 99% of total gas 

composition) 

vspacelcm 

2.2.2 Structure II 

Structure II (sll) gaa hydrate is formed by the replacement of the poly-

hedra with larger polyhedra comprising 12 pentagonal faces and 4 hexagonal 

faces (5^^6^, Figure 2.2) into the crystal lattice. The larger size cavities of the 

polyhedra are stabilised by larger gas molecules such as ethane (Cs^fifg) 

or iso-butane (iso-Q^Eio). 

In forming this structure the faces of the 5̂ ^ polyhedra are joined, forming 

a diamond lattice, with the larger polyhedra forming the interstitial cavity. In 



this structure the basic unit crystal contains 16 x 5̂ ^ and 8 x polyhedra. 

The introduction of the larger molecules into the cavities produce a shift in 

the phase boundary (Figure 1.1) reducing the pressure required to maintain 

stability of the hydrate at a given temperature. 

sll hydrates tend to form in pipehnes during oil and gas production or 

at locations of faulting in oceanic sediments where thermocatalytically de-

rived hydrocarbon gases (propane, ethane, etc, see Section 2.3) in addition 

to methane, are able to rise into the gas hydrate stability zone (GHSZ). 

2.2.3 Structure H 

Structure H (sH) contains the largest polyhedra with the unit cell containing 

3 X 5^ ,̂ 2 X and 1 x polyhedra. In sH, small gas molecules (Cif^ 

etc.) occupy the cavities of the 5̂ ^ and polyhedra while the cavity 

of the largest polyhedra (5^^6^) is stabilised by large gas molecules such as 

methylcyclohexane, naptha and gasohne (Ripmeester, 1991). Structure sH 

is the most recently observed hydrate and has been described by Ripmeester 

et al. (1987) and Mehta and Sloan (1993) . At present, only one example 

of insitu sH gas hydrate has been recovered and was found in the Gulf of 

A/lexico by Sassen and McDonald (1994) . 

2.3 Formation criteria for gas hydrate 

2.3.1 Introduction 

To form gas hydrate sufficient quantities of methane gas and free water must 

be present under suitable thermobaric conditions. This section therefore out-

lines the differing methods of gas production and highlights the various mod-

els that have been proposed for the formation of hydrate within the sediment 

column. 



2.3.2 Production of methane gas for hydrate forma-

tion 

In oceanic and continental sediments methane is derived from the decomposi-

tion of organic matter contained within the sediments. Hesse (1986) modified 

early work by Claypool &: Kaplan (1974) to suggest six stages for the reduc-

tion of organic matter to methane by chemical or biogenic processes termed 

"organic diagenesis" in anaerobic sediments as outlined in Figure 2.3. 

Organic matter is slowly reduced via oxidation (Stage 1) then nitrate 

reduction (Stage 2) and sulphate reduction (Stage 3) to CO2, which is further 

reduced to (Stage 4). Methane that is produced in Stage 4 is termed 

biogenic, since it is the presence of bacteria that causes the reduction of the 

organic matter. 

As sediment is progressively buried, the temperature of the bottom sed-

iment rises due to the geothermal gradient. Bacterial production ceases and 

above 100°C only thermocatalytic reactions take place, and these are usually 

associated with hydrocarbon production (Hunt, 1979). Methane produced at 

stage (6) is termed thermogenic. 

2.3.3 Models for growth of methane gas hydrate 

The amount of gas required to form the vohune of methane gas hydrate found 

in nature exceeds the solubility of methane in water (% 0.045vol of Cjif4/per 

unit vol. of water at STP, Yamamoto et al., 1976). Also, the stabihty zone 

for gas hydrate formation is above the region where thermogenic methane is 

produced and \\ithin the region of biogenic gas production. Therefore, three 

models have been suggested to explain in-situ hydrate formation: 

1. Diagenetic production of biogenic gas in the zone of hydrate formation 

- Brooks et al. (1985) and Kvenvolden and Barnard (1983). In this 

model gas hydrates form when the amount of biogenic methane 

available from in-situ diagenetic processes exceeds the saturation limit 

of the pore fluid. At this point gas hydrates crystallize out. 

2. I\iigration of free gas upwards through the hydrate stability zone 
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(HSZ) - Paull et al. (1994) and MinshuU et al. (1994). In this model it 

is assumed that there is insu&cient gas available, from in-situ 

production of methane, to form free gas and therefore gas hydrates 

form when gas from below the stabihty region migrates up through 

permeable sediment or fissures. Paull et al. (1994) suggested that the 

free gas could come from the dissociation of previous gas hydrate. 

This might occur as base of the HSZ moved upwards with progressive 

sedimentation cycles. 

3. Hydrate precipitation from rising methane-saturated water -

Hyndman and Davis (1992) and Ginsburg (1998). As the solubihty of 

methane gas in pore water reduces with decreasing depth and 

temperature, saturated pore water rising through the sediment 

column could cause precipitation of gas hydrate within the HSZ. 

AU of these models have hmitations, and hydrate formation may result 

from a combination of all three proposed models. Recent work by Buffett 

and Zatsepina (2000) has shown that CO2 gas hydrate can form from dis-

solved gases, which complicates the three hypotheses mentioned above. Of 

the gas hydrates that have been recovered (Figure 2.4) the majority of sam-

ples have been shown to be produced from biogenic methane gas. Brooks 

et al. (1994) found samples of thermogenically derived methane gas hydrate 

in shallow sediments in the Gulf of Mexico while Ginsburg et al. (1992) ob-

served thermogenic hydrate in the Caspian Sea. To date these are the only 

two sites where such hydrates have been observed. 

2.4 Evidence for the extent and distribution 

of gas hydrates 

2.4.1 Recovery of hydrate samples 

Samples of gas hydrate have been recovered from deep ocean sites during 

the Deep Sea DriUing Projects (DSDP) and Ocean Drilling Program (ODP) 

cruises, (Sheridan et al., 1983; von Huene et al., 1985; Westbrook et al., 
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1994; PauU et al., 1996) aa shown in Figure 2.4. However, only large nodules 

or cored sections through large sheets of gas hydrates survive the change in 

thermobaric conditions during recovery. Gas hydrates that are finely dissem-

inated or occur as thin veins within the sediment dissociate during transit 

from the borehole to the ship deck. Pressure core samplers (Dickens et al., 

1997) have had hmited success in recovery of samples. Therefore, the extent 

of gas hydrates has been inferred from geochemical analysis, seismic rejection 

profiling and downhole logging. 

2.4.2 Geochemistry of gas hydrates 

In the formation of gas hydrate, salt ions are excluded and isotropic frac-

tionation occurs with the heavier water molecules and/or D^g^O) 

concentrating in the gas hydrate lattice. On dissociation of the gas hydrate, 

gas and 'freshened' heavier pore water are released back into the sedi-

ment. 

Also, on dissociation of gas hydrate, energy: is required to break the hydro-

gen bonds that form the hydrate lattice. Therefore, the presence of cold spots 

within recovered cores, directly after their removal from the borehole, have 

been used to infer hydrate dissociation. These geochemical indicators for the 

presence of gas hydrate have been noticed at many DSDP and ODP drilling 

sites (Hesse and Harrison, 1981; Kvenvolden and Barnard, 1983; Jenden and 

Gieskes, 1983; Kvenvolden and McDonald, 1985; Harrison and Curialle, 1982; 

Hesse et al., 1995; Kvenvolden and Kastner, 1990; PauU et al., 1996). 

2.4.3 Seismic reflection profiling 

In seismic rejection prohling, the structure of marine sediments is inferred 

from observing the rejections of acoustic energy brought about by an impedance 

contrast (change in the product of velocity z density) between diEering sedi-

ments. The attenuation of the seismic energy due to, %) geometric spreading 

and w) absorption of energy by the medimn in which it is travelling, generally 

leads to the depth of penetration of the acoustic pulse within the sediment 

being inversely proportional to frequency (Keary and Brooks, 1991). Verti-
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cal resolution of the seismic survey is between one-quarter and one-eighth 

the wavelength of the seismic pulse (Telford et al., 1990) and so propor-

tional to frequency. Thus a trade-off exists between the resolution and pen-

etration of the seismic waves. Figure 2.5 highlights the differing sources of 

seismic/acoustic pulses available and the frequencies at which they operate. 

Typical deep-sea seismic surveys use air guns/waterguns (low frequency) as 

the source to enable suGcient penetration into the sediments. From process-

ing of the data obtained during a seismic survey, velocity information can be 

gained which can help predict differing geological facies within the sediment 

column. 

In the generation of an acoustic pulse, two waveforms ajre produced. These 

are:-

1. Body waves that include compressional waves (P-wave) and shear-

waves (S-waves). 

2. Surface waves that include Rayleigh waves and Love waves. 

Marine seismic prohling is usually undertaken using hydrophones (streamer) 

towed behind a boat to detect the reflected seismic pulse, as shown in Fig-

ure 2.6. Using this configuration only P-waves, from reflectors within the 

sea Hoor, are detected since water does not transmit S-waves (Telford et al., 

1990), although it is possible to study mode-converted S-waves using %dde an-

gle techniques. In shallow marine sediments the P-wave velocity (l^) is domi-

nated by the pore water (approximately 1500ms"^ (Cla^^ton et al., 1997)) and 

makes identihcation of geological features problematic. Recent improvements 

to marine seismic studies have included multi-component ocean-bottom seis-

mometers coupled to the seafloor that allow S-waves, which are caused by 

mode conversion of the P wave pulse, to be detected as opposed to hy-

drophones, which measure pressure waves in the water column. 

S-waves are not propagated by the interstitial pore water, therefore any 

change in velocity is a function of the soil skeleton stiSness. Sea bottom sed-

iments have a typical velocity (%,) of 100 — 500ms"^(Pecher and Holbrook, 

2000). S-wave reEections help provide greater information with regard to 

induration and lithification of the geological formation (Whitmarsh et al.. 
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1990). The compressional and shear wave velocities, and of pure gas 

hydrate is about SSOOms"^ (Dillon et al., 1994) and 1900ms^^ (Waite et al., 

2000) respectively. Therefore it is assumed that sediment containing gas hy-

drates will show a liigh velocity, with being more sensitive to hydrate 

inclusion. The parameter, %,/%, has often been used as a diagnostic tool 

for investigating the lithology of marine sediments (Castagna et al., 1984; 

Hamilton, 1979; Wilkens et al., 1984). This ratio has also become more ef-

fective as a diagnostic tool as advances in geophysical surveying techniques 

have allowed both S- and P- wave velocities to be measured at the same tune. 

For geophysical surveys where the strain apphed is low (< 10"^), the 

intrinsic attenuation is assumed to be of a viscous nature, rather than fric-

tional (Winkler et al., 1979). In the propagation of a seismic wave diEering 

inertial forces are imposed on the fluid and soil particles leading to viscous 

shear stresses developing in the Huid. The intrinsic attenuation of a sedi-

ment is therefore a function of many components including; frequency of 

excitation wave, porosity, microstructure of sediment, pore geometry and 

grain size (Johnson, 1981). The relationship between gas hydrate and atten-

uation is at present poorly understood. It is assumed that the inclusion of 

gas hydrate as a cementing agent should reduce attenuation (Dvorkin and 

Nur, 1993) and Wood et al. (2000) presented results from O D P Leg 164, on 

attenuation, suggesting that this is true. The study of attenuation derived 

from geophysical surveys is in its infancy and the eEect of using differing 

techniques to quantify attenuation remains unknown. 

At present gas hydrates are inferred from anomalies associated with P-

wave reflections. These anomalies (Dillon et al., 1994) are 

# A reflection from within the sediment column that mirrors the 

reflection observed at the water/sediment boundary at the sea floor. 

This anomaly is termed a "bottom simulating rehection" (BSR); 

# A reduction in seismic velocity at the base of the BSR; 

# A reduction in reHection amplitude above the BSR. 

The presence of free gas in the pore space reduces P-wave velocity (Brandt, 
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1960) and so a strong reflection occurs. The reflections follow the seabed at 

a constant depth and cut across sedimentary bedding planes (PauU et al., 

1996), hence the term B8R. From theoretical extrapolation of the thermo-

baric conditions that are required for gaa hydrate production and dissocia-

tion, the BSR is inferred as the 'baae of the hydrate stabihty zone' (BHSZ), 

where hydrates exist above and only free gas exists below. 

The reduction in velocity at the BHSZ causes a phase reversal (Sliipley 

et al., 1979; White, 1979) with the strength of the reflection dependent on 

the amount of free gas present. Others suggest this anomaly may be due to 

the concentration of gas between sedimentary layers (Holbrook et al., 1996). 

Gettrust (1999) showed that the velocity contrast between higher and lower 

velocity layers, inferred from the BSR on the Cascadia margin off the west 

coast of America, occurs over several metres and not over tens of metres as 

suggested by Hyndman & Spence (1992) and Singh et al. (1993) . 

The low amplitude rejections above the BSR are assumed to be due 

to cementation of the sediment grains by the gas hydrate, causing a zone 

which has low impedance contrast (Anstey, 1991) and no defined boundary, 

termed blanking. It has been suggested that the volume of gas hydrate within 

the pore space could be assessed by considering the degree of blanking (Lee 

et al., 1992; Dillon et al., 1994). However, more detailed geophysical surveys 

has suggested that the blanking is either the result of homogeneous sediment 

causing weak reflections, which overly sharp reflections caused by sediments 

containing &ee gas (Holbrook et al., 1996), or equally due to attenuation 

of seismic energy due to scattering and destructive interference (Wood and 

Ruppel, 2000). 

2.4.4 Downhole logging 

Downhole logging uses a range of geophysical tools that are contained within 

sondes that are placed down boreholes. The use of downhole logging in 

the detection of gas hydrates has been applied to Eve sites. These are the 

North Slope of Alaska (Collett, 1993), Aiackenzie Delta, Northwest Territo-

ries, Canada (Winters et al., 1999) and by the shipboard scientihc parties 
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on DSDP Leg 84, ODP Leg 146 and ODP Leg 164. Research undertaken 

by various authors (Collett, 1993; Collett, 1983; Aiatthews, 1986) and the 

results from ODP Leg 164 (CoUett and Ladd, 2000) have shown that the 

Electrical Resistivity Log and Acoustic Transit-time Log produced the most 

reliable data for meaauring the presence of gaa hydrates. 

The Electrical Resistivity Log measures changes in resistivity along the 

length of the borehole. As hydrates exclude ions on formation, an increase 

in resistivity occurs in the presence of hydrate. The Transit-time Log mea-

sures the travel time of an acoustic pulse through the formation, within the 

borehole, between a transmitter and receiver contained within the sonde. 

This travel time is used to calculate the velocity of the acoustic pulse. The 

presence of hydrates can therefore be inferred from anomalous variations in 

velocity measurements. 

Guerin and Goldberg (2002) measured attenuation from downhole logging 

data obtained from the Malik 2L-38 well in the Mackenzie Delta, Canada. 

Hydrate was found to exist in coarse sand/gravel beds which were water 

saturated. They found that attenuation increased with increasing volume of 

the hydrate in the pore space, for both P- and S-waves. 

2.5 Morphology of gas hydrate in the sedi-

ment column 

Malone (1985) suggested that gas hydrates occur in sediments in four ways: 

# Finely disseminated within the pore space; 

# As nodules; 

# As layers between sediment layers; 

# As massive hydrates. 

Malone suggested that gas hydrates grow from disseminated hydrate 

through to massive gas hydrate. This view has been supplanted by the no-

tion that the growth of gas hydrates is dependent on the lithology of the 
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sediment (Brewer et al., 1997; Cleimell et al., 1999; Ruppel, 1997). Figure ?? 

highlights the diifering formation of gas hydrates in differing geological set-

tings. 

Kraemer (2000) has shown that zones of disseminated gas hydrate within 

the Blake Ridge area, off the southeast coast of the U.S.A., correspond to 

diatom rich, coarse, silty sediments. This sediment structure provides nu-

cleation sites large enough for the preferential growth of gas hydrates. In 

coarse silt sediment, where numerous nucleation sites are available, the hy-

drate is assumed to grow homogeneously and be disseminated within the 

pore space (CoUett, 1993). 

In 6ne (clay and carbonate rich) sediment the small pore sizes and sub-

sequent high capillary forces reduce the number of nucleation sites available 

for disseminated hydrate formation (Clennell et al., 1999). Although hue sed-

iments reduce the potential for disseminated gas hydrate, nodules, veins and 

sheets have been found. Nodules form due to the diffusion of methane gas 

through the sediment until a pore space of sufficient size is found to allow hy-

drate growth at in-situ conditions. Veins are formed along fissures and faults 

within the sediment column through advection of pore fluid and methane 

gas. Both forms of hydrate will continue to grow, if suSicient methane is 

present, mitil the effective confining pressure (c/) and tensile strength (E'g-

analogous to c') of the sediment is greater than the phase pressure of hy-

drate growth (Scherer, 1993). This mechanism is suggested as the origin of 

the massive gas hydrate found during DSDP Leg 84 at site 570 (Kvenvolden 

and McDonald, 1985). 

2.6 The effect of gas hydrate on geotechnical 

properties 

It was stated in above that gas hydrate can be classiSed into four differ-

ing structures; disseminated, nodule, vein and sheet. Some of the formation 

classes are analogous to that of ice in freezing soils (Tsytovich, 1975). This 

has led many researchers to assume the effect of gas hydrate on the physical 
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properties of sediment are similar to that of ice in frozen soil. 

2.6.1 Physical properties of hydrated sediment 

Dissemina ted gas hyd ra t e s 

If the gas hydrate acts as a cementing agent locking the sediment together to 

form a 'sohd, frozen strncture' the resulting sediment would have a marked 

increase in strength and stiffness. The cementation eEect would cause a large 

increase in stiffness at low concentration of hydrate cement (Dvorkin and 

Nur, 1993; Ecker, 2001). If, however, sohd gas hydrate is formed within the 

pore space and provides no cementation to the sediment grains, then the 

impact of hydrate formation would be more subtle. An increase in strength 

and stiffness may occur but may not be noticeable until a high volume of gas 

hydrate was in the pore space. 

In both of these cases, the consohdation process of the sediment may be 

altered. Recent research (Section 2.7.1) shows gas hydrate to have a higher 

strength than that of ice and so it may not exhibit plastic flow (Tsytovich, 

1975) under given stress conditions. In this case the consolidation and natural 

cementation process seen in normal marine sediments may be inhibited by 

hydrate formation as outhned by Kvevolden (1998). 

Veins 

Hydrate veins tend to occur in clay and carbonate rich sediments, where 

the formation of disseminated hydrate is suppressed. Hydrate growth occurs 

due to preferential transport of methane gas and Auid along hssures in the 

sediment. If the surface area of the hydrate vein is small compared to its 

volume, and the number of veins in a given area is small, then its impact 

on sediment strength may be limited. However, if the reverse is true, then a 

bonded structure may be formed whicli may have a similar effect to that of 

disseminated hydrates in terms of strength but with the possibility of a high 

degree of anisotropy. 
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Nodules and sheets 

The change in physical properties of sediments with nodules and, or, sheets 

of gas hydrate can be classified (and modelled) more easily. The resultant 

structural formation is analogous with sediment having inclusions or lami-

nations of a stronger material. Both of these structural formations may give 

rise to seismic anisotropy. 

ClemieU et al. (1999) speculated that the growth of hydrate, either as 

nodules, or as more concentrated layers (sheets), can cause a sequestration 

of water and gas hrom the surrounding sediment leading to a 'freeze drying' 

effect analogous to that in frozen soils. However, they state that this anal-

ogy is not perfect due to hydrate formation being dependent on sufEcient 

quantities of methane gas being available as opposed to the thermodynamic 

undercooling associated vdth ice formation (Konrad and Duquennoi, 1993). 

Also, the volume of methane gas needed to cause a A-eeze drying of the soil 

is much greater than that which can be generated locally. 

2.6.2 Hydrates and sea-floor stability 

The geotechnical effects outlined above are dependent on the gas hydrate be-

ing under stable thermobaric conditions. If these conditions are altered either 

on a global scale (due to a rise in ocean bottom temperatures or reduction 

in ocean water depth), or on the local scale (temperature increase due to 

oil extraction) then the physical characteristics of the gas hydrate can be 

greatly affected. When gas hydrates dissociate, its ice hke structure reverts 

back to its constituent parts of gas and water. The release of methane gas 

back into the vapour phase can lead to an increase in pore water pressure 

(pwp). If there are insufficient pathways to allow quick dissipation of the 

excess pressure then the structure of the sediment may be altered, resulting 

in a zone of structurally weak sediment. This weak, gas-charged muddy sed-

iment is thought to be the initiation point for various slides on the world's 

oceanic margins (Ashi, 1999; Berndt et al., 2002; Bugge et al., 1987; DiUon 

et al., 1994; Dillon et al., 1998; Maslin et al., 1998; Kayen and Lee, 1991; 

Meinert et al., 1998; Popenoe et al., 1993; Summerhayes et al., 1979). Figure 
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2.8 highlights the possible failure mechanism for oceanic slopes. Figure 2.9 

shows the Blake Ridge depression, which is attributed to gas hydrate dissoci-

ation creating excess pore pressure that mobilised fluid rich sediment (Dillon 

et al., 1998). These conditions are likely to exist at the base of the HSZ or 

within the HSZ if the thermobaric conditions are altered. This scenario is 

also hkely to arise locally around oil exploration activities (driUing). 

2.T Experimental research on gas hydrates 

Due to the ephemeral nature of gag hydrates and the difhculty of recovering 

well-preserved samples (Matsumoto et al., 2000), research has focused on 

characterising laboratory grown gag hydrates. This has included hydrates in 

the bulk phase as well ag hydrates within porous media. 

2.7.1 Laboratory grown gas hydrates - hulk phase 

Gas hydrates that have been recovered from oceanic sites are described by 

Sloan (1998) as "sohd, ice like masses". The growing of hydrates in the lab-

oratory that resemble those found in-situ has proved to be difficult. 

As mentioned in Section 2.3 the solubility of methane gas in water is 

low. This has led most researchers to use a three-phase system where water 

and free gas is present during the formation of the gaa hydrate. Hydrate 

growth occurs at the interface between the gas and water phases. As the 

continuation of hydrate groiArth is dependent on high concentrations of the 

hydrate forming components at the interface (Makaogon, 1981), a barrier 

restricting the continued formation of hydrate is formed. To overcome this, 

researchers have used a variety of techniques to create new initiation points 

for continuing hydrate growth. Englezos et al. (1987) used agitation of the 

specimen during formation, whereas Handa (1986) used a grinding action on 

ice to form initiation points. These teclmiques have tended to form hydrate 

having an open and porous structure. 

Another technique developed by Stern et al. (1996) formed gag hydrate 

by slowly heating sieved granular 7^20 ice grains (180- to 250/^m) in the 
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presence of cold methane gag within a constant volume reaction vessel. As 

the sample temperature rose above the liquidus hne (0°C) the melting ice 

created nucleation sites for hydrate formation. Initially a hydrate skin is 

formed on the ice surface, with the subsequent conversion of the ice grain 

interior to hydrate being dependent on the diffusion of methane gaa through 

the formed hydrate rind. To allow for a reasonably faat conversion of ice to 

hydrate (approximately 8 hours), a partial methane pressure much greater 

than the equilibrium pressure defined in Figure 1.1 was required (Hwang 

et al., 1990). 

Stern et al. (1996) had assumed that the initial hydrate growth occurred 

as the ice grain began to melt (sample temperature above 0°C), and baaed 

their assumption on the reduction in methane gas pressure, measured during 

their tests. Figure 2.10 shows the pressure-temperature (P-T) history for a 

sample during a test run. it can be noted that formation of hydrate, from 

melting seed ice, causes a reduction in the thermal expansion gradient of the 

methane gaa aa the 7720 hquidus line is passed. This is due to some of the 

methane gas in the vapour phase being consumed during hydrate formation. 

Subsequent work (Stem et al., 1998), using an optical-cell, had shown that the 

initial hydrate rind could actually form whilst the sample temperature was 

below 0°C. Salamatin and Kuhs (2002); Staykova et al. (2002) and Satykova 

et al (2003) were also able to confirm, using images obtained from a field-

emission scanning electron microscope, that hydrate growth on ice grains can 

occur at temperatures below 0°C and that the rate of hydrate conversion was 

related to temperature and pressure. It was also demonstrated by Barrer and 

Edge (1967) that the area of the gas-ice contact area was also a strong factor 

in the hydrate growth rate. 

Studies on bulk hydrates made from seed ice, and naturally occurring 

hydrates recovered from Hydrate Ridge^, have sho\\Ti using a field-emission 

scanning electron microscope (Salamatin and Kuhs, 2002; Staykova et al., 

2003; Suess et al., 2002) that gas hydrate crystals have a sponge-like structure 

with typical pore sizes of several hundred nanometres (Figure 2.11). 

^Hydrate Ridge is found in the Cascadia Margin, oE the Northwest American coast 
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2.7.2 Laboratory grown gas hydrates within porous 

media 

Aiost laboratory experiments have been conducted on gaa hydrates in the 

bulk phage. In nature, gas hydrates are dispersed within the sediment. There-

fore research has also focused on growing hydrates within a variety of porous 

media, or soils, to mimic hydrated sediments. 

StoU and co-workers (StoU et al., 1971; StoU, 1974; Stoll and Bryan, 1984) 

were the first to qualitatively assess the impact of gas hydrates on the prop-

erties of saturated sands. Initially they formed hydrate by bubbling methane 

gas through saturated rounded Ottawa sand (average grain size 0.7mm) at 

an approximate temperature of 3°C and pressure of 7MPa (Stoll et al., 1971). 

Unfortunately, they were unable to measure the volume of hydrate produced 

or control its distribution within the sand. This technique also caused block-

ages within the sand due to uncontrolled hydrate formation at the base of 

the sand sample preventing further additions of gas. They tried to overcome 

this by mixing known volumes of sand, water and gas and then stirring the 

whole mixture to form gas hydrates before compacting the mixture (Stoll 

and Bryan, 1984). However, in tliis method, only propane gas was used and 

so sll hydrate was formed. It is also worth noting that in their initial tests 

the potential of forming sll hydrates instead of si was high due to the use 

of commercial grade methane gas, containing up to 1% propane, which helps 

in the formation of sll (Sloan, 1998). They were able to show that sediments 

containing gas hydrates closely resembled frozen saturated sand (StoU, 1974). 

Handa & Stupin (1992) investigated the thermodynamic properties of 

methane gas hydrates in sihca gel that had an average pore size of 70yi, 

which is much smaller than that typically found in fine-grained sediments. 

The results show that the small pore size suppresses hydrate formation aiid 

so a higher pressure or lower temperature is required than tha t suggested by 

the methane phase diagram (Figure 1.1). 

Brewer et al. (1997) conducted field tests on separate samples of coarse 

sand and 5ne mud on the ocean bottom, by bubbling methane gas through 

the samples. These tests showed that hydrate infilled the voids in the sand 
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sample whereas the mud sample showed the injected gas carving out chaimels 

through the mud, wliich infilled with gas hydrates in larger discrete masses. A 

similar result was reported by Chu\ahn et al. (2002) when forming hydrates 

in clay samples within the laboratory . 

Experiments undertaken by the U.S. Geological Survey's Woods Hole 

Centre using a Gas Hydrate and Sediment Test Laboratory Instrument 

(GHASTLI) were able to control the formation of gas hydrates at different 

confining pressures (Winters et al., 2000; Winters et al., 2002) by having a 

unidirectional cold &ont moving down the sample. They injected methane 

gas into the base of the sample and allowed it to percolate up. Although the 

volume of hydrate could be calculated, by the volume of water ejected, they 

were unable to control the distribution of the hydrate with the pore space. 

Although not stated it is probable that the samples were made from granular 

material whose permeabihty would allow the easy passage of methane gas. 

At certain instances, during tests, plugs of hydrate formed at the base of the 

specimen and prevented further gas injection. 

Tohidi (2002) carried out experiments using glass micromodels. These 

were plates of etched glass where the etching models a two-dimensional 

porous medium. Hydrates were formed from carbon dioxide and methane 

gas as well as methane in solution. Video imagery was able to show hydrate 

formation for the differing solutions. In the formation of hydrate from dis-

solved gas it was necessary to have sihca particles, or ice relics, as initiation 

points for hydrate growth. 

Due to the inherent stabihty condition required for methane gas hydrate, 

and its low solubihty in water, researchers have used diEering hydrate formers 

to create hydrates. Tetrahydrofan (THF) has been used since it is miscible 

with water and forms hydrate at atmospheric pressure at 4°C (Bathe et al., 

1984; Kiefte et al., 1985; Pearson et al., 1986; Kunerth et al., 2001) while 

Berge et al. (1999) used Preon-11 (CCZ/gF) as the hydrate former for similar 

stabihty considerations. 
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2.7.3 Geophysical properties of laboratory grown gas 

hydrates 

Although siguihcant research has been undertaken in the study of gas hy-

drate, very httle data is available on the geophysical properties of gaa hydrate. 

In the last thirty years only a handful of studies on laboratory measurements 

of hydrates, with or without sediment interaction, have been published. 

Stoll and co-workers (Stoll et al., 1971; StoU, 1974; StoU and Bryan, 1984) 

were the Erst to measure compressional wave velocity of methane hydrates in 

saturated sand samples. They reported an increase in velocity from 1830ms"^ 

to 2690ms'"^ for hydrated sands formed by repeatedly bubbling commercial 

grade methane gas through the sand (Stoll et al., 1971). Their later work 

focused on propane hydrates (Stoll and Bryan, 1984) and measured an in-

crease in wave velocity from 1800ms^^ to 2260ms'^ after the hydrate and 

sand was compacted and left to age over a twelve day period. In both sets of 

results the volume and distribution of the hydrate was not quantihable. The 

wave velocities were measured using the pulse transmission technique with 

the fundamental frequencies lying between lOOkHz and 300kHz. As the sam-

ples were saturated, possible velocity/frequency dispersion effects (Winkler, 

1985), due to the ultrasonic frequency apphed, may have occurred. 

WhiSen et ai. (1982) measured the compressional speed for polycrystalhne 

samples of methane and xenon hydrate and presented the data as velocity 

ratios with that of ice. They used BriUouin spectroscopy to determine the 

wave velocity and reported a hydrate-ice ratio value of 0.76 and 0.88 for xenon 

and methane hydrate respectively. Kiefte et al. (1985) extended the work by 

WhiEen et al. (1982) on methane and xenon hydrate and also included re-

sults using other hydrate formers (sulphur dioxide, propane, tetrahydrofuran 

(THF), Freon 11 (CCZ/gF) and sulfur hexaAuoride). They showed that the 

compressional velocity of bulk methane hydrate was 3369ms"^. 

Pandit and King (1983) measured both compressional and shear wave 

velocities on propane hydrate using ultrasonic techniques. However, their 

methodology allowed the samples to be mixtures of both hydrate and ice. 

The measured compressional wave velocity reduced sharply, from 3225ms"^ 
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to 2050ms"\ as the sample temperatm-e rose above 0°C. The shear wave ve-

locity was 1675ms"^ below 0°C while the signal became undetectable above 

O^C. They estimated the ice content to be between 10-20%. Helgerud (2001) 

suggests that the hydrate samples made by Pandit and King were porous 

due to the anomalously low density of the samples and that the testing oc-

curred when the hydrate was outside its stabihty held, inferring that velocity 

measurements may have been affected. 

Bathe et al. (1984) measured both ultrasonic compressional and shear 

wave velocities of bulk hydrate whilst using tetrahydrofan (THF) as a hy-

drate former. Values of 3513ms"^ and 1663ms"^ at — IT^C, for compressional 

and shear velocities respectively, were reported. Prom these velocities mea-

surements, the adiabatic bulk modulus (bulk modulus at constant entropy; 

i.e., with adiabatic exchange of heat) and Poisson's ratio were calculated. 

However, these results were found to differ from subsequent values obtained 

by Kiefte et al. (1985) for THF hydrate. Pearson et al. (1986) used THF 

hydrate to measure the compressional velocities of various hydrated rock 

samples using the pulse transmission technique. In their tests certain rocks 

(Berea sandstone and Austin chalk) showed an increase in wave velocity as 

the sample temperature approached 0°C from the positive side. They also 

showed that the rate at which the wave velocity increased was dependent 

on salinity of the sample, with increased salinity causing a slower increase. 

Based on these observations, Helgerud (2001) postulated tha t the velocity 

rises could have been a function of ice formation since the molar ratio of 

water-THF used was 18:1, when the ideal ratio is 17:1, suggesting that ex-

cess water was available. 

Berge et al. (1999) undertook velocity measurements for both hydrate/water 

samples and hydrate/water/sand samples using Preon-11 (CCZ/gF) as the hy-

drate former. For the hydrate/water samples the maximum ultrasonic com-

pressional wave speed measured was 2500ms"^ for 68% hydrate content. Due 

to poor signal quality no shear wave measurements were obtained. The sam-

ples were prepared by vigorously stirring mixtures of Freon-11 ajid water 

together and then allowing to age overnight. The hydrate fraction was es-

timated from conductivity measurements obtained after flushing the sam-
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pie with sahne solution. For the hydrate/water/sand samples, compressional 

wave velocity measurements varied from lYOOms"^ at low hydrate contents to 

SSlOms'^ for a specimen with 52% of the pore space being filled with hydrate. 

Shear waves were not detectable until the hydrate content was above 35%, 

at which point a signihcant increase in P-wave velocity waa observed. The 

maximum shear wave speed measured was approximately 2250ms^^ at 52% 

hydrate content. Berge et al. (1999) suggested that below the 35% hydrate 

saturation, termed the critical hydrate concentration, the volume of hydrate 

is insufhcient to cement the sand grains. Above the critical hydrate concen-

tration, the hydrate is mechanically connected to the sand grains changing 

the state of the sample from unconsohdated to consolidated. In the sand 

mixtures the hydrate fraction was estimated by a more comphcated adap-

tion of the procedure adopted for water/hydrate samples, which could allow 

significant errors to occur. Also, the distribution of the hydrate phase within 

the sand mixture could not be accurately defined since in the water/hydrate 

samples, vigorous mixing was required to form a homogeneous sample. 

Apart from the work of Whiffen et al. (1982), which was subsequently 

extended by Kiefte et al. (1985), the majority of tests have been conducted 

on sll hydrates with a variety of diSering hydrate formers. In nature, the 

majority of hydrates recovered have been si with methane gas being the most 

dominant hydrate former. However the formation of methane hydrates was 

problematic. The development of the hydrate formation procedure by Stern 

et al. (1996) allowed polycrystalline methane hydrates to be more readily 

produced. Waite et al. (2000) used this method to produce hydrate samples, 

which were then used to measure acoustic properties of the sample using the 

pulse-transmission method. Waite et al. (2000) were the first to measure the 

shear wave velocity of laboratory grown structure I methane gas hydrates 

and reported the velocity to be 1890 i 30ms'^ with the compressional wave 

velocity being given as 3650 50ms"^. 

Stern et al. (2000) have shown that the strength (stress/strain relation-

ship) of laboratory grown methane hydrates to be significantly greater than 

that of ice at temperatures above 250K (Figure 2.12). Strength tests con-

ducted on samples obtained from the Malik 2L-38 weU, using the GHASTLI 
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apparatus, have shown the impact that hydrate can have on soil strength. 

Figure 2.13 highhghts strength comparisons between a hydrated sample and 

samples where the hydrate has been allowed to dissociate (Winters et al., 

2002). In these tests the volume of the gaa hydrate within the sample is not 

given and so an analysis of strength to hydrate content is unavailable. 

2.8 Summary 

From the review of the hterature concerning gas hydrates it can be seen that 

our current understanding of the extent and distribution of gas hydrates, and 

the role they play, within the sediment column is somewhat lacking. 

At present, geophysical researchers use estimates of acoustic velocity of 

gas hydrate bearing sediment based on either empirical-or physics-based ap-

proaches (Pecher and Holbrook, 2000). In both cases, uncertainties arise due 

to lack of knowledge as to whether gas hydrates cement the soil grains to-

gether, modify the pore water, or behave as mineral grains themselves. This 

introduces uncertainties into the estimation of gas hydrate, in-situ, using 

seismic methods. Although the use of geochemical techniques and do\\mhole 

logging can be used to estimate hydrate content, they are unable to assess the 

spatial distribution within the seabed. Also, the cost of invasive techniques 

is generally prohibitive at such large water depths for practical apphcations. 

Therefore, to eEectively estimate gas hydrate distribution, a more thorough 

understanding of the effect of gas hydrate, on the seismic properties of ma-

rine sediments is required to allow quantitative estimates of gas hydrate from 

seismic surveys. 

The effective use of inversion techniques and 'effective medium' modelling 

theories, to improve predictions of hydrate distribution from acquired seismic 

data, is dependent on validating the models with laboratory measurement of 

seismic properties from gas hydrate bearing sediment. TWs has been hindered 

both by the lack of high quahty samples of recovered sediments containing 

gas hydrates and the hmited success of producing well characterized soil 

specimens containing laboratory grown gas hydrate. 

Therefore to fully assess the role of gas hydrate, with regard to either 
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marine slope stability, global warming or as a possible energy resource, lab-

oratory research must develop methods to create gas hydrate bearing soil 

specimens where the content and distribution can be controlled. 
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(a) Basic crystal structure of ice Ih 

Gas 
molecule 

water 
molecule 

(b) Crystal structure for si hydrate. 

F i g u r e 2.1: Pictorial view of ice and gas hydrate crystal structure. 
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(a) Disseminated gas hydrate in medium 
grained sand recovered from Mahk 2L-38 
well. Image courtesy of Natural Resources 

Canada 

(b) Veins and sheet like hydrates recov-
ered from the Cascadia margin, off New-
port,Oregon. Images courtesy of Geomar 

(c) Nodular gas hydrates in muddy cores 
recovered from the Black Sea during 

TTRIO cruise. 

(d) Close up of hydrate nodule recovered 
from the Black Sea 

F i g u r e 2.7: Differing morphology of recovered gas hydrates 
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Chapter 3 

LABORATORY TESTING 

METHODS - THE 

RESONANT COLUMN 

3.1 Introduction 

From Chapter 2 it can be seen that to assess the role of gas hydrate with 

regard to marine slope stability, global warming or as a possible energy re-

source, an accurate estunate of its distribution and extent within the sedi-

ment column is required. This can be aided by the laboratory measurement 

of seismic properties (e.g. and of well characterized soil 

specimens containing gag hydrate. 

The following conditions needed to be achieved if the above objective was 

to be attained. 

# Measurement of dynamic properties of sediments at frequencies and 

strains that are relevant to current geophysical surveying techniques. 

# The proposed methodology for hydrate creation should be 

incorporated in the laboratory apparatus. 

# The experimental techniques should be adapted to allow pressure and 

temperature conditions for hydrate stabihty. 
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e Laboratory tests should be non-destructive so that the effects of 

hydrate dissociation on the same sample can be assessed. 

3.1.1 Laboratory testing methods 

A variety of laboratory testing methods have been developed for measuring 

the geophysical properties of soils. These can be classified in groups: 

1. Load-deformation: triaxial, cyclic triaxial and simple shear tests; 

2. Wave propagation: for example, pulse echo or bender element 

techniques; 

3. Resonance; resonant column and resonant bar techniques. 

Of all the testing procedures and laboratory apparatus described, the res-

onant column was identified as the most suitable method to adopt. It has 

become a standard laboratory apparatus, used in commercial and academic 

laboratories to investigate the dynamic response of soils/rocks. The resonant 

column utilizes the theory of vibration of a linearly visco-elastic cylindrical 

rod to quant i^ the velocity of propagation of either a shear wave or compres-

sional wave, depending on the mode of excitation applied to a sample. The 

velocity of wave propagation is determined from the frequency of vibration, 

at resonance, of the soil column and attached drive mechanism. The resonant 

frequency of the soil/drive mechanism system is a function of various factors 

relating to the sample and can vary from 17-25Hz for soft clay soils (Hardin 

and Drnevich, 1972a) and up to 400Hz for stiff cemented sands (Avramidis 

and Saxena, 1990) during torsional vibration, which is within the range em-

ployed in deep sea seismic surveys. Also the strain apphed to the sample can 

be controlled so that it is comparable to that applied to the sediment during 

geophysical surveying. 

The majority of the work previously undertaken using the resonant col-

umn has been to investigate the effect of torsional vibration on the shear 

modulus of soil/rock samples. In this chapter, the resonant column is in-

troduced with a brief overview of its development with regard to torsional 
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vibration (see Section 3.4). The various factors that effect the dynamic re-

sponse of the soil in torsional mode are highhghted. The assumptions and 

underlying mathematical theory for the resonant column are introduced. Sev-

eral authors (Wilson and Dietrich, 1960; Cascante et al., 1998) have inves-

tigated the response on Yomig's modulus using diEering excitation modes. 

Therefore, the chapter concludes with a discussion on recent developments, 

using the resonant column, to determine Young's modulus E using Sexural 

excitation (Cascante et ai., 1998). 

3.2 Resonant Column - Overview 

The resonant column apparatus has been used to measure the dynamic re-

sponse of soils since the 1930s, when the resonant column method was Erst 

developed by Japanese engineers Ishimoto & lida (1937). In the 1960s the use 

of the resonant column apparatus was made popular by the work of authors 

such as Hall & Richart (1963), Dmevich, HaU & Richart (1967) and Hardin 

&: Black (1968). 

The reduction of data from the resonant column apparatus, to obtain the 

physical properties of the soil, is a function of the boundary conditions. In the 

majority of cases, research has been undertaken using the fixed-free config-

uration (Figure 3.1(a)). This configuration is preferred as the mathematical 

derivation is more straightforward. In the fixed-free test a cylindrical speci-

men is fixed at its base and excited via a drive mechanism attached to the 

free end. From measuring the motion of the free end, the resonant frequency 

for the soil/drive mechanism system is obtained from which the velocity of 

the propagating wave and the degree of material damping caji be derived. 

The shear modulus is then obtained from the derived velocity and the density 

of the sample. Theoretical considerations and the constitutive equations for 

this resonant column apparatus configuration are discussed in Section 3.4. 

The other type of configuration used is termed free-free. In this conhguration 

both ends of the sample are free to move and resonance is found from the 

motion of the passive end. In Figure 3.1(b) the free-free model is ideahzed if 

the spring is weak relative to the stiffness of the specimen. Menq and Stokoe 

41 



(2003) developed a free-free resonant column apparatus by supporting the 

specimen on soft support springs with the drive mechanism attached to the 

base of the sample. 

In the past 40 years many authors have made improvements and mod-

ifications to the design of the resonant column apparatus. These have in-

cluded the apphcation of anisotropic stresses (Hardin and Music, 1963; Allen 

and Stokoe, 1982), modifications to the apparatus to allow hollow speci-

mens (Drnevich, 1967) (reduces strain variation in cross section), abihty 

to test at large strains (Anderson and Stokoe, 1978) and testing at high 

confining stresses (Hardin et al., 1994; Laird, 1994), comparable to those 

necessary: for hydrate stabihty. Modihcations have also been made to ex-

tend the tests undertaken to allow torsional shear (Isenhower, 1980; Porovic, 

1995). Improvements have been made to the testing procedures that have 

been adopted. Drnevich has contributed to this subject area extensively and 

has helped standardise the test procedure (Drnevich, 1978; Drnevich et al., 

1978) and provided guidelines to ensure that the assumptions made during 

the reduction of data are valid during tests. Dmevich was also involved in 

the development of more complicated mathematical models for use in tests 

where certain basic assumptions are violated (Min et al., 1990; Ashmawy and 

Drnevich, 1994). 

3.3 Dynamic properties of soils 

The past forty years have also seen extensive research being undertaken to 

identify and quantify the parameters that aEect the shear modulus and damp-

ing (attenuation) of soils (Hardin and Black, 1968; Seed and Idriss, 1970; 

Hardin and Drnevich, 1972b; Hardin, 1978; Anderson and Stokoe, 1978; Do-

bry and Vucetic, 1987). The shear modulus (G) and corresponding damping 

ratio of soils (D) are now known to be a fmiction of numerous parameters: 

G, D = / (%, (7̂ , e, N, 6',, t , C, () (3.1) 

where: "/c = cychc shear strain amplitude, 

o-Q = mean effective principal stress. 
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e = void ratio, 

N = number of loading cycles, 

5'r = saturation ratio, 

'Y = strain rate (frequency of cyclic loading), 

OCR — overconsolidation ratio, 

C = grain characteristics. 

Cm = natural cementation, 

^ = time. 

3.3.1 Factors affecting Shear Modulus 

Seed &: Idriss (1970) compiled results obtained from a variety of laboratory 

testing procedures, which included triaxial compression, simple shear and the 

resonant column. They found that by plotting shear modulus, normalised 

by the small strain shear modulus, Gmor, a function of strain amplitude 

for sands, the stiffness of aU soils fell within a narrow band, as shown in 

Figure 3.2. The very small strain shear modulus, (3̂ 0.% was obtained at a 

small strain amphtude of 3 x 10"^%. 

It was shown that the modulus for sands is strongly dependent on 

# mean effective principal stress, (7̂ ; 

# cychc strain amplitude, "/ci 

# void ratio, e (relative density). 

They therefore postulated that a simple equation could be used to relate 

shear modulus and conHning pressure for sands, given as: 

G == 6.927^2((7o)^ (3.2) 

where cr̂  is in kPa and ^̂ 2 is termed the soil modulus coefficient which relates 

the influence of void ratio and strain amplitude on shear modulus. 

Figure 3.3 shows the importance of void ratio e in the relationship be-

tween (̂'2 aiid 'Yc for sands with an effective vertical stress, cry, = 143.7 kPa, 

A'o = 0 5 (coefficient of lateral stress at rest) and = 36° (static strength 
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parameter in terms of effective stress). Figure 3.4 shows the variation in nor-

malized shear modulus (G/Gmoa;) versus log 'yc at different elective confining 

pressures (cr') for Leighton Buzzard sand tested by the author as part of this 

research programme, (Gmoa; is taken as the value of G obtained from the lin-

ear portion of the graph, "/c < 10"^%). This is the maximum value of shear 

modulus possible at a given effective stress. Results from Seed and Idriss 

(1970) show that A'2 varies from 30 for loose sands to 75 for dense sands 

while later work suggests values from 80-180 for dense gravels (Seed et al., 

1986). 

Hardin and Black (1968) derived Eq 3.3, subsequently confirmed by Hardin 

and Drnevich (1972a), to derive Gmoz for all soils with a void ratio less than 

2. 

= 1 2 3 0 ^ ^ : ^ ^ ^ ^ ( O C ^ ) ' ' a : \ (3.3) 

where A; is a function of the plasticity index (PI) and both cr̂  and Gmoz are 

in psi. Eq 3.3 was later adapted by Hardin (1978) to account for higher void 

ratios and to make the equation dimensionaUy correct: 

(3.4) 

where: A = dimensionless stiffness coefficient; 

m = stress component, 

Pa = atmospheric pressure (same units as o-g), 

A; = parameter related to plasticity index, 

cTg = mean effective stress, 

F(e)= 0.3 -|- 0.7e^ (void ratio adjustment factor). 

For most practical situations (0.4 < e < 1.2) Hardin suggests values of 

625 and 0.5 for and m respectively. Other researchers have dehned diEerent 

void ratio adjustment factors such as those employed by Sliibuya and Tanaka 

(1996), Lo Presti et al. (1997) and Vrettos and Savidis (1999). 

Eq 3.2 is an empirical formula based on the results of a niunber of lab-

oratory and field tests. Hardin and Drnevich (1972a) proposed a modified 
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hyperbolic stress-strain relationship to evaluate shear modulus, G, at a cychc 

shear strain "/c- This was termed the 'backbone' curve and is given by: 

^ ^ (3.5) 
G-uiax 1 ~l~ '^/h 

where is the hyperbolic strain given by 

= + (3.6) 

I'r : reference strain = Tmoi/Cmaz, 

Tma,T = shearing stress at failure (from triaxial tests), 

a, 6 = -0.5, 0.16 for clean dry sands, respectively, 

o, 6 = -0.21ogN, 0.16 for clean saturated sands, respectively, 

a, 6 : l-|-0.251ogN, 1.3 for cohesive soils, respectively, 

N = number of cycles of loadmg. 

As noted in Bq 3.1, a contributing factor to the shear modulus of soils 

is time (^). Work undertaken by Anderson and Stokoe (1978) identified two 

differing phages for the time dependent response of shear modulus for strain 

less than 0.001%. They classified an initial phase which waa due to primary 

consohdation and a second phase which related to the linear increase in shear 

modulus vdth logarithm of time (of confinement), as shown in Figure 3.5. It 

was shown that fine grained soils exhibited both phases while coarse grained 

soils usually only exhibited the long term time effect. 

Although aH soils exliibit a time-dependent effect, the influence of this on 

the shear modulus of differing samples can be reduced by undertaking mea-

surements at set times after the application of each load step. For cohesionless 

soils a time of lomins has been found to be sufficient (Laird, 1994). Stokoe 

et al. (1999) tested fine grained soils 1000 minutes after the apphcation of 

the load although for fine grained soils the amount of time required to allow 

primary consolidation to occur is a function of the soil under investigation 

and the consolidation process. 
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3.3.2 Factors affecting damping ratio 

Studies into the factors affecting damping ratio, D, using the resoneint column 

are not as extensive as those for G. In Eq 3.1 several factors were highhghted 

as having an eEect on damping. It has been shown, using the resonant column, 

that D is strongly influenced by strain amplitude "/c and conEning stress o-Q. 

Figure 3.6 highhghts the range of values for D, measured for sands, by a 

variety of investigators as reported by Seeds and Idriss (1970). Figure 3.7 

shows the damping ratios as a function of both effective confining pressure 

(cr') and cychc shear strain ('yc) for Leighton Buzzard sand tested by the 

author as part of this research programme with the range of values reported 

by Seed and Idriss (1970) shown for comparison. It can be seen that D reduces 

for increasing cr' and increases for increasing 'yc- As cr' increases, shppage at 

particle contacts is restricted thereby leading to a reduction in D, while at 

higher strains the shear stress at particle contacts is increased, leading to 

increased frictional losses. Apart from cr' and 'yc, which have a major effect, 

time of confinement (t), void ratio (e) have only a minor inHuence on D. 

The number of loading cycles (N)is important at high strain amphtudes but 

becomes less important as the induced strains become small. 

It can be seen from Figure 3.6 and Figure 3.7 that below a certain strain 

amphtude the damping ratio is constant and is given the term, Dmin- The 

transition from the 'elastic' response to the strain dependent response is 

termed the elastic threshold, and occurs for strains less thaa 0.001% 

for the Leighton Buzzard sand tested. Therefore, measurements of damping, 

and also shear modulus, obtained at strains below 0.001% using the resonant 

column can be directly related to the measurements undertaken in seismic 

surveys since the values are a minimum and maximum respectively. 

The damping that occurs below is thought to be the result of vis-

cous dissipation of energy and not strain-dependent frictional losses (Win-

kler et al., 1979). Mavko and Niu" (1979) developed a model for partially 

saturated rocks, showing that attenuation (1/2D) can be described by fluid 

flow in partially saturated cracks undergoing compression and dilation, which 

leads to stress induced fluid flow. This flow causes hysteretic shearing stresses 
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to develop in the fluid and therefore leads to viscous dissipation of mechani-

cal energy. This How mechanism, in geophysical literature (Mavko and Nur, 

1979; Palmer and Traviola, 1980; Dvorkin et al., 1995) has been referred to as 

'squirt flow' which imphes a jet of water. Murphy (1982) suggested the term 

'squish flow' as a less provocative term and described it as ' the compression of 

grain contacts and fine capillaries generates a local pore pressure field which 

drives dissipative fluid flow'. The model developed by Mavko and Nur (1979) 

suggests that attenuation increases monotonically, for both and Qg, with 

increasing saturation and predicted that will be twice that of Qg; the 

model also predicted that flat pores have a higher dissipative effect than 

equant pores. Work by Winkler and Nur (1979) on dry, partially saturated 

and fully saturated Berea sandstone supports this model for attenuation. 

Work by Toks^ et al. (1979) showed that attenuation significantly re-

duced for frozen sandstones. However, the attenuation measurements made 

by Toksoz et al. (1979) were made at ultrasonic frequencies while measure-

ments of attenuation on frozen soils by Al-Hunaidi et al. (1996), using the 

resonant column, showed that at seismic frequencies the attenuation value 

almost doubled. . 

3.4 Theoretical considerations for the 

resonant column 

The resonant column method utihzes the theory of elasticity and in partic-

ular the propagation of stress waves in a solid cylindrical rod to obtain the 

dynamic response. The specimen is idealized as an isotropic elastic medium 

and the equations of motion are developed from the assumption that the 

specimen obeys Hooke's Law; that is, the observed strains are proportional 

to the apphed stresses. 

Within a sohd cylindrical bar, three independent types of waves can be 

propagated. These are termed (longitudinal-compressional(%.oj)), 

(torsional-shear(V^)) and flexural. The velocity of compressional 

and shear waves is governed by the wave equation (Eq 3.12) while flexu-
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ral waves are dispersive and are therefore dependent on frequency of exci-

tation (Kolsky, 1953). As the resonant column haa been primarily used in 

torsion, the solution for torsional vibration is developed here. To measure 

the material damping in the resonant column the system is ideahzed as pos-

sessing a single degree of freedom, and two differing methods are available to 

obtain a solution. 

3.4.1 Equation for torsional vibration in a resonant 

column test 

The theory: of torsional vibration of an elastic cylindrical rod was originated 

by the French mathematician C. A. de Coulomb (1736-1806) and further 

developed by T. Young (1773-1829)(Timoshenko, 1953). Let us consider a 

circular bar (Figure 3.8(a)) subject to torsional vibrations. At this point it 

is assumed in the following derivation that the rotation is small and each 

transverse section remains plain and rotates about its centre. Taking a small 

section of the bar of length (Figure 3.8(b)) at a distance z from the 

origin subject to a torque T" which gives a corresponding rotation of the 

torque and angle of rotation at a further distance of da; along the bar will be 

T'+(9T'/^z)dx and ^-|-(^^/^a;) dx respectively. The equation for the angular 

motion of the section of bar can be derived by applying Newton's second law 

of motion: 

- r + (r + —)dz = (3.7) 

or 

-^43:15'- (3 8) 

where: p = density of sample, 

= polar moment of inertia, 

^ = angular acceleration. 

For a hnearly elastic circular beir the torque T'(a;, t) acting on a cross-section 

of the bar at any time ^ is 

(3.9) 
,/A OZ 
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where: G = shear modulus, 

r = radius of cross section, 

^ = angle of twist per unit length. 

Integrating Eq 3.9 

r = — . (3.10) 
oa; 

DiEerentiating Eq 3.10 with respect to z and substituting into Eq 3.8 gives 

» . s = - . s 

S ' "S 
where 

= —. (3.13) 

= shear wave velocity. 

The wave equation (Eq 3.12) is a hnear partial-diSerential equation (p.d.e.) 

There is no general solution for Eq 3.12, only particular ones, which conse-

quently depend on the boundary conditions that apply to the specimen in 

a fixed-free resonant column. Therefore some function ^(z, t) must be found 

which satishes the boundary conditions and reduces E]q 3.12 to an identity. 

A method that is commonly employed to solve p.d.e.s is the 'separation of 

variables'. This involves splitting the function ^(z,^) into two independent 

functions, each a function of z and ^ only 

g(z,t) = F(%).^(^). (3.14) 

To find a solution to Eq 3.14 the equations for F(z) and H(^) are needed. If 

we substitute Eq 3.14 into E]q 3.12 then 

and 

^ 2 \ V /J V /' 

I? -
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therefore 

= (3.15) 

Rearranging Eq 3.15 gives 

1 
= K (3.16) 

j7(()' ' 

where K is an arbitrary constant. Both sides of Eq 3.16 are equal to the 

constant K. Therefore Eq 3.16 can be expressed as two ordinary, second 

order, hnear diSerential equations which are much easier to solve. 

= 0 (3.17) 

0 (3.18) 
8372 ^2 

By trial and error it can be shown that K must have a negative value other-

wise the solution of F(a;)= 0. Prom the general theory of 2nd order, hnear, 

diEerentiai equations it can be shown that the solution to Eq 3.17 and 3.18 

can be written as; 

F(%) = Ci cos + C2 sin (3.19) 

.H (̂t) = C3 cos + C4 sin (3.20) 

where is the natural frequency of vibration of the system and Ci, C2, C3 

and C4 are constants. 

By substituting Eq 3.19 and Eq 3.20 into Eq 3.14 it can be seen that the 

solution to Eq 3.14 is: 

^(z,() = [Cicos^-^z4-C2sin^^0^][C3Cosw( + C4sincL'(]. (3 21) 

To find the particular solution to Eq 3.21 the appropriate boundary con-

ditions relevant to the resonant column need to be apphed. If we consider 

the hxed end where 

g(0,() = 0 (3.22) 

then applying this to Eq 3.19 and resolving, we can achieve a non-trivial 

answer when Ci = 0. Therefore Eq 3.19 can be rewritten as 

F(a;) — C2 sin (3.23) 
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and in turn Eq 3.21 can be written as 

f) = Cg sin [C3 cos + C4 sin (3-24) 

A sinusoidal torque is applied by the drive mechanism at the free end. If 

this is idealized as a rigid mass (Figure 3.1(a)), and considering Eq 3.10, the 

torque applied by the drive mechanism can be written as 

( T U l = /„ ( 1 ^ ) ^ . (3,25) 

where /o is the mass polar moment of inertia of the drive plate and is the 

length of the specimen. If the R.H.S. of Eq 3.25 is evaluated from Eq 3.24 

then 

^o(g^)z=Z/ = -^o^n^(a:,()i=i, (3.26) 

This torque, given by the R.H.S. of Eq 3.25, must be equal to that given by 

Eq 3.10, therefore 

(^(^, ^))r=Z, = (3.27) 

Evaluating E]q 3.27 using the general solution given by Eq 3.24 and cancelhng 

through gives the particular solution 

(3.28) 

Substituting i /p / t for jp where 7 is the mass polar moment of inertia for the 

specimen and rearranging gives 

- ^ = / 3 t a n / ) , (3.29) 

where 

. s = ^ . (3.30) 

Eq 3.29 and Eq 3.30 are the basic equations for the fixed-free resonant col-

umn. Once %, is obtained, then rearrangement of Eq 3.13 can be used to 

derive G. Of the terms expressed in Eq 3.29, only is not a function of the 

geometric properties of the specimen. The resonant frequency that is mea-

sured in the resonant column is the damped natural frequency (wj) but is 

sufhciently close to so not give give significant error (see Section 3.5.2). 
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3.5 Damping in a single degree of freedom 

system 

The theory for material damping in the resonant column is based on the 

assumption that the vibrating system can be idealized as a single-degree-

of-freedom system (the position of any part of the system can be described 

by just one variable at any point in time) subject to viscoua damping (Fig-

ure 3.9). 

The equation of motion for the system shown in Figure 3.9 can be written 

as 

fg + cg + M = F(t), (3.31) 

where: ^ = rotational displacement from equihbrium position 

^ = rotational velocity, 

^ = rotational acceleration, 

f = mass polar moment of inertia of system, 

k = stiffness of spring, 

c = damping constant, 

F(t) = driving force. 

The solution to Eq 3.31 depends on the function F(t). 

3.5.1 Damping during harmonic excitation 

If the function F(t) from Eq 3.31 is a harmonic force, Fosinw^ (= force 

apphed by drive mechanism), then the particular solution to the equation is 

a steady state oscillation with a circular frequency equal to cj. The solution 

can be assumed to be of the form 

^ = Xo sin(w( — (6), (3.32) 

where Xo is the amphtude of vibration and is the phase angle between 

the displacement of the system and the apphed harmonic force. If Bq 3.32 
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is substituted into Eq 3.31 then %[) and (p can be found and expressed in 

non-dimensional form aa (Thompson, 1988): 

Xok 1 
(3.33) 

2 D ( ^ ) 
tan,^ = _ ^ (3.34) 

where: ^ 7 = natural frequency of vibration, 

D = ^ = damping coefhcient, 

Cc = = critical damping. 

These equations show that %ok/fo and ^ depend only on the ratio between 

the excitation frequency, the natural frequency of the system, and on the 

damping coefficient, D. These equations are shown graphically in Figure 3.10. 

From Figure 3.10 it can be seen that as the frequency of excitation ap-

proaches the natural frequency of the system, a condition, termed resonance, 

occurs. At resonance the amplitude of vibration is inversely proportional to 

damping factor (D). Also, the frequency of excitation approaches the natural 

frequency of vibration at resonance when D approaches 0. For soils with "/c 

less than 0.01%, material damping is less than 10% (Seed et al., 1986; Vucetic 

and Dobry, 1991). Therefore, it can be inferred that at low strain the apphed 

frequency of excitation (w) approximates the natural &equency of vibration 

of the specimen at resonance (w^) and with a phase difference between the 

two of 90°. This result suggests two differing methods for estimating the 

natural frequency of vibration of the system by monitoring; 

1. The amplitude of vibration of the specimen through a range of 

frequencies, at constant amphtude. The frequency at peak amphtude 

^dll equate to the natural frequency of the specimen (for soils at low 

strain and damping). 

2. The phase angle between the excitation force amphtude and the 

strain amplitude response of the system. The natural frequency 

occurs when the phase angle is 90°. 
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Although a continuous dynamic system (test specimen) has a multitude of 

resonant frequencies, the fundamental frequency produces the maximum 

system amphtude at resonance for a given force and so it is easily identifiable 

when a sweep of frequencies is apphed. 

The material damping for the specimen during forced vibration can be 

estimated by considering the strain amphtude frequency response curve gen-

erated during a test as shown in Figure 3.11. This is the response curve for a 

pluviated specimen of Leighton Buzzard sand tested by the author. At reso-

nance when w/wn = 1, the peak amphtude = (fo/k)/2Z). By choosing 

frequencies either side of the natural frequency, where their amphtude is 

0.707Xma.T (kalf power points), and letting % = 0.707%maa: in Eq 3.33, it can 

be sho%Ti (Thompson, 1988) 

^ = (3.35) 

where /g and / i are frequencies either side of resonant frequency (/r), corre-

sponding to 0.707%maz' 

3.5.2 Free vibration decay 

If F(t) is set to zero then the system is vibrating freely (i.e. after the power to 

the drive mechanism is shut off at the resonant frequency). Three solutions 

to the homogeneous differential equation, Bq 3.31, are possible depending on 

the relationship between c, k and I (Thompson, 1988). If Z) > 1 the system 

is termed overdamped and no oscillations occur (Figure 3.12(a)). If D = 1 

then the system is critically damped (Figure 3.12(b)) and it is underdamped 

if D < 1 (Figure 3.12(c)). All soils exhibit underdamping (Lodde, 1982) and 

the solution to Bq 3.31 gives 

g = e-""'^*(Asinw«f\/l - + gcosw^( \ / l - D^), (3.36) 

where A and B are arbitrary constants. 

It can be seen from Figure 3.12(c) (graphical representation of Eq 3.36) 

that the motion of an underdaruped single-degree-of-freedom system is os-

cillatory with an exponential decay. It can be seen from Eq 3.36 that the 
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damped circular frequency for free vibration, in terms of the natural 

circular frequency of an undamped system, w^, can be expressed as; 

W j — w. - D2. (3.37) 

= (3.38) 

This suggests that at low strains is within 1% of Therefore, in the 

resonant column method Wj can be equated to without any signiHcant 

error. 

The material damping from the resonant column, using free vibration, is 

obtained by considering the peak amphtude of successive vibrations as the 

sample oscillates freely as shown in Figure 3.12(c). By evaluating Eq 3.36 at 

time and 2̂ (which corresponds to and ^2) it can shown that ratio of 

the amplitude at successive peaks ^1, ^2 is given by 

% 

By taking the natural logarithm of both sides of Eq 3.38 it can be rewrit-

ten as; 

where is termed the (fecremen^. 

Rearranging 

It can also be seen from Figure 3.12(c) that the decay in the amphtude 

of vibration of any two successive peaks is a constant ratio. Therefore can 

be found from any two peak amphtudes and ^n+i from the relationship 

(Richart et al., 1970): 

S = In " . (3.41) 

n - 1 

Figure 3.13 shows a typical free vibration curve obtained with the reso-

nant column for pluviated specimens of Leighton Buzzard sand. The value 

for is usually found from plotting the peak amplitude of each cycle on a 

logarithmic scale against the cycle number on an arithmetic scale as shown 

in Figure 3.14. This procedure can also be used to verily the assumption that 
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the damping is viscous as defined in Eq 3.31, since the locus of points plotted 

should fall on a straight hne if the damping is viscous. 

The free vibration method for determining damping can be influenced 

by background noise during data acquisition at low strains. However, aa the 

strain applied to the specimen increases during a resonant column test, the 

frequency response curve becomes less s^nnmetrical about the resonant fre-

quency and can introduce errors into the determination of D. Therefore, the 

two methods described above allow independent determination of D. 

Although the emphasis for the measurement of damping has been on tor-

sional vibration, the governing equations are valid for any mode of vibration 

which can be described as a single degree of freedom system. 

3.5.3 Attenuation parameters and their relationships 

Various parameters can be used to express the attenuative properties of soils. 

In the Geld of geotechnical engineering the measure of attenuation generally 

used is the damping ratio, D. However, in geophysical sciences the meaaure 

of attenuation is normally given by either the logarithmic decrement 6, or 

more usually by the quality factor Q, or even its inverse (Q is dehned 

as the ratio between stored energ}'̂  and dissipated energy). These are related 

to each other by: 

— = — = 2D. (3.42) 
V TT 

It is also worth noting that diSerent attenuation values are obtained for 

different measurement techniques. Therefore, dynamic methods using the 

resonant column can measure shear wave attenuation while exten-

sional (and flexural) excitation can provide values for (anelasticity of 

the Young's modulus, Johnson and Toksoz, 1981), whereas seismic surveys 

provide compressional P-wave attenuation Also, the bulk compressional 

attenuation, (derived from hydrostatic stress and dilational strain mea-

surements) can help evaluate attenuation mechanisms. 

These can be related to each other by the following relationships (Winkler 
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(3.43) 

and Nnr, 1979); 

(1 — z/) (1 — 2z/) (1 + u) 2u{2 — u) 
Qp Qg Qg 

^ _ (1 - 2;/) 2(z/ + l) 

1 + z/ 3(1 — z/) 2(1 — 2z/) 

0 s 
where i/ is Poisson's ratio. For these equations to be valid it is assumed 

that the soil is isotropic. 

Winkler and Nur (1979) also showed that one of the following relation-

ships must hold true for attenuation in soils and rocks: 

0 s > 0 ^ > Gf > 

or Qg < Gg < Gf < Gx 

01 Qs ~ Qe — Q p — Qk 

3.6 Measurement of Ybung^s Modulus 

In the previous sections, discussion was restricted to the use of the reso-

nant column in torsional mode, as this had been extensively researched and 

reported in the literature. The use of the resonant column to measure the 

Young's Modulus (E) of soils has been mainly ignored in geotechnical work, 

although it has long been recognised that the comparison of both and 

and their associated attenuation measmements, Gp ^ GZ^ is a useful aid 

in the lithological and stratigraphical characterisation of soils (Dutta, 1987; 

Eastwood and Castagna, 1987). This has led recent researchers to explore 

wave parameters in multi-modal vibrations. Cascante et al. (1998) adapted 

a standard 'Stokoe' torsional resonant colmim to allow Hexural excitation of 

a specimen from which E could be measured and subsequently and Gp ^ 

could be computed. 

3.6.1 Flexural Vibration 

In a standard 'Stokoe' resonant column four pairs of coils are connected in 

series so that a net torque is applied to the sample (Figure 3.15). In Cas-
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cante's modiEed version, the coils are reconnected so that only two magnets 

are used producing a horizontal force to the specimen and inducing Hexural 

excitation. This allows the same coil and magnet arrangement to be used 

in both Hexural and torsional vibration. Flexurai vibration produces a fre-

quency dependent dispersive wave. Unlike for torsional data, the reduction of 

Aexural data does not measure the wave velocity but uses 'Rayleigh's energy 

method' to compute the fundamental resonant frequency of the system from 

which the longitudinal wave velocity can be computed. 

In the reduction of data for Hexural excitation, the specimen and drive 

mechanism shown in Figure 3.16 can be idealized as an elastic colunm with a 

rigid point mass at its free end as depicted in Figure 3.17. As the behaviour 

of the system is assumed elastic, this imphes that no energy is lost in the 

system and the total energy is constant. This is the basic premise that allows 

the apphcation of 'Rayleigh's energy method'. Rayleigh's method equates the 

maximum internal potential energy to the maximum kinetic energy 

J r = (3 44) 

These energies are computed &om an assumed displacement shape for the 

resonant column. Cascante et al. (1996) assumed the displacement of a can-

tilevered beam y, at an elevation x, to be in the of a third order polynomial: 

{/(z) = <30 + oia; + <323;̂  + (3.45) 

where Go, Oi, 122 and ag are constants By considering the boundary conditions 

at the base where deflections 2/(0) = 0, and the tangent ^(0) = 0 it can 

shown that oo = 0 and = 0. By assuming there is no moment at the free 

end caused by the rigid point mass a; = E7?/'(Z,) = 0 and 

{/''(Z,) = 202 + 6a3^. (3.46) 

For a non trivial answer. i/̂ '(Z/) = 0, therefore 03 = os/SZ,. Substituting into 

Eq 3.45 and rearranging: 

2/(z) = az^[3L — a;] / o r z < L, (3.47) 

where a is a constant given by a = (a^/3L). of the system is found by 

considering the strain energy stored in the specimen. In theory this should 
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include the bending and shear strain energy. However, in the following deriva-

tion for J[; (Cascante, 1996), only the bending strain energy is considered 

and the shear strain energy is disregarded, ag it is assumed to be only a 

few percent of the bending strain energy (Gere and Timoshenko, 1991). The 

strain energy of a beam in bending is given by 

= (3.48) 
z Vo 

where E is the Young's Modulus, and i;, is the 2nd area moment of inertia 

of the beam. Substituting Eq 3.47 into Eq 3.48 and solving: 

(3.49) 

To derive Jp, the value for both the specimen and the added masses need 

to be computed. The value for the specimen (Jg) is computed from 

= 2/(a;)^dz. (3.50) 

Therefore substituting Bq 3.47 into Eq 3.50 and solving gives 

11 
(3.51) 

where is the mass of the specimen (= pAZ,, where p is the density, and 

A the area of the specimen) and Wy is the resonant frequency in Hexure. To 

compute the value for the rigid mass (J^), the additional horizontal displace-

ment of the mags above the specimen needs to be considered (Fig 3.17). The 

deflection at i/(i^) can be found from Eq 3.47 which gives 

?/(iv) = a^^(2Z,). (3.52) 

The slope between any two points along the the deflected specimen is given 

by differentiation of Eq 3.47, 

2/'(a;) = 2az(3Z, — z) — (3.53) 

The slope at the end of the specimen, y(L) is therefore 

2/%l) = 3ai,^. (3.54) 
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The additional deflection, dy, is then given as 

d;/ = — Z,). (3.55) 

The total defection is then given by the addition of Eq 3.52 and Eq 3.55 

which leads to 

1/ + d?/ = [2iy + 3(z — jL)]. (3.56) 

The value of for a rigid mass at a distance /z above the specimen can 

be evaluated by substituting Eq 3.56 into Eq 3.50, where A = (z — Z,), and 

solving to give 

Jo, = " 4 - : ( r (3.57) 

Finally, the resonant frequency can be computed by equating J;; and J r 

(Jg + Ja) and solving for cu/ to give 

Wy = 
' + 77̂  

3EZ, 
(3.58) 

Eq 3.58 is exact for a rigid point mass. This can be extended for N masses 

whose masses, m,: are uniformly distributed between /tO* and /il* when mea-

sured from the top of the sample (Figure 3.16). Therefore Eq 3.58 can be 

rewritten 

2 _ 

where 

(3.59) 

A(AO„ hi,) = 1 + + ( 3 . 6 0 ) 
2jL 4 

Eq 3.60 allows the Young's modulus for Eexural excitation, to be 

estimated baaed on the geometric properties of the specimen and apparatus, 

and the measurement of the circular frequency of Hexural vibration (using 

the technique described for torsion). The derivation of this equation is based 

on engineers beam formula and some assumptions are made with regard to 

assumed deflected shape, no bending moment or shear Sow at the free end. 

The implications for these assumptions are investigated in Section 4.4.2. 

60 



The form of the equation for longitudinal wave velocity in a bounded 

medium. is identical to Bq 3.13 with .Byfea; replacing G and 1/;/- replacing 

I / . Therefore, 

v„ = (3^61) 

The relationsliip between the body P-wave velocity, 1/̂ , (in an inhnite medium) 

and for a bounded single phase isotropic medium is given by 

where Poisson's ratio, i/ can be found (again assuming the soil is isotropic) 

from, 

(3.63) 

The relationship between and V;/ for a two-phase material (water-saturated) 

is discussed in Section 6.3.3. 

As the flexural excitation can be described by a single-degree-of-freedom 

system, the methods previously described for measuring attenuation can be 

employed. In Hexural excitation the attenuation is related to the inelasticity 

of the Young's Modulus and provides measurements of . The attenuation 

value can then be derived from the relationships defined in Eq 3.43 

(assuming the material is isotropic). 

3 . 6 . 2 A f t z g o f r o p ? / 

In the this chapter the behaviour of soils using the resonant column, and 

the derivation of the constitutive equations governing the use of the resonant 

column, have been discussed with the assumption that the soil behaves as 

an isotropic material. However it has been recognised that the small strain 

stiffness of soils is cross anisotropic, that is ^ and ^ .B/i, where 

the subscript f and relate to the vertical and horizontal direction in which 

the measurements are made. This elastic anisotropy can be categorized as 

inherent anisotropy and stress-induced anisotropy. Inherent anisotropy is that 

which develops during deposition of the material due to particles becoming 

aligned ^ i th the plane of deposition (Powrie, 1997). The degree of anisotropy 
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is greater in clay rich soils (Hat particles) than in sands (round particles). 

Stress induced anisotropy occurs when an anisotropic loading is apphed to 

the soil. It has been shown that for sands the degree of aiiisotropy is low 

when subjected to an isotropic stress at small strains (Kuwano and Jardine, 

2002; Tatsuoka and Kohata, 1995) but increases as the strain increases and 

the loading conditions become anisotropic (Bellotti et al., 1996; Kuwano and 

Jardine, 2002). 

The effect of cross anisotropy is that the isotropic relationship between 

E, G and z/ are no longer strictly valid and additional elastic constants are 

required. However, these additional constants cannot be measured in the 

standard resonant column. Since the standard resonant column only applies 

an isotropic stress and the apphed strain are low, the inherent anisotropy 

is assumed to be low and ignored. Therefore the derived values for z/ and 

its influence on differing attenuation parameters as previously described may 

not be totally vahd and should be viewed with caution. 

3.7 Strain amplitude measurements 

3.7.1 Introduction 

It has been shown (Section 3.3.1) that strain amplitude has a major influence 

on the shear modulus of soils and therefore by association that of Young's 

Modulus. This section describes the two differing methods of measuring the 

strain amphtude for torsional and hexural vibrations. 

3.7.2 Torsional strain 

In torsional vibration the cyclic shear strain, "/c, applied to the sample is cal-

culated from the majdmum rotation that the specimen is subjected to during 

each applied cycle. In a specimen subjected to pure torsion (Figure 3.8(a)) 

the strain can be defined as: 

7 = : ^ , (3.64) 

where ^ is the angle of rotation in radians, and R is the radius of the specimen. 
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It can also be seen from Figure 3.8(a) that the magnitude of shear strain 

varies from zero at the axis of rotation to a maximum value at its outer 

surface. Drnevich et al. (1978) suggest that the value for average strain in 

the specimen be taken at the pomt where R is equal to two-thirds the radius 

of the specimen. Analytical studies, however, have shown that for a solid 

specimen in the resonant column a value of 0.8R should be taken as point 

where average strain occurs (Chen et al., 1979). Therefore the average strain 

can be found by using a value of 0.8R in Eq 3.64 to give 

0.8^.g 

L 
(3.65) 

The angle of rotation in the resonant column is calculated from the res-

onant frequency, the maximum acceleration of the drive system and spec-

imen geometry. The acceleration of the drive system is measured by the 

accelerometer mounted on the drive system. The accelerometer generates 

a high impedance charge signal, proportional to the imposed acceleration, 

which requires conditioning to a low impedance voltage suitable for mea-

surement. Tliis is acliieved by a charge amphfier. The charge amplifier used 

in this research had a transducer sensitivity control that allows the sensitivity 

of an accelerometer^ to be set on the charge ampliher so tha t a 5 volt peak 

to peak output is achieved for the given input excitation that is indicated 

on the range control. The transducer sensitivity control can be locked, once 

set, to prevent the accidental changing of the sensitivity scale. The range 

control buttons allow a range gain of 1, 10, lOOg (where g is the gravitational 

acceleration at the earth's surface) and can be set depending on the input 

excitation. In tests that were performed at low strain, a gain setting of 1 was 

found to be suHcient. 

With the charge amplifier adjusted, its output can be used determine the 

acceleration of the accelerometer, ac. The acquired output voltage from the 

accelerometer is acquired by a computer and converted to rma voltage (this 

helps to smooth spikes in the acquired readings). To convert back to peak 

output voltage the peak 7-mg voltage is multiplied by \/2. As the amplLher is 

set to give 5 volts peak to peak output for 4-/- Ig, the peak output is divided 

^The accelerometer used in this research had a sensitivity of 62.7pCpe^k/g^g 
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by 5/2 to give volts per g. Finally to convert the peak output per g to ms ^ 

the peak output is multiplied by 9.81. Therefore; 

ac = 5.594yma-^ (3.66) 

where V is the peak rms voltage output from the charge ampliher. 

The displacement of the accelerometer, t/meoa is related to the angular 

acceleration by 

cic = lij^ymeas-, (3.67) 

where w = 27r/ and / is the resonant frequency. 

Therefore the maximum displacement of the accelerometer at resonance 

is 

= 0 . 1 4 i y / f . (3.68) 

From simple geometry it can be seen that the angle of rotation of the sam-

ple, 0 (see Figure 3.8(a)) is related to the displacement of the accelerometer 

and the distance that the accelerometer is oSset from the axis of rotation,/, 

by ^ — a:/Z. Therefore, 

' = o S 
where 0.03625 is the o&et of accelerometer from the axis of rotation (in 

metres) used in this research (new GHRC, Chapter 4). 

Finally, using Eq 3.65 and considering the specimen geometry, "Xc can be 

found from 

7c = 0 .8^^ /^ = 1 . 5 6 y d / f Zv, (3.70) 

where: d = diameter of sample, 

L = length of sample. 

3.7.3 Flexural strain 

In Eexural excitation the axial strain imposed on a specimen is directly re-

lated to the shape of the deEection curve, y(x) formed when the specimen is 

under load. Using the theory of elasticity it can be shown tha t the strain in 
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a beam subject to pure bending at an elevation x and a distance r from the 

neutral plane in the y-direction (Figure 3.17) is 

^ ^ r = 6 - — a;) r (3.71) 

Therefore the average strain for a cylindrical coluimi of radius R and 

volume can be determined by summing all the strains in the beam along its 

length and cross section. In bending of a circular beam the strains above the 

neutral axis of the beam are positive ajid those below are negative. Therefore, 

the average strain in either the side in compression or in tension can be 

defined as. 

arg — T/ / '' ' (3.72) 
2 
% 

This can be written as a multiple integral with constant limits by ex-

pressing in terms of dr (dy4=2\/JZ^ — r^dr), therefore Equation 3.72 can 

be rewritten as 

= 77 / / 6 Q!(Z — z) - r - (2\/A^ — - (frl - (fa;. (3.73) 
KQ Vo Vo ^ 

Integrating with respect to a;, and then with respect to r , the solution to 

Equation 3.73 is 

C = — - .R -L a. (3 74) 
it 

The maximum strain at the base of the specimen, at its outer edge, can 

be found by setting 2; = 0 aad r = R in Equation 3.71 to give 

= 6 Q; - r. (3.75) 

By rearranging Equation 3.75 in terms of a and substituting into Equa-

tion 3.74, can be related to by 

2 
(3.76) 
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The value of a is calculated by rearranging Equation 3.56 using the maxi-

mum displacement of the accelerometer, T/meaa (using the value given in Equa-

tion 3.68) and its elevation, z from the base of the specimen, such that 

_ 0.141. y 

The average strain on the sample can then be dehned in terms of the 

measured voltage by substituting Equation 3.77 into Equation 3.74 to give 

(3.78) 
yz . [2Z, + 3(z - ^)] ' 

3.8 Summary 

It can be seen from the the preceding discussion in this chapter that the 

resonant column is a popular and well used piece of laboratory apparatus for 

measuring the d^mamic properties of soils. Research has focused on dynamic 

shear measurements and have shown that the shear modulus and damping 

are mainly influenced by strain rate and confining pressure with void ratio, 

time of confinement and number of stress cycles also contributing, although 

to a much lesser degree. 

It has been shown that during testing, using induced strain below the elas-

tic threshold, the dynamic properties are considered to be elastic and as such 

the test is deemed non-destructive. The theoretical discussions have shown 

that a simple test procedure can be adopted which allows system resonance 

to be measiued, &om which G and D can be computed. The wave propaga-

tion velocity in a resonant column is a function of the resonant frequency of 

the specimen and can range from 50-300Hz depending on confining pressure 

and stiffness of the specimen (Laird, 1994; Hardin et al., 1994; Avramidis 

and Saxena, 1990). This is wdthin the range of frequencies tha t are used for 

geophysical surveys of ocean bottom sediments. 

Finally, simple modifications to the resonant colmnn have been outhned 

that win allow as well as V],, and their corresponding attenuation (Qp^ 

and Q^^), to be measured during a single test. 
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Rigid mass 

h r n 

(a) Idealised model of fixed-free resonant column. 

Non-rigid 
distributed 
mass 

Rigid masses 

Weightless 
spring 

Driving force 

(b) Idealised model of spring base resonant column. 

Figure 3.1: Idealised models for the resonant column. 
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T+9T dx 
9x 

dx 

(b) Section of bar. 
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e 
D > 1 

0 

(a) Overdamped system. 
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1/ 

(b) Critically damped system. 
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(c) Underdamped system. 

Figure 3.12: Graphical representation of damped systems. 
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Magnetic force 

Magnetic 

Driving plate Support plate 

Torsional excitation Flexural excitation 

F i g u r e 3.15: Magnet and coil setup for torsional and flexural 

Added mass 

Screws 

Drive plate 

Top platen^ 

Magnets 

Specimen 

Fixed base 

/ / / / / / / / / / / / / / / / / / / / / / / / 

F i g u r e 3.16: Diagram of specimen and drive plate for resonant 
coZwmn. 
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Chapter 4 

CALIBRATION AND 

TESTING OF THE N E W GAS 

HYDRATE RESONANT 

COLUMN APPARATUS 

4.1 Introduction 

The quantification of gas hydrates within the world's oceans using geophys-

ical exploration methods requires a knowledge of the geophysical properties 

of these sediments. As discussed in the literature review on hydrates (Chap-

ter 2), the recovery of naturally occurring sediments to test in the laboratory 

is problematic. A technique was identified by Stern et al. (1996) (Section 2.7) 

which could be modified to form gas hydrates in sand specimens Wthin the 

laboratory. 

The resonant cohumi apparatus was identified in (Chapter 3) as a meaas 

of measuring physical parameters of specimens at frequencies and strains 

relevant to current geophysical surveying techniques. However, the need to 

combine both the formation and testing of hydrated specimens required the 

development of a dedicated Gas Hydrate Resonant Column (GHRC). High 

pressure and low temperature is required during formation as is the applica-
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tion of both torsional and Hexural excitation during testing. To famiharize 

the author with the resonant column test method, and the general appa-

ratus set up, tests were performed on a standard 'Stokoe' resonant column 

(SRC) (Lodde, 1982; Laird, 1994; Stokoe et al., 1999). During the calibration 

and testing of this apparatus various issues arose which facilitated the design 

of the GHRC. 

This chapter therefore introduces the SRC and discusses the issues arising 

&om its calibration. As the GHRC essentially consists of two independent 

systems, the design and operating principles are separated and discussed for 

each part. Therefore, the pressure and temperature systems and their soft-

ware control are initially introduced. Modification made to the SRC drive 

system to increase its apparent stiffness, the apphcation of diifering vibra-

tion modes and improvement in attenuation measurement methods are high-

hghted. The results of, and improvements to, the calibration of the drive 

system are discussed. Finally, the calibration of the various transducers and 

the methodology adopted is described with examples of typical results given. 

4.2 The standard ^Stokoe^ resonant column 

In a 'Stokoe' resonant column (SRC) the drive system, which is attached to 

the specimen, consists of a four arm bracket with permanent magnets htted 

to the end of each arm. The support ring, clamped to the support cyhnder. 

has four pairs of \\ire coils (Figure 4.1). 

During sample preparation the drive plate is connected to the specimen 

and the height of the support cylinder is adjusted to allow the magnets to be 

positioned centrally within the %dre coils. A torque is apphed to the specimen 

by applying a sinusoidal voltage to the coils, which produces an oscillatory 

motion in the drive plate due to the resultant magnetic held. By controlhng 

the frequency and amphtude of the apphed voltage, the resonant frequency 

of the specimen and attached drive mechanism can be found. This is achieved 

by monitoring the output of an accelerometer that is attached to the drive 

plate (Figure 4.2) aa the drive frequency is increased incrementally through 

a pre-defined frequency range (frequency sweep). By plotting the output of 
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the accelerometer against the frequency of the apphed voltage, the resonant 

frequency can be easily identified as shown previously in Figure 3.11. 

4.2.1 Calibration of SRC 

Prom Eq 3.29, it can be seen that the mass polar moment of inertia of the 

drive system (fo) is required to reduce resonant column data. As the drive 

system has a complex shape, 7o is difEcult to derive from geometry, so its 

value is found experimentally. This may be achieved by calibrating the drive 

mechanism by substituting, for the specimen, metal calibration bars of known 

mechanical properties. By modeUing the system as a torsional pendulum with 

a single degree of freedom, where the drive system is the pendulum mass and 

the calibration bar is the torsional sprmg, the equation of motion for the 

system can be written as: 

V -(0 

where: - natural circular frequency of vibration of the calibration bar, 

A: = stiffness of the bar, 

7o = mass polar moment of inertia of drive mechanism. 

To derive experimentally, a test is performed on a calibration bar to 

compute its resonant frequency. The test is then repeated with additional 

masses being added in turn to the drive system with the new resonant fre-

quencies being found. By rearranging Eq 4.1 a linear equation expressing the 

mass polar moment of inertia of the additional masses (7am.) in terms of 

can be derived 

^ + -̂ 0- (4.2) 

A variety of brass calibration bars, using brass tubes of diSering internal 

and external diameters were made (Figure 4.3) and tested, Figm-e 4.4 shows 

the results of these tests, plotting 7^^ against 1/w^, where 7o is defined by the 

y-axis intercept and k is the stiffness of the bar represented by the gradient 

of the last-squares straight hne fitted to the data. 
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It was assumed that on reduction of the test data, the value of fo would 

be constant, since it is a geometric property of the drive plate that should not 

alter. However, it was found that the value of /g (as derived using the previ-

ously described method) increased with bar stiffness. The brass tube, which 

the calibration bars were made from, was found to be non-uniform. There-

fore, further bars were manufactured from solid biDet, of diSFerent materials 

(aluminium and nylon. Figure 4.5), and to a higher standard, to investigate 

the discrepancy in 7o. Using the same bar design allowed for not only the stiff-

ness of the bars and its effect on /o to be assessed but also other properties 

of the bars like mass (m) ajid polar moment of inertia ./p. 

The results of all the tests undertaken are given in Table 4.1. The results 

show that as the resonant frequency of the bars increases, a corresponding 

increase in /o can be observed as shown in Figure 4.6. Static tests were 

undertaken, using a torsional loading frame (Figure 4.7), in an attempt to 

define the true stiEness and shear modulus of the materials used. The results 

of these tests are also given in Table 4.1. It can be seen that as the torsional 

stiffness of the bars increases, the resonant column increasingly overestimates 

the stiffness when compared to the static values. No correlation was found 

between m, or of the bar and fo (Figures 4.8 and 4.9). 

4 . 2 . 2 CompZzoMce Zss t tes 

The results from the calibration tests show that Jo increases with stiffness of 

the bars, although it is a geometric property of the drive plate and should be 

a constant. It can be seen from Eq 3.29 and Eq 3.30 that the value for fg is 

fundamental to the evaluation of and hence G. In tests conducted on dry 

sand the value of G would have over 40% increase if the largest derived value 

of /o was used rather than the lowest. The validity of the reduced data, using 

Eq 4.2, is therefore dependent on the apparatus and specimen fulfilling the 

basic assumptions used when defining the equations of motion. These are: 

1. During resonance only the sample and attached devices are vibrating; 

2. The apparatus behaves as a single-degree-of-freedom system. 
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Results by other authors (Hardin et al., 1994; AvraJiiidis and Saxena, 

1990) have suggested, for a 'Dmevich' resonant column, that for stiS soils 

and rocks the connection between specimen and drive plate may be Gexible 

and therefore may not represent a true single-degree-of-freedom system. Also, 

the support apparatus may not have sufficient mass and stiffness to prevent 

itself vibrating. To investigate these hypotheses, tests were conducted vdth 

accelerometers connected to differing parts of the apparatus. 

Figure 4.10 shows the response of two accelerometers of different sensitiv-

ities which were independently fixed, using solvent adhesive, to the base of 

Almninium Bar 4. The voltage output from the charge amplifier for the hrst 

accelerometer (Accl.l) shows no apparent peak and it is assumed that the 

output represents background noise within the system. The voltage output 

for Accelerometer 2 (Accl.2), the more sensitive accelerometer, shows a well 

defined peak around the resonant frequency of the bar. This suggests that 

the assumption of a base of the aluminium bar be fixed may be false. 

Figure 4.11 shows the respective amplitudes of the drive mechanism and 

coil during a resonance test on Aluminium Bar 3, i.e. with accelerometers 

fixed to the drive mechanism and one of the coils. Table 4.2 gives the am-

plitude ratio between the drive mechanism and the coil for a variety of bars. 

Although the ratios are small there is stiU significant relative movement. 

Avramidis and Saxena, (1990) reSned the flexibility of the apparatus by stiff-

ening various components. Other authors have modelled the resonant column 

with greater degrees of &eedom to overcome this difhculty (Min et al., 1990; 

Hardin et al., 1994; Ashmawy and Drnevich, 1994). As the design of the 

GHRC was still in the early stages several measures were taken to stiffen the 

drive mechanism components. 

4.2.3 Damping using the SRC 

It was noted in Section 3.5 that two techniques (forced vibration and free 

vibration) are available to measure the damping ratio, D. However, the mea-

sured value of material damping obtained using these techniques also includes 

an element of damping associated vidth the apparatus. In a standard resonant 
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column the motion of the drive mechanism is created by passing a sinusoidal 

current through the coils creating a magnetic held which interacts with the 

magnets (attached to the drive mechanism) causing motion. However, the 

motion of the magnets also induces an electro-motive force (EMF) in the 

coils. Tliis force opposes the motion of the magnets (termed back-BMF) 

thereby causing an additional loss of energy in the system above the intrinsic 

material damping of the specimen. This is tenned the (fampmg. 

One method that has been adopted (Laird, 1994; Stokoe et al., 1999; 

Wang et al., 2003) ig to quantify the value of the equipment damping and 

produce correction curves so that the equipment damping can be subtracted 

from the measured damping. This is achieved by measuring the damping ratio 

for a range of calibration bars, since the material damping for an aluminium 

bar is deemed negligible (standard tables give Q = 350,000 for alummium), 

therefore it is assumed that the damping measured is that of the equipment. 

Figure 4.12 shows measurements of equipment damping for brass and alu-

minium calibration bars using the SRC. The results show that the equipment 

damping is inversely proportional to the loading frequency with a maximum 

value over 1% for the lowest frequency bar tested. This value is large when 

compared to the inherent damping of sand specimens at higher frequencies 

(Figure 3.7). In Eexure, the resonant frequency is approximately 40% of the 

torsional frequency (Cascante, 1996), which may then lead to measurements 

of damping (using flexure) dominated by the equipment damping. 

To reduce the possibility of equipment damping dominating the measured 

damping a method had to be adopted to reduce the equipment damping. A 

method which has recently been adopted for reducing equipment generated 

damping has been developed by using a current-mode source instead of the 

more commonly used voltage-mode source (Meng and Rix, 2003; Cascante 

et al., 2003). However in the testing undertaken during this research the 

equipment damping was reduced by the implementation of an open circuit 

arrangement to the coils during free vibration decay, which is outlined in 

Section 4.3.3. 
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4.3 The Gas Hydrate Resonant Column 

4.3.1 Introduction 

The construction of the new Gas Hydrate Resonant Column was undertaken 

by GDS Instruments Ltd, Hook, Hampshire^ with the design being the joint 

responsibihty of both the writer and GDS Ltd. The GHRC consists of two 

independent systems: the pressure/temperature system and its controls, and 

the resonant column drive system and its controls. 

4.3.2 Pressure Cell and Environmental Chamber 

The pressure cell and environment chamber were designed to provide the 

conditions necessary for hydrate growth. The following describes the dif-

fering components; the pressure control systems; and a brief outline of the 

instrumentation available. 

Sys t em componen t s 

The pressure cell consists of a base and cell top, made from stainless steel, and 

designed to a maximum working pressure of 25AiPa. The cell top and base 

are connected by two removable 'C'-clamps which are bolted together, with 

the apparatus connected to the frame of the environmental chamber through 

the base. An electrically operated hfting frame was provided to allow the safe 

lowering and raising of the cell top. Figure 4.13 shows these components. 

The cell base was designed with Ave ports into the base to allow for the 

application of suction; water back pressure; two separate gas back pressures; 

and an atmospheric vent to the soil specimen. Two ports were provided 

into the cell chamber for application of cell pressure and saturation of the 

specimen via the top cap. Eight ports were also provided through the cell 

base (Figure 4.14) for electrical connections to the drive mechanism, axial 

transducer, thermistors and accelerometer. One port was provided in the cell 

top for emergency pressure release (not shown). 

^GDS Ltd were formerly located at Egham. Surrey. 
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Environmental conditions were controlled by two separate cooling sys-

tems. An air conditioning unit provides air cooling ^\dtliin the environmen-

tal chamber, and a separate jacket (Euid-cooled, using pumped glycerol), 

is attached to the cell top (Figure 4.15) with the heat exchanger for the 

Auid-cooled jacket and electronic control systems being situated below the 

chamber (Figure 4.16). This allowed the chamber to be situated at a practical 

working height. The temperature for both coohng systems could either be 

operated manually from the console attached to the apparatus, or remotely 

via a computer. The separate systems allow temperatiu-e control from —20°C 

to -t-50°C with a resolution of 0.1°C. 

P res su re control sys t ems 

Both the cell pressure (nitrogen) and gaseous back pressure (methane) are 

supplied by gas 'J'-bottles with a ma:ximum bottle pressure of SOMPa and 

20MPa, respectively. Regulation of pressure from the bottles to the cell is 

controlled via a 25:1 ratio loader (RL), wliich in turn is controlled by a 

proportional air valve (PAV) using an RS232 interface. A motorised valve 

allows controlled pressure release from the system via flow control regulators. 

A schematic diagram of the pressure system layout is shox^m in Figure 4.17. 

The control of the pressures (via the PAV) was achieved using a commer-

cial software package, GDSLab, designed by CDS Instruments Ltd, which 

was modified to suit the requirements of the GHRC. The RL operated at 

approximately 25 times the PAV pressure. Therefore, to allow a pressure of 

12.5MPa out of the gas bottles, the pressure set by the PAV was 500kPa. 

I n s t r u m e n t a t i o n 

As the application of pressure via the control software relies on proxy mea-

surements (PAV pressure to RL) the true apphed pressure to the specimen 

is measured \da inline 5000psi rated (approximately 35MPa) pressure trans-

ducers identified in the schematic diagram (Figure 4.17). 

Further instrumentation includes a LVDT, supported by the support ring 

of the GHRC drive mechanism, to measure axial deformation of the speci-

85 



men during the testing, and two thermistors attached to the membraae on 

opposite sides of the specimen, to measure the temperature witWn the cell. 

The GDSLab software allows real-time acquisition and storage of these test 

data throughout the test. 

4.3.3 Drive Mechanism 

The design of the drive mechanism, as shown in Figure 4.18, was based on 

that of the 'Stokoe' resonant column (Figure 4.1) but with modihcations 

(Figures 4.19) made to increase the overall stiffness of the apparatus (based 

on the results obtained in Section 4.2.2). In addition, software controlled 

electronics were designed to provide both torsional and Hexural excitation. 

In addition, the inherent back BMF damping was removed by creating an 

open-circuit during the free vibration decay to remove the back EMF. 

Design improvemen t s to a p p a r a t u s st i ffness 

® St i ffening of coils. 

— In the 'Stokoe' resonant column apparatus each individual coil is 

fixed in place by resin to the support ring(Figure 4.19(d)). In the 

GHRC each coil is mounted in an acryhc frame which is 

mechanically fixed by four A14 bolts to the support ring. Also, a 

circular aluminium plate was fixed to the top of all the coil 

frames to link them together and provide additional rigidity 

(Figure 4.19(c)). 

• Increas ing res t ra in t of suppor t ring. 

— In the 'Stokoe' resonant column apparatus the support ring is 

held onto the support frame by clamping the support ring to the 

frame using two M4 screws (Figure 4.19(b)). Tliis was improved 

by using four M5 screws instead (Figure 4.19(a)) . 

® S t r eng then ing t h e s u p p o r t f rame. 
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— The support frame of the GHRC was strengthened by omitting 

the large holes that were machined out of the 'Stokoe' resonant 

column apparatus support frame (Figure 4.1). 

@ S t r eng then ing t h e drive pla te . 

— The drive plate was strengthened by increasing the thickness of 

the section from 6.6mm to lOimn, Also the number and size of 

the screws holding the plate to the top platen were increased 

from four to six, and M4 to M5, respectively. 

® Fixi ty of base p la ten . 

— To ensure that the base platen (and calibration bar) were 

adequately fixed during testing the base plate of the GHRC was 

hxed to the cell base with eight M5 bolts, instead of four M4 

bolts as in the 'Stokoe' resonant column apparatus. 

The effect that these improvements had on the calibration tests to deter-

mine io and 7^ are discussed in Section 4.4. 

Elect ronic and sof tware control sys t ems 

A computer program, written using TestPoint^, integrated with a 16 bit, high 

speed, data acquisition and control card (DT3016)^, residing on the PCI bus 

of the acquisition and control computer, provided for complete automation of 

the resonance test. TestPoint is a programming tool which aids the creation of 

custom written programs for testing and data acquisition. Predefined objects 

and modelhng of the system components for the test are combined with a 

variety of associated actions (using drop and drag mouse operations) to create 

the test. Figure 4.20 shows a schematic presentation of system components. 

The DT740 screw terminal, identified in Figure 4.20, links all the system 

components to the DT3016 card using cables wliich provide both digital and 

analogue inputs and outputs. 

^TestPoint is a trademark of Capital Equipment Corporation, Billerica, MA 
^DT3016 is manufactured by Data lYansIations Inc. Alarlboro, MA 
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To enable both torsional and Hexnral excitation to the specimen using the 

designed drive mechanism, an electronic control pad was designed by CDS 

Instruments Ltd to allow switching of the voltage apphed to the coils from 

outside the cell. This switching arrangement also allowed for all the coils to be 

disconnected (open circuit) during free vibration decay. The provision of an 

open circuit prevents a back EMF being induced in the coils and therefore its 

inertia! effect on the vibrating system. The operation of each excitation mode 

and disconnection of all coils was mitiated through the computer program 

using digital input/output signals. 

During a test the computer program creates a sinusoidal waveform with a 

predeAned output voltage and frequency which is sent to the GDS control box 

in prescribed frequency steps. Data is acquired from the accelerometer (via 

the charge amphher) for each frequency step and the peak output determined 

and stored along with its corresponding excitation frequency. At the end of 

the test the acquired data are plotted with peak output against excitation 

frequency (as shown in Figure 3.11). The resonant frequency of the specimen 

corresponds to the peak output observed. Two tests are undertaken to find 

the resonant peak. A broad sweep, at iHz intervals with a maximum 100 

cycles per step, is undertaken to define the resonance region. A fine sweep is 

then undertaken Tidth a minimmn step interval of O.lHz, \ \ i th data acquisition 

starting after the specimen has reached steady state (approximately 2 seconds 

of excitation). 

Damping measurements are undertaken once the resonant frequency has 

been fomid. The specimen is excited at its resonant frequency until a steady 

state is achieved and then the coils are open circuited. The data acquisition 

is started immediately before the open circuit is formed and the whole free 

vibration decay waveform is acquired. Post processing of the waveform defines 

the peak for each cycle and then calculates the logarithmic decay, (̂ , from 

which D and Q can be calculated. 
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4.4 Calibration of the new GHRC drive 

system 

To calculate the values of and obtained from torsional and Hexural 

vibration respectively, certain properties of the drive system are required 

(see Section 3.4 and 3.6). Section 4.2.1 outlined a method t h a t could be used 

to measure fo which could also be adapted to calibrate the Eexural mode 

which requires the effective height of the drive system. The following section 

therefore presents results obtained in calibrating the GHRC drive system 

for both torsional and Sexural vibration. Results are also presented for the 

equipment damping that is inherent in the system for each vibrational mode. 

4.4.1 Calibration of Iq 

Based on the results from Section 4.2.1 it was decided t h a t only the four 

aluminium bars would be used during the cahbration of the GHRC, since 

these gave consistent results in both static and dynamic tests. 

Figure 4.21 show the results of the calibration using the adopted method. 

Figure 4.22 compares the value of against frequency obtained during the 

calibration of the GHRC drive system with that of the 'Stokoe' resonant 

column apparatus. It should be noted that the value of fo for the GHRC 

system includes the top cap. The results show that the spread of values of 

fo for the GHRC system is 75.7% of those for the 'Stokoe' resonant column 

apparatus system, which suggests that the modifications made to the GHRC 

system have been moderately successful in reducing the error in ig. 

Work on frozen soil samples using the resonant column (Al-Hunaidi et al., 

1996) had showed a large increase in resonant frequency over the unfrozen 

state. Therefore, an increase in frequency would be expected for hydrated 

specimens and so additional aluminimn bars, named GHRC Bars 1-4 and 

Elkin bars 1-4 (Figure 4.23), were made to cover the range of resonant fre-

quencies similar to those which might occur in hydrated specimens. The 

GHRC bars were designed to connect directly to the drive plate, whereas the 

Elkin bars were designed to have the top cap connected as well. This would 



allow the eSect of the top cap and potential issues with the connections to 

be addressed. The range of values of fo from the calibration of the GHRC 

bars was from 3.657xlO"^kgm^ for 200.6Hz to 5.553xlO"^kgm^ for 456Hz as 

shown in Figure 4.24. Table 4.3 higlilights the errors in the computed values 

of % and Cm,!]; for all the aluminium bars when compared with the specihed 

values given for the grade of material used. It can be seen that using the 

GHRC bars, with the additional fixings at the base and connecting directly 

to the drive plate, reduces the error in and Gmoa; even though the bars are 

much stiffer. However, there is still an increasing error, 4.1% and 8.3% for % 

and Gmoz, respectively (for the stiffest bar), aa the bar stiffness increases. 

Considering Eq 4.1 and the results of the static tests undertaken in Sec-

tion 4.2.1 it can be seen that the derivation of To is a function of the bar 

stiffness (k), and the resonant column overestimates this value with increas-

ing stiffness. To try to eliminate the dependency of fo on k, a procedure 

wag adopted whereby the value of fo was derived using the known material 

properties of the aluminium bars and the measured resonant frequencies and 

substituting these values into Eq's 3.29 and 3.30. The derived values of io 

using this method are shown in Figure 4.25. By applying a least squares 

regression curve to this data and using the equation of the hue obtained, a 

value of /o corresponding to measured frequency can be calculated. Table 4.4 

highlights the reduction in the error values of % and Gmaz by using this cal-

culated value of 7o to recalculate and Gmaz- The results suggest that by 

using an empirical solution to dehne a value of fo a higher degree of accuracy 

is obtained with a maximum error of —1.12% in the calculation of and a 

maximum error of —2.03% for This overcomes the difficulty of trying 

to model the resonant system with higher degrees of freedom. 

4 . 4 . 2 o / 7^ 

It can be seen from Eq 3.58 that the position of the drive mechanism is fun-

damental to determining the frequency of hrst mode of vibration of Eexure. 

Eq 3.60, which allows the equivalent height to be determined for each mass, 

is difficult to use for masses with a comphcated geometry. It can therefore be 
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rewritten to allow the equivalent height of the drive mechanism 

to be expressed in terms of 7̂ ^ and 7/c; which are the area moment of inertia 

and the centre of gravity of the added mass respectively: 

I. 3/' 
m,: 

(4.3) 

To determine the equivalent height of the drive mechanism using Eq 4.3, 

values of m,, and 7̂  are required for the drive system. If it is assmned 

that is at the geometric centre, and m, can be measured, then the only 

unknown is 7^. 

Calibration for Hexure is similar to that for torsion. The resonant fre-

quency of the system with and without an added mass is measured. Using 

Eki 3.60 the equivalent height for the top bar, top cap (if fitted) and added 

mass can be computed. Using Eq 3.58 and substituting in the measured and 

derived values for each test, two simultaneous equations can be formed. Solv-

ing to find the equivalent height of the drive mechanism, substituting into 

Eq 4.3 and rearranging, the value of 7^ can be found. Cascante (1996) sug-

gests that a test is conducted with the drive mechanism raised by a known 

value, to check that the stiffness of the bar (3^761^) is constant for the two 

tests. This is achieved by measuring the resonant frequency after raising the 

drive mechanism, a known distance, and using the computed value of 7̂  to 

determine the stiffness of the bar. 

Figure 4.26 and Table 4.5 shows the results of tests conducted on different 

calibration bars to determine 7^. The results from these tests show a variation 

in 7^ from 0.56xl0"^m^ to 4.80xl0"^m^. The value of 7^ is neither constant 

nor falls onto a single hne (as the value for 7o does). The stiffness ratio, before 

and after raising the drive mechanism, shows an increasing difference from 

1.01 to 1.05 for increasing bar stiffness. The largest error however is between 

the computed stiShess, using the results from the tests, and the stiffness 

calculated from the material properties. This shows a maximum error of 72% 

for bar GHRC 4. The difference between the GHRC bars and the Elkin bars 

is that the latter is designed to allow the top cap to be attached. Figure 4.27 

show the results of undertaking a regression calculation starting with the 
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knoiAm material properties and measured frequency to calculate 7;,, which is 

also included in Table 4.5. 

These results suggest that the determination of using either method 

is problematic. It can be seen that the value of is a function of not only 

the bar sti&iess, but also of the added masses and bar geometry. In the 

derivation of Eq 3.58 it was assumed that the strain energy of shear was 

negligible and could be disregarded. However this may not be true when 

the ratio of specimen dimensions l / d> 6 (Gere and Timoshenko, 1991). The 

imphcations of the measured variation is discussed in Section 5.4.2. 

4,4.3 Damping Calibration 

Improvements to the GHRC included the design of electronic hardware to 

provide an 'open circuit' during free vibration decay of the specimen to negate 

the effect of the back-EMF. The success of this can be seen in Figure 4.28, 

which shows the free vibration decay curves, for one of the calibration bars, 

obtained with an 'open circuit' and a 'closed circuit'. It can be seen that the 

induced back-EMF substantially increases the damping of the bar. 

The effect of this back-EMF on the measured damping of the bar can 

be quantified by comparing the damping values obtained, for the calibration 

bars, using the half power method (HPD), which includes the back-EMF, and 

the free vibration decay (FVD), which has no back-EMF. This is sho\\Ti in 

Figure 4.29 for torsion and flexure. The general trend for HPD method shows 

a shght reduction in damping with increasing frequency from approximately, 

0.88% to 0.82%, and 1% to 0.77%, for torsional and flexural excitation, re-

spectively. The FVD method however, shows a marked reduction in damping 

overall with the measured damping increasing with frequency from, 0.045% 

to 0.197%, and 0.089% to 0.243%, for torsion and flexure, respectively. The 

result of using the 'open circuit' arrangement is that the increase in stiS-

ness of the bar and its effect on D can now be clearly seen (Figure 4.29), 

which otherwise would have been masked by the increased damping due to 

the back-EAlF and its frequency dependency. This increase in damping helps 

reinforce the hypothesis that the idealisation of the resonant column drive 
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system as a single degree of freedom may not be strictly true as the bar 

stiffness increases. As the aluminium bar can be assumed to have a very low 

attenuation, the increase in damping with bar stiifness might possibly be due 

to fractional losses occurring between the various component comiections. 

The value of the equipment damping can be quantised and deducted 

from the measured value obtained during testing by using a correction curve 

obtained by applying a regression analysis to the damping calibration data 

as shown in Figure 4.30 

4.5 Calibration of transducers 

To ensure that the transducer measurements were representative of the true 

values observed, calibration of the transducers was undertaken to quantify 

their accuracy and precision. A calibration methodology was adopted (Hey-

mann, 1998), which provided a stepwise approach to ensure consistency of 

the calibration. These steps can be summarised as: 

1. Calibration of the entire transducer system (transducer, signal condi-

tioners, A/D converters, etc.) with a suitably accurate reference, en-

siuing that sufficient data points were measured over the calibration 

range (a minimmn of 10). 

2. Performance of a regression analysis of the data to determine the least 

squares ht to the data. 

3. Use of the regression analysis to calculate the error between the apphed 

value and the measured value. 

4. Plotting of the errors to allow a visual assessment of the error (maxi-

mum error, non-linearity, hysteresis of the transducer). 

5. Determine a 95% confidence hmits for the errors assuming a normal 

distribution. 

Table 4.6 provides a summary of the transducers used during the test-

ing programme and their calibration details. Calibration of the transducers 
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wag performed at the begiiming of the testing program. Further calibration 

checks were made on all transducers after the testing program and results 

(see Abstract) show that no significant changes had occurred. 

4.5.1 Pressure transducer calibration 

The calibration of the pressure transducers was underteiken using an hy-

draulic dead-weight tester manufactured by DH Budenburg Ltd. This ap-

paratus works on the principal of balancing pressures between applied dead 

weights and an outlet port coimected to the transducers. The accuracy of the 

apparatus is given as 0.02% for a pressure range of 1200-12000kPa (Grabe, 

2002) 

The calibration of the transducer was undertaken for a load and unload 

cycle with SOOkPa steps for the whole range of the testing apparatus. Atmo-

spheric pressure waa taken as lOOkPa. Figure 4.31 shows a typical calibration 

result, with the regression, accuracy and error for each data point indicated. 

The accmacy of the pressure transducer over the calibration range can be 

expressed as a ratio of the maximum error and the range. This value for the 

pressure transducers varied from 0.11% —0.08%. The weight limitation of the 

calibration rig meant that during hydrate formation the applied pressure was 

outside the calibrated range, however independent cahbration of the trans-

ducers prior to installation gave an accuracy of 0.06% for the full range of 

34MPa. 

4.5.2 LVDT calibration 

The axial LVDT was used to measure the axial deformation of the drive plate 

which is connected to the top of the sample. Figiu-e 4.18 shows the LVDT 

body connected to the top plate of the GHRC. The central core of the LVDT 

was free to move ^dth the drive plate. The LVDT was calibrated against a 

micrometer (Mitutoyo series 152-348). wliich was housed in a purpose made 

frame to ensure ahgnment of the LVDT and the micrometer (Figure 4.32). 

The accuracy of the micrometer over its full range (25mm) was quoted at 

±2//m. Figure 4.33 shows the calibration results with the regression, accuracy 
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and error for each data point indicated. The accuracy of the LVDT was better 

than 0.2% of full scale output. 

4.5.3 Thermistor calibration 

Two resistance-temperature curved-matched thermistors were used to mea-

sure the ambient temperature on the outside face of the membrane enclosing 

the specimen. These thermistors had a temperature range from -50°C to 

-t-150°C with a tolerance of ±0.2°C. Calibration was achieved using a ELE 

conductivity meter, with a temperature probe (resolution 0.1°C), immersed 

in a water bath with the thermistors. A typical calibration result is sho^^m in 

Figure 4.34. It can be seen that the response of the thermistor was non-linear 

and was generally described by a 5th order polynomial. As a result of this 

response, raw data (mV) was converted to temperature, within GDSLab, by 

using a 'look up' table based on interpolation of points derived during the 

calibration of the thermistors. 
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T a b l e 4 . 1 : 07t (Ae i%oA;oe r cso r im t^ coZt imfi . ^ o ( e - F o r 6rass bars t / te dmie'n,gioTt6 g^'uen, a re 

/ o r o i f k W e ( f m m e k r a?%d m g W e ( f m m e ^ e r 0 / (Ae ^ rass 2igec( reg;;ec(%^eZy. 

CO 

Bar No Aiaterial Dimensions, (mm) 
Resonant 
frequency, 

( Ik) ' 

Static 
torsional 
stiEness, 
(lO^Nm) 

Dynamic 
torsional 
StiEness 
(lO^Nm) 

Calculated 
stiffness, 
GIp/L 

(lO^Nm) 

Moment of 
inertia for drive 

system, in 
(lO'-^kgm^) 

1 Brass 1 12.7-10.9 47.6 0.259 0.281 0.258 2.96 
2 Aluminium 1 13 59.8 0.432 0.438 0.417 2.99 
3 Brass 2 15.88-14.04 68.5 0.519 0.575 0.534 2.91 
4 Nylon 1 40 71.9 0.442 0.613 0.577 2.93 
5 Brass 3 17.4G-14.3G 9G.9 1.12 1.18 1.09 3.00 
6 Aluminium 2 18 111.7 1.53 1.55 1.53 2.98 
7 Braas 4 20.64-18.2 112.3 1.63 1.57 1.55 3.01 
8 Nylon 2 40 124.7 1.46 1.98 1.82 3.17 
9 Brass 5 25.4-23.2 139.6 2.51 2.59 2.73 3.183 
10 Aluminium 3 23 175.2 3.83 4.23 4.08 3.39 
11 Nylon 3 50 185.7 3.69 4.91 3.68 3.54 
12 Brass G 25.4-22.2 203.G 5.81 6.33 3.74 3.67 
13 Brass 7 28.5-22.2 231.6 - 9.06 9.00 4.08 
14 Aluminium 4 28.1 244.3 8.8 10.52 9.09 4.32 



T a b l e 4 . 2 : ComporzaoM 0 / m a g n e t m o f e m e n ^ 

(eg^a /or farzoita câ %6râ mn 6arg. 

Peak coil Peak magnet ratio of 
Bar Frequency displacement displacement coil &: magnet 

Number Hz xlO"^ m xlO"^ m displacement 
Aluminium Bar 4 245.2 0.019 7.020 1/3625 
Aluminium Bar 3 175.1 0.042 16.39 1/395 

Brass Bar 4 111.7 0.054 28.36 1/525 
Aluminium Bar 1 59.8 0.120 38.33 1/319 

T a b l e 4 . 3 : C o m ; ) u W t;oZwea 0 / % a n d Gmoa: ^Aezr e r r o r g (^wAeM 

compare( f (o ma^erzaZ prope/ f? / tiaZiies / o r = 3 0 9 7 m g ^ ^ 

(3 = 2 5 . 9 / o r afZ caZ%6ra(%07i 6ars denfecf t;(z/?/e o/fo-

Bar Frequency Computed Error Computed Error 
Number Hz ms"^ % Grnax-t GPa % 

Aluminium Bar 1 52.6 3143 +1.46 26.8 -2.62 
Aluminium Bar 2 99.5 3154 +1.79 26.9 +0.28 
Aluminium Bar 3 157.3 3221 +3.83 28.1 +2.79 
Aluminium Bar 4 235.5 3388 +8.59 31.1 +8.25 

GHRC Bar 1 200.6 3054 -1.42 25.3 -2.62 
GHRC Bar 2 308 3098 +0.03 26.0 +0.28 
GHRC Bar 3 385 3137 +1.29 26.7 +2.79 
GHRC Bar 4 456 3229 +4.10 28.3 +8.25 
Elkin Bar 1 191.8 3020 -2.55 24.7 -4.93 
Elkin Bar 2 296.2 3073 -0.79 25.6 -1.35 
Elkin Bar 3 369 3148 +1.62 26.9 +3.43 
Elkin Bar 4 426 3233 +4.20 28.3 +8.44 
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T a b l e 4 . 4 : faZ-uea o / ant f Gmaz ^/tezr e r r o r s u s m p ^Ae 

0 / '6esf yZ r Zme o ^ f a m e d m Ff igure (o ( feMfe /o / o r oZZ 6arg. 

Bar Frequency Computed % Error Computed Error 
Number Hz ms"^ % GPa % 

Aluminium Bar 1 52.6 3114 +0.53 26.3 +1.29 
Aluminium Bar 2 99.5 3089 -0.26 25.9 +0.28 
Aluminium Bar 3 159.2 3069 -0.90 25.5 -1.58 
Aluminium Bar 4 233.7 3102 -0.15 26.1 +0.53 

GHRC Bar 1 200.6 3098 +0.04 26.0 +0.30 
GHRC Bar 2 308 3098 +0.04 26.0 +0.32 
GHRC Bar 3 385 3113 +0.52 26.3 +1.27 
GHRC Bar 4 456 3083 -0.44 25.8 -0.66 
Elkin Bar 1 191.8 3091 -0.21 25.9 -0.19 
EUdn Bar 2 296.2 3084 -0.41 25.8 -0.60 
EDdn Bar 3 369 3064 -1.10 25.4 -1.99 
Elkin Bar 4 426 3063 -1.12 25.4 -2.03 



T a b l e 4 . 5 : / o r GTifTZC. 

CO 
';o 

B ^ N o 
Resonant 
frequency, 

(Hz) 

Computed 
(lO-'^m*) 

Calculated 7̂  
from material 

properties, 
(lO-^rn^) 

Computed 
stiffness, k 
(lOGN/m) 

Calculated 
stifbiess, 
(lOON/m) 

StiEness 
raWolbr 

lifted 
mechanism 

I^rror rn 
stiffness, % 

Aluminium 3 5&6 &5G 8.94 0.44 0.53 1.01 -21.8 
Aluminium 4 82^ 4.8 10J4 1.02 I J ^ 1.012 -15^ 

GHRC 1 14&3 L77 4.31 1.88 2.38 1.02 -26.7 
GHRC 2 224.2 2.67 6.20 4^9 6.24 1.04 -42.1 
GHRC 3 27^8 2.44 8.07 &88 10.07 1.06 -54.0 
GHRC 4 33L4 2.89 10.09 &69 16J0 1.05 -72.4 
Elkin 1 9L3 118 7.60 1.85 2.38 -2&7 
Elkiii 2 14^1 I IG 10.21 4^6 6.25 — -33.9 
Elkin 3 179 172 12J5 7.88 10.65 — -35.3 
Elkiii 4 209.8 3.20 14.27 10J2 15.25 — -42.23 



T a b l e 4 . 6 : / o r ^roMgdwcers. 

TraiiBdiicer 

§ 
Measurement 

Company & 
Type 

Design range 
Calil^ration 

range Resolution Accuracy 
Accuracy 

calib. range ^ 

Pressure trans. Cell pressure Aiaywood P102 34MPa 12MPa 0.525kPa 4.98kPa 0.08 
Pressure trans. CH4 Back ijressure 1 Maywood PI02 34MPa 12MPa 0.525kPa 5.58kPa6 0.09 
Pressine trans. Pore pressure Maywood P102 34MPa 12MPa 0.525kPa G.50kPaG 0.11 

LVDT Axial disiJ RDP M5 ±12.5mm ±12.57mn 1 / i n i 19/^m 0.16 
Thermistor Smnple temp RS 151 - 215 - 5 0 - +150"C - 1 0 - +30"C 0.003"C 
Thermistor Sample temp R8 151 - 215 - 5 0 - +150"C - 1 0 - +300C 0.003"C 



F i g u r e 4 . 1 : 5 ' ^ C preaswre _;'acA:e( e W r o m a g n e t ^ c d n f e 

g!/s^em. /gotropzc g^reases are appZzed 6?/ compreagetf ozr ac^mg on (/te 
szZzcone /ZuzcZ gurrowndm^ (/le specimen. 

M a g n e t 
T o r s i o n a l /Acce le ro tne te r 
e x c i t a t i o n 

C o u n t e r 

W e i g h t 

S e c u r i n g 

P l a t e 

S u p p o r t 

P l a t e 

T o p C a p 

S p e c i m e n SI icone 

oil b a t h 
R u b b e r 

M e m b r a n e 

Porous 

S u p p o r t - ^ 

Cyl inder 
B a s e 

p e d a s t a l 

F i g u r e 4.2: Cross-section through the SRC resonant column (without 
pressure con/znemen^ j a c W / Modzjieff ^rom 5'(oA:oe aZ. 
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Figure 4.3: Examples of the brass calibration bars used in the calibration of 

2.00 

1.50 

E 
S 

1.00 

0.50 

0.00 

y = 6.3276% - 3.6725 / 

y k 0:;807x - 2 

y = 0.5748X - 2.9098 
y= l.lTBlx- Z.A825 

y"8̂ 3x-4.0813 

Z5902X-3.1664 

^ Brass Bar 1 

• Brass Bar 2 

• Brass Bar 3 

• Brass Bar 4 

O Brass Bar 5 

• Brass Bar 6 

A Brass Bar 7 

2.00 4.00 6.00 8.00 10.00 12.00 14 .00 16.00 18.00 

1W(x10lrad/s)t 

Figure 4.4: Plot of lam versus Iju? for brass calibration bars. 
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w % 

F i g u r e 4.5: Aluminium and nylon calibration bars. 
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F i g u r e 4.6: Plot of frequency versus Iq for all calibration bars. 
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% 

F i g u r e 4.7: Calibration frame for undertaking static torsional tests. 
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F i g u r e 4.8: Comparison of polar moment of inertia of calibration bars and 
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p 0.8 

Q 0.4 

100 150 

Loading frequency (Hz) 

250 

F i g u r e 4 . 1 2 : / o r 6'7ZC ag a o /yreg i^eMci / . 
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Cell top 

Cell base 

sfs C-clamps 

Figure 4.13: GHRC pressure cell base, and top, with 'C'-clamps. 

Ports to specimen 
(highlighted by circle) 

S Cell base 
7 electrical lead through's 
connected to exit ports 

Figure 4.14: GHRC cell base showing 5 ports to the specimen and 7 
connec(%on poTfa around p e n m e k r o/ (Ae ceZ( base. 
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\l 

Air conditioning unit 

Cooling jacket for cell top 

F i g u r e 4.15: Environmental chamber showing air conditioning unit and 
yZt/W cooW /or ceZZ ^op. 

Valve controls 
for pressure 

system 

Manual controls for 
environment chamber 

Figu re 4.16: Environmental chamber with manual controls mounted below 
(Ae wor/zmg space. 
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F i g u r e 4 . 1 7 : o / p r e g s w r e / o r 
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Axial transducer Drive mechanism 
(showing coils) 

Drive plate with 
top cap 
attached below 

Support 
cylinder 

F i g u r e 4.18: GHRC drive system showing support cylinder. 

g UBRARY 1 

% 

I l l 



(a) Plan of GHRC drive system. (b) Plan of SRC drive system. 

(c) Side view of GHRC drive system. (d) Side view of SRC drive system. 

% 
(e) Comparison of GHRC (left) and SRC (f) Top cap and base platen for GHRC. 

calibration bars. 

Figure 4.19: Comparison of GHRC and SRC to highlight design 
improvements. 
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F i g u r e 4.20: Schematic of GHRC set-up for resonance testing. 
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F i g u r e 4.23: Photograph of new aluminium calibration bars for GHRC 
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Figure 4.32: Micrometer and frame for the calibration of axial LVDT. 
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Figure 4.34: Typical calibration graph of thermistor showing non-linearity. 
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Chapter 5 

LABORATORY TESTING 

This chapter describes the formation and testing of numerous sand specimens 

containing varying proportions of methane gaa hydrate in the pore space to 

determine their geophysical properties using the GHRC. The methodology 

for specimen preparation, containing sand/ice mixtures, and the subsequent 

hydrate formation procedure are highlighted. The procedure for resonant 

column testing is described and typical results for the tests undertaken are 

shown. Resonant column testing was also undertaken on the same specimens 

once the hydrate has been allowed to dissociate. 

5.1 Material properties 

The material used throughout this research was a Leighton Buzzard sand^ of 

fraction E. Leighton Buzzard sand is a natural, uncrushed, rounded to sub-

rounded silica sand, which is free from silt, clay or organic matter. The sand 

is classified as being part of the Lower Greensand sequence and outcrops at 

Leighton Buzzard, Bedfordshire, UK. 

Fraction E is a fine sand with a particle size in the range 90 — 150/im vi th 

a minimum 85% of the supphed sand being ui the range. A maximum of 15% 

is either larger or finer. The specific gravity (Gg) of the sand was determined 

to be 2.65 (Method 8, BSl377:Part2:1990). 

^Supplied by the David Ball group. Cambridge. U.K. 



The maximum density of the sand was determined using the dry pluvia-

tion technique (Cresswell et al., 1999; Kolbuszewski, 1948; Rad and Tumay, 

1987) which involves slowly raining sand down through diffuser meshes into a 

collecting pot. The pot was also situated on a vibrating table during the rain-

ing of sajid. This method produced a maximum dry density of 1624kg/m^. 

The minimum dry density was obtained using the tube method demised by 

Walter et al. (1982). This involves slowly raising a sand filled tube, situated 

in a collecting pot, and allowing the sand to exit the base. This allows air to 

be entrained in the sand leading to a minimum density. The minimum den-

sity, using this method was found to be 1331kg/m^. Maximum and minimum 

void ratios, e, using the above techniques were calculated as 6^01 = 0.993 

and Gmin = 0.633. 

5.2 Specimen preparation 

The original methodology developed to form hydrate bearing sediments, us-

ing a modified version of the teclmique developed by Stem et al. (1996), 

proposed that the specimens would be prepared by raining a mixtiue of sand 

and ice grains, using the pluviation method, into a sample mold within the 

emdronment chamber at temperatures of — 20'^C. The volume of hydrate 

could be controlled by the volume of ice added to the air dried sand. How-

ever, initial tests had shown that the sealing of the environment chamber to 

the ingress of waim moist air was problematic and ice formed on the cold 

surfaces preventing pluviation and also accurate determination of ice within 

the formed specimen. 

The following description therefore identifies the steps adopted to allow 

the controlled mixing of sand and known volume of ice, where the distribution 

of ice within sand could be defined. Once this was achieved the ice was allowed 

to melt within the sand. The melting of the ice allowed individual sand grains 

within the vicinity of the ice grain to become water wet. Surface tension and 

capillarity restricted the migration of water within the fine sand ensuring an 

even distribution of moisture within the sand prior to specimen preparation. 

Once the specimens were prepared the pore water was frozen to prevent the 
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migration of water under high pore pressure. 

5.2.1 Sand and ice mixture 

The sand/ice mixture used in the formation of hydrate-bearing sands was 

formed by mixing known masses of sand and ice. The mass of sand was 

suGcient to make 70mm dia and 140mm long specimens. The volume of hy-

drate within either recovered or laboratory prepared specimens is historically 

defined as a percentage of the pore space. As the density of ice, 917kgm"^, ap-

proximately equals the density of methane hydrate, QlOkgm"^(Sloan, 1998), 

the mass of ice required to hll a known volume of the specimen pore space, 

assuming a maximum dry density and complete conversion of ice to hydrate, 

could be estimated. The true volmne of ice in the pore space is calculated 

from the specimen geometry after the specimen is formed. 

The 'seed' ice is produced from triply distilled, de-aired water. The water 

was frozen in a single block which was subsequently ground using a domestic 

food blender. The grinding of the ice was carried out inside a chest freezer at 

—20°C, in a number of 15 second cycles, to prevent melting and aimeahng of 

the ice grains. The ice grains were then sieved to 125-300//m grain size and 

stored in air tight freezer bags at the base of the chest freezer. The ground 

ice remains as individual grains if kept at temperatures below —12*̂ 0 (Stem, 

2002). Therefore, to prevent the annealing of ice grains during their mixing 

with the saud, the sand was kept in air tight bags at the base of the same 

freezer. 

A riEle box (Figure 5.1) was used to mix the ice and sand together. A riBe 

box is designed to produce two equal sub-samples, in the base trays, when the 

constituents are emptied through the top griU. By repeating this procedure 

several times an evenly distributed mix of sand and ice was produced. To 

ensure that uniform mixing was being achieved, thin sections from prepared 

specimens were obtained (using polypropylene beads as a replacement for the 

ice - polypropylene beads were chosen as they had approximately the same 

particle size and density as ice). Digital images were made of the thin sections 
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and analyzed (using Image-Pro Plus^) to compare the area fractions of the 

constituent parts that are visible. Table 5.1 provides details of these analyses 

for thin sections obtained from specimens containing 5%, 10% and 20% plas-

tic beads by total volume. Figure 5.2 shows the digital images obtained from 

the thin sections for 5% specimens. The black spots are the plastic beads, the 

white spots are the sand grains and the hght grey is the pore space filled with 

resin. It can be visually observed from Figure 5.2, which contains 5% plastic 

bead fraction, and Figure 5.3, which contains 20% plastic bead fraction, and 

Table 5.1 that the plastic beads are randomly distributed throughout the 

samples. 

The hydrate content within the pore space was directly calculated from 

the mass of added ice and the dimensions of the prepared specimen. The 

sand that was used throughout this research was initially stored in a large 

plastic container, with a loose fitting lid, within the laboratory prior to being 

frozen in air tight bags. The humidity of this sand prior to being placed in 

individual airtight bags was assessed by oven drying (llO^C for 24hrs) three 

samples of sand. These were obtained from diEerent positions within the con-

tainer as the airtight bags were filled. The mass of absorbed water was found 

to be 2.33g/1000g of sand, 2.35g/1000g and 2.39g/1000g giving an average 

mass of the absorbed water of 2.36g/1000g of sand. This value of absorbed 

water was excluded from the calculation to determine the volume of hydrate 

within the pore space. Towards the end of the research programme further 

sand was taken from the container and the mass of absorbed water was mea-

sured at 2.58/lOOOg of sand (This was in July whereas the previous tests 

were conducted in the January). Calculations had shown that this volume 

of absorbed water was insuGcient to completely cover the individual sand 

grains in a monolayer of water. Once the testing was complete the moisture 

content for some the samples were checked to see if any drying occurred dur-

ing the test. For the samples tested it was found that on average 1.94g of 

additional moisture was present than that which was added. This suggests 

that no appreciable drying occurred during the hydrate formation, testing 

^Image-Pro Plus is a computer programme designed by Media Cybernetics L. P., Silver 

Springs, M.D., U.S.A. for the analysis of digital images 
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and dissociation stages 

5.2.2 Specimen preparation 

Once the ice and sand were mixed, placed in air tight bags, and the ice allowed 

to completely melt specimens were prepared by tamping the 'moist' sand into 

a sample mold to produce dense sand samples. Dense sand specimens were 

formed to limit variations in void ratio between specimens since this has been 

shown to have a major influence on the small strain stiffness of sands. Visible 

observations of the sand, after the ice had melted and on subsequent freezing 

of the specimens (moisture contents of 5%), showed uniform distribution of 

the water. 

The specimen preparation foUowed a sequence of steps, for all specimens 

tested, which were as foUows; 

# A thin 5hn of silicone-based lubricant was applied to the base pedestal 

and a butyl membrane placed over it, ensuring a smooth fit. 

# A spht sample mould was placed around the membrane, with the mem-

brane being turned over at the top edge. 

# The sample mould was filled with pre-weighed 'moist' sand in 7-8 equal 

layers with each layer being tamped, using a timber rod with a flat 

rubber end cap. This allowed a dense specimen to be formed, which 

would also reduce any possible sample disturbance during set up. Care 

was taJcen to capture any spilled sand. 

# The top cap was carefully placed on top of the sand ensuring it was 

horizontal. A thin film of lubricant was applied to the top cap and 

the membrane turned up to provide a seal. A negative back pressure 

was apphed to the specimen (-SOkPa, via a vacumn - once at -SOkPa 

the vacuum valve is closed) to facihtate the removal of the split mold 

and help reduce any free air. This was left on the specimen for Ihr to 

identi^ any leakage in the membrane or between the membrane and 

the base pedestal, or the membrane and top cap. 
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Any 'moist' sand left over was weighed, oven-dried and reweighed to 

ascertain the mass of water remaining in the left over sand. 

# The diameter of the specimen was measured (±0.02mm) and recorded 

for three separate points along the length of the sample with measure-

ments taken at two orthogonal points at each section. The height of the 

specimen was taken (±0.5mm) at two orthogonal points and recorded. 

# A thin hhn of lubricant was applied to the membrane and a layer of 

aluminium foil was placed over it. The foil was lubricated and then a 

latex membrane was placed over it to keep aluminium foil in place. Two 

'o' rings were placed over the membranes onto the base pedestal and top 

cap respectively. Although the butyl membrane was sealed sufhciently 

to hold a vacuum without the 'o'rings it was thought prudent to have 

them attached when the high ceU and back pressures were being used. 

Table 5.2 highhghts the initial properties of the specimens tested dur-

ing this research. Two specimens were prepared without any ice in the pore 

space and at diEering relative densities (loose specimen (HOL) and dense 

specimen (HOD)). These were used to explore the effects tha t density varia-

tions alone might have on the seismic properties of the specimens. Specimens 

HOL through to H40 were initially prepared and tested with specimens H3-

2 to H5-2 being subsequently prepared, and tested, to validate the results 

obtained for specimens H3-1 to H5-1. 

During the commissioning of the GHRC apparatus and the development 

of the testing program several issues were highlighted. These included: the 

diEusion of gases through the membranes; and the damping eEects of viscous 

oils used as a ceU Huid. It has been shown (Bishop and Henkel, 1962) that 

standard latex membranes are air permeable. As both the cell pressure and 

pore pressure are provided by gases it was thought hkely tha t gas interaction 

and possible loss of effective stress might be possible. The use of silicone oil 

as a barrier, between the cell pressme and pore pressure(Figure 4.2), would 

be ineSective as tests had shown laige outgassing of the oil after high cell 

pressures were apphed. It was also considered likely that the inertial effect of 

the viscous cell fluid might affect the measured damping properties in flexure. 
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Therefore butyl membrane were used to encapsulate the specimen as these 

were considered to have a very low gas permeabihty. As an added precaution 

aluminium foil was also placed between the butyl membrane and a standard 

latex membrane to help hinder the migration of gases into, and out of, the 

specimen. During testing no loss in the value of effective stress waa recorded 

with time suggesting that use of butyl membrane and aluminium foil was 

effective. 

Calculation on the torsional and Hexural stiffness of the aluminium foil 

and two membranes had shown the ratio of specimen stiffness (for a loose 

sand) to combined membrane stiffness to be in the order of 3800 and 5600 

for Hexural and torsional stiffness respectively. Therefore no corrections were 

made to the test data to take account of the additional stiffness of the mem-

branes. The difference in membrane stiffness to specimen stiffness was deemed 

high enough to present no significant loss in accuracy to the measured values. 

5 . 2 . 3 A p p a r a t t t g 

Once the specimen was formed the GHRC apparatus was set up to allow 

testing of the specimens once hydrate formation was complete. Again, a se-

quence of events was followed, to ensure correct alignment of the drive plate 

and coils, and that all electrical connections were made. The steps were: 

# Thermistors were attached to each side of the specimen at mid-height 

using rubber bands. 

# The drive mechanism and support frame were gently lowered over the 

specimen, ensuring that the drive plate rested gently on the top cap 

and that the thermistor leads were not trapped. The drive mechanism 

position was adjusted until the fixing holes for the top cap and the 

drive plate were aligned and the magnets attached to the arms of the 

drive plate were centred in the middle of the coils. The support ring for 

the coils was then clamped to the support frame by four AiS machine 

screws. The drive plate was then attached to the toi3 cap by six AiS 

countersunk screws. Finally the support frame for the drive mechanism 

was attached to the base of the cell with eight M5 screws 
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# The thermistors were comiected to the correct electrical lead tlirough 

and the accelerometer cable was connected to the accelerometer. The 

unattached end of the accelerometer cable was pulled through the coil 

restraining plate and connected to its lead through. The coil retaining 

plate wag then fixed to the top of the coils using eight M4 screws. 

# The LVDT was connected to the retaining plate and adjusted to give 

sufficient vertical movement to the centre core. The LVDT lead was 

connected to its lead through and the given value, using the GDSLab 

computer system, was altered until zero displacement was read. 

# The electrical connections for the four coils are connected to their in-

di-\ddua] lead through's and a broad sweep, using a low input voltage, 

was undertaken to test the that the coils are working. 

# The cell top was lowered and the 'C'-clamps secured by four M16 bolts. 

# A nitrogen gas cell pressure of 250kPa was applied to the specimen 

whilst slowly releasing the vacumn. 

5.3 Hydrate Formation 

After the application of the nitrogen gas cell pressure the temperature of the 

cooling systems (environment chamber and the cooling jacket as shown in 

Figure 4.15) were set to —15'̂ C and left overnight to allow the formation of 

ice within the pore space of the specimen. Once frozen, a methane gas back 

pressure was applied to the specimen and slowly raised, lArith cell pressure in-

creasing, accordingly, to maintain an effective pressure of 250kPa±o0kPa on 

the specimen, over 1-I.5hr8 up to ISMPa using GDSLab. This high pressure, 

winch is well within the methane gas hydrate phase boundary (Figure LI) 

was apphed to the specimen to allow the complete formation of gas hydrates 

in a reasonable time span (Section 2.7). Once the target pressures had been 

reached, these values were maintained for a further SOmins to allow for any 

relaxation in the pressure system that might occur. After this period both 

apphed pressures were 'locked olf\ using the ball valves below the pressure 
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transducers (Figure 4.17). The recorded values from the pressure transduc-

ers were monitored for lomins to ensure no leaks within the systems were 

evident. The temperature of the environment chamber was then set to 10°C, 

which caused a slow warming of the specimen. Due to the large mass of the 

cell base, and cell top, the time taken to raise the specimen temperature to 

the target value was approximately ISmins per degree centigrade. Once the 

specimen temperature was at 10° the temperature was maintained overnight 

to allow for the full conversion of ice to hydrate. Once full ice/hydrate conver-

sion was deemed to have occurred the specimen temperature was reduced to 

3°C and, once achieved, the pore pressure was reduced to 5MPa, whilst main-

taining a 250kPa=l:50kPa eSective stress on the specimen. Once stabilised the 

specimen wag ready to undergo resonant column testing. 

Figure 5.4 shows a typical temperature/pressure plot obtained during the 

hydrate formation phase. The graph shows the initial application of methane 

back pressure up to ISMPa and then the subsequent rise in the methane gag 

pressure as the specimen temperature was raised. 

5.4 Resonant column testing 

The testing program was designed to characterize the dynamic response of 

dry sand specimens, containing differing volumes of gas hydrate within the 

pore space under isotropic loading and unloading. Isotropic loading was ap-

phed in steps of 2oOkPa up to a total elective confining pressure of 2000kPa, 

with the unloading steps following the same sequence in reverse. Torsional 

and hexural resonant frequencies and attenuations were measured at each 

loading and unloading step. Each load step was maintained for thirty min-

utes to allow for any initial consohdation of the specimen to occur as a result 

of the application of the load/unload step, before resonant testing was un-

dertaken. 
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5.4.1 Strain measurement 

To ensure that the seismic properties measured were comparable to those 

that are measured during geophysical surveys, the strain amphtude expe-

rienced by the specimen was kept below From tests conducted on dr̂ ^ 

specimens of plu^^ated Leighton Buzzard sand (Figure 3.7) the value of 

was estimated as 1x10^^% since for any given strain below this point shear 

modulus is a maximum (Gmoa;) and damping is a minimum (Dmin) &s dis-

cussed in Section 3.3. From Eq's 3.70 and 3.78, the amount of strain that 

a specimen undergoes during torsional, or Eexural excitation respectively, is 

directly related to the voltage output from the accelerometer via the charge 

aniphher. By rearranging Eq's 3.70 and 3.78, and substituting in the assumed 

specimen dimensions, the maximum voltage output during a test, to ensure 

that is not exceeded, can be estimated as a function of frequency. This 

allowed a quick measurement to be imdertaken during a broad sweep of ap-

plied frequencies (Section 4.3.3) to ensure that was not exceeded before a 

fine sweep around resonance was undertaken. 

5 . 4 . 2 

Velocity m e a s u r e m e n t 

Figure 5.5 and Figure 5.6 show the typical response curve for both torsional 

and Hexural excitation respectively. It can be seen from these figures that 

the resonance peak is weU defined and easily identified. The data in Fig-

ures 5.5 and Figure 5.6 was obtained by following the methodology identified 

in Section 4.2. 

Once the resonant frequency was obtained the respective velocities, for 

each mode of vibration, can be computed. The value of is obtained from 

Eq's 3.29 and 3.30 with the substitution of the relevant measured resonant 

frequency and the specimen dimensions. The value of fo for use in Eq 3.29 was 

determined using the regression curve obtained from Figure 4.25 to correct 

for the frequency dependency of Jo identihed during calibration. An estimate 

of the systematic errors, due to the resolution of individual measurements 
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(length, diameter, mass, frequency;etc.), was undertaken and the results show 

that the error, within a 95% confident hmit, was ±5.2ms^^, ± l l m s ' ^ and 

j:20ms"'^ at 130Hz, 370Hz and 550Hz respectively. This gave a maximum 

percentage error of approximately 1% at any point. 

The value of was obtained from Eq's 3.58, Eq 4.3 and Eq 3.61 following 

substitution of the relevant data. Section 4.4.2 highhghted the di@culty in 

determining the value of 7̂  for use in Eq 4.3. It was shown that was 

dependent on various parameters including the method used to determine its 

value. Therefore in the computation of 7^ the regression curve obtained from 

Figure 4.27 was used to correct for the possible frequency dependency of 7^. 

An estimation of the systematic errors and the possible uncertainties that 

may occur in the computation of as a result of using the regression curve 

was conducted. Estimates of the uncertainties were obtained by applying 

diSering values of in the analysis. For a minimum value of the average 

of the computed values given in Table 4.5 were used while the maximum value 

was obtained from the average of the calculated values given in Table 4.5. 

The computed value of at a frequency of 65.5Hz (corresponding to 

the resonant frequency for specimen HOD at cr' = 500kPa), was 530d:4.4ms^^ 

and 577 ± 4.6ms^^ when the minimum and maximum value of was used 

respectively. The small deAdations for each reading is the computation of the 

possible systematic error with a 95% confidence hmit. At 157Hz (specimen 

H3-1) the computed values were 1409 d: 9ms"^ and 1505 ± 9.1ms"^ and at 

273Hz (specimen H40) the values were 2384 d: 26m5^^ and 2546 d: 27ms"^. 

These values provide lower and upper bounds to the computed velocity, with 

the derived value, using the regression curve, being constrained within these 

values. Figure 5.7 shows a typical plot of computed shear wave velocity (l^), 

and longitudinal wave velocity (V//), versus effective confining pressure, cr% 

for an unconsolidated sand. 

A t t e n u a t i o n m e a s u r e m e n t 

Figure 5.8 shows a typical free vibration decay curve for a hydrated specimen. 

The decay curve was obtained by taking 50 samples per decay cycle for up to 

60 cycles. The logging of data points was commenced prior to the formation 



of an 'open circuit' to ensure the whole decay curve was captured. The value 

of ^ waa determined from the gradient of a fitted regression curve by plotting 

peak amplitude for each successive cycle (Figure 5.9). The attenuation, or 

damping, can then be calculated using the relationships given by Eq 3.42. 

The values of the attenuation parameters were corrected to talte account 

of the hiherent apparatus damping, as a function of frequency, which was 

shown to exist (Figure 4.29). The correction factor was determined by fitting 

a least squai'es curve to each of the free vibration decay damping sets in 

Figure 4.29, and using the equation of each line to calculate the correction 

factor for a given frequency. Figure 5.10 presents typical results for the shear 

wave damping coefficient, Dg, and attenuation, both as a function of 

effective confining pressure while 5.11 presents longitudinal wave damping 

coe@cient, and attenuation, with effective confining pressme. 

5.5 Hydrate dissociation 

To consider the eSect that hydrate formation and hydrate dissociation may 

have on sediment properties resonant column tests were performed on dis-

sociated specimens. Once resonant column testing was completed on a hy-

drated sand specimen, the hydrate, within the pore space, was dissociated by 

increasing the specimen temperature. The rise in temperature forced the hy-

drate outside its phase boundary thereby inducing hydrate dissociation. As 

the hydrate dissociated the pore pressure rose more than tha t which would 

occur due to temperature alone. The cell pressure was controlled to maintain 

an elective stress of 250kPa on the sample throughout the dissociation stage. 

Once the sample was completely dissociated the pore pressure was re-

duced to 5MPa and the specimen temperature held at 20^C to enable reso-

nant column testing to be undertaken at the same pressure conditions as for 

the hydrated sediment. The resonant column testing procedure was similar to 

that previously described for the hydrate-bearing sediment except that only 

250kPa, 500kPa, lOOOkPa and 2000kPa elective confining pressures were ap-

phed and tested. The unloading sequence mirrored the loading sequence in 

reverse. 
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Table 5.1: DigttaZ o/ t/tm gection-g luit/i dtjg''ere7it egtimated 

woZumeg 0/ pZogtic ^eacfs wztAm safid gampZea. 5'ampkg are gpZzt mto t/izrck 
(̂ Bage, Af2(f(ffe on(f Tbp^ wztA tAm gectzong o^tamed acrogg eocA gectmn 

(fown eacA aect%0M(2y) 

Thin section 
Area of plastic Total area of The % of beads 

Thin section grains (pixels) image (pixels) within total area 

5% sample 

Base-L 106,728 1,818,190 5.87 
Base-T 101,621 1,806,415 5.63 

Aiiddle-L 78,879 1,524,119 5.17 
A4iddl^T 110,719 1,822,974 6.07 

Top-L 106,515 1,809,458 5.89 
Top-T 96,426 1,819,187 5.29 

10% sample 

Base-L 178,045 1,826,894 9.7 
Base-T 213,343 1,819,786 11.7 

Aiiddle-L 175,190 1,790,097 9.8 
Middle-T 172,459 1,807,639 9.5 

Top-L 188,177 1,815,623 10.4 
Top-T 158,016 1,812,518 8.7 

20% sample 

Base-L 335,425 1,805,944 18.6 
Base-T 291,390 1,599,752 18.2 

Aiiddl^L 229.536 1,142,487 20.1 
Middl^T 311,326 1,545,870 20.1 

Top-L 321,625 1,481,580 21.7 
Tof^T 308,801 1,553,756 19.9 
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Table 5.2: o / p r e p o W gpeczyncns o/iLe%^A(o7i buzzard aaad. 

CO 

% of ice in 
pore space) 

Relative 
moisture 

content (%) 
Specimen No. % of ice in 

pore space) 
density, Df 

(%) 
Void ratio Porosity 

moisture 
content (%) 

HOL 0 34.15 0.867 0.465 0 
HOD 0 78.12 0.712 0.416 0 
HI 1.07 90.48 0.667 0.400 0.253 
H2 2.16 75.26 0.722 0.419 0.537 

H3-1 3.03 75.27 0.728 0.419 0.748 
114-1 3.77 72.17 0.733 0.423 0.939 
H5-1 4.94 75.06 0.722 0.419 1.199 
HIO 9.67 64.65 0.76 0.432 2.497 
H20 18.06 67.72 0.749 0.428 4.579 
H40 35.63 68.16 0.748 0.428 8.075 
H3-2 2.72 56.80 0.795 0.443 0.728 
H4-2 3.85 66.43 0.754 0.430 0.987 
115-2 4.91 72.08 0.734 0.423 1.222 



Figure 5.1; A riffle box for mixing of sand and ice. 
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Figure 5.2: Digital images of thin sections for sand sample containing 5% 
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Chapter 6 

Discussion 

6.1 Int r o duct ion 

A new laboratory apparatus, the GHRC, haa been designed and constructed 

to determine the seismic properties of dry^ sand specimens containing differ-

ing volumes of methane hydrate in the pore space. The methane hydrate was 

formed from ice in the presence of methane gas, within the sand specimen, 

with the volume of hydrate directly hnked to the volume of ice added during 

specimen preparation. After the formation of the hydrate, specimens were 

subjected to resonant column testing from which the seismic properties (%,, 

Qp and ($&) were derived. 

This chapter presents and discusses the results obtained from the for-

mation and subsequent testing of 13 sand specimens containing methane gas 

hydrates. Firstly, results of hydrate formation tests are discussed with regard 

to the estimation of hydrate content. Secondly, the results of the resonant 

column testing are discussed with emphasis on the effect of hydrate content 

on seismic velocities and attenuation properties of sand specimens. Finally 

the results of resonant column testing on the sand specimens after hydrate 

dissociation, are discussed and compared to the results on hydrated speci-

mens. 

^The term 'dry' is used based on the assumption that all the added water, in the form 

of ice, is converted to hydrate and the initial absorbed water remmns on the sand grains 

at grain contacts 
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6.2 Hydrate formation 

Methane hydrate was formed by melting ice in the presence of methane gas 

at high pressure. The methane pressme was set at ISAiPa prior to assumed 

hydrate formation, which is well within the methane hydrate phase bound-

ary given by Figure 1.1. The temperature of the specimen was then raised 

from an initial value of -15°C to -|-10°C at approximately l°C/15mins. As 

described previously, work by Stern et al (1996) and Stern et al.(1998) had 

sho\̂ Ti that the formation of hydrate, from melting seed ice, caused a re-

duction in the thermal expansion gradient of the methane gaa as the 

liquidus hne is passed (Figure 6.1). In the formation tests undertaken for this 

research no visible change in the thermal expansion gradient of the methane 

gas was evident for specimens containing up to 5% ice (Figure 6.2) in the pore 

space. However, there was a noticeable change for specimens with an initial 

high ice content (Figure 6.3). Figure 6.4 shows a comparison of the pressure 

gradients for differing tests. After the initial application of the methane gas 

back pressure the gradient of the slope, relating to pore pressure rise as a 

function of temperature, for specimen H40, was smaller than specimens HI 

to H5-2 where the ice content was low. 

As no apparent change in the thermal expansion gradient of the methane 

gas was evident for specimens with low ice contents, it can be proposed that 

the majority of hydrate growth (hydrate nucleation (Stage 1) and hydrate 

formation through diffusion (Stage 2)) occurred during the raising of the 

methane back pressure and continued during the controlled raising of the 

specimen temperature. The high pore pressure helps the nucleation and dif-

fusion process when the specimen temperature is below O^C (Salamatin and 

Kuhs, 2002; Staykova et al., 2002; Staykova et al., 2003). 

Another contributing factor is the size of the ice grains. In the work of 

Stem et al. (1996); Stern et al. (1998) and Stern et al. (2000) the individual 

ice grains were between 180- and 250//m. In the work of Salamatin and Kulis 

(2002); Staykova et al. (2002) and Staykova et al. (2003), the ice grains had 

a typical diameter of 40-80/im. In our research the ice, formed during sample 

preparation, reside within the pore space of the sand specimen, or for low 
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moisture contents are preferentially formed at grain contacts. Therefore, for 

specimens formed from typically 100//m diameter sand grains, the pore size 

is much smaller than those mentioned above. Therefore hydrate growth will 

be much quicker once the hydrate stability conditions are attained. Also, 

although the temperature of the enviromnent chamber is kept constant dur-

ing the application of cell pressure and back pressure, a rise in specimen 

temperature was observed. This may have been partly due to: the adiabatic 

expansion of both the methane gas within the specimen, and the nitrogen 

gas supplying the conhning pressure; and due to the temperature of both 

gases applied to the cell being at +20°C. Although the slow application of 

gas pressure ensures that bulk melting of the specimen is not induced, it may 

cause siurface melting of the ice grains, during their application, inducing hy-

drate nucleation to occur more rapidly than the suggested bulk temperature 

may of suggest. 

Stern et al. (1996) and Stern et al. (2000) stated that the volume of hy-

drate produced could be calculated by measuring the reduction in methane 

pressure (Figure 6.1) as the temperature was reduced. By reducing their 

pressure vessel temperature below 0°C, after hydrate formation, any pres-

sure drop could be measured and used to compute the volume of gas used 

up in the hydrate formation process. Also the volume of gas consumed can 

be used to estimate the cage occupancy of the hydrate crystals (Section 2.2). 

However, in tliis research this technique was unavailable due to hydrate nu-

cleation and diffusion-led conversion occurring whilst the pressure was being 

apphed, and continuing while the bulk specimen temperature was below O^C. 

Therefore, the success of the hydrate formation procedure could only be as-

sessed qualitatively by the possible rise in seismic velocity of the hydrated 

sand specimen or the pore pressure rise due to dissociation of the gas hydrate 

at the end of the test. 

6.2.1 Hydrate dissociation 

Due to the difhculty of assessing the hydrate content from pressure anomalies 

during hydrate formation, qualitative assessment of hydrate formation and 
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its volume was midertaken during hydrate dissociation. Figure 6.5^ shows 

the dissociation curves for a variety of specimens tested. Each dissociation 

curve is formed by two distinct eSects: 

1. The increase in pore pressure as a function of hydrate dissociation; 

2. The increase in pore pressure due to the temperature-induced thermal 

expansion of the free gas . 

Table 6.1 highhghts the pressure rise obtained from the dissociation of each 

hydrated specimen. It can be noted that the ratio of Initial ice content to the 

rise in pore pressure ( f c / A f ) is approximately constant for all tests, with the 

ratio shghtly reducing for the higher hydrate contents. These results suggest 

that relating the hydrate content to the initial volume of ice added, is rea-

sonably justified for determining a quantitative estimate of hydrate content 

for each test. The reduction in 7c/AP, at the high ice content, was assumed 

to result from the overestimation of the pore pressure obtained during the 

dissociation stage. It can also be noted in Figure 6.5 that as the hydrate con-

tent increases the maximum temperature obtained before complete hydrate 

dissociation increases. This broadening of the observed temperature range 

leads to an overestimation of the hydrate dissociation-induced pore pressure 

rise since some of the additional pore pressure rise can be attributed to the 

increasing thermal expansion of free gas. Also, the porosity of the specimen 

reduces (from approximately 40% for specimen HOD to 28% for specimen 

H40) with increasing ice contents and therefore specimens with high hydrate 

contents will experience higher pore pressure rises due to the reduction in 

volume available to the A-ee gas. 

The broadening of the temperature range also suggests that the hydrate 

is stable outside the hydrate stability held (shown in Figure 6.5) for pure 

methane gas hydrates, especially for specimens with an initial Mgh ice con-

tent. This could be due to anomalous preservation of the hydrate, as reported 

^The rise in pore pressure for specimen HIO was halted due to the pore pressure and 

cell pressure equalizing during the dissociation stage, and so these data caimot be used to 

assess hydrate volume 

148 



by other researchers (Stern et al., 1996; Stern et a l , 2000; Stern et al., 2002; 

Tohidi et al., 2001; Tohidi et al., 2002). 

6.3 Effect of hydrate on seismic velocity 

This section discusses the inSnence of hydrate content on the seismic ve-

locities of 13 dry sand specimens subjected to isotropic loading. Figures 6.6 

and 6.7 show the relationships between velocity and respectively) 

and e&ctive confining pressure (o"') during isotropic loading and unloading 

for test specimens HOL through to H40 (as described in Section 5.2.2). Two 

important conclusions can be drawn from these results reported in these hg-

ures: the pressure dependency of both velocities is reduced once the hydrate 

content is 3% or above; and both and V// generally increase as the degree 

of hydrate within the pore space increases. The results also show that for 

specimens H4-1 and H5-1 a reduction in occurs compared to specimen 

H3-1, while for a reduction in H4-1 is evident. During the hydrate formar-

tion stage for specimens H4-1 and H5-1, the effective confining pressure was 

for a period of time (up to 30 minutes) much greater than 250kPa, which 

was the target value for all tests. Therefore, specimens H3-2 - H5-2 were 

prepared and hydrate formed under the correct effective confining pressure 

for the whole duration of the formation procedure. These were subsequently 

tested to determine the possible variabihty in velocity at these hydrate con-

tents. Figures 6.8 and 6.9 compare the velocity profiles from specimens H3-2 

- H5-2 and specimens H3-1 - H5-1 for and respectively. The results 

show that % and for specimens H4-2 and H5-2 are higher than those for 

specimens H4-1 and H5-1. However, Figure 6.9 shows that is lower for 

specimen H5-2 than for H4-2. 

Figure 6.10 shows the increase in both and as a function of hy-

drate content, for all test specimens, at discrete stages of the isotropic load-

ing phase. Two distinct regions can be identified. Initially, a steep rise in 

both velocities is observed probably due to the addition of small amounts 

of hydrate within the pore space of the specimen. Above a critical volume 

of hydrate, between 3%-5%, the rate of increase in velocitv as a function of 

149 



hydrate content reduces substantially. The vertical bars in Figure 6.10 show 

the uncertainty in the computed values due to systematic errors in the mea-

sured values for specimens under an effective confining pressure of SOOkPa. 

The vertical bars for in Figure 6.10 also contain the uncertainties with 

regard to the computation of as highlighted in 5.4.2. The results suggest 

a bi-partite relationship between velocity and hydrate content with a 'tran-

sition zone' situated between 3%-5% hydrate volume. A hypothesis can be 

developed to describe the effect of hydrate content on the computed seis-

mic velocity by considering the relationship between the seismic velocity and 

effective confining pressure as shown in Figures 6.6 aiid 6.7. 

6.3.1 Variation in velocity with effective confining pres-

In Section 3.3.1, factors affecting the value of Gmoa: (shear modulus obtained 

at small strain) were discussed, with Eq 3.4 showing that cr' is one of the 

main factors that has an inhuence on the value of Gmoj;. It was also noted 

in Section 3.4 that G is related to by Bq 3.13 with E and V;/ following 

the same form. In unconsohdated soils subjected to isotropic loading Bq 3.4 

can be simphhed to express the relationship between shear wave velocity and 

effective confining pressure: 

(6.1) 

where A and b are constants. 

The power exponent (6) represents both the nature of contact stiffness and 

fabric change as a function of isotropic stresses (Cascante, 1996). Cascante 

(1996) also showed that the longitudinal wave velocity, obtained from flexural 

excitation in the resonant column, also followed the standard power relation-

ship for shear wave velocity. The power exponent is given the subscript 5^ 

for shear wave velocity and 6%, for longitudinal wave velocity. Therefore, by 

applying a power law regression curve through the test da ta (Figures 6.11 

and 6.12), the value of the exponent can be found for each wave velocity. Ta-

ble 6.2 hsts the values obtained from the regression curves (for loading and 

unloading) for all tests, with Figures 6.13 and 6.14 showing the variation of 
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the and 61, exponent during isotropic loading and unloading, respectively, 

85 a function of hydrate content. 

The results from the non-hydrated dry sand specimens (Table 6.2) show 

= 0.27 and = 0.27 for the loose sand specimen (HOL) during isotropic 

loading and unloading, while the dense sand specimen (HOD) has 6(7 = 0.23 

and 6%, = 0.22. These values are consistent with published da ta on remoulded 

clean sand specimens (Cascante, 1996; Hardin and Richart, 1965). The reduc-

tion in 6^ and from specimen HOL to HOD can be attributed to more stable 

contacts and smaller changes in specimen fabric during isotropic consolida-

tion. This is supported by the greater axial strain, 6^, tha t specimen HOL 

underwent during consolidation (under the same load conditions) compared 

to specimen HOD, as shown in Figure 6.15. 

The values of the power exponent, shown in Figures 6.13 and 6.14 and Ta-

ble 6.2 for specimens HOD to H3-2, show that the addition of small amounts 

of hydrate into the pore space has a dramatic inHuence on the values of 

and 62,. The values for 65' and reduce from 0.23 to 0.01 for both exponents. 

Figure 6.16 shows the maximum axial strain, 6^01, experienced by each test 

specimen. The value of Emoa; shows httle variation between the specimens im-

plying that fabric change is limited between differing specimens. Therefore 

the increase in velocity can be assumed to be related to the contact stiEness. 

As aU specimens were subjected to the same loading conditions the reduction 

in and 6^, coupled with the increase in velocity from specimen HOD to 

H3-2, suggests that the increase in contact stiffness is due to the increasing 

cementation of the sand grains by hydrate at grain contacts. Dvorkin and Nur 

(1993) showed that small amounts of cement at grain contacts (frozen capil-

lary water in one test and epoxy resin in another) can dramatically increase 

wave propagation velocity. Their results showed a large increase in velocity 

for low cement saturation (< 10%, where the value is defined as a percent-

age of the pore space) with the velocity increase reducing with increasing 

cement saturation. Similar results were also obtained by Saxena et al. (1988) 

studying cementation effects of Portland cement on sand properties. 

The shght increase in the and 6%, exponents during unloading for all 

hydrated specimens suggests a reduction in contact stiffness possibly caused 
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by brittle fracture of the hydrate cement. 

Examination of and 6^ values for specimens H4-1 to H40 shows that 

increasing the hydrate content has httle effect on the 6^ exponent and causes a 

shght increase in 6%,. This implies that the increase in velocity from specimen 

H4-1 to H40 is not a function of the contact stiffness and is due to the 

reduction in porosity through the increasing hydrate phaae within the sand 

specimen (Han et al., 1986). In the initial calculation of porosity, the volume 

of water in the pore space during specimen preparation is counted as part of 

the void space. However, after hydrate formation the hydrate becomes part 

of the sohd phase and therefore a reduction in porosity occurs. Figure 6.17 

highlights the axial strain experienced by specimens H4-1 to H40 showing the 

reduction in axial strain as the volume of hydrate increases. This suggests 

that for specimens with high hydrate content more stress is carried by the 

hydrate phase. 

6.3.2 Axial deformation 

Figures 6.16 and 6.17 also show that the residual strain, (dehned as the 

value of axial strain remaining at the end of the load/unload cycle), increases 

with hydrate content. During testing of ah specimens a period of 30 minutes 

was left after the apphcation of each load and unload step, to allow for any de-

formation to occur and the axial displacement to stabilize. Figure 6.18 shows 

the axial deformation for each load step, for specimen H3-2, showing that aH 

of the load is carried almost immediately and all measurable displacement 

cease before resonant column testing is undertaken. However, Figure 6.19, 

which shows the axial deformation with time for specimen H40, clearly iden-

tihes a time dependent creep continuing, after an initial consohdation due to 

the apphcation of each load step. Therefore it is possible that the reduction 

in Smoz, and increasing for specimens H20 and H40 may be due to the 

time dependent deformation behaviour of the hydrate. The value of for 

specimen H40 was shown to be 0.083% at the end of the test (Figure 6.17), 

but had reduced to 0.054% some 2hrs after the removal of the last unload 

step. 
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6 . 3 . 3 o / ayid 

In the resonant column V/y was obtained from the small-strain Young's Alod-

ulus usiug Eq 3.61. In single phase paiticulate materials, such as dry 

sands, the Young's Aiodulus computed from Eexural excitation is the same 

as that obtained from longitudinal excitation. Therefore, the compressional 

wave velocity, can be determined using Eq 3.62 and 3.63. However, in sat-

urated particulate materials the interaction between the fluid and the sohd 

phase is different for Hexural and longitudinal vibration. 

During flexural excitation the strain held within the specimen has a 

triangular-Navier distribution in cross-section between tension and compres-

sion (Cascante et al., 1998). If the rate of pore pressure dissipation is greater 

than the period of vibration of the flexural mode then the computed Young's 

Modulus is dependent on the compressional stiffness of the soil frame alone, 

since the pore water is able to move to equilibrate the pore pressure. In 

longitudinal vibration the imposed strain is constant in cross section, and 

therefore the stiffness of both the frame and the water is considered. Fig-

ure 6.20 shows the longitudinal velocity response of a saturated dense sand 

specimen, specimen HOD and loose sand specimen HOL. The maximum value 

for is shown to be just under 700ms"^ which is comparable to the velocity 

for the dry dense specimen HOD. The compressional velocity of pure water 

alone, without any sediment is approximately 1500ms" 1 and saturated sands 

should be expected to have a value higher than that of water (Hamilton, 

1971). 

Although can be computed from the elastic constants E and (using 

Eq 3.62 and 3.63), it can also be computed using. 

I', ( M , 
p 

where K is the bulk modulus of the soil. In a dry soil, K can be computed 

(assuming isotropy) from, 

FC 

The bulk modulus of a fluid saturated soil, however, is dependent on the 
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biilk moduli of the soil eind the Suid. Gassmami (1951) derived an equation 

to compute the bulk modulus of a fluid satmrated porous medium using the 

bulk moduli of the constituent parts, 

('I _ 
= + , i-n'" (G4) 

ATy T 

where: A' = saturated bulk modulus of the soil, 

= bulk modulus of the Huid, 

average bulk modulus of the soil grains, 

A'j = bulk modulus of the dry frame (from RC tests), 

72 = porosity of the rock. 

The soil grain bulk modulus (A'^) is the effective modulus for an aggre-

gate of grains when taken as a single grain, which is based on the mineralogy 

making up the soil. In the tests conducted on hydrated specimens it was 

shown that hydrate becomes part of the solid phase. Therefore, in the case of 

mixed mineralogy, the elective for the solid phase (hydrate and quartz), 

can be calculated from the individual components of the soil using Hill's av-

erage formula (Hill, 1952), 

1 

.? = ! 2=1 
(6.5) 

where N is the number of mineral constituents, y is the volumetric fraction of 

the %-th constituent and jfT,: is the bulk modulus of the mineral constituents. 

Tests on bulk gas hydrate have determined the bulk modulus of methane gas 

hydrate to be 7.9GPa (Waite et al., 2000). The bulk modulus of a quartz 

sand grain is given as 36.6GPa (Mavko et al., 1998) and water aa 2.25GPa. 

The density of the saturated soil can be determined, using 

p = -h Ttp; (6.6) 

where is the density of the soil frame =(l-?7)/3^, where is the density 

of the solid mineral phase and py is the density of the pore Euid. 

Therefore, using Eq's 6.3, 6.4, 6.5 and 6.6, substituting in the known val-

ues of bulk moduli and the computed porosity, the compressional velocity of 
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a saturated medium can be computed using data from the resonant column 

tests. Figure 6.21 presents the computed ^ values for the test specimens 

HOL to H40 as a function of hydrate content along with the computed sat-

urated and for comparison. The vertical bars show the uncertainty in 

the computed values for ( for an elective confining pressure of SOOkPa) 

due to systematic errors and the uncertainty in the determination of 7 ,̂ as 

previously highhghted. The vertical bars are omitted for and for clar-

ity as they are as previously shown in Figure 6.10. As the shear modulus 

of the specimen is unaffected by fluid saturation, the saturated values 

are computed from Eq 3.13 using the computed saturated soil density. The 

results show an increase in velocity from to as expected due to the 

increase in bulk modulus computed from Eq 6.4 as a result of the inclusion 

of jPTy. The difference in values between the dry bulk modulus and the 

saturated bulk modulus can be seen in Figure 6.22. The vertical bars 

shown in Figure 6.22 show the potential deviation in and A'gf due to sys-

tematic errors and the uncertainty with 7^. It can been seen in Figure 6.21 

that for specimens with no hydrate, or a low hydrate content (less than 3%), 

a large velocity offset and a reduction in the velocity slope for is observed 

compared to that for This is due to the bulk modulus of the modelled 

saturated sediment being dominated by the bulk modulus of the fluid (Fig-

ure 6.22). As the hydrate content increases (3% and above) the cementation 

of the sand grains by hydrate, and the reduction in porosity (less water re-

quired to Ell pore space) leads to a reduction in the influence of and so a 

reduction in the velocity offset is observed between and which reduces 

as the hydrate content approaches the maximum hydrate content (Specimen 

H40), i.e. in Figure 6.21. 

6 . 3 . 4 

Figure 6.23 shows the computed %,/% ratios for all the specunens tested. 

The ratio for non-hydrated specimens was 5.53 and 3.91 for the loose and 

dense specimen respectively. These values are comparable to those that have 

been measured for near surface marine sediments, including sands (Hamilton, 
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1979). The addition of hydrate into the pore space causes a large reduction in 

the %,/K ratio from 5.53 to 2.25 from specimen HOL to H3-2 (a' = SOOkPa) 

with a slight reduction to 1.9 at the maximum hydrate content (specimen 

H40). The value for 1/^/% ratio at high hydrate contents is comparable to 

values given in the literature for rocks, such as mudstones, hmestones and 

sandstones (Castagna et al., 1984; Hamilton, 1979; Wilkens et al., 1984). 

This reinforces the suggestion made in Section 6.3.1 that the addition of 

hydrate into the pore space of the sand specimens tested in this research 

causes cementation of the sand grains, leading to a change in the lithology of 

the sand from an unconsolidated particulate material to a bonded rock-like 

material. 

6 . 3 . 5 modeZ 

The results of the research undertaken show that the addition of hydrate 

into the pore space causes cementation of the sand grains, which leads to a 

dramatic increase in the seismic velocity of the sand specimens. It has been 

shown that both shear wave velocity and longitudinal wave velocity increase 

rapidly with hydrate content up to a critical hydrate content value of 3-

5% with the increase in velocity with hydrate content thereafter being more 

subdued. 

Figure 6.24 shows a hypothetical model for differing volumes of hydrate 

in the pore space. Figure 6.24(a) shows sand grains with no hydrate in the 

pore spa^e. In this case the velocity is a function of the inherent fabric and 

normal frictional contact stiffness and follows the standard power law for 

velocity vs. effective conhning pressure for particulate materials with the 

power exponent, 6 ranging from 0.27-0.23. 

As hydrate forms in the pore space, 'patchy' cementation at grain contacts 

occur as shown in Figure 6.24(b). Both the shear wave and longitudinal 

wave velocities increase dramatically as the hydrate content approaches the 

critical hydrate volume where all grain contacts become cemented. The wave 

velocities become less pressure dependent (as highhghted by a reduction in 

the power exponent 6), emphasizing the change from a frictional contact 
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stiSness to a cemented grain contact stiEness for the sand. 

At the critical hydrate volume (Figure 6.24(c)) all sand grains are fully 

cemented at grain contacts and the 6 exponent is a minimum. At this point 

the specimen stiffness becomes sensitive to the distribution of hydrate in the 

pore space and could be the cause for some of the variations in measured 

velocity between the specimens H3-1 to H5-2. 

Increased additions of hydrate in the pore space above the critical hy-

drate volume causes an enlargement in the volume of the hydrate cement at 

grain contacts, and a subsequent infilling of the pore space as shown in Fig-

ure 6.24(d). This leads to a more gradual increase in velocity with increasing 

hydrate content. 

6.3.6 Comparison of research results with previous 

studies 

This research has shown that gas hydrate can act as a cementing agent in 

particulate materials and that the concentrations of hydrate required to fully 

cement sand grains are quite low. This is a significant departure from pre-

vious reported studies on gas hydrates. Work by Berge et al. (1999) had 

shown that hydrate acts as a cement for concentrations above 35% 

while Kunerth et al. (2001) concluded that THF-hydrate grows within the 

pore space. However, both these hydrates were synthetic and may have haxi 

differing forms and material properties to methane gas hydrates. Tohidi et 

al. (2001) and Tohidi et al. (2002), using glass micromodels, inferred that 

methane hydrates formed &om free gas infilled the pore space and left liquid 

water wetting the surface of the glass. This is to be expected since hydrate 

grows at the gas-water interface (in a three-phase system), and since no inter-

granular contacts were formed in the glass micromodels, the methane bubbles 

sat in the pore space. The methodology adopted in this research inevitably 

forces the hydrate to form at grain contacts since it is here through surface 

tension and capillarity that the free water sits prior to be refrozen. Therefore 

the cementation of grain contacts may only exist due to the testing proce-

dure adopted. However Tohidi et al. (2002) also showed that hydrates from 
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dissolved methane gas could only grow in the pore space by the nucleation of 

the hydrate being initiated by sihca 'flom-' particles (2/^m) in the pore Huid. 

It is therefore possible that in nature the formation of gas hydrates from 

dissolved methane gas \̂dll preferentially occur at grain contacts due to the 

availabihty of nucleation sites. 

Several recent studies of hydrate-bearing sediments using seismic survey 

data and effective medium model theories have also come to the conclusion 

that hydrate grows preferentially in the pore space (Ecker, 2001; Jakobsen 

et al., 2000; Helegrud et al., 1999; Lee and Collett, 2001; Sakai, 2000) and 

does not act as a cementing agent. Some of the seismic survey data that was 

modelled in reaching these conclusions was obtained from clay-rich sediments. 

Theoretical models suggest that capillary pressures prevent the formation of 

gas hydrates in small pores associated with clay particles (ClenneU et al., 

1999; Henry et al., 1999) and therefore leads to preferential formation of gas 

hydrates in larger pore spaces associated with silts and sands (Ginsburg et al., 

2000; Kraamer et al., 2000; Matsumoto, 2002; Shipboard ScientiHc Party, 

2002; Winters et al., 1999). It is therefore possible that in clay rich sediments, 

zones of hydrate-cemented silts or sands exist where the aSected areas are 

smaller than the spatial resolution of the seismic survey. This can lead to 

an average velocity being measured within this zone of resolution which is 

then modelled. Some means of accounting for the spatial averaging/scaling 

problems is needed to accurately interpret the field seismic data. 

Although the testing adopted in this research was on gas saturated hy-

drated sediments the results are applicable to values derived from seismic 

surveys from water saturated sediments. This is because in the resonant col-

umn both % and measure the velocity of the soil matrix and are virtually 

unaffected by the presence of the free gas, apart from the change in density 

between the gas hUed pore space and the water filled pore space in seismic 

surveys. Density variations between the laboratory and filed measurements 

can be easily corrected for. The use of the Gassmann's equation also allows 

the difference between gas or fluid filled specimen to be compared. 
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6.4 Attenuation 

Attenuation was measured for all test specimens using the free vibration de-

cay method as previously described, for each mode of vibration. The inher-

ent attenuation of the apparatus was computed, using the regression curves 

shown in Figure 4.29 for each measurement and deducted from the presented 

values. In the presentation of data the intrinsic attenuation inherent in the 

specimen is defined as and for torsional and Hexural vibration. 

Presenting the data in this format allows a comparison to be made between 

the measured attenuation and the attenuation for and computed 

using Eq 3.43, 

6.4.1 Attenuation and hydrate content 

Figures 6.25 and 6.26 show the variation of intrinsic attenuation, (for 

both torsional and flexural excitation respectively) with for all test spec-

imens. The inclusion of hydrate into the pore space causes a large increage 

in attenuation for both modes of vibration. Although the attenuation values 

as a function of cr' (Figures 6.25 and 6.26) show a high degree of scatter for 

each specimen, the general trend exhibits a low sensitivity to cr'. Figures 6.27 

and 6.28 show the attenuation, for torsional and flexural excitation respec-

tively, for selected specimens (HOD. H3-2 and H40) with error bars showing 

the 95% conhdence limits for the measured data. The values for the error bars 

were obtained by applying a 95% confidence limit to the regression curve 5t-

ted through the measured values of peak amphtude per cycle for each free 

vibration decay test. Although the error bars are large for certain measure-

ments, the results show that the increase in attenuation is a real elfect of 

the hydrate inclusion and not a function of possible errors arising from the 

measurement technique. A comparison of attenuation between Figures 6.25 

and 6.26 shows that the longitudinal wave attenuation is more variable than 

shear wave attenuation and shows up as an increased sensitivity to changes 

in effective confining pressure within each specimen. 

A comparison of and with hydrate content at an effective con-

fining pressure of 500kPa is shown in Figure 6.29. The trendhne for the 
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attenuation values show that small amounts of hydrate at grain contacts 

have a major inEuence on attenuation with a clearly dehned peak observed 

around the 3-5% hydrate content. This attenuation peak occurs at the same 

hydrate percentage as the transition zone identified iu the velocity analysis 

(Section 6.3). An increasing hydrate content for specimens H10-H40 shows a 

steady reduction in attenuation, but with the measured value still 2-3 times 

higher than that for specimens with no hydrate content (HOL and HOD). 

These trends are consistent for each load and unload step. Similar atten-

uation peaks have also been reported for sand/cement samples where the 

attenuation peak corresponded to a 5-8% cement content (by mass of the 

sample) and decreased thereafter (Saxena et al., 1988). 

Figures 6.30 and 6.31 presents the computed attenuations for and 

derived using Eq 3.63, for all test specimens at an effective confining 

pressure of SOOkPa. These derived values must be viewed with caution based 

on the discussion in Section 3.6.2. Error bars are shown which highhght the 

range of possible values due to systematic errors and the uncertainties in 7,, as 

previously described. The added trend lines show that and follow the 

same trend identified for and as highlighted in Figure 6.29. However, 

it can be seen that the values of and obtained for specimens H4-1 

and H5-1 he considerably outside these trend hnes. The values of and 

are dependent on the value of Poisson's ratio, computed from Eq 3.63 

using derived velocity values, and the measured values of and at 

each load step. Figure 6.32 shows the computed Poisson's ratio for each 

specimen as a fimction of hydrate content at an effective confining pressure 

of SOOkPa. Again, error bars are provided to show the range of possible values 

due to systematic errors and the uncertainty with 7^. The results show that 

the Poisson's ratio computed for H5-1 to be much higher than the other 

specimens with low hydrate contents, with specimen H4-1 being only slightly 

higher. The high values of Poisson's ratio, coupled with the low attenuation 

values of observed for both specimens, result in the very low attenuation 

values for both and . 

Uncertainty in has a large effect on the estimated errors for Poisson's 

ratio which then directly leads to the errors in both Qp^ and It is 
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also noted that the largest errors in both and are situated at the 

critical hydrate content where the sand grains start to be fully bonded, with 

specimens and H5-1 generally having the largest errors. However it can 

still be seen that the attenuation peak is real and not an affect of systematic 

errors or the uncertainty in The value of is generally 2-3 times greater 

than (except for specimens H4-1 and H5-1) which suggests that the cause 

of attenuation is related to 'squirt How' as opposed to frictional losses (Mavko 

and Nur, 1979). 

6.4.2 Attenuation model 

It is generally assumed that the presence of gas hydrates in the pore space of 

marine sediments causes a reduction in attenuation (Guerin and Goldberg, 

2002; Pecher and Holbrook, 2000) due to a reduction in porosity, based on 

experimental results by Hamilton (1972). This hypothesis is dependent on 

frictional losses at grain contacts being the main source of attenuation. How-

ever it has been shown (Section 3.3.2) that at small strains (less than 10"^), 

attenuation is constant (with strain) and thought to result from viscous flow 

effects (Winkler and Nur, 1979). Wood et al. (2000) also assumed that gas 

hydrates would reduce attenuation based on the reduction of attenuation in 

frozen soils (Toksoz et al., 1979) although work by Al-Hunaidi et al. (1996) 

found the opposite. 

A conceptual model to describe attenuation in hydrated sediments has 

therefore been developed here by utilizing the partially saturated attenua-

tion model of Mavko and Nur (1979). The model for attenuation developed 

by Mavko and Nur (1979) is dependent on Buid being present in the pore 

space. Literature on frozen porous media have shown that the surfaces of 

soil particles remain liquid water wet in the presence of water ice (Handa 

et al., 1992; Overloop and Van Gerven, 1993; Tsytovich, 1975; Valiuhin and 

Puro, 2002). As many physical characteristics of ice and hydrate are similar, 

it can be assumed that after hydrate formation some liquid water remains as 

absorbed water on the sand grains. AU measurements of attenuation under-

taken as part of this research were performed at strains less than 10"^ which 
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is below the strain level where frictional losses occur (Winkler et al., 1979). 

Figure 6.33 idealizes the differing stages of hydrate formation and their 

possible effect on grain contacts and attenuation (see also Figure 6.24). When 

no hydrate is present in the pore space, fluid Sow occurs at grain contacts, 

due to absorbed water on the sand. Due to the short contact zone, Huid Sow 

is relatively easy and energy losses are small and so attenuation is minimal 

(Figure 6.33(a)). As the density of the sand increases the number and stabihty 

of particle contacts increase, leading to a reduction in attenuation aa seen in 

Figures 6.25 and 6.26. 

Figure 6.33(b) shows hydrate growth in the pore space at grain boundaries 

causing cementation of grain contacts, and this increases the effective area of 

the grain contact. By aasuming that the cementation of the sand grains by 

hydrate is not perfect across the whole region (Murphy et al., 1986). the area 

between the hydrate cement and grain is now analogous to a long Sat crack 

Shed vidth water (due to absorbed water on sand grains). As a seismic wave 

passes, particle motion causes deformation of the crack and fluid squirts from 

the crack into the pore space, with the resultant loss in mechanical energy 

causing increased attenuation. As hydrate content increases up to the critical 

hydrate value (Section 6.3) the number of cemented grain contacts increases, 

with a corresponding increase in attenuation. 

At the critical hydrate content all sand grains are cemented and attenua-

tion is at a maximum. Above the critical hydrate content, increasing hydrate 

leads to an encasement of the sand grains and an inSlling of the pore space 

(Figure 6.33(c)). As the sand grains become encased the potential for squirt 

Sow into the pore space is reduced, or impeded, which in turn leads to a 

reduction in attenuation. 

The attenuation measured for specimens containing higher hydrate con-

centrations is twice that measured for the air dry specimens, suggesting only 

partial impediment of the squirt Sow phenomena occurs, or equally there are 

less crack-like pores of the correct geometry/thickness to facilitate squirt Sow. 

Tins suggests that as the hydrate seals around the sand grains and reduces 

the squirt Sow through the Sat cracks, squirt Sow is stiS possible though the 

equant pores within the hydrate structure or as mentioned previously the 
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number of flat cracks is reduced. 

Attennation data, from the Malik 2L-38 well in the Mackenzie Delta, 

Canada (Guerin and Goldberg, 2002), had shown a monotonic increase in 

attenuation up to 80% hydrate content. But, it can also be inferred from their 

data that at low hydrate contents, 5-10%, an initial maximum occurred and 

then increased monotonically, although there is some scatter in the data due 

to the resolution of the survey (Goldberg, 2003). Although their data was ob-

tained under saturated conditions, one can apply the same conceptual model 

of attenuation, herein developed, to their data set. At low hydrate concen-

trations squirt flow through Hat cracks occurs at cemented grain boundaries 

causing the initial maximum in attenuation. As the hydrate concentration in-

creases the grain boundaries are sealed and quirt How occurs, either through 

the equant pores, or through a reduced number of Hat cracks within the hy-

drate structure. This causes an initial fall oE in attenuation, since Hat cracks 

have higher dissipation potential than equant pores. As hydrate concentra-

tions increase a corresponding increase in the number, and length, of pores 

being available to the dissipative motion occur, and so attenuation increases 

monotonically. Although the results of this research do not show increasing 

attenuation with hydrate content after the initial maximum, this could be 

explained by the Hnite volume of liquid water that was available in each test. 

6.5 Dissociated hydrate specimens 

After undertaking resonant column tests on hydrated specimens the hydrate 

was dissociated, as described previously, and resonant column testing was 

undertaken on the dissociated specimens. Tests were undertaken at the same 

effective conHning pressure, and total pressure, as the hydrated specimens. 

6.5.1 Velocity comparison 

Figures 6.34 and 6.35 show the relationships between velocity and V;/ 

respectively) and effective conHning pressure during isotropic loading and 

unloading for the majority: of test specimens (HI was not tested and HIO 
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was affected by pressure equalization). The results show that hydrate for-

mation and dissociation had no appreciable lasting effect on the velocity 

curves. The response of previously hydrated specimens approximately follow 

the same path as specimen HOD for both velocity modes. The small discrep-

ancies can be attributed to the initial variation in density and void ratios, 

as shoiATi in Table 5.2. The y-c/ exponent is 6^ = 0.23 and 6̂ , = 0 23 for all 

tested specimens during loading and unloading. The effects of overpressuri-

sation of specimens H4-1 and H5-1 during hydrate formation are not evident 

in the dissociated specimens, suggesting that variations in velocities, when 

hydrated, are due to the hydrate formation itself. 

Comparing the data in Table 5.2, specimen HOD should have the high-

est velocity due to its relative density, being higher. Also, the addition 

of water in the pore space increases the density of the specimen. Therefore, 

considering Eq 3.13, the measured velocity of the specimens should reduce 

due to the increasing density for specimens HOD to H40 (Table 5.2). How-

ever, Figures 6.34 and 6.35 show that specimen H2 has the highest of all 

the specimens, while specimen H3-1 shows the highest This suggests that 

surface tension and capillary effects cause a stiffening of the frame matrix (In-

gles, 1962) with increasing water content. As the water content increases, the 

increased density of the specimen has a greater effect on velocity than the 

surface tension and capillary effects and so a reduction in velocity occurs as 

shown by the results for H20 and H40. 

6.5.2 Attenuation of dissociated sediments 

The addition of water in to the pore space due to the dissociation of the hy-

drate causes a shght increase in shear wave attenuation compared to the dry 

specimens as shown in Figure 6.36. A sensitivity of the measured attenuation 

to cr' is evident possibly due to closure of micro-cracks (at grain contacts) 

as pressure is applied (Best, 1997). This trend is also generally shown for 

longitudinal wave attenuation as shown in Figure 6.37. 

Attenuation did not significantly increase as the volume of water, as a 

function of pore space, was increased from 2% to 40%. Mavko and Nur (1979) 
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suggest that as saturation increases, the number of flat cracks filled by water 

(which dominate the attenuation properties of the rock), also increases and 

causes a rise in attenuation. However, this hypothesis is based on rocks with 

low porosity and cracks with low aspect ratios. In these tests, with uniform 

sand grains, the addition of small volumes of water enables saturation of 

the grain contact (due to surface tension and capillarity), and therefore an 

increase in attenuation was measured. Increasing the water content further 

did not effect saturation at the grain contacts and so had no appreciable 

effect on attenuation thereafter. 

Figure 6.36 also shows the measured attenuation for the hydrated speci-

men H3-2, which corresponds to the measured attenuation peak observed in 

Figure 6.29. This clearly shows that the formation of hydrate at grain con-

tacts had a major effect on attenuation compared to the effect of increased 

water at grain contacts in the dissociated specimens. 
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T a b l e 6 . 1 : P o r e p r e s a w e r i g e d-urizig dzgsocwtzoTi, ^ r o m d a t a g/ioii^n m 

Fz^wre 

Specimen Ice content, 7̂  Pore pressure r / xp 
number (% of pore space) rise, P (AiPa) 

HI 1.07 0.13 8.23 
H2 2.15 0.25 8.57 

H3-2 3.02 0.37 7.32 
H4-2 3.83 0.48 7.98 
H5-2 4.89 0.63 7.76 
HIO 9.62 — — 
H20 18.06 2.67 6.76 
H40 35.45 5.79 6.12 
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T a b l e 6 . 2 : ViiZweg 0 / 6 ^ oa o / A y t f m ^ e 

gpeczme/w o5^omed ^o^ropzc Zoatfmg and UTiZoatfmg'. 

Specimen 
number 

bs 
(Loading) 

bs 
(Unloading) 

bi 
(Loading) 

bi 
(Unloading) 

HOL 0.27 0.27 0.27 0.27 
HOD 0.23 0.23 0.22 0.22 
HI 0.16 0.19 0.16 0.20 
H2 0.11 0.12 0.09 0.11 

H3-1 0.01 0.06 0.01 0.06 
H3-2 0.02 0.04 0.02 0.04 
H4-1 0.07 0.06 0.07 0.06 
H4-2 0.02 0.04 0.02 0.04 
H5-1 0.06 0.06 0.05 0.06 
H5-2 0.03 0.02 0.03 0.02 
HIO 0.03 0.03 0.04 0.05 
H20 0.01 0.02 0.02 0.04 
H40 0.02 0.03 0.06 0.06 
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ô c 

40% hydrate content 

T=0. mins 

Temperature ( C) 

F i g u r e 6 . 3 : f - T o / s p e c i m e n / o / m a t z o n . 

169 



o 

o 
P 

3.
 w

 

M
et

ha
ne

 p
or

e 
pr

es
su

re
 (

M
P

a)
 

t)
 

"Q
 n

 
o 

g 
a 

O"
 

3 
-i

 
Co

' C
,) 

2-
 "G

 
^ 

R
 

5 
S"

 
cr

 
O

 
<

 

o ;3
 

Cb
 O

" 
5 

-1
 

SL
 

s
i

? 

M
f 

. 
^ 

i 
i 

a 

Cb
 

cb
 %

" 
&

 
^ 

CA
 

B
. 

3 Ct)
 

;3
 

Co
 

o 
o_

 

I n 

D
 

R
 

g'
 

a 

II
 

pa
. 

CD
 

R
 

m
 

ki
; 

5 g 
II 

s 

^ 
&

 a
 g \3
 

§ 
s-

a
<

 
M

-

5;
 ^

 

II 
ro

 

II
 

g 
hS

9 

o ;3
 

>- %
' o "1
 

C/3
 

2Z
 f Cb
 

Ru
 cb

 0 1 s,
 

b;
 3

 g 
l>a

 C
n 

II 
G 

i
&

s i 
rb

 
—̂

&.
 ' \

3 o 

Me
th
an
e
 g
as
 p
re
ss
ur
e,
 M
P
a
 

I 



= 1000 4 

X-HOL 
HOD 
HI 
H2 
H3-1 
H4-1 
H5-1 
H10 
H20 

-X-H40 

500 1000 1500 
Effective confining pressure, a' (kPa) 

2000 2500 

Figure6 6:^Aear 

/or cyck. 

3000 

2500 -I 

^ 2000 

•t O 
t 1 5 0 0 

I 
# 1000 = 

500 4 

-m-

# - # 

-A-
=e 

W" - > ( - -44-

-A 

-X 

: : 9 = 8 : -D 

-O-HOL 
- D - H O D 

-*-H1 
-^H2 
-e-HS-i 
- A - H 4 - 1 

-0—H5-1 

-*-H10 
-*-H20 
SK-H40 

0 4-

0 
1000 1500 2000 

Effective confining pressure, cr' (kPa) 
2500 

Figure 6.7: u,awe ?;ê oc;i(y e#-ec(2{;e 
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/or gpeczme/ig error barg. 

183 



HI 

o 
c g 

ro 
=3 
c 
a 

CO 

CD 
C 
o 

0.05 

0.04 -

0.03 -

0.02 -

0.01 

0.00 

400 800 1200 1600 2000 

Effective confining pressure, a' (kPa) 

2400 

# HOD-load 
o HOD-unload 
A H3-2-load 
A H3-2-unload 
m H40-load 
• H40-unload 

Figure 6.28: wo'ue e_̂ eĉ %{;e 
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C h a p t e r 7 

Conclusions and 

R e c o m m e n d a t i o n s 

7.1 Conclusions 

Assessing the importance of gas hydrates with regard to its potential as an 

energy resource; its influence on global warming: or the potential of hydrate 

dissociation causing a geotechnical hazard, requires an estimation of the dis-

tribution and concentration of gaa hydrate within the sediment column. The 

effective use using seismic surveys to provide such estimates wiU depend on 

the elastic properties of hydrate bearing sediments being understood. 

The effect of gas hydrate on the elastic properties of ocean bottom sedi-

ment is poorly understood (Chapter 2). A laboratory apparatus, the resonant 

colunm, was identified as an effective apparatus (Chapter 3) for measuring 

the dynamic (and therefore seismic) properties of laboratory prepared spec-

imens of hydrated soils. Due to the formation conditions of gas hydrate a 

new gas hydrate resonant column (GHRC) was developed to enable the test-

mg of hydrated particulate materials (Chapter 4). Thirteen laboratory sand 

specimens, with different volumes of hydrate formed in the pore space, were 

tested to investigate their dynamic properties (Chapter 5), and were subse-

quently retested after the hydrate had dissociated. The results of these tests 

were analyzed to quantif)^ the eSect that gag hydrate had on the dynamic 

properties of sand specimens (Chapter 6). The main conclusions drawn from 
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the research are as follows. 

7.1.1 Gas hydrate and sediments 

# Gas hydrates are stable under certain thermobaric (temperature and 

pressure) conditions. Within the sediment column these thermobaric 

conditions exist in two distinct regions. These are: permafrost regions 

where stabihty conditions exist at the base of the permafrost layer 

(high pressure-low temperature); and continental margins and deep 

inland seas where water column depth and cold ocean bottom 

temperature provide suitable pressure and temperature conditions. In 

both cases increased burial causes hydrate stabihty temperature to be 

exceeded due to the geothermal gradient, leading to hydrate 

dissociation. 

# Gas hydrates are thought, from the limited samples obtained, to 

occur in a number of forms. These are: nodular, veins, sheet and 

disseminated in the pore space of the rock or soil. The formation of 

the differing structures is dependent on the morphology of the 

sediment. Disseminated hydrate is more frequently associated with 

more coarse particulate sediments. In hne, clay rich, sediments the 

small pore size restricts disseminated growth and leads to veins 

forming along fissures ^dth the larger pore sites giving rise to nodular 

forms. Growth will continue until the hydrate forming species are 

exhausted. 

# Gas hydrates can occur with different crystal structures depending on 

the gas facies available. The main form of gas hydrate found in the 

sediment column is si, with biogenic methane gas being the dominate 

# The most cost effective methods of determining the extent and 

distribution of gas hydrates are geophysical surveys. The effectiveness 

of these techniques is reliant on the elastic properties of gas hydrate 

bearing sediments being accurately defined. The recovery of intact 
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samples of liydrated sediment from the field is problematic due to the 

pressure reduction induced dissociation of hydrate samples dm-ing 

core recovery. The characterization of laboratory prepared specimens, 

containing gas hydrate, hag also been hampered by the lack of control 

in the formation of hydrate, \\dthin specimens, in laboratory 

experiments. 

7.1.2 Development of GIIRC 

# A laboratory apparatus, the resonant column, was identified which 

would allow the elastic properties of specimens to be determined. The 

resonant column can perform measurements of velocity and 

attenuation at strains and frequencies that are relevant to those that 

are measured during offshore seismic surveys (strain < 10"^, 

A-equency range 30-500Hz). This is important because certain seismic 

properties are strain and frequency dependent. 

# A specially designed resonant column (GHRC) was constructed to 

enable the thermobaric conditions for hydrate formation and stability 

conditions to be applied to the specimen, thus allowing hydrate 

formation and dynamic testing in a single apparatus. Aiodihcations 

were also made to the design to allow the apphcation of diEering 

excitation modes to allow for both and to be determined along 

with there respective attenuations. 

# Investigations into the calibration of a 'Stokoe' resonant column 

(SRC) have shown that certain fundamental properties of the 

resonant column (/o &iid 7^) were a function of specimen stiffness 

(related to resonant frequency). Modifications were implemented to 

increase the apparatus stiffness for the GHRC to reduce this 

variabihty and was found to be partially successful. Extensive 

calibration of the apparatus has allowed empirically derived curves to 

be developed wliich allow corrections to be made to the obtained 

values to overcome the effect of increasing specimen stiffness. The 
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error in the values obtained using the derived correction factor was 

shown to be less than 0.1% for shear wave velocity and between 

=1:2.15% (at resonant frequency of 53Hz) and ±4.8% (at resonant 

frequency of 273Hz) for longitudinal velocity. 

e Improvements were made to the apparatus to reduce the degree of 

attenuation that was inherent in the original (SRC) apparatus. This 

allowed the intrinsic attenuation of bonded specimens to be measured 

without the large back-EMF induced attenuation masking the 

measurements. 

7.1.3 Specimen preparation and hydrate formation 

# A methodology has been developed to allow the formation of gas 

hydrate within the pore space of fine sands from seed ice. The volume 

of gas hydrate is directly linked to the vohune of ice added during 

specimen preparation. 

# RiSing of sand and ice together enabled a random and homogeneous 

distribution of ice throughout the sand. This was confirmed by digital 

analyses of tliin sections obtained from prepared specimens, where the 

ice was replaced by polypropylene beads which had an equivalent 

density and grain size to the ice. Due to capillarity and surface 

tension it is assumed that the subsequent melting of the ice, prior to 

specimen preparation, prevented gravitational migration of the water 

away from localized sites. 

# The use of butyl rubber membranes prevented migration of gases 

between the cell and the specimen evidenced by the constant pore 

pressure over time during testing. 

# Hydrate nucleation and formation was shown to commence during 

application of methane back pressure and continue while specimen 

temperature was below the water liquidus line. The observation of 

hydrate formation by the reduction of methane pore pressure as 
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specimen temperature was raised waa only evident for the highest 

hydrate content. This prevented the quantitative assessment of 

hydrate content based on the assumed reduction in methane pore 

pressure due to the formation of hydrate wliich was assumed to occur 

after the water hquidus was passed. 

e The rise in methane pore pressure during dissociation was used to 

qualitatively assess the diSerent volumes of hydrate formed between 

specimens. 

7.1.4 Dynamic properties of sands containing gas hy-

drates 

# Tests showed that the presence of hydrate increased the seismic 

velocity of sand specimens, with shear velocity and longitudinal 

velocity following the same trend. A transition zone was found to 

exist around the 3-5% hydrate content region. This region marked an 

abrupt change in the relationship between seismic velocity and 

hydrate content with a reduction in the gradient after the transition 

zone. 

# The power law exponents bg and 6̂ , obtained from regression analyses 

of the velocity vs. elective confining pressure plot, for each specimen 

during loading and unloading, showed a sharp reduction from 0.23 to 

0.01 when the hydrate content increased from 0-3%. Tliis suggests 

that the velocity increase was the result of cementation of individual 

sand grains with all the sand grains being fuUy bonded, at grain 

contacts, at the 3% hydrate content. This leads to the seismic velocity 

becoming pressure independent. The value of 6 was reasonably 

constant above the critical hydrate content of 3% suggesting that the 

measured increase in velocity is due to widening of the hydrate 

cement at grain contacts and inhUing of the void space leading to a 

reduction in porosity as the hydrate content increases up to the 

maximum value tested. 
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# A slight increase in the 6^ and exponents during unloading for all 

hydrated specimens suggests a reduction in contact stiSness possibly 

caused by brittle fracture of the hydrate cement. 

# The addition of hydrate to sand specimens wag shown to have a 

drastic eEect on the saturated 1^/%, ratio (assuming the soil behaves 

isotropically). The value of the ratio sharply reduces from the 

non-hydrated sediment (6-7) to a value similar to that of consolidated 

rock when fully cemented (< 2 for hydrate content of 3% and above). 

These results suggest that the ratio can be used as a diagnostic 

tool in the identification of hydrate content in shallow subsurface 

sediments. 

# Axial deformation measurements, obtained from the axial transducer 

attached to the drive plate, during the loading/unloading cycle, for 

each specimen, shows an increaging residual strain for increasing 

hydrate content. For specimens with the highest hydrate content 

(18% and 35%) a time-dependent creep effect was visible after the 

application of each load step. This was manifested aa a large residual 

strain for these specimens at the end of the load/unload cycle. 

# Whilst the formation of hydrate within the specimen led to significant 

changes in the mechanical behaviour of the sand, both in terms of 

increased overall stiffness and reduced effective stress dependency of 

stiffness, subsequent dissociation led to a complete reversal of the 

process. 

7.1.5 Attenuation 

# The addition of small amoimts of hydrate at grain contacts had a 

major influence on attenuation, with a clearly defined peak observed 

around the 3-5% hydrate content. This attenuation peak occurred at 

the same hydrate percentage as the transition zone identihed in the 

velocity analysis. Increasing hydrate content above the critical value 
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caused a slight reduction in attenuation, although still larger than 

that measured in the dry specimens. 

# It is hypothesised that the attenuation pealc occurs due to squirt How 

of bound water between sand grains and hydrate cement at grain 

contacts which reduces as the hydrate increases and causes a sealing 

of the whole grain. 

e The measured attenuation showed low sensitivity to confining 

pressure for the hydrated specimens and dry specimens. This is in 

contrast to the attenuation for dissociated hydrate specimens which 

showed a sensitivity to confining pressure. This suggests differing 

mechanisms for attenuation when the specimens are hydrated and 

subsequently dissociated. For dissociated specimens, increasing 

confining pressure leads to frustration of particle rotation and so 

lower squirt How, as opposed to the squirt How between hydrate 

cement and sand grains which is not pressure dependent. 

# The use of attenuation, determined for different modes of wave 

propagation, can be used to validate the hydrate formation procedure 

since and Qf are sensitive to variation in hydrate formation and 

can therefore be used as a diagnostic tool. 

7.2 Recommendations 

Several areas of further work have been identified to help build on the success 

of the research reported in this thesis. These are: further development of 

laboratory apparatus; hydrate formation in more realistic sediments; and 

extending the range of tests undertaken. 

7.2.1 Further development of the GHRC 

Through the development of the GHRC and the subsequent calibration of 

the apparatus, and testing of hydrated specimens, several shortcomings were 

identified. Therefore the following suggestions are offered: 
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# 

Calibration of the apparatus should be conducted using bars of the 

same geometry: as the specimen to remove the possible affects of bar 

shape on the derived values of and 

Development of mathematical models to fully describe the system 

during torsional and Eexural excitation. This will enable the rigidity 

of cormections and the shear energy that is neglected in the derivation 

of to be accounted for and so help improve the correlation of fo and 

7 ,̂ for bars of different stiffness. 

# Incorporation of ultrasonic P-wave transducers to allow the direct 

measurement of P-wave velocities in saturated media and the tracking 

of flexure vibration-derived longitudinal velocity in dry media. 

# Provision of a thermistor within the specimen, to enable actual 

specimen temperature rather than the temperature of the surrounding 

gas to be measured. Cooling of methane and nitrogen gas prior to 

admittance into the cell would enable hydrate formation to be 

restricted until formation pressures were achieved. 

7.2.2 Formation of hydrate in sediments 

The formation of hydrates using the developed methodology was shown to 

significantly increase the velocity of propagating waves within the sand spec-

imens, wliich is not seen in natural sediments. Therefore the following sug-

gestions are made: 

# The development of methodologies to enable the controlled formation 

of gas hydrates in specimens containing an increasing clay content to 

reproduce formation conditions found in oceanic soils. The tise of 

zeolite particles to introduce methane gas in saturated specimens is a 

possible mechanism. 

# To develop a methodology to enable saturation of hydrated sand 

specimens to allow their attenuation properties to be investigated. 
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7 . 2 . 3 p r o c e d t t r e 

In this research programme only the small strain dynamic response of dif-

ferent hydrate specimens, dm-ing isotropic loading and unloading, were in-

vestigated with each velocity and attenuation measurement undertaicen 30 

minutes after the apphcation of each load step. Therefore the following are 

suggested: 

e As the specimens containing a higher hydrate content were shown to 

exhibit creep behaviour, an investigation into the creep dependency of 

these specimens should be undertaken. 

# The stiSness of soils under dynamic excitation is amplitude 

dependent. Therefore an investigation into the possible strain 

dependency of hydrate bearing soils will lead to a better 

understanding of the role that tectonic activities, and hydrates, may 

play in marine slope failures. 
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F i g u r e A . l : Transducer calibration graph for cell pressure before testing 
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F i g u r e A . 2 : Transducer calibration graph for cell pressure after testing. 
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