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This thesis presents the results of research on the structure and dynamics of proteins us-
ing NMR spectroscopy and molecular dynamics. The introductory Chapter 1 presents 
an overview of NMR and molecular dynamics methodology as applied to proteins and 
nucleic acids in solution. 

Chapter 2 presents the solution structure of cytochrome cg from Desulfomicrobium 
norvegicum (c3Dn). c3£)n is a tetrahaem protein involved in redox reactions in the 
bacterium. The oxidized and therefore paramagnetic isoform of c3Dn was assigned 
using standard sequential assignment methods. An ensemble of structures was cal-
culated from restraints derived from NOESY spectra using the molecular dynamics 
program PARADYANA. The structure ensemble accurately represents the structure of 
the protein in solution as determined by the available data. The parameters of the para-
magnetic tensors of the haem groups were fitted using calculated dipolar shifts and 
the X-ray coordinates. The NMR ensemble is also compared to the X-ray structure 
confirming that the structures in solution and in the crystal are highly similar. 

Chapter 3 presents the assignment of the HU protein from the thermophilic bac-
terium Thermotoga maritima (HUrmar). This homodimeric protein is extremely sta-
ble and acts as an architectural factor during the initiation of replication in bacteria. 
Unexpectedly for a thermostable protein WJTmar exists in two forms in solution as 
evidenced by the complete resonance assignment by triple resonance NMR techniques. 
The secondary and tertiary structure of form A resembles the crystal structure accord-
ing to an analysis of chemical shift and NOESY data. Form B has very similar sec-
ondary structure according to chemical shift data with the notable exception of the 
C-terminus. In contrast, the NOESY data for form B are much less complete indicat-
ing a more labile structure. 

Chapter 4 examines the backbone dynamics of the two forms of liUTmar using 
NMR relaxation methods. Form A is found to have similar overall flexibility compared 
to the previously characterized HU protein from Bacillus stearothermophilus. Form B 
is shown to have a much higher degree of flexibility which is in agreement with the 
data from Chapter 3. The extent of this phenomenon is unusual for a thermostable 
protein and is discussed in reference to recent reports in the literature. 
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Chapter 1: Methodology 

1.1 Introduction 

The major advances in molecular biology research over the past half century have 

demonstrated that a deeper understanding of biomolecular function requires detailed 

knowledge of the three-dimensional structure [1, 2, 3, 4, 5]. This is more true than 

ever today in the post-genomic era with the availability of an abundance of data on 

biological systems. Such massive amounts of data require new methods of evaluation 

if useful knowledge is to be extracted. Approaches such as proteomics (the 

simultaneous study of all proteins encoded by the genome of an organism) and 

structural genomics (the systematic study of protein structures in order to identify a 

complete set of folds) initially generated intense attention in the structural biology 

community [6, 7]. However hypothesis-driven research remains the focus of the 

majority of structure determination projects [8], 

During the past two decades NMR has emerged as an alternative to crystallography 

for structure determination. This new area of research was made possible by advances 

in two-dimensional (2D) ' NMR which made it possible to assign spectra recorded 

from samples of small proteins. Pioneering work was performed in the laboratories of 

Bax, Clore, and Gronenborn at the National Institutes of Health; Boelens and Kaptein 

in Groningen and later Utrecht; and Ernst and Wiithrich at the ETH Zurich. Ernst and 

Wiithrich have both subsequently received the Nobel Prize (in 1991 and 2002 

respectively) for their roles in the development and application of NMR to biological 

systems [9, 10]. 

Once these initial successes were achieved attention was turned to refining and 

extending the methodology. Two-dimensional techniques are only effective for 

proteins with a maximum molecular weight of approximately lOkDa. Spectra 

recorded from samples of proteins with larger molecular weights usually exhibit 

many overlapped peaks and increased linewidth which makes the assignment process 

very difficult or impossible. Advances in isotope labelling (including deuteration) and 

pulse sequence development made the assignment and structure determination of 

larger proteins and nucleic acid fragments possible. A new method was developed 

'Abbreviations page viii 



Chapter 1: Methodology 

which combined the relative simplicity of multidimensional spectra with 

unambiguous assignments based on scalar couplings. The development of labelling 

methods also opened up the study of biomolecular dynamics on a much more 

comprehensive scale than before. During this time spectrometer technology also 

advanced and today the major centres have instruments operating at proton 

frequencies of 900 MHz. The parallel development of cryoprobes will allow 

recording time to be dramatically reduced. Another important development is the 

TROSY based pulse sequences which have extended the size limit of systems which 

can be studied [11, 12]. The optimal frequency for TROSY is calculated to be IGHz 

and so development of spectrometer hardware will continue to explore this frontier. 

The study of membrane proteins in functional contexts is one of the new applications 

now accessible with newly developed NMR methods [13, 14]. Ideas from liquid 

crystal science have also been extended to biomolecular systems and the 

measurement of residual dipolar couplings in alignment media has provided access to 

a new class of information previously not available in liquid state biomolecular NMR 

[15, 16]. In addition to these advances in experimental techniques there have also 

been advances in the methodology of structure calculation. In some favourable cases 

completely automated structure calculations may one day be performed. The 

structural genomics projects hope to combine all of these advances to make NMR an 

essential technique in biomolecular structure and dynamics research. 

The aims of this thesis were to study and understand the behaviour in solution of two 

very different proteins. The first protein, cytochrome eg from the bacterium 

Desulfomicrobium norvegicum (c3Dn), is an important protein in the electron transfer 

pathway in bacteria. Since c3Dn exists in two states, oxidized and reduced, during 

different stages of electron transfer it would be informative to compare these as 

accurately as possible. The results presented here focus on the structure of oxidized 

c3Dn in solution. Although a crystal structure of the protein in this form is available it 

was still necessary to determine the structure in solution in order to eventually 

compare with the structure of the reduced form which can only be determined in 

solution. This will allow a comparison of two solution structures rather than 

comparing a crystal structure with a solution structure. The second protein studied 

was the HU protein from the thermophilic bacterium Thermotoga maritima 

(HUTmar). This protein is extremely stable and a model system for studies of 
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thermostability. A crystal structure of WJTmar is available but is lacking information 

on the very mobile DNA-binding region. The aim was therefore to gain information 

on the behaviour of the protein in solution as compared to the crystal and to use this 

information to understand the results of earlier biophysical studies on mutant proteins. 

1.2 Biomolecular NMR 

The general protocol for studying the solution structure and dynamics of proteins and 

nucleic acids by NMR techniques is now well established [17, 18, 19, 20]. Since this 

thesis presents work on protein samples only the discussion will be mainly concerned 

with protein samples but the principles are the same for nucleic acid fragments. There 

are several stages required and each one presents potential problems which determine 

if a successful outcome is possible. 

The first stage is to produce a sample either by purifying a protein from natural or 

recombinant sources or chemical synthesis or in vitro transcription in the case of 

nucleic acid fragments. Sample preparation and evaluation is perhaps the most critical 

stage of the whole procedure. The sample must be purified to homogeneity, highly 

concentrated, and stable over a reasonable time period. In addition the conditions 

must emulate as closely as possible the actual physiological conditions in vivo. 

Unfortunately, these stringent requirements are often incompatible for concentrated 

protein solutions and the optimization of conditions can be time consuming. 

Isotopically labelled samples are now routinely used in biomolecular NMR. The main 

advantages of labelled samples are the unambiguous sequential assignment; larger 

systems are amenable to analysis and the relatively straighforward study of dynamic 

processes. The upper size limit for successful studies of proteins depends on the level 

of labelling used ranging from appoximately: lOkDa for non-labelled samples; 

15kDa for '^N-labelling; 25-30kDa for '^C-'^N-labelling and 40kDa and upwards for 

^H-'^C-'^N-labelling which can be used in combination with site-specific labelling 

schemes. There are a variety of methods to produce isotopically enriched protein 

samples for NMR analysis [21, 22, 23]. The most effective methods use an organism 



Chapter 1: Methodology 

that overexpresses the protein of interest. This can be achieved using biotechnoiogical 

procedures utilizing bacterial, yeast, insect, or mammalian cells. The general aim for 

structural studies is to achieve a high level of uniform enrichment, i.e. a situation in 

which all possible nuclei in the protein are replaced by NMR active isotopes to a 

maximum level throughout the macroscopic sample. Once a suitable sample has been 

prepared NMR spectra can be recorded and the process of resonance assignment can 

start. The following sections outline how data are recorded, assigned, and converted 

into structural or dynamical information for further analysis. 

1.3 NMR spectroscopy 

This section contains an overview of the various experimental methods which can be 

used to record spectra. The basic principles of multi-dimensional NMR are outlined 

followed by sections which introduce the different methods used to record spectra 

from labelled and unlabelled samples. There are many excellent books and reviews 

available on this subject [17, 18, 24, 25, 26, 27, 28, 29, 30]. 

1.3.1 Basic principles of multidimensional NMR 

The most simple multidimensional NMR experiments are two-dimensional. The 

basic scheme for a two-dimensional NMR experiment consists of four sequential time 

periods. The preparation period is required to establish thermal equilibrium. This is 

followed by one or more radio frequency (RF) pulses and the evolution period (t\). 

The evolution time is the period during which magnetization evolves. The mixing 

period begins with one or more pulses followed by an optional delay. Magnetization 

is transferred between spins during this period. The mixing period ends with one or 

more pulses and is followed by the detection period (^2) during which the signal is 

recorded. The signal recorded in real time (the FID or free induction decay) is 

therefore modulated independently by interactions occuring during the evolution and 

detection periods yielding a 2D data matrix. This matrix is Fourier transformed in 

both dimensions to give a 2D spectrum. 
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Multidimensional experiments can be designed by concatenating two or more 2D 

experiments. A 2D pulse sequence can easily be extended into further dimensions by 

introducing extra evolution periods. An extra evolution period can have a signal 

which is modulated by either a homonucleus or (as is usually the case) a 

heteronucleus. Another feature is that scalar and dipolar interactions can be combined 

in the same pulse sequence. For example, a 3D experiment can be derived from a 

combination of two 2D experiments. The resulting 3D experiment contains three 

independent time periods. The FED recorded during the acquisition time fg would then 

be modulated by two evolution periods, t\ and f;. Fourier transformation of this 3D 

time domain data matrix yields a 3D frequency domain spectrum. Such a spectrum 

can be represented as a cube but it is more convenient to analyze 2D planes or slices. 

1.3.2 Homonuclear and heteronuclear correlation 

The first 2D studies on protein samples mainly used homonuclear correlation pulse 

sequences since this was the easiest way to obtain resonance assignments and 

structural restraints. The correlation of resonance frequencies can be obtained by 

coherence transfer mediated by through-bond (scalar) or through-space (dipolar) 

interactions. Heteronuclear 2D spectra are also extremely useful in certain cases, for 

example, resonance assignments in paramagnetic systems or backbone dynamics 

studies. The basic method is outlined for the example of heteronuclear coherence 

transfer used in the HSQC experiment and can be generalized for different 

experiments. 

The HSQC (heteronuclear single-quantum correlation) experiment is widely used in 

biomolecular NMR and is a good example of an experiment in which coherence is 

transferred by scalar interactions. The basic pulse sequence for the HSQC experiment 

performed on a heteronuclear (/ =^^N, 5 = 'H) spin system can be written as: 

S (7c/2) — X — ( t i ) — t — (7c /2 )y—^ — ( t c ) ~ '2 ~ (%/2) — x — (tc) — X — acq. 

I: (tc) — X — (ti/2) — ^ — (tc) — ^ — (%/2) — x — (tu) — x — dec. 

(1.1) 
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where the terms in brackets indicate 7t/2 and K RF pulses; x = 1/(47/5), and ti is the 

chemical shift evolution time for the I spins. The pulse sequence proceeds with the 

following events; transfer of coherence from protons to the heteronucleus; chemical 

shift evolution of heteronuclear magnetization; transfer back to protons for signal 

acquisition while decoupling the heteronucleus. 

The HSQC pulse sequence is used in many 3D heteronuclear-edited experiments, for 

example, to separate overlapped 2D homonuclear correlation spectra according to the 

resonance frequencies of the heteronuclei. The most widely used experiments in this 

category are the complementary TOCSY-HSQC and NOESY-HSQC. 

1.3.3 Triple resonance experiments 

The use of triple resonance pulse sequences and doubly-labelled samples has now 

become the standard method for reliable resonance assignment of proteins which can 

be expressed in the required yields. This category of experiments result in 3D spectra 

with resonance frequencies for three different nuclei along the orthogonal axes of the 

data matrix. Detailed discussions of triple resonance NMR as applied to biomolecules 

are given in the book by Cavanagh et al. and the reviews by Wider and by Sattler et 

al. [18, 28, 29]. 

The triple resonance pulse sequences have become quite advanced when compared 

with earlier 2D and 3D experiments. An example of a complex sequence is shown in 

Figure 1.1 which presents the pulse sequence for the COCCH-TOCSY experiment. 

This pulse sequence has typical features of many modem triple resonance 

experiments. 

The pulse sequence is preceded by presaturation and homospoil pulses to destroy any 

signal from the water resonance. The first pulse of the coherence transfer is in the 

middle of the carbonyl ('^CO) region. Chemical shift evolution of the '^CO 

resonances then takes place. Another chemical shift evolution period immediately 

follows and the '^Ca resonances are frequency-labelled. At the end of this second 

evolution period longitudinal '^Ca magnetization is created and mixed throughout 
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Figure 1.1: Pulse sequence of the COCCH-TOCSY experiment. Narrow and broad 
rectangles denote rectangular non-selective 7i/2 and n pulses, respectively; the remain-
ing pulses were selective n pulses shaped like the central lobe of a sin(jc)/x function 
and 100 ^s (Ca) or 200 fis (CO) long. The following delays are used: T=8.7 ms; 
A=4.5 ms; T'=3.83 ms; A'=3.83 ms; 1=1.7 ms; x2=1.0 ms. A FLOPSY-8 mixing se-
quence was used. The pulse lengths and maximum field strengths of the gradients 
were G 1=0.5 ms, 20 G/cm; G2=0.5 ms, 15 G/cm; G3=0.5 ms, 31 G/cm; G4=4.0 ms, 
30 G/cm; G5=3.0 ms, 30 G/cm; G6=0.5 ms, 3 G/cm; G7=2.0 ms, 25 G/cm; G8=0.5 
ms, 7 G/cm. All gradients were of the same sign. Phase cycling was done as follows: 
(pi : x,y ; (|)2 : 8x, 8(-x): (|)3: 2x,2y : cp4: 4y, 4(-y); acquisition x,-x,-x,x. The first C a 
k/2 pulse and the last C a jr/2 pulse before the mixing sequence were phase cycled 
according to the TPPI protocol. Figure courtesy of Eiso AB [31]. 

the spin systems using the FLOPSY broadband isotropic mixing scheme to cover the 

wide frequency range of the C a spins. After the mixing period the magnetization is 

transferred back to protons and after a refocussed INEPT stage to generate in-phase 

signal acquisition is started while decoupling the ^^Ca spins. The resulting 3D 

spectrum therefore has two '^C dimensions and one 'H dimension and correlates all 

protons in a spin system with the '^Ca and '^CO resonances of the intra-residue 

spins. 

1.3.4 Technical tips and tricks 

The pulse sequence in Figure 1.1 also illustrates some of the main technical aspects 

which are used to obtain maximum S/N (signal-to-noise) ratio in triple resonance 

experiments. For this purpose the nucleus is always detected in all 
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multidimensional experiments. Pulsed field gradients are also used whenever possible 

both to reduce phase cycling to a minimum and also to destroy unwanted coherences 

and residual water magnetization [32]. Shaped pulses on the carbon nuclei are used to 

manipulate and '^CO resonances selectively. Aliasing or folding can also be 

used to reduce spectral widths in the indirect dimensions therefore increasing the 

resolution obtainable in a given experimental time allowing more scans or more 

extensive phase cycling. 

1.4 Assignment strategy 

Once the required set of spectra has been recorded the resonance assignment process 

can begin. The strategy deployed for this stage depends on the isotope labelling of the 

protein sample. For unlabelled and ^^N-labelled samples the traditional method of 

sequential assignment based on NOE through-space interactions must be followed. 

This strategy can be successfully applied to relatively large proteins, especially in the 

case of '^N-labelling. For larger proteins which can be recombinantly expressed to 

produce doubly-labelled samples the newer method of triple resonance through-bond 

assignment can be used. All assignment methods require a knowledge of typical 

chemical shifts observed for the various nuclei in proteins. The information contained 

in chemical shift data is extremely informative both in amino acid identification and 

also in correlation with various structural properties. 

The chemical shift index (CSI) method can be used to qualitatively determine the 

secondary structure elements in an assignment sequence by comparison with random 

coil chemical shifts [33, 34]. Chemical shift referencing is therefore very important 

both for correlation with structural features and reproducibility. The usual procedure 

is to directly reference the proton chemical shifts to an internal standard and to 

indirectly reference the heteronuclei [35]. 

The first subsection outlines how chemical shifts in proteins can be assigned. The 

prediction of chemical shifts for protons in biomolecules can be a very powerful 

indication of structural features especially when effects due to aromatic ring currents 
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or paramagnetic centres are considered. The following subsections describe how 

protein sequences are assigned by NMR using both of the methods introduced above. 

1.4.1 Prediction of chemical shifts 

The chemical shift distribution of the various nuclei in a large group of proteins can 

be analyzed statistically to produce average values which can be used as a reference 

when analyzing spectra. These average values reflect the mean effect of protein 

secondary and tertiary structure on chemical shift values. Variations in local 

diamagnetic, paramagnetic and electrostatic fields can cause deviations from the 

average values which depend on the structure of the protein in question. Knowledge 

of the geometrical dependance of these shifts in model systems allows the design of 

reliable methods to predict the modified shifts in the protein of interest [36]. 

In proteins containing prosthetic groups such as haem the ring current shift must be 

accounted for when predicting chemical shifts. The ring current shift arises from the 

interaction of a nucleus and the current loop produced by a nearby aromatic group. 

Haem groups produce a very large ring current which causes a wide dispersion of the 

chemical shifts of nearby nuclei. The ring current shift can be calculated from the 

Pople equation [37]: 

10^ne^a^(l-3cos^d) 
AOr — 2 (1.2) 

where: 

n is the number of circulating electrons; 

e is the electronic charge; 

m is the electronic mass; 

a is the radius of the ring; 
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• r is the distance between the paramagnetic centre and the nucleus of interest; 

• 0 is the angle between the centre of the ring and the nucleus. 

The paramagnetic shift arises from the interaction between an unpaired electron and 

the nucleus of interest. A bis-histidinyl ligated haem group can exist in both oxidized 

and reduced states. In the reduced form the iron atom is in the Fe(II) state with a 

low-spin orbital occupancy and the haem group is diamagnetic. In the oxidized 

form the iron atom is in Fe(III) low-spin state and is therefore paramagnetic. 

An unpaired electron can cause paramagnetic shifts of the resonance frequencies of 

nearby nuclei via the contact (scalar) and pseudocontact (dipolar) interactions. The 

contact shift is due to the partial transfer of unpaired electron density from the 

iron(III) atom via covalent bonds to the nucleus in question. The contact shift can be 

calculated from the following equation: 

where: 

• A//z is the contact interaction constant (Hz) which can be positive or negative; 

* g i s the rotationally averaged electron g-factor; 

• (3 is the Bohr magneton; 

• 5 is the electronic spin; 

• Jn is the gyromagnetic ratio. 

The spin 1/2 electron does not split the proton resonances however because the rate of 

electron spin relaxation is extremely fast. The magnitude of A depends on the 

percentage of the unpaired electron density residing on the nucleus of interest. For 
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some protons the contact shift can be much larger than the ring-current shift due to a 

haem group. It can also be equal but opposite in sign to the pseudocontact shift. 

The pseudocontact shift is an anisotropic interaction between the magnetic moment 

of the unpaired electron and nearby nuclei. The pseudocontact shift is given by [38]: 

A8pc = Y ^ ^ [ A X a r ( 3 c o s 2 0 - 1) + 1.5A%e^sin^0cos2(l)] (1.4) 

where: 

• AXax and AXeq are the effective values of the axial and equatorial anisotropics 

respectively; 

• r is the distance from the iron atom to the resonating nucleus of interest; 

• (j) is measured from the z-axis, i.e. perpendicular to the haem plane; 

• 0 is measured in the haem plane. 

If the equation for the pseudocontact shift is compared with the equation for the 

ring-current shift it can be seen that for an equivalent spatial arrangement of protons 

the ring-current and pseudocontact shift will be opposite in sign. 

In order to predict the shifts it is necessary first to know both the magnitude and the 

orientation of the magnetic susceptibility tensor. However it is known that the 

principal axes of the tensor do not necessarily coincide with the axes of the haem. 

Usually the tilt of the z-axis of the tensor is small and the axis is therefore 

approximately perpendicular to the haem. In this case the rotation in the plane of the 

haem can be deduced from or '^C chemical shifts of the haem substituents as 

described [39, 40]. Alternatively the tensors can also be fitted using data from dipolar 

couplings measured at different field strengths [41]. 

The use of information obtained from an analysis of dipolar shifts and the 

susceptibility tensor can then be used as an extra input when calculating the solution 
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structure of a paramagnetic protein. The program PARADYANA simultaneously 

calculates the structure and magnetic tensor(s) of paramagnetic proteins [42]. In 

addition to the normal NOE-based distance restraints the program uses dipolar shifts 

and the complete description of the magnetic axes. This approach improves the 

structural resolution obtained in the region of the haem group. The added accuracy in 

the haem region is very important because NOE signals from the imidazole protons of 

the axial ligands are never observed due to the efficient electron-induced relaxation. 

The information obtained in this way can be used to determine differences between a 

crystal structure and a solution structure and also between the two oxidation states of 

a solution structure. 

1.4.2 Sequence-specific assignment of spin systems 

This was the first method developed to assign protein NMR spectra and can also be 

applied to nucleic acids [17]. The essence of the method is a two-step strategy: (1) 

identification; and (2) sequential assignment of spin systems present in homonuclear 

correlation spectra (which may be heteronuclear-edited if a '^N-labelled sample is 

available). The identification step is achieved by examining the COSY and TOCSY 

spectra and identifies the number and type of amino acid spin systems which give 

observable signals under the sample conditions. The results of this step are compared 

to the protein sequence and an assessment of the possibility of a complete assignment 

can be made. The sequential assignment stage is achieved by an exhaustive analysis 

of NOESY spectra to assign characteristic NOEs between adjacent residues in the 

sequence. 

This method has an important limitation which is that care must be taken not to 

confuse NOEs between residues which are not adjacent in the sequence but are close 

in space due to the secondary and tertiary structures of the protein. NOEs due to 

secondary structure can be seen to fit into a consistent pattern if the local fold is in an 

a-helix or a ^-pleated sheet. An implicit advantage of this method therefore is that 

the characteristic secondary structure NOEs are identified at an early stage which can 

be an added confirmation of the assignment in the case that a crystal structure is 

available and in general is very important for preliminary structure calculations. In 
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the course of the complete assignment of the sequence the NOEs due to tertiary 

structure should become obvious. If a '^N-labelled sample (but not doubly-labelled) 

is available this method can be facilitated by recording heteronuclear-edited spectra 

with the advantage that extra information can be identified from the chemical 

shift data (see below). This method was mainly developed by the Wiithrich group and 

is described in the now classic textbook [17]. 

1.4.3 Triple resonance assignment strategy 

The starting point for an assignment using this method is the HSQC 

spectrum. In principle this spectrum should have one correlation for each non-proline 

residue in the sequence. In addition there will be a number of correlations in which 

two amide protons have the same shift. These correlations are readily identified 

as NH2 side-chain groups. An initial assessment of the distribution of the peaks in the 

HSQC spectrum can indicate typical positions for various types of residues as well as 

the probable secondary structure of the protein. Proteins with (3-sheet secondary 

structures have larger chemical shift dispersion for all backbone nuclei and this is 

especially pronounced for amide protons. A recommended precaution is to record 

HSQC spectra at regular intervals throughout a lengthy period during which 

triple-resonance spectra are recorded. This is in order to continually assess the 

stability of the sample. Therefore in many ways the HSQC spectrum is a very 

informative fingerprint of the protein under investigation. 

The number of expected peaks can of course differ from the number counted in the 

HSQC spectrum. The number can be smaller due to a few different factors: overlap; 

very fast amide proton exchange with the aqueous solvent; conformational 

broadening which is at a intermediate rate on the NMR time scale. The number can 

be larger due to two or more protein conformers being significantly populated under 

the experimental conditions. The conformers may or may not have equal populations. 

If the sample is a complex or a oligomer equilibria may be observed between protein 

and ligand or between monomer and multimer or between different conformers. This 

situation can complicate the analysis considerably and was in fact the case for 

\{\JTmar. 
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In addition it is wise to record HSQC spectra over a relatively wide temperature range 

to check if some overlapped peaks move to different positions and if the overall 

chemical shift dispersion improves. In general working at a higher temperature will 

ensure narrower lines in 3D spectra but the choice of temperature must also be safe 

for the sample. Many non-native proteins degrade very quickly and the basic goal is 

to record the required data as quickly as possible. For especially unstable or dilute 

samples access to a spectrometer equipped with a cryoprobe is a major advantage. 

The next stage is the assignment of the backbone resonances using the standard set of 

triple-resonance experiments recorded with a doubly-labelled sample: 

• HNCA and HN(CO)CA; 

• HNCO and HN(CA)CO; 

• CBCA(CO)NH, HBHA(CO)NH, and HNCACB. 

This set of experiments correlate backbone and/or sidechain resonances for nuclei of 

an amino acid and also the preceding amino acid in the sequence. The important 

factor that makes this approach possible is the large one-bond coupling constants 

observed for backbone resonances. 

In addition TOCSY-HSQC and NOESY-HSQC can be recorded with either a 

singly or doubly-labelled sample to facilitate the analysis. These experiments can 

unambiguously assign fragments consisting of two or more amino acids which can 

usually be assigned to specific residues in the sequence. Different amino acids have 

characteristic chemical shift values for their backbone resonances and this knowledge 

combined usually makes an assignment completely unambiguous. Programs are 

available which can attempt to perform the assignment in an automated or 

semi-automated manner but care must be taken in peak picking routines and it is in 

fact wise to do this by hand. The set of triple-resonance spectra allow the compilation 

of a set of backbone chemical shifts for residues i and / — 1. Sometimes correlations 

can be absent from the spectra, especially in less sensitive experiments but manual 

inspection can often solve the apparent ambiguity. 
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The sequence of the protein to be assigned is first checked for fragments which will 

assist or complicate the assignment. Since all of the experiments in the set involve 

detection of backbone amide protons there will be breaks in the assignment at proline 

residues. The sequence is then checked for unique fragments of two or more residues. 

Almost all amino acids have a unique pattern of backbone and ^-carbon chemical 

shifts which will allow the amino acid type to be easily determined. In this way the 

non-specifically assigned fragments can gradually be specifically assigned to residues 

in the sequence as progressively more information is obtained from the different 

spectra. Any assignments of fragments of different backbone conformations should 

eventually lead back to a common starting point. As an example, a selection of the 

sequence-specific assignments obtained for the protein is shown in Figure 1.2. 

The HNCA spectrum correlates the C a resonances of residue i and i— 1 with the '^N 

and NH resonances of residue /. The HN(CO)CA provides the sequential information 

only by correlating the C a resonance of residue i — 1 with the and NH resonances 

of residue i. The information from these two spectra can be used with the 

CBCA(CO)NH spectrum to assign the majority of backbone resonances. In cases of 

overlap or missing correlations the HNCO and HN(CA)CO spectra can help complete 

the assignment. 

The next stage is the assignment of the side-chain resonances. The backbone C a and 

sidechain c p frequencies can be used as starting points in the search. The assignment 

is achieved using a combination of spectra to assign different types of signals. The 

majority of side-chain resonances involve carbon-carbon correlations and therefore 

can be assigned from COSY and TOCSY type experiments. The first step is to record 

a HCCH-COSY experiment which will mainly be used as an aid in assigning the 

HCCH-TOCSY spectra in the same way that a 2D COSY spectrum can help in the 

analysis of a 2D TOCSY spectrum by differentiating signals in certain residues. 

Several different variants of the HCCH-TOCSY pulse sequence can be used to record 

3D spectra with either two proton or two carbon dimensions to assign both nuclei in 

the side-chains. The hCCH-TOCSY has two carbon dimensions and is used to assign 

the sidechain '^C resonances. Similarly the HcCH-TOCSY has two proton 

dimensions and is used to assign the sidechain proton resonances. 
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Figure 1.2: (A) Slices from the HNCA spectrum for the 21 C-terminal residues of 
jjgC/zZ) at their corresponding frequencies. (B) Alternating slices of the 
HN(CA)CO and HNCO for the 11 C-terminal residues of For each residue 
two slices are shown taken at the same 'H-^^N frequencies; the upper slice is from the 
HNCO for each residue and the lower slice is from the HN(CA)CO. Figure courtesy 
ofEiso AB [31]. 

1.5 Relaxation and protein backbone dynamics 

The structures of proteins and other biomolecules determined by crystallography and 

NMR do not usually provide direct information on the dynamic nature of the 

conformational changes which take place in solution. NMR is a very powerful 

technique for probing the dynamics of proteins over a wide range of timescales and 

has been comprehensively reviewed by several authors 

[43,44, 45, 46,47, 48, 49, 50,51]. 
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Nuclear spin relaxation is the process by which the spins in the ensemble return to 

Boltzmann equilibrium with the surroundings. The relaxation rates reflect the 

physical properties of the molecule and therefore can be used to extract information 

about the molecular dynamics. Relaxation is mediated by local random magnetic 

fields created by rotational molecular motion. These random fields cause transitions 

between energy levels in the ensemble. The random time-dependent amplitude and 

direction of these local fields is exactly what drives the ensemble to equilibrium. 

Since molecular motion in solution occurs at frequencies similar in magnitude to 

those required for coupling of the spins to the lattice the relaxation rates are very 

sensitive to this. The lattice is assumed to have an infinite heat capacity and 

consequently to be at thermal equilibrium at all times. Spin-lattice relaxation is the 

mechanism by which the Boltzmann population distribution is re-established after a 

perturbation such as a pulse. Spin-spin relaxation occurs as coherences decay. These 

two relaxation processes have different rate constants which can be measured 

experimentally. 

The two most widely used concepts in explanations of relaxation phenomona are the 

correlation function and the spectral density. The correlation function is basically a 

description of the magnitude and rate of the randomly fluctuating fields which cause 

relaxation. Since these random fields are modulated by the tumbling of the molecule 

in solution (and therefore to its molecular weight and approximate shape) the 

correlation function can be thought of as determining the relaxation parameters 

characteristic of the molecule under a given set of experimental conditions (such as 

temperature). Therefore fast fluctuations will result in a rapidly decaying correlation 

function while slower fluctuations lead to a slower decay. The correlation time for the 

molecular tumbling is inversely proportional to the rate of the fluctuations and is 

typically in the ps-ns range for molecules in solution. 

The spectral density is defined as the Fourier transform of the correlation function in 

a similar way as a spectrum is the transformed counterpart of an FID. If the 

correlation time is short the fluctuations are fast and the spectral density function is 

broad. Conversely, a long correlation time gives rises to slower fluctuations resulting 

in a narrow spectral density function. The area under the spectral density curve 

remains the same for the molecular system under consideration and therefore any 
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changes in the correlation time give rise to differing contributions to the relaxation at 

different frequencies. Similarly, if the experimental conditions are preserved and the 

molecular system is changed the effects of differences in correlation times can be 

examined. The spectral density is perhaps the key concept in understanding 

relaxation phenomona (especially in the qualitative sense presented here) and is 

central to understanding more sophisticated models and for the interpretation of data 

measured for biomolecules. 

The following subsections expand on the use of these concepts in the interpretation of 

relaxation data measured with protein samples. There are to date two methods 

well-established in the literature, namely; spectral density mapping and the 

model-free formalism. The model-free formalism was developed first by Lipari and 

Szabo with later input from Clore and co-workers. The spectral density mapping 

method was developed by Lefevre, Peng, and Wagner and co-workers with additional 

independent input from Ishima and Nagayama and also from Kay and co-workers. 

The model-free method is more widely used to date yet it does have some important 

limitations. The major requirement for successful use of the model-free method is an 

accurate definition of the molecular diffusion tensor. An additional limitation of the 

model-free method is that the derived order parameters report only on processes 

which occur on a timescale of nanoseconds or faster. This means that motions on a 

timescale comparable to or slower than the molecular tumbling cannot be described 

accurately. Spectral density mapping overcomes both of these limitations because; 

firstly, the spectral densities at the various frequencies can be obtained directly from 

the measured relaxation rates without recourse to any models describing the 

molecular tumbling, and; secondly, the derived spectral densities are of course 

sensitive to motions occuring at all frequencies which can induce relaxation. This 

means that spectral density mapping can be applied to unfolded states or other 

systems with dynamics that occur on unusually wide timescale ranges. 

The interactions which produce spectral density at the relevant frequencies can be 

produced by both internal and overall motions of the molecule [51]. An accurate 

analysis must therefore account for both types of motion and any possible correlation 

between them. The model free formalism has an explicit assumption that there is no 

correlation between the two types of motion provided that the internal motions are 
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small which is generally the case. For non-folded or partially folded proteins which 

share characteristics of polymers in solution this separability of internal and overall 

motions is no longer valid and the spectral density mapping approach may yield a 

more accurate interpretation of the dynamics. While spectral density mapping does 

not require separability to produce results care must be taken in the interpretation of 

the motions and timescales which are assumed to occur in the molecule. 

1.5.1 Relaxation mechanisms 

For spin 1/2 nuclei only the dipole-dipole and chemical shift anisotropy (CSA) 

mechanisms are significant in solution. Excellent introductions to the subject of 

relaxation are given in the books by Cavanagh et al. and Levitt [18, 30]. 

The Fourier transform of a simple exponentially decaying autocorrelation function is 

the normalized spectral density function which for the isotropic diffusion of a rigid 

molecule with correlation time is: 

- 1 4-(If'r2 (1-3) 

where CO is the frequency of the fluctuations. The general form of the spectral density 

function is relatively constant while co^x^ C 1 and changes at co^x^ % 1. For rapid 

molecular motion due to short correlation times the extreme narrowing condition of 

(Ô Xg <C 1 is reached and the spectral density function is broad and the values are 

relatively constant over the frequency range. In contrast, for slow tumbling the spin 

diffusion limit of co^x^ 1 is reached and the spectral density function is narrow and 

peaked at zero frequency. 

This basic form of the spectral density function (Equation 1.5) describes the 

contributions to relaxation at different frequencies for a given set of conditions. The 

next stage is to connect this function with the transitions possible in a given spin 

system. The example is a dipolar-coupled two-spin (homonuclear or heteronuclear) 
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system for which the Solomon equations for relaxation are presented. The two-spin 

system has characteristic transitions which can be related to both the Solomon 

equations and the spectral density function to explain different relaxation effects. 

The magnitude of the dipolar coupling interaction depends on the orientation of the 

internuclear vector with respect to the main magnetic field and also on the inverse 

cube of the internuclear distance. As the molecule tumbles in solution both the 

orientation and the size of the vector can change. This time-dependent variation 

produces local magnetic fields and sufficient spectral density is produced at 

frequencies corresponding either to the overall molecular tumbling and/or internal 

motions at the relevant timescales. The rate is proportional to the square of the 

coupling. In solution the actual dipolar coupling is averaged to zero and is not 

observed in the spectra of non-aligned systems. 

For an isolated covalent two-spin homonuclear system in an idealized rigid molecule 

there are four energy levels and twelve different transitions of which eight are 

single-quantum, two are double-quantum and the remaining two are zero-quantum. 

The transition probabilities between the different energy levels can be used to derive 

the Solomon equations which describe the rates of change for the longitudinal 

magnetization of the two spins in terms of the relaxation rate constants. For a general 

system of N spins the Solomon equations can be written in terms of the auto- (pt) and 

cross-relaxation (akj) rate constants: 

= -p tAM(f ) - Y (1.6) 

where p^ is the auto-relaxtion rate constant for spin k due to all other spins and the 

cross-relaxation rate constant Okj — W2 — 'Wq. The cross-relaxation rate is non-zero 

only if W2 — Wo 7̂  0 which requires that Wj and/or Wq must be non-zero which is the 

case for biological macromolecules. 

Theoretical calculations can relate the transition probabilities to the values of the 

spectral density function at different frequencies: 
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= (3/20)6^y(mo); = (3/5)6^y(2mo); = (1/10)6^7(0); (1.7) 

where Wi, W2, and Wo are, respectively, the single-, double-, and zero-quantum 

transition probabilities, J is the spectral density at zero and the Larmor (coo) 

frequencies, and 

is the homonuclear dipole-dipole coupling constant. For short correlation times the 

spectral density function is very flat and therefore the relative order of these 

probabilities depends mainly on the numerical factors and can be summarized as: 

W 2 > W \ > Wq. For long correlation times the spectral density function is narrow and 

symmetrically peaked at zero frequency and the relative order of the probabilities is 

dominated simply by the shape of the function: Wo > V̂ i > W2. 

The NOE is a spin relaxation phenomenon which varies as a function of the product 

of the correlation time of the molecule and the Larmor frequency at which the NMR 

data is recorded. For small molecules Xc is short relative to and cqqTc 1. In this 

extreme motional narrowing regime the rotational motions can efficiently couple with 

the energy-dissipating nuclear spin transitions. In contrast for biomolecules the 

motional frequencies are too low and cOoXc ]$> 1. In this slow tumbling regime energy 

conserving cross-relaxation transitions are favoured. The most important NOE 

measured in biomolecular studies is the proton-proton NOE which has a maximum 

value of +0.5 for extreme narrowing and a maximum of —1.0 when the molecular 

tumbling is slow. The NOE is in any case dependent on the gyromagnetic ratio of the 

interacting nuclear species and on the field strength at which the measurements are 

made. 

The basic spectral density function (Equation 1.5) can be used to calculate the 

cross-relaxation rate: 
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- 1 + 
1+40)2x2 J 

(1.9) 

and autorelaxation rate constants for a homonuclear spin system: 

P/5 = X 
j^' 

20%3j 
IS 

1 + 
3Xr 

• + 

6Xr 

1+03^x2 1+4Q)^X2 0 VJ 
(1.10) 

The NOE competes with other mechanisms for spin relaxation, for example 

paramagnetic relaxation. Spin diffusion is also a very important phenomenon 

resulting from relayed NOE effects particularly in biomolecules where there are many 

spins close to the spin of interest. Even with these limitations accurate measurements 

are possible under the correct experimental conditions. According to theory it can be 

shown that in a homonuclear system the initial rate of NOE buildup on an object spin 

due to irradiation of a source spin develops as: 

dM2 

dt 
-P2M2 — ^ 02jMj (1.11) 

where M2 is the difference of the object spin magnetization from its initial value and 

Mj represents the same quantity for the other j spins in the molecule. The quantites 

P2 and G2j are the spin lattice and cross relaxation rates respectively. At time t = 0, 

M2 = 0 and all Mj = 0 except the magnetization on the source spin M\. The equation 

then reduces to: 

dM2 

dt 
-a2\M\, (1.12) 

t=o 

and the initial slope of the NOE buildup curve is equal to the cross relaxation rate 

021 • Using this model NOE buildup curves can be measured for protons in 

biomolecules. In most practical situations it is only possible to record a single 
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NOESY spectrum with a mixing time short enough that the direct cross relaxation 

should be dominant and spin diffusion can be neglected. The intensity of the NOE 

between two nuclei is given by: 

y = < r - ^ > / ( T c ) . (1.13) 

The averaging indicates that r may vary due to flexibility within the molecule. The 

function Xc can be assumed to be constant which would imply that the protein is 

relatively rigid and the correlation time in that case would be the same for all regions 

of the molecule. This is of course a gross assumption but it is used anyway to make 

the process of structure calculation possible. The second major assumption in using 

the above equation is that it is valid only for an isolated pair of nuclear spins. 

Magnetization can also be transferred indirectly via other nearby nuclei, a 

phenomenon known as spin diffusion. Because of spin diffusion the isolated spin pair 

approximation is only valid for NOESY acquired with very short mixing times. 

However if the experimental mixing time is too short the NOE intensity becomes 

proportional to the mixing time. Usually experiments acquired with a mixing time of 

80-100ms achieve a balance between these two opposing factors. 

The Solomon equations also predict the steady-state nuclear Overhauser effect. This 

effect occurs when a RF field is continuously applied at the resonance frequency of 

one of the partners in a coupled two-spin {IS) system and has an enhancing effect on 

the magnetization of the second spin. This phenomenon is very important in studies 

of protein dynamics where the heteronuclear steady state NOE enhancement of the 

'^N magnetization due to the irradiation of the amide protons reports directly on the 

local dynamics and provides input for spectral density mapping and model-free 

analyses. The transition probabilities are very similar to those for the homonuclear 

system except for different contributions at the resonance frequency of the 

heteronucleus and the dipolar coupling constant: 

W/ = (3 /20)62^(0^) ; = (3/20)62^y(a)g); 
(1.14) 

= (3/5)2,^/(my-hO)g); = (1/10)6^^(0)0-0)0) ; 



Chapter 1: Methodology 25 

where Wi, W2, and Wo are the single-, double-, and zero-quantum transtions 

respectively, J is the spectral density at the two Larmor frequencies O)/ and 0)5, and 

the heteronuclear dipolar coupling constant is: 

A measurement of the heteronuclear NOE therefore samples the spectral density at 

four frequencies. The derivation of the heteronuclear NOE yields the following 

expression [52]: 

NOE =1-1- [{yi/ys)d^ [67(c0/-|-f05) — 7(co/ — CO5)] T\\ (1.16) 

with; 

<f = 0Ayjys^^/{4K^) < \ / r ] g > ^ . (1.17) 

In these expressions / = '^N, 5 = 'H, ris is the intemuclear distance, Hq is the static 

field strength, 0|| and a_L are the parallel and perpendicular components of the axially 

symmetric chemical shift tensor and the other symbols have the same meanings as 

defined above. The r / 5 bond length is usually set to 1 . 0 2 A according to results from 

neutron diffraction [53] and the chemical shift anisotropy has been measured to be: 

<7|| - OTx = - 1 6 0 ppm [54]. 

The longitudinal (i?i) and transversal (R2) relaxation rates can be derived using the 

same theoretical ideas and the following expressions are obtained: 

Ri = [7(0)7-0)5)-H37(cos)-H67((0/-f(05)]-hcV(a)5); (1.18) 
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/?2 — 0.5<i^ [47(0)+y(co/— CO5) + 3/(0)5) + 6/(co/) + 67(co/+ CO5)] (119) 

[3y(cOj) 4-4jr(0)]; 

where; 

c2 = (2 /15)"^ ; f^ ( (T | | -o^) \ (1.20) 

The dipolar mechanism can also operate between electrons and nuclei in the case of 

paramagnetic relaxation as mentioned below in the context of relaxation matrix 

calculations. 

In solution state NMR nuclei experience an average chemical shift which is the result 

of rapid molecular tumbling. Chemical shift anisotropy (CSA) arises because local 

fields modulated by tumbling and varying in three dimensions can give rise to 

relaxation. This is distinct from the dipolar mechanism in that the CSA does not 

cause changes in populations of energy levels since it is caused by fields parallel to 

rather than perpendicular to the main static field. 

Relaxtion induced through CSA is proportional to the shift anisotropy (chemical shift 

range) and the square of the field strength. Accordingly, CSA relaxation is expected 

to be significant for nuclei with large shift ranges observed at high field, for example 

i^Cor^iR 

1.5.2 Spectral density mapping 

The spectral density mapping approach uses the expressions for the heteronuclear 

NOE and the Ri and R2 relaxation rates to directly determine the values of the 

spectral density function at the relevant frequencies independently of any model. The 

measured rates are used as input to matrix calculations to determine the contributions 
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at the different frequencies. The results of this calculation can therefore give direct 

insight into the motional properties along the protein backbone. 

The original procedure for spectral density mapping involved determining the values 

for the spectral density function at five frequencies; 0, coj, CO/, and CO/+5. The 

authors proposed measuring six relaxation rates and solving a set of linear equations 

to find values for the spectral densities at the five frequencies and the dipolar 

relaxation rate for the amide proton [43, 44]. Practical problems in the form of 

negative values for the spectral densities at high frequencies for large proteins and/or 

high field strengths prompted the search for an improved approach. 

The reduced spectral density mapping method was therefore introduced 

independently by different research groups. This method is based on the observation 

that, at high frequencies (400-600 MHz), the spectral density function is almost flat. 

This suggests that the values for 7(co) at C 0 / _ s , C O / , and C O / + 5 can be considered as 

equal which simplifies both the experimental measurements (since only three rates 

need to be measured) and the analysis. The following matrix equation relates the 

spectral densities to the measured relaxation rates [45]: 

7(0) 

7avg(®/) 

' A-E IE 

E 

0 

0 

0 

9 
10£ 

7 
5E 

_1_ 
5A 

Rn{NZ) 

Rn{NX) 

RN{Hz — NZ) _ 

(1.21) 

where: E = 3A + B-,A = (^o/47i)^(7/'^/i^)/87U^r^^; B = (A^a)|)/3; and A is the 

chemical shift anisotropy. 

1.5.3 Model free formalism 

The relaxation rates therefore provide information on the overall tumbling and 

localized dynamics in proteins. This information is directly encoded in the form of 

the spectral density function. The next stage is to formulate models which connect the 
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motional parameters of proteins in solution with a spectral density function. The 

necessary link with the molecular dynamics is then available since the spectral 

density function is defined as the Fourier transformation of the autocorrelation 

function. Many models have been presented in the literature but the most powerful 

and widely-used is the model-free formalism proposed by Lipari and Szabo [55, 56]. 

Since the idea of a model-free model is initially confusing it is important to point out 

that the formalism is model free because it does not invoke any model for the internal 

motions. This is in contrast to other procedures with defined models for the internal 

motions. Such models can lead to overinterpretation of limited experimental data and 

the possibility of non-unique desriptions of internal motions in proteins. The model 

free formalism is very powerful in this respect since the relaxation data are 

completely described by a model-independent order parameter and an effective 

correlation time. An important assumption in the formalism is that the overall 

molecular motion and the internal motion are independent. The following expression 

is derived for the spectral density; 

7(co) = ^ 
1 + I + ((Oot:)2 

(1.22) 

where: = x j ' + T ~ ' ; Xg is an effective correlation time for the rates of internal 

motions in the extreme narrowing limit; Tc is the correlation time for the overall 

molecular tumbling; and S is the order parameter which is inversely proportional to 

the degree of restriction of the motion. This form of the spectral density is the central 

equation in the model free formalism. This equation is derived without reference to 

any specific motional model and the parameters S and Tg have model-independent 

significance therefore justifying the model-free description of the formalism. In 

practice the experimental and calculated relaxation parameters are least-squares fitted 

using this equation with S and Tg as the only variable parameters. 

In some cases internal motions in the protein can occur on two distinct timescales and 

the expression for the spectral density must be modified to allow successful fitting of 

the experimental data. A procedure for the analysis of such data was introduced by 

Clore and co-workers [57, 58]. In this approach it is assumed that there are two types 

of internal motions influencing the relaxation behaviour; very fast motions described 
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as diffusion in a cone; and slower motions involving jumps between two different 

orientations of the NH bond vectors. These two types of internal motions occur on 

timescales differing by one or two orders of magnitude and both are faster than the 

overall molecular correlation time. The modified expression for the spectral density 

is: 

/ ( C O ) = J • "T , . / TT̂  + • ^ 
1 + (cOoTc)̂  1 + (cOoTp2 1 + (C0ot*)2 

(123) 

where: x* = Tc'C,7(Tc + T,), / = f,s; if and are the correlation times for the internal 

motions on the fast and slow timescales respectively; and the order parameter is a 

product of two corresponding fast and slow order parameters, = Sj^S .̂ This 

expression for the spectral density requires six parameters for fitting the experimental 

data and therefore models must be selected to reduce the number of parameters. 

Some protein molecules diffuse anisotropically in solution and the data analysis must 

take this into account. In this situation the relaxation of the backbone nuclei may be 

affected. However since the model free formalism allows separate descriptions of the 

overall tumbling and the internal dynamics the results from the data analysis using 

different models for the diffusion reflect this effect. 

1.5.4 Relaxation measurements in proteins 

The advances in two-dimensional NMR and isotope labelling completely changed the 

approach to studying biomolecular dynamics in solution. For proteins in particular, 

pulse sequences based on the HSQC experiment allow the measurement of relaxation 

parameters for individual backbone nuclei. The basic pulse sequences for measuring 

the heteronuclear NOE, the longitudinal, and the transversal relaxation rates are 

presented in Chapter 4. The pulse sequence for measuring the heteronuclear NOE is 

recorded in an interleaved mode with and without proton saturation. The 

heteronuclear NOE values are extracted simply by measuring the differences in the 

intensities of the cross peaks in the spectra recorded with and without proton 
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saturation. The longitudinal and transversal relaxation rates are extracted by fitting 

intensities of cross peaks in spectra recorded with different values of the relaxation 

delays. The intensities are fitted to the equations for longitudinal and transversal 

magnetization decay and the derived rates are evaluated using statistical methods 

which are now well established in the literature. 

1.5.5 Hydrogen exchange 

Amide proton exchange rates are another source of essential information about both 

the global stability and localized fluctuations in protein structures [59, 60]. The 

method chosen to measure the rates depends on the timescale of the exchange being 

monitored. In the slow exchange regime (from minutes to days) the rates can be 

calculated by following the decay in intensity of amide proton signals in proteins 

dissolved in D2O. The exchange rates calculated from these measurements can 

provide information about the solvent accessibility of secondary and tertiary 

structure. The exchange rates vary predictably with both pH and temperature. At pH 

3 the acid and base catalyzed exchange rates are equal which leads to a minimum 

exchange rate overall. The rates increase tenfold with each pH unit change. The rates 

increase approximately threefold with each 10°C increase in temperature allowing the 

calculation of the corresponding activation energy which is on the order of 17-20 

kcal/mol. In proteins the exchange rates are modulated by local electronic and steric 

effects due to the structure. These effects can lead to large variations in the measured 

exchange rates in contrast to those obtained for model compounds. The pH 

dependence of the exchange rates is also attenuated compared with model 

compounds. The amide proton exchange rates in a protein can be probed at amino 

acid level in the same way as amide nitrogen nuclei relaxation rates by recording 

HSQC spectra at discrete time intervals. The general pattern is that protons in the 

interior of the structure and those involved in hydrogen bonding in secondary 

structural elements have extremely reduced exchange rates. The separation of 

contributions due to solvent inaccessibility and hydrogen bonding can be difficult to 

separate however. As a consequence there is no consensus on how hydrogen 

exchange occurs in proteins and which dynamic events are responsible. The exchange 

of interior protons is usually explained by invoking localized flexibility which allows 
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"open" conformations of the protein to be transiently populated. 

1.6 Structure calculation 

Once an almost complete set of assignments have been made the process of structure 

calculation can begin [19, 61]. Molecular dynamics simulations combine 

experimental information with simple physical models to calculate biomolecular 

structures [62]. This method simulates a system based on the interactions between the 

constituent particles. The interactions are governed by the forces between the 

particles which are combined with the equations of motion to allow simulation of the 

system. The motions of the particles can be calculated from the Newtonian equations 

of motion. Geometrical conformational restraints for use in the calculation can be 

derived from a number of different NMR parameters. The information derived from 

NMR experiments is supplemented with information about the covalent structure of 

the molecule. An advantage of such simulations is that the inherent flexibility of 

biomolecules can be tested by examining the results of a simulation of a flexible 

region in parallel with the experimental input data. 

The usual strategy to calculate a structure is to minimize a target function which is a 

measurement of the agreement between a conformer and a set of restraints [63]. This 

is achieved by gradually fitting an initially random structure to the experimental 

restraints. The target function contains terms for both steric and experimental 

restraints. The target function is varied during the calculation to avoid local minima. 

At the beginning of a calculation only intraresidual restraints are used, followed by 

sequential constraints and, finally, medium and long-range restraints are introduced. 

In this way the local conformation around each amino acid is first built up followed 

by the global fold towards the end of the calculation. 

Molecular dynamics in Cartesian space has the advantage of kinetic energy to escape 

local minima. This method is based on solving Newton's equations of motion to 

calculate trajectories for the atoms in the system. The atomic positions represent the 

degrees of freedom. In principle any MD program can be used for NMR calculations 
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provided that terms for NMR derived restraints are included in the energy calculation. 

The most widely used programs are CNS (XPLOR) and CYANA (DYANA) 

[64, 65, 66, 67]. 

Restraints can be derived from NOE data, scalar couplings, residual dipolar 

couplings, chemical shifts (diamagnetic and paramagnetic). The most widely used 

restraints are those which are derived from nuclear Overhauser effects between nuclei 

pairs in the molecule (see below). 

Vicinal scalar coupling constants can also be used to calculate structural restraints 

according to the Karplus equation: 

^/(0) = Acos^0 + 5cos0 + C, (1.24) 

where the parameters A, B, and C are determined by fitting measured coupling 

constants to known protein structures. 

Pseudocontact shifts have been used in the refinement of protein structures 

[68, 69, 70, 71]. The pseudocontact shift for a proton due to the influence of a metal 

ion can be approximated as described above. This assumes that there are no redox 

state dependent structural changes which is a valid assumption for haem groups and 

the majority of amino acid residues. Ideally, experimental pseudocontact shifts could 

be derived from a comparison of shifts for the reduced and oxidized states of the 

protein. In the absence of assignments a crystal structure can be used to calculate the 

shifts. 

At high field strengths molecules can be aligned due to their anisotropic magnetic 

susceptibility tensors [72]. Alternatively biomolecules can be dissolved in solutions 

containing alignment media such as liquid crystals which allow the measurement of 

residual dipolar couplings (RDC) which can be used as restraints in structure 

calculations or, in some cases, in studies of protein dynamics [72, 73, 74, 75]. 
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1.6.1 The nuclear Overhauser effect 

Quantitative information from crosspeaks in a NOESY spectrum is determined by 

integrating over the peak volume. For isolated crosspeaks the simplest method is to 

integrate within an ellipsoidal area surrounding the peak. For overlapping clusters of 

peaks deconvolution can be achieved by lineshape integration. An important factor to 

bear in mind is that the error in the derived restraint is only one sixth of the error of 

integration. Unknown proton distances (r„) can be calculated from known covalent 

distances (r^) by measuring cross peak intensities: 

1/6 

(1.25) 

where 4 and lu are the respective cross peak intensities. This relationship must be 

used with the implicit approximations of the isolated spin pair model in mind. Even 

though the derived restraints are not used as exact restraints on the distances during 

the calculation it is important to consider the range within which a given interatomic 

distance can vary. The distance restraints are often only used as upper bounds on the 

interatomic distances. This can lead to the situation where two nuclei can be in van 

der Waals contact even though no NOE has been observed between them. For this 

reason it is prudent to use both upper and lower bounds on the interatomic distances. 

1.6.2 Variable target function method 

As stated above the basic idea of the target function method is to fit a random starting 

structure to the experimental input starting with the intraresidual restraints and 

working up to include sequential, medium, and long range restraints. This method 

works in torsion angle space and therefore the covalent geometry is set at the 

beginning of the calculation. This method was first used in the program DISMAN 

[63] and later in the program DIANA [76]. 
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1.6.3 Molecular dynamics in Cartesian space 

Molcular dynamics in Cartesian space solves Newton's equations of motion to find 

trajectories for all of the atoms in a system. The number of degrees of freedom is 

equal to the number of atoms. The aim is to search the conformational space as 

efficiently as possible using a target function which represents the potential energy of 

the system. Violated restraints contribute to the target function and therefore in order 

to minimize the energy of the system as many as possible of the experimental data 

must be satisfied. The main advantage is the presence of kinetic energy which helps 

the system escape local minima in the energy landscape. Newton's equations of 

motion for a system of n particles with masses m, and positions r,- are given by: 

d^K' 
nii-^ = Fi (i = (1.26) 

The forces Fi are given by the negative slope of the potential energy function. The 

potential energy functions normally used contain terms for bond lengths, bond angles, 

torsion angle potentials, chirality and planarity, and nonbonded repulsions in addition 

to NMR specific terms representing distance and torsion angle restraints. For example 

the potential energy function used in the program XPLOR is given by [64]: 

Abends ^o) 

+ ^.angles ̂ 8 (0 — 6o)^ 

+ ^.dihedrals ̂ ([i(l+C0s(n(j) + 6)) 

+ 'Zimpropers ̂ (4) "8)^ (1 27) 

Znonbonded^repelip^^^iS^i ^ ))) 

^distances ̂ d^d 

Wangles • 
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The terms in this equation are explained as follows: 

• kh,kQ,ki^,krepei,kd, and ka represent the various force constants; 

• r and ro are the actual and correct bond lengths respectively; 

• 6 and Go are the actual and correct bond angles; 

• (() is the actual torsion angle or improper angle value; 

• 5 is an offset of the torsion angle and improper potentials; 

• Rmin is the distance where the van der Waals potential has its minimum; 

• R is the actual distance between a non-bonded pair; 

• 5 is a scaling factor; 

• and Ag are the size of the distance or torsion angle restraint violation. 

A start structure can be generated by metric matrix distance geometry or the variable 

target function method. Alternatively an extended structure or even atoms randomly 

distributed in space can be used. Actual trajectories are calculated by integrating the 

equations of motion over very small finite time steps. The temperature can be 

controlled by coupling the system to a heat bath. To ensure sufficient sampling of the 

conformational space simulated annealing is initially performed at a high temperature 

with a low weighting for the steric repulsion terms to allow atoms to penetrate each 

other. The weighting of the steric repulsion terms is gradually increased and the 

temperature is decreased before a final energy minimization stage. This procedure is 

repeated for all of the start conformations. 

1.6.4 Torsion angle dynamics 

The essence of this approach is that the covalent geometry of the molecule is kept 

fixed while only the torsion angles are allowed to vary. The main advantage is that 
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strong potentials to retain the covalent structure are not required and therefore a 

simpler potential energy function can be used allowing more time for the calculation 

of the equations of motion. This means that the algorithm is much more efficient than 

the conventional molecular dynamics programs used for protein structure 

calculations. The success of the calculation is measured in terms of a target function 

which represents the potential energy of the system. The target function is equal to 

zero only if all the experimental input data is satisfied and there is no steric overlap 

between all non-bonded atom pairs. The exact form of the target function is given by 

the following equation: 

^ ^ /c(^ap'^ap) "I" ^ 
c=u,Lv (a,P)e/c kelj -m A^, (1.28) 

where: 

• is the distance between two atoms a and (3; 

• are upper and lower bounds between a and P; 

• lu, Ii, and /v are the sets of atom pairs (a , P) with upper, lower, or van der Waals 

distance bounds respectively and Id is the set of restrained torsion angles; 

• (Dc and Odd are weighting factors for the different types of restraints; 

• = TT — — 8™^)/2 denotes the half width of the forbidden range of 

torsion angle values; 

• Ajt is the size of the torsion angle restraint violation. 

Violated distance restraints contribute to the target function according to the function 

fc{d,b) which can take various forms depending on the magnitude of the violation. 

The form used most often is: 

\d^-b^V 
Md,b)= , (1.29) 
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where d and b denote the actual distance and the distance bound respectively. 

Since the potential energy landscape of a protein is very complex with many local 

minima, successful annealing requires careful use of temperature during the schedule. 

The kinetic energy, i.e. the temperature, enables the structure to overcome the local 

minima. The calculation starts with a conformation in which all the torsion angles are 

random. The standard simulated annealing protocol used in DYANA has eight stages; 

• a start conformation with random values for all of the torsion angles is 

generated; 

• a steric check excluding all hydrogen atoms is performed; 

• 200 conjugate gradient minimization steps to reduce high-energy interactions; 

• lN/5 TAD steps at constant high temperature e.g. lO'^K; 

• 4M5 TAD steps with slow cooling to almost zero temperature; 

• 100 conjugate gradient minimization with all hydrogen atoms to check for 

steric overlap; 

• 200 TAD steps at zero reference temperature; 

• final minimization with 1000 conjugate gradient steps. 

where N is the total number of TAD steps. The efficiency of a structure calculation 

can be assessed in terms of two factors: the time required to calculate one conformer 

and the success rate, i.e. the convergence to a well-defined ensemble which satisfies 

the input data. On both of these measures DYANA has a far superior performance to 

other programs. 

1.6.5 Relaxation matrix calculations 

Experimental NOE intensities can deviate from their theoretical values because of 

spin diffusion and internal mobility within the molecule. The calculated structures 
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can be used to calculate the expected NOE intensities using the complete relaxation 

matrix method [77, 78], The calculated NOE intensities can then be compared to the 

experimental values to assess how well the structures satisfy the experimental data. 

The calculated values can be used to derive a more accurate set of distance restraints. 

In the relaxation matrix the diagonal elements represent the nuclear longitudinal 

relaxation rate for each spin and the off-diagonal elements represent the 

cross-relaxation rate: 

R = 

PlI (̂ 12 

G21 

<7nl 

O'ln 

(1.30) 

where the cross-relaxation and the autorelaxation rate constants are given in 

Equations 1.9 and 1.10 respectively. Crosspeaks in a NOESY spectrum of a 

paramagnetic protein can be attenuated due to an increase in the relaxation rates of 

nuclei close to the iron atoms caused by dipolar coupling to the unpaired electrons. 

The contribution to longitudinal relaxation from the dipolar interaction between a 

nuclear spin and an unpaired electron can be calculated from the following equation 

[38]: 

2 
15 \4%/ rf 

, 3X5 
X + + • 

6t5 

_ 1 + (o)o - cos)!:! l + co^tl l + (coo +0)5)^x1 

(1.31) 

where: 

Y/ is the nuclear magnetogyric ratio; 

ge is the electronic g-factor; 

jj-B is the Bohr magneton; 
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• 5 is the electron spin angular momentum; 

• r/ is the distance between the metal nucleus and the proton; 

• Xs is the correlation time for electron spin relaxation; 

• coo and CO5 are the Larmor frequencies of the proton and electron. 

Paramagnetic contributions can be included by adding the value electron-nucleus 

dipolar relaxation to the diagonal elements of the relaxation matrix [79]. This method 

is approximate and in practice some error must be allowed for by relaxing the 

resulting distance constraints. This can be achieved by comparing calculated NOE 

volumes with those for which experimental data exist. These experimental data can 

replace the entries for theoretical entries in the relaxation matrix. This hybrid matrix 

can be retransformed to give a new set of predicted distances. The distances that are 

outside the range of the experimental data can then be used to calculate a ratio that 

can be used to relax all distance restraints. 

1.6.6 Automated NOE assignment 

The assignment of NOESY spectra to collect distance restraints for use in structure 

calculations is one of the most time consuming stages in a structure calculation 

project. Consequently, some groups have attempted to develop programs that perform 

this step automatically. The two main problems in completely assigning NOESY 

spectra are incomplete resonance assignments and chemical shift degeneracy. If the 

resonance assignments are incomplete there can be many peaks in the NOESY 

spectra for which there are simply no information and therefore this potential 

information is essentially discarded. The heteronuclear assignment strategy outlined 

above prevents this situation in the majority of cases. Chemical shift degeneracy can 

make the assignment of NOESY peaks very difficult although this is of course much 

simpler with heteronuclear-edited spectra. Another very important reason for the 

development of automated assignment programs is simply to save time. Some groups 

have shown that their automated assignment and structure calculation programs 

produce output that is very similar to those resulting from manual analysis. There are 
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a few different approaches to this problem that are currently implemented in 

programs such as ARIA and CANDID [67, 80, 81, 82, 83]. However it remains true 

that the most basic requirement for such programs is complete or nearly complete 

resonance assignments. 

A recent and very important development in biomolecular structure calculation from 

NMR data is the use of ambiguous distance constraints [82]. The basic idea is that at 

a given cross peak position there may be NOE contributions from two or more peaks 

based on degenerate chemical shifts in one or both of the frequency dimensions. 

ARIA uses a summed distance which is an ambiguous distance restraint (ADR) for 

all of the assignment possibilities of the peak in question: 

D = 
N 

I f 
1 = 1 

- 1 / 6 

(L32) 

where the index i runs through all of the N possible assignments for the crosspeak and 

di is the distance between the corresponding pairs of protons. This summed distance 

can be calculated from a structure and used as input to the next calculation in an 

iterative cycle. The ADRs can in effect be used as distance restraints contributing to a 

target function in a way analogous to standard distance restraints. This method can be 

very powerful as the NOE assignment can be performed in successive iterations of the 

structure calculation cycle. The reason for this is because the summed distance D is 

strongly weighted towards the shortest of the contributing distances. 

The efficiency of the calculation can be increased by combining ADRs with 

unambiguous NOE assignments. Initially the unassigned NOEs are given possible 

assignments based on chemical shift values only. These assignments are combined 

with the unambiguous assignments and submitted to the first iteration. The best 

structures are selected for further intepretation of the input data. Distances for each 

assignment possibility are measured from these structures. The volumes of the 

unassigned NOE peaks are converted into distance restraints and compared to the 

summed distances for each assignment possibility obtained from the structures. At 

this stage some of the assignment possibilities can be discarded because the 
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corresponding distances in the structures are greater than a specified cutoff value. 

New structures can then be calculated using the updated restraint lists. In principle 

this procedure should result in an increased percentage of assigned peaks at each 

iteration and the structures should converge forwards a well-defined ensemble. 

An alternative approach to automated NOESY assignment is implemeted in the 

program NOAH which is integrated into DYANA [80]. The essential difference from 

the ARIA method is that NOAH creates an unambiguous restraint for each possibility 

while ARIA creates one ADR for each ambiguous peak. Another way to view this 

difference is that NOAH incorporates incorrect input into a calculation with the aim 

of identifying such data by violation analysis. In contrast ARIA tries to avoid errors 

in the assignment of unknown peaks by using ADRs to account for all assignment 

possibilities. Recently, the program CANDID [67] has been developed to incorporate 

ambiguous NOE data into the program DYANA for structure calculation. 

1.6.7 Structure analysis 

This is the most crucial stage of the actual calculation process because only by a 

critical analysis of the results can any conclusions be drawn about the accuracy and 

precision of the ensemble of structures [84, 85]. The first distinction to be made is 

that between accuracy and precision. Accuracy is defined as the degree to which the 

calculated ensemble represents the actual situation in solution. Precision refers to the 

reproducibilty of the results and is thus an indication that the calculation is probably 

on the right track and hopefully not trapped in a local minimum. The goal is to derive 

an accurate and precise ensemble that accounts for the experimental data. Agreement 

with the experimental data is a good indication that the ensemble is not a very precise 

yet inaccurate group of conformers. 

One of the most basic criteria for an accurate protein structure is that the values for 

the torsion angles \|/ and (|) are within the favoured ranges allowed sterically [2]. This 

distribution is normally analyzed by means of a Ramachandran plot [86]. Software 

tools such as PROCHECK [87, 88] and WHATIF [89] have been developed to aid this 

type of validation. Another important criterion is the packing quality which can be 
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measures using the DACA (directional atomic contact analysis) method proposed by 

Vriend and Sander [90]. 

Questions about accuracy and precision have given rise to studies which try to 

determine the limits of these two parameters. A study by Zhao and Jardetzky [91] has 

shown that the precision mainly depends on the number of input restraints and is 

relatively insensitive to the quality of that data. The authors also concluded that 

accuracy does depend on the quality of the input data. Recently, an important study 

by the Utrecht group examined the correlation between the quality of various NMR 

structures in relation to the amount of experimental input data [92]. The experimental 

data were examined using the program AQUA [88]. The authors concluded that the 

precision does increase with the amount of experimental data, as expected. 

Since the structures calculated by the methods outlined above are in vacuo water 

refinement can be used in an attempt to mimic the natural environment of 

biomolecules more closely. Comparisons can be made between structures simulated 

in vacuo and those refined in implicit or explicit water [93, 94]. 

Databases have become important research resources in this field and deposition of 

experimental and structural data in the BioMagResBank (BMRB) and the Protein 

Data Bank (PDB) is encouraged [95, 96, 97] 

^BMRB, http://www.bmrb.wisc.edu; PDB, http://www.rcsb.org 

http://www.bmrb.wisc.edu
http://www.rcsb.org
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2.1 Introduction 

Cytochrome cg is a small protein found in all species of the Desulfovibrionaceae 

family of sulphate-reducing bacteria [98, 99, 100, 101]. Tetrahaem cytochromes cg 

have an average molecular weight of about 15kDa and the four haem groups have 

bis-histidinyl ligation of the iron atoms. The four haem groups have a conserved 

spatial arrangement as confirmed by all of the structural studies so far. The tertiary 

structure is conserved between the different cytochromes cg despite the very low 

sequence homology. The postulated biological role of cg is as a coupling factor to the 

enzyme hydrogenase in the periplasm (the structureless region between the plasma 

membrane and the cell wall) of these bacteria [102, 103, 104]. 

According to the proposed model cytoplasmic hydrogenase produces molecular 

hydrogen which diffuses across the plasma membrane where it is taken up and 

oxidized by periplasmic hydrogenase. The reaction catalyzed by hydrogenase 

produces two electrons and two protons. The transduction performed by cg results in 

the transfer of energy from the electrons to the protons. The electrons are donated to a 

transmembrane electron transfer complex and then passed to sulphate reducing 

enzymes in the cytoplasm. The protons are utilized by ATP synthase in the 

production of ATP. 

The structural basis of energy transduction involves cooperation between acid-base 

and redox centres in eg. Each of the four haem groups of a given cytochrome cg has a 

different pH-dependent redox potential. The ranges of redox potentials for 

cytochromes cg from the different organisms are relatively constant with the notable 

exception of C3 from Desulfomicrobium norvegicum (c3Dn). c3Dn has the broadest 

range of redox potentials as confirmed by EPR measurements [105]. Another 

anomalous feature of c3Dn is that it is the only C3 for which the intermolecular 

electron transfer is fast on the NMR scale [106] thus precluding the possibility of 

studying the thermodynamics using the method of following the haem methyl 

resonances through the five different oxidation levels as has been achieved for 

cytochromes C3 from D. gigas (c3Dg) and D. vulgaris (c3Dv) [107, 108]. This 

"redox-Bohr" effect is made possible by conformational changes and/or electronic 

changes in haem group and amino acid sidechains. Therefore in order to understand 
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this behaviour the structures of the protein in both the reduced and oxidized states are 

required to identify which conformational changes are due to redox events. NMR 

allows the variation of experimental conditions such as pH and oxidation state 

making it a very useful technique to study redox proteins and enzymes in general. In 

addition it would also make sense to compare structures obtained by the same 

technique rather than, for example, comparing an X-ray structure of the oxidized state 

with an NMR structure of the reduced state. 

The structures of several cytochromes C3 have been determined by early NMR studies 

(Table 2.1) [109, 110, 111, 112]. The three-dimensional structures of several 

cytochromes C3 have been determined by X-ray crystallography 

[113, 114, 115, 116, 117] and NMR [118, 119, 120]. The first crystal structure of 

c3Dn [121] was corrected by NMR studies [118] and subsequently a higher 

resolution structure incorporating the corrections was published [114]. The electronic 

structure has also been elucidated and was found to be similar to those from the other 

organisms [39]. Recently the structure of a novel tetrahaem cytochrome with a 

different haem core architecture has been determined [122]. 

protein method oxidation state pH value citation 
c3Dv (Miyazaki) X-ray oxidized [113] 

c3Dn X-ray oxidized [114] 
c3Dg X-ray oxidized 6.5 [115] 
c3Dv X-ray oxidized 5.5 [116] 

c3 ATCC 27774 X-ray [116] 
c3 Da X-ray oxidized,reduced [117] 
c3Dv NMR oxidized,reduced 7.1,8.5 [119, 123] 
c3Dg NMR oxidized,reduced 5.1,7.3 [120] 

Table 2.1: Structural studies of cytochromes C3. 

A very interesting development has been the successful expression of tetraheme 

cytochromes C3 in E. coli [124, 125] which will allow the efficient production of 

labelled samples which will in turn speed up the assignment process and open up 

possibilities for dynamics studies. This expression technique has recently been 

successfully applied to produce and assign a '^N-labelled sample of C3 from D. 

vulgaris [126]. 
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The aim of this project was to determine the solution structure of ciDn by NMR 

methods. This project was part of an EU contract to study the biophysics of haem 

proteins and to develop further the NMR methodology for determining the solution 

structures of paramagnetic haem proteins. 

2.2 Materials and methods 

All of the experimental work for this project was carried out at the ITQB in Lisbon in 

the laboratory of Prof. Antonio Xavier as a partner in the TMR network funded by the 

EU. 

2.2.1 Sample preparation 

Cytochrome cg from Desulfomicrobium norvegicum was purified as described [127]. 

After purification the solution was dialyzed at 4 °C firstly with 0.1 M NaCl to remove 

residual buffer and then with deionized water (Millipore) to remove excess salt. The 

sample was filtered through a Millex-GS unit with 0.22 fim pore size and then 

lyophilized. For NMR experiments in H2O the protein was dissolved in 92% H2O -

8% D2O. For NMR experiments in D2O the protein was lyophilized four times from 

D2O, incubated at 321 K for two hours and then lyophilized again. This procedure 

was performed in order to ensure efficient deuterium exchange of the protected 

exchangeable protons. The sample was then dissolved in D2O (99.98 atom %). The 

volume of the samples in the NMR tube was approximately 550 //L. The final protein 

concentration was approximately 2.7 mM and the salt concentration was in the ^M 

range. An antibiotic cocktail (127 /jM ampicillin, 78 ;(M kanamicin, and 141 /^M 

chloramphenicol) was added to prevent bacterial growth. The pH was adjusted to 

4.75 (uncorrected pH reading) and monitored with a glass electrode (Ingold) inserted 

directly into the NMR tube. 
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2.2.2 NMR spectroscopy 

NMR spectra were recorded on a Bruker AMX-500 spectrometer equipped with a 

5mm inverse detection probe head with internal Bq gradient coil. The sample 

temperature was controlled using a Eurotherm 818 temperature control unit with a 

BCU 05 cooling unit. Assignments were performed using spectra of samples at pH 

4.75 acquired at 303K but additional spectra were acquired at 300K to help resolve 

peak overlap. All 2D spectra were acquired in the phase-sensitive mode by the 

States-TPPI method [128] collecting 4096 (f?) x 1024 (fi) data points with at least 40 

scans per increment. NOESY spectra [129, 130] were acquired with mixing times of 

25 and 100ms and with spectral widths of 32 and 22 kHz. NOESY spectra of the D2O 

sample were recorded with standard pulse sequences with continuous low-power 

saturation of the water resonance during the relaxation delay and the mixing time. 

NOESY spectra of the H2O sample were recorded in the same manner for the larger 

spectral width. The spectra with the smaller spectral width were recorded using the 

WATERGATE sequence [131]. Total correlation spectra were recorded using the 

clean TOCSY pulse sequence [132] with spin-lock times of 20, 25, 50 and 75ms and 

22kHz spectral width. COSY [133, 134, 135] spectra were recorded with a 13 kHz 

spectral width. Raw data were multiplied in the F2 dimension by a Gaussian function 

with Une-broadening of —5 Hz and by a pure cosine-squared function in the F\ 

dimension except for the COSY spectra which were multiplied by a pure sine-squared 

function in both dimensions. The spectra were typically processed to a final size of 

4096 X 1024 data points except the COSY spectra which were processed with 1024 

X 1024 data points. Polynomial baseline corrections were applied on both 

dimensions of all spectra. The data were processed using XWIN-NMR software 

(Bruker, Rheinstetten). 

2.2.3 Assignment 

The assignment was performed using XEASY [136] to display and annotate spectra 

and for volume integration of NOESY crosspeaks. The NOEs were measured in the 

100ms NOESY spectra in H2O and D2O at 303 K and pH 4.75. TOCSY and NOESY 
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spectra acquired at 300 K were used to perform sequential assignments as described 

in Chapter 1. 

2.2.4 Paramagnetic tensor analysis 

The analysis of the dipolar shifts was performed as described in Chapter 1. Once a 

significant number of shifts had been assigned the dipolar shifts were calculated by 

subtraction of calculated shifts for the reduced form and used to calculate the 

magnetic tensors with respect to the crystal structure. The predicted dipolar shifts 

were used to indicate possible assignments. 

The orientation of the axial histidine ligands determined from the NMR analysis were 

used to derive dihedral angle restraints. The analysis determines the relative 

orientations of the histidine planes to each other and also their resultant position as a 

pair but does not distinguish between the two ligands. Preliminary structures were 

therefore used as far as possible to determine which angles correspond to which 

ligands. 

Note however that neither the dipolar shifts or the histidine angle restraints were used 

to calculate the structures analyzed in this chapter. 

2.2.5 Determination of volume restraints 

Integration was performed either by manual integration for isolated peaks or with 

line-shape integration for overlapped peaks. The baseline around each individual 

peak (or cluster of peaks) was measured and used to correct the volume. Peak 

volumes were measured in NOESY spectra recorded with 25 and 100 ms mixing 

times and for protein samples prepared in H2O and D2O. Peaks assigned to protons 

separated by fixed distances and all intrahaem peaks (except those assigned to the 

propionate groups) were excluded. The two sets of NOE volumes from the two 

mixing times were then processed separately to convert them into upper and lower 
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volume limits. PARADYANA converts the input NOE volumes into proton distances 

using the function: 

where r is the inter-proton distance, ^ is a scaling factor and V is the NOE volume. 

Separate scaling factors are used for NOEs involving two methyl groups, one methyl 

group and a single proton, two single protons in sidechains or two backbone protons. 

A power of n = 4 was used in the calculations. 

2.2.6 Paramagnetic leakage correction 

The correction factors for paramagnetic leakage were calculated following the 

procedure described in Chapter 1. All of the constants in Equation 1.31 may be 

expressed by a single parameter k such that: 

This model assumes that the unpaired electron densities are localized on the iron 

atoms. It is also assumed that Tj is equal for the four haem groups. The values of k 

and Xc were the same as those used for c3Dg which were estimated from the 

intensities of crosspeaks in the 25 and 100 ms spectra [120]. The values used were 

k = lO^A^s"' and Xc = 6 ns. Crosspeak intensities were then calculated with and 

without paramagnetic effects using averaged distances from an ensemble of 

preliminary structures. For each calculated intensity a correction factor: 

jpara 
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was obtained and each upper and lower volume limit was divided by its correction 

factor. As mentioned above this approach is approximate and the distance constraints 

were relaxed appropriately. 

2.2.7 Structure calculation 

Six non-standard residues were used in the structure calculations: fast-flipping 

aromatic residues; flexible haem groups and proline residues; a linking cysteine 

residue to the first haem binding site; and two types of axial histidine residues 

[42, 119, 120]. Both histidine residues contain a set of pseudoatoms that are used to 

maintain the hexacoordinate geometry of the iron through several fixed upls. The fifth 

axial histidine ligand also contains several pseudoatoms that represent the principal 

axes of the magnetic susceptibility tensor. In c3Dn there are four haem groups and 

eight proline residues and their design with allowance for flexibility requires 150 

fixed upls. 

The contribution of the restraints to the target function was defined as DYANA type 1 

except for the fixed upls used in the non-standard residues which were defined as type 

2 [66]. The torsion angles, susceptibility tensors, scaling factors, dipolar shifts (if 

used), and angle restraints are all optimized simultaneously. Each calculated structure 

is therefore calibrated independently and has its own set of scaling factors. After 

conjugate gradient minimization to remove strong overlaps the structures were 

annealed with 60,000 steps. The weighting of the van der Waals repulsion was then 

increased to 2.0 followed by conjugate gradient minimization and 200 steps of 

molecular dynamics at constant temperature and a final 2000 steps of conjugate 

gradient minimization. 

2.2.8 Structure analysis 

The program MOLMOL version 2.6 [137] was used for superimposition, visual 

inspection, drawing of the ensemble and calculation of solvent exposures. Aven 
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solvent exposures were determined using for each H2O molecule a radius of 1.4 A . 

The NMR structures were analyzed with respect to the experimental restraints with 

the program AQUA [88]. The stereochemical analysis of the structures was 

performed with the program WHATIF [89] and with both PROCHECK [87, 138] and 

PROCHECK-NMR [88]. WHATIF was also used for the identification of possible 

hydrogen bonds in the ensemble of conformers and in the X-ray structure of the 

ferricytochrome [114] and for the identification of crystal contacts in this structure. 

Identification and classification of the consensus secondary structure elements in the 

NMR ensemble, defined as those present in at least 50% of the structures, was 

performed using PROMOTIF [139]. 

2.3 Results and discussion 

2.3.1 Sequence specific assignment 

The assignment of the proton resonances in c3Dn was expected to be quite 

straightforward due to the presence of the four paramagnetic centres which increase 

chemical shift dispersion. This was indeed the case for c3Dv and c3Dg, the 

assignments being achieved by two Ph.D. students in reasonable time [123]. However 

for c3Dn the assignment was a very difficult and frustrating task lasting about two 

years. A major problem has been incomplete spin systems in the TOCSY spectra. 

Eventually patterns were recognised that allowed the assignment of spin systems that 

are far from complete in the TOCSY but which have all their intra-residual NOEs in 

the NOESY spectra. All of these spin systems have been confirmed by sequential 

assignments and by long-range NOEs, Also by comparing the shifts of certain 

residues from c3Dv and c3Dg a qualitative pattern is seen which supports the 

assignment of the known residues and gives an indication of what types of shifts the 

unassigned ones should have. 

The assignment of the NMR spectra of c3Dn presented the main bottleneck stage in 

proceeding with the project to determine the solution structure. Progress was 
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eventually made due to the observation of particular spectral features. An attempt to 

explain follows. In principle, the TOCSY spectrum of a protein sample should 

include complete correlation grids for the constituent amino acids residues of the 

protein. Normally the grid is complete for the majority of the residues although 

overlap can of course make some of the grid points very difficult to find. If the grid is 

not fully complete it is usually sufficiently complete as to leave little doubt that it 

represents a spin system. However in the spectra of c3Dn many of the assignments 

are for residues that have substantially incomplete grids in the TOCSY spectra. This 

was noticed at first for certain key residues with many NOE connectivities. This 

apparent fact was then used to make many new assignments and at this stage it seems 

to just be a feature to be included in the reckoning when making assignments. Also 

some of the residues which have been assigned are incomplete but their identity has 

been confirmed by the observation of sequential NOEs. This is usually the case for 

longer side chains but also for an unknown reason for threonine residues. 

Louro el al. [39] had already assigned the haem resonances as part of a study of the 

electronic structure of porphyrins in cytochromes cg. In that work a HMQC 

spectrum was used in conjunction with a NOESY spectrum run with a mixing time of 

25 ms to specifically assign the haem protons. Table A. 1 presents the chemical shifts 

of the haem assignments. 

The second approach was to try to identify as many of the individual spin systems as 

possible. The first step was to identify the backbone NH-aH crosspeaks. To ensure 

that these correlations are due to NH protons the spectra recorded in D2O were 

checked to see if the signals were attenuated due to exchange with the solvent. The 

exchange rates for NH protons in regions of the protein with different exposure to 

solvent will vary widely. It is possible that some NH protons in the protein interior 

will be exchanging so slowly that the signal may not have disappeared during the 

acquisition time. Sometimes the two a H protons of a glycine residue may be 

degenerate which can reduce the number of identified correlations. 

The NH-aH crosspeaks were taken as starting points to search for complete spin 

systems corresponding to amino acids in the protein sequence. The spin systems can 

be identified by examination of the COSY [140] and TOCSY [141] spectra. Two 
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COSY spectra were used, one of which was processed with a line-narrowing window 

function applied to help resolve peaks in crowded areas such as the fingerprint region. 

A series of TOCSY spectra were recorded: at 303K in H2O with mixing times of 50 

and 75ms; at 303K in D2O with mixing times of 20 and 50 ms; at 306 K in HgO with 

mixing times of 25 and 50 ms; at 300 K in H2O with mixing time of 50 ms. The 

spectra run with longer mixing times proved useful for delineating long spin systems 

such as lysine because the magnetization transfer will have time to propagate through 

the whole system. The spectra run at the lower and higher temperatures were used to 

help resolve confusion due to overlapping NH resonances. 

A series of complementary NOESY spectra were recorded to facilitate the analysis. 

The actual sequence-specific assignments were obtained after an exhaustive analysis 

of the NOESY spectra. The main high quality NOESY spectrum used for this 

analysis is shown in Figure 2.1. As outlined above the COSY, TOCSY, and NOESY 

spectra were used in combination to achieve the assignment. The problem of the 

incomplete TOCSY grids was compounded by the severe overlap for all but the most 

shifted signals in the spectra. Therefore for the signals with substantial dipolar shifts 

the assignments were easily confirmed by reference to the earlier work. This allowed 

the identification of NOE peaks for intra-haem, haem-haem, and haem-protein 

interactions. 

The assignment of the fingerprint region in both the correlation and the NOESY 

spectra was relatively straightforward. A useful feature was the observation of 

rotating nuclear Overhauser effect (ROE) peaks in the TOCSY spectra. ROE 

interactions in TOCSY spectra are very useful in identifying interactions which are 

unambiguously due to dipolar coupling and not scalar coupling. These peaks are 

easily recognized due to their opposite sign to the main TOCSY peaks. Normally the 

ROE will have a slower build-up rate than the TOCSY effect for scalar coupled nuclei 

and so will not interfere to a large extent with the assignment. For certain interactions 

the ROE assignments were confirmed in spectra recorded at different temperatures. 

The regions with especially severe overlap mainly concerned the assignment of the 

amino acid side chains. This was particularly evident in the region connecting the NH 
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resonances with the upfield side chain resonances. This region was, however, still 

essential for the assignment. The variable temperature spectra were also helpful here 

since ladders of NOE interactions associated with a particular NH resonance could be 

tracked at different temperatures. 

In all of the spectra the most severe overlap was encountered in the aliphatic region. 

This region presented two almost intractable problems. The correlations of the H a 

protons with the upfield methylene and methyl groups were very difficult to assign. 

This was even observed in the spectra recorded in D2O due to inefficient suppression 

of the residual water signal during data acquisition. This made the assignment of 

many lysine and proline side chains impossible. Overlap in the methyl region close to 

the diagonal prevented the assignment of certain side chain methyl groups. The 

overlap problem in the aliphatic region made a major contribution to the lack of side 

chain assignments in the loop from residue M16 to P25. This, in turn, led to a paucity 

of medium and long range restraints for this segment of the protein. 

In total, some assignments were achieved for the majority of residues (Table A.2). 

The residues for which no assignments were found are: P4, P20, K21, P25, P33, H36, 

H39, C44, H48, H49, R73, K75, A76, E85, N86, D94, H96, P105, G107, P108. 

These 20 residues from a total of 118 represent a sizeable fraction and should be kept 

in mind regarding the analysis of the structures presented below. 

2.3.2 Paramagnetic tensor analysis 

The NMR signals in the region of paramagnetic haem groups are severely attenuated 

due to the effects of paramagnetic relaxation. Structural information in these regions 

is however essential for determining small differences between structures which may 

be relevant. Accordingly, new methods have been developed to assign crucial 

information on the haem groups and the attached ligands. The magnetic and structural 

parameters in paramagnetic haem systems are highly correlated and a careful analysis 

of experimental data can yield information on the relationship between the geometry 

of the ligands and the form of the frontier molecular orbitals [39]. 
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Figure 2.1: 2D NOESY spectrum of c3Dn recorded at a proton frequency of 500 MHz 
and 303 K. 

The geometry of the axial ligands in low-spin bis-histidinyl haems c determines the 

form of the two frontier molecular orbitals of the tetrapyrrole ring. These molecular 

orbitals undergo a rhombic perturbation (6) with a concomitant energy splitting (Af). 

A linear correlation exists between both of these parameters and geometric properties 

of the axial ligands. Specifically, the resultants of the normals to the histidine planes 

((})) are correlated with 6 and the dihedral angle between the planes (\|/) is correlated 

with AE. The angle (j) is defined as the angle between the bisector of the acute angle 

between the normals to the histidine planes and the vector defined by the pyrrole 

nitrogens A and C of the haem . The definition of the angle \\f follows from the 

definition of (|) (see Figure 2.2). 

The '^C resonance frequencies of the haem a-subsituents are dominated by the 

contact shift interactions. A detailed molecular orbital theory analysis yields 

relationships between the electronic and geometrical parameters. The energy splitting 
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Figure 2.2: Geometric parameters used to describe the haem ligands (adapted from 
[142]). 

is a maximum if the ligands have a zero dihedral angle and a minimum when the 

dihedral angle is 90°. The values for the energy splitting can be combined with those 

for the rhombic perturbation in an empirical expression to estimate the dihedral angle 

between the histidine planes (v|/) [39]: 

AE = (5 + cos 40) cos \|/. (2.4) 

Further analysis investigated the relationship between the ligand geometry and the 

paramagnetic susceptibility tensor [40]. In the case where the magnetic z-axis is close 

to the normal of the haem plane it was found that the x and >' axes are inversely 

correlated with the resultant ligand orientation (j). Furthermore, since (|) is also directly 

correlated with 6, the expected inverse correlation of the jc and _v axes and 0 was 

observed. The data were analyzed using a model in which dipolar shifts were 

expressed in terms of the spherical polar coordinates of the nucleus with repect to the 

principal axis system of the paramagnetic susceptibilty tensor with equatorial and 

axial anisotropics according to Equation 1.4. The Euler angle P represents the angle 

between the magnetic z-axis and the normal to the haem plane. In the case where this 

angle is small the sum of the angles a and y is approximately equal to the in-plane 

rotation of the v-axis of the tensor. 
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The relationship between AE and i|r is paralleled by a correlation between the axial 

and equatorial anisotropics and This correlation is at best qualitative and is only 

reliable in the case of nearly perpendicular ligands. 

The two models are however in agreement and both can be used to assign structural 

information near haem groups in paramagnetic proteins. For example, the orientation 

of the ligands can reliably be obtained from data and used as restraints in 

structure calculations which use the proton dipolar shifts to fit the paramagnetic 

tensor parameters. The consistency of this approach can then be validated by 

comparing the tensors from the structure calculations with those obtained from fitting 

the shifts to a crystal structure. 

The procedure to fit the paramagnetic tensor requires therefore both dipolar shifts and 

atomic coordinates. The dipolar shifts were obtained from the difference of the 

experimental shifts for the oxidized state and the calculated diamagnetic shifts of the 

reduced state. The shifts for the reduced state were calculated using the program 

t o t a l (Prof. M. Williamson, Sheffield) and the coordinates of the crystal structure of 

ciDn. Since these coordinates are for the oxidized form of the protein the procedure 

assumes that there are no changes in conformation associated with the change in 

redox state. The parameters for the molecular orbital analysis and the fitting of the 

paramagnetic susceptibility tensors are presented in Table 2.2. 

A total of 225 dipolar shifts were used for the fitting of the tensor parameters to the 

X-ray coordinates of c3Dn (Figure 2.3). The uncertainties were set to ±0.2 ppm and 

±0.5 A for the dipolar shifts and the atomic coordinates respectively. Five shifts were 

rejected after statistical testing. Least squares fitting of the shifts produced a good fit 

to a line of slope 0.95 and an intercept of 0.014 resulting in 91.5% of variance 

explained. The quality of the fit is reasonable and allowed a preliminary evaluation of 

the tensor parameters. The Euler angle P representing the tilt of the z-axis of the 

tensor away from the normal to the haem plane is small for haems 1, 2, and 4 and 

slightly larger for haem 3. The tilt of the z-axis is expected to increase as the dihedral 

angle y decreases, i.e. for haems with nearly parallel axial ligands. The value of \|/ for 

haem 3 in the X-ray structure is larger than that for haem 1 yet a larger tilt of the 

z-axis is calculated for haem 3 than for haem 1. The values for haem 2 and 4 are as 
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haem 1 haem 2 haem 3 haem 4 
0 (deg)" -35.8 -16.9 7 2 9 -&2 

AE (kJ.mol"')^ 3^3 3 4 2 5.34 1.47 
(|) (X-ray) (deg)" -32/7 -19U3 5&8 -1.1 
V (X-ray) (deg)° 5.0 50.0 25^ 77.2 

V (NMR) (deg)^ 2 4 2 50.5 6.1 75.4 

a (degf -0.8 (56.7) 37.3(17.5) 89.9 (6.8) 93.9(17.1) 

P(deg)^ -3.1 (2.7) -5.8 (2.4) 17.4 (5.2) -6.3 (L5) 
y (deg)^ 36.9 (53.3) -15.7 (20.2) 2&8(8T) -86.0(18.2) 

a-t-y (deg)^ 36.1 (7.9) 21.6 (6.5) 118J0L3) 7.9 (5.5) 
AXax-10^^ (m^)^ 2.82 (0.24) 3.20 (0.20) 3.07 (0.28) 4.63 (0.24) 

AXg^.lO^^ (m^)^ -1.34 (0.25) - L 5 0 ( a 3 2 ) -2.41 (0.28) -1.31 (0.28) 

Table 2.2: Molecular orbital and empirical magnetic susceptibility tensor parameters 
for c3Dn. " From [39]; ^ calculated from Equation 2.4 ^ calculated from the cZDn 
X-ray coordinates, 2cy3.pdb [114]. Standard deviations are given in parentheses. 

expected however. Similarly, the sum a + y which approximates the in-plane rotation 

of the y-axis of the tensor can be compared with both the negative value of 0 and the 

ligand orientation (j) [40]. As explained in the paper the correlation of a-I-y has better 

agreement with the negative value of 6 than with the value for (\) as seen for the data 

for c3Dn. For a - | - y the values for haems 1, 2 and 4 agree well while the values for 

haem 3 are not in agreement. This suggests that either the input data require 

improvement or possibly that the X-ray structure is different than the solution 

structure for haem 3. Such differences can of course be expected when incomplete 

data measured in solution are fitted to X-ray coordinates. 

This preliminary analysis confirms that the dipolar shifts can be reliably extracted 

from the experimental data and the derived tensor parameters are consistent with 

earlier published results. However tests of the structure calculation incorporating 

dipolar shifts resulted in structures which converged but had extremely high target 

functions. Therefore these data are not included in the calculated structures analyzed 

in the following sections. 
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Figure 2.3: Correlation of predicted and experimental dipolar shifts for c3Dn. 

2.3.3 Solution structure calculation 

The input data for the structure calculations were obtained from the assigned and 

integrated peaks from the 25 and 100 ms spectra in H2O and D2O (Figures 2.4, 2.5). 

The peak volumes were converted into volume restraints using PARADYANA. The 

100ms spectra generated 980 lower volume limits and 818 upper volume limits. The 

25 ms spectra generated an additional 103 lower volume limits and 103 upper volume 

limits. An extra set of 56 fixed upper distance limits were used to maintain the haem 

and proline geometries. Since the volume calibration is a fully automatic procedure 

identification of redundant restraints must wait until after the calculation has been 

performed. Medium range restraints are between amino acids which are separated by 

between two and four positions in the protein sequence. Long range restraints are 

between amino acids which are separated by five or more positions in the sequence. 

Redundant distance restraints are removed by DYANA before the calculation begins 

and lower distance restraints below the van der Waals radii are also removed. Upper 

and lower limits from the same NOE were counted as one. Haem-haem and 

intra-haem restraints were excluded from the count. One hundred random conformers 
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were submitted to the annealing schedule and the structures with the 20 lowest values 

of the target function were accepted as being representative of the solution structure 

of the protein. 

Type of volume restraint lower volume restraint upper volume restraint 
A. 100ms mixing time 
intra-residue 319 310 
sequential 226 193 
medium range 192 131 
long range 243 184 

B. 25ms mixing time 
intra-residue 0 0 
sequential 4 4 
medium range 30 30 
long range 69 69 

C. Total 1139 921 

D. Per residue 9.7 7.8 

Table 2.3: Restraints used for the structure calculation of ciDn. 

2.3.4 Quality analysis of the calculated structures 

The NMR structure ensemble could be described as medium resolution (Figure 2.6). 

A summary of the structure factors for the NMR ensemble is given in Table 2.4. The 

target function values of the ensemble members range from 12.93 to 14.31 A^. 

The structures were superimposed on both the set of backbone heavy atoms and the 

set of complete heavy atoms. The average RMSD relative to the coordinates of the 

mean structure is 1.74 A for the backbone heavy atoms of all residues. These data are 

plotted in Figure 2.7 where it can be seen that some regions of the structure have a 

much higher RMSD relative to the remainder. There are few assignments for these 

regions leading in turn to high variability in the calculated structures. For example, 

the RMSD of the backbone heavy atoms is reduced to 1.07 A when residues 14-27 in 
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Figure 2.4: Summary of the sequential and medium range NOEs for c3Dn. The thick-
ness of the lines correlates with the intensity of the NOE. 
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Figure 2.5: Summary of the number of NOE restraints per residue. The bars are shaded 
to represent the different classes of restraints as follows: white, intra-residue; light 
grey, sequential; dark grey, medium range; black, long range. 
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the large variable loop are excluded. The overall RMSD as well as that in the 

unassigned regions could be reduced with further NOE assignments. 

Figure 2.6: Ensemble of c3Dn NMR structures with haem group colour coding: green, 
haem 1; blue, haem 2; yellow, haem 3; red, haem 4. Figure created in MOLMOL [ 137]. 

The Ramachandran plot for the NMR structure ensemble is shown in Figure 2.8. The 

percentages of residues in the different regions of the Ramachandran plot are also in 

Table 2.4. These compare with the values for the crystal structure of 82.8% and 

17.2% in the most favoured and additionally allowed regions respectively. The crystal 

structure had no non-glycine residues in the generously allowed and disallowed 

regions. Since the structure is at an intermediate stage of refinement it is expected that 

these values will converge to the values expected for NMR structures as the 

refinement is continued. 

Bad contacts were calculated using PROCHECK [87]. Bad contacts were defined if 

the atoms are separated by more than four bonds and the interatomic distance < 2.6A. 

For the lowest energy NMR structure in the ensemble 37 bad contacts were found. 
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Quantity 
A. DYANA target function (type 1) 
average total (A^) 13.70 ± 0 . 4 5 
B. Upper distance limit violations 

average maximum (A) 1.14 ± 0 . 0 3 
number of consistent violations (> 0.2A) 6 
C. Lower distance limit violations 
average maximum (A) 0.73 ± 0.05 
number of consistent violations (> 0.2A) 7 
D. Van der Waals violations 
average maximum (A) 0.33 ± 0.05 
E. Ramachandran plot (%) 
most favoured 343 
additionally allowed 
generously allowed 
disallowed 

44.4 
16.2 
5.1 

F. Packing 
bad contacts 37 
G. Precision 
RMSD backbone (A) 1.74 

Table 2.4; Summary of restraint violations and quality analysis for the final structure 
ensemble of oxidized chDn. 
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residiM 

Figure 2.7: Average backbone (blue) and heavy atom (green) RMSD values per residue 
with respect to the mean structure of the NMR ensemble of c3Dn structures. 

This number is reasonable when compared with 16 bad contacts found for the crystal 

structure. Again, it is expected that this value will be reduced with further refinement. 

2.3.5 Comparison with the crystal structure 

Comparison of the X-ray and NMR structures of c3Dn confirms that the general fold 

and the haem positions are reproduced. The average iron-iron distances were 

calculated using COFIMA [76] and are similar to those in the X-ray structure as 

reported in Table 2.5. The RMSD for the backbone heavy atoms in the X-ray 

structure and the lowest energy NMR structure is 3.29 A over all residues (excluding 

the second cysteines coordinating each haem due to coordinate file incompatability 

for these residues). In general cytochrome cg structures display very little secondary 

structure. This is because the four haem groups are quite bulky and the protein 

backbone can only barely wrap itself around the the haems to ligate them. There is 

one notable secondary structure element in the NMR ensemble which is an a-helix 
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Figure 2.8: Ramachandran plot for the ensemble of the 20 lowest energy c3Dn struc-
tures calculated by R4RADYANA. Backbone torsion angles for all non-glycine, non-
proline, and non-terminal residues are included. 
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which extends from L83 to A98. This helix is shorter than in the X-ray structure in 

which it extends to KlOl. The probable reason for this is that the loop from L99 to 

T106 is variable in the NMR ensemble. It is possible that with some more restraints 

for residues L99 to KlOl the helix would be extended. 

haem II III IV 

I NMR 11.67(0.38) 12.51 (0.60) 17.96 (0.47) 
X-ray 12.45 11.06 17.10 

II NMR 16.45 (0.25) 16.49 (0.26) 
X-ray 16.65 15.86 

III NMR 12.97 (0.19) 
X-ray 12.66 

Table 2.5: Average iron-iron distances (A) in the NMR and X-ray structures of ciDn. 
Standard deviations are given in parentheses. 

2.4 Concluding remarks 

This chapter presents the work done on the NMR structure of c3Dn as of January 

2002. The structure is at an intermediate level of refinement compared to the previous 

C3 structures. However the main features of the structure of the protein in solution 

have been confirmed and compared to the crystal structure. 

The parameters of the paramagnetic tensors of the haem groups in c3Dn have been 

investigated based on the results of earlier work on cytochromes cg. Dihedral angle 

restraints from the combined haem NMR and molecular orbital analysis have 

been determined and can be included in future structure calculations. 

The results illustrate that the most important factor in the success of a structure 

determination project by NMR is the completeness of the resonance assignment. As 

noted this stage took up the majority of the time spent on this project. There are still 

some assignment ambiguities, notably in the solvent exposed loops. In this respect 

progress could be made by the recording data at higher field strengths and the 

preparation of a '^N-labelled sample. Additional work remaining includes increasing 
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the general quantity of data used as input for structure calculations especially from 

the short mixing time spectra. This data will have to be evaluated carefully since at 

short mixing times paramagnetic effects on crosspeak volumes are attenuated and 

intemuclear distances can be derived with greater accuracy. Further data which can 

also be included are pseudocontact shifts and stereospecific assignments. 
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3.1 Introduction 

The protein HU is found in prokaryotic organisms and serves a role as a multipurpose 

DNA binding factor. HU is closely related to IHF (integration host factor) and the 

phage protein TFl (transcription factor 1) [143, 144, 145]. There are both significant 

similarities and differences between these proteins in terms of both structure and 

function. HU binds DNA non-specifically while both IHF and TFl bind to recognized 

consensus sequences. The common theme in the mode of action of these proteins is 

the bending of the DNA for the purpose of general chromosomal compaction or more 

specific roles in the cell [146]. While IHF is always found as a heterodimer both HU 

and TFl can exist as either homo- or heterodimers. The eukaryotic equivalents of 

these bacterial type II DNA-binding proteins are the high mobility group (HMG) 

domain proteins which have completely different structures but similar roles as 

architectural factors. Indeed, the striking structural similarities of HU, IHF, and TFl 

when considered with their functional differences allows a detailed comparison of 

specific and non-specific protein-DNA complexes. 

The structures of members of the IHF-HU family are very similar and can be 

described as a compact body from which two ^-ribbon arms extend. The body is 

formed by several intertwined a-helices capped by a pair of three-stranded ^-sheets. 

The hydrophobic core between this cap and the helices contains a cluster of 

phenylalanine residues which are highly conserved. The ^-ribbon arms bind and bend 

DNA by wrapping around the substrate in both specific and non-specific complexes 

[147, 148]. In the absence of DNA the ^-ribbon arms of HU are highly flexible yet 

internally structured and become less mobile in complex with DNA [149]. Several 

structures of HU have been determined including: X-ray [150, 151] and NMR [152] 

structures of HU from Bacillus stearothermophilus (HUBst)', an X-ray structure of 

HU from Thermotoga maritima (HUTmar) [153]; and very recently the X-ray 

structure of a HU-DNA complex from Anabaena [148]. 

Ultrastable proteins have been the subject of many recent biophysical studies aimed at 

understanding the relationship between flexibility and stability in these systems 

[154, 155]. Thermotoga maritima is a hyperthermophilic bacterium originally found 

in geothermally heated marine sources in Italy. Consequently, the constituent proteins 
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of this organism are highly thermostable. HXiTmar (T^ = 80.5°C) has been the focus 

of studies aimed at determining the contributions to thermostability at an amino acid 

level [156]. The X-ray structure of WJTmar [153] confirms that the structure is 

conserved and also that no electron density was found for the flexible (3-ribbon arms. 

The origin of the protein is reflected in its unusually high affinity 

temperature-independent DNA binding properties which have allowed the 

development of biotechnological applications as an effective gene delivery agent 

[157, 158]. The aim of this project was to determine the structure and dynamics of 

HUTmar in solution by NMR methods and to compare this with 

3.2 Materials and methods 

3.2.1 Sample preparation 

Cloning of the HUrmar gene and overproduction of the wild type protein was 

performed as described in the literature [159, 160]. Labelled protein was produced 

using '^N-NH4C1 and/or ^^C-glucose in minimal medium. The samples were purified 

by affinity chromatography on heparin sepharose and mono-S FPLC. The purity was 

over 95% according to SDS-PAGE. The recombinant HUTma/- retains the DNA 

binding properties observed for samples purified from the bacterium. The protein was 

suspended in a 50mM phosphate buffer with 200mM potassium chloride at pH 5.8. 

Addition of the protein to the buffer solution changes the pH to approximately 6.2 

since the protein is concentrated and highly positively charged. NMR experiments 

were performed at a temperature of 31 IK with one '^N-labelled sample (1 mM) and 

one '^C-'^N-labelled sample (1 mM). 

3.2.2 NMR spectroscopy 

NMR spectra were recorded on Bruker Avance spectrometers operating at proton 

frequencies of 500, 600, 700, and 750 MHz at a temperature of 31 IK. All of the 
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spectrometers are equipped with a triple-resonance probe with a shielded gradient 

coil. The 2D ('^N and spectra were recorded to give an overview of the chemical 

shift ranges of the heteronuclei [161]. 

The constant-time versions of the HNCO, HNCA, and HN(CO)CA experiments were 

recorded essentially as described by Grzesiek and Bax [162]. The HN(CA)CO 

experiment was recorded as desribed by Clubb and co-workers [163]; a refocused 

INEPT step was used for the magnetization transfer from ^H to '^N for the HNCA 

and the HN(CA)CO experiments. The CBCA(CO)NH and HBHA(CBCACO)NH 

experiments were recorded as described [164]. The CC(CO)NH-TOCSY and the 

HCCH-TOCSY experiments experiments were implemented as described [165, 29]. 

Efficient water suppression was achieved by the use of pulsed field gradients in all 

experiments. In most of the experiments the carrier frequencies were positioned to 

obtain unfolded spectra. 

All NMR data were processed using NMRPipe [166]. The program NMRView was 

used to analyze the spectra [167]. 

3.3 Results and discussion 

3.3.1 Sequential assignment 

A sequence alignment of the HU proteins from several organisms is presented in 

Figure 3.1. Almost identical secondary structure elements have been observed in all 

of the HU structures determined to date, including the crystal structure of HUTmar 

[153]. The conserved topology is composed of a helix-turn-helix motif ( a l and a2); 

p-strands pi , P2, and (33; the P-arms and the C-terminal a-helix oc3. The overall 

structure of the HU dimer is presented in Figure 3.2. Comparisons of this structure 

with the sequence shows how the a l and a2 helices form the compact core of the 

dimer which is capped by the p-strand formed from pi , P2, and P3. The C-terminal 

a 3 is also involved in intermonomer contacts with a2. The P-arms do not contribute 
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to the dimer interface but extend from the core and are very mobile yet internally 

structured in the free protein (Figure 3.2). The HU structure has therefore evolved to 

maximize the usage of a relatively short primary sequence to achieve considerable 

structural efficiency. 

The starting point for the analysis was an examination of the '^N HSQC spectrum 

(Figure 3.3). Excluding side chain NH2 groups, 84 correlations were expected in this 

spectrum since each monomer has 90 residues and no peaks will be observed for the 

N-terminal methionine and the five prolines. 

Surprisingly, approximately 140 peaks were counted. At first it was thought that the 

extra resonances could be due to slow conformational exchange of the flexible 

P-ribbon arms of HU and the sequential assignment process was started. As the 

assignment progressed it became clear that the extra resonances could be assigned to 

residues throughout the protein and that two approximately equally populated 

conformations of the protein exist under the NMR sample conditions used. 

The conformational equilibrium persists over many months as evidenced by the 

HSQC spectra recorded at regular intervals. This idea was tested by varying the 

experimental conditions as much as possible. The pH, salt concentration, and protein 

concentration were all varied with no significant change in the spectrum. One sample 

of the protein was thermally denatured and was observed to refold into the same 

conformational equilibrium. A temperature series was also recorded in the range 

290-330 K and while certain key residues do undergo chemical shift changes the 

overall ratio of the populations of the two conformations was not significantly 

perturbed. 

Eventually the backbone assignment of the two conformers was completed. In some 

segments of the sequence the two conformers have very different chemical shifts for 

the backbone nuclei while in other segments the protein may only be in one 

conformation or two conformations could have degenerate same chemical shifts. 

The sequential assignment followed the standard procedure of correlating shifts from 

a given residue with shifts from the preceding residue depending upon which 
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Tmar MTKKELIDRVAKKAGAKKKDVKLILDTILETITEALAKGEKVQIVGFGSF 50 

Bst MNKTELINAVAETSGLSKKDATKAVDAVFDSITEALRKGDKVQLIGFGNF 50 

Bsu MNKTELINAVAEASELSKKDATKAVDSVFDTILDALKNGDKIQLIGFGNF 50 

Tth AAKKTVTKADLVDQVAQATGLKLLDVKAIWDALLAKVEEALANGSKVQLTGFGTF 55 

Tvo MVGISELSKDVAKKANTTQKVARTVIKSFLDEIVAQANGGQKINLAGFGIF 51 
• . . * . * * . . . . • . . . . * * . . * * * * 

Tmar EVRKAAARKGVNPQTRKPITIPERKVPKFKPGKALKEKVK-- 90 

Bst EVRERAARKGRNPQTGEEMEIPASKVPAFKPGKALKDAVK-- 90 

Bsu EVRERSARKGRNPQTGEEIEIPASKVPAFKPGKALKDAVAGK 92 

Tth EVRKRKARTGVKPGTKEKIKIPATQYPAFKPGKALKDKVK-- 95 

Tvo ERRTQGPRKARNPQTKKVIEVPSKKKFVFRASSKIKYQQ--- 90 

Figure 3.1; ClustalW [168] alignment of HU sequences from Thermotoga maritima 
(Tmar), Bacillus stearothermophilus (Bst), Bacillus subtilis (Bsu), Thermus ther-
mophillus (Tth) and Thermoplasma volcanium (Tvo). Asterisks indicate residues con-
served in all five sequences and colons indicate residues additionally conserved be-
tween WJTmar and 

Figure 3.2: Alternate views (rotated around z-axis by 45°) of one structure from the 
NMR ensemble (Ihue.pdb [152]) of Figure created using MolScript [169]. 
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Figure 3.3: 2D HSQC spectrum of uniformly '^N-labelled HUZmar recorded at 
750 MHz proton frequency and 311 K. 

spectrum is examined [18, 25, 29, 170]. As segments of sequential connectivities are 

built up the amino acid types can be determined by the chemical shifts of the C a and 

CP nuclei and the segments can be placed in the protein sequence. The 

CC(CO)NH-TOCSY spectrum gives additional information on the amino acid types 

and, in principle, by following this procedure an assignment can be achieved and 

confirmed very quickly. The backbone assignment of HUTmar was however 

complicated by the equilibrium between the two conformations. 

The first spectra examined in the assignment procedure were the complementary 

HNCA and HN(CO)CA which were used to establish the intraresidue and sequential 

'^C" resonances. The HNCA spectrum contains both the intraresidue '^C" and the 

sequential '^C^^ resonances for each '^N-NH crosspeak while the HN(CO)CA 

spectrum contains only the sequential ' ^ C ^ , resonances. A comparison of the peaks 

in these two spectra yields the resonance frequencies of these nuclei for all the peaks 

observed in the '^N HSQC spectrum. 
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In principle the HNCA and HN(CO)CA pair of spectra can provide the backbone 

assignment for the complete protein sequence and therefore correlate the peaks in the 

HSQC with each other and also with the intraresidue resonances which will 

be used to assign the amino acid sidechain resonances. In the event of overlap or 

missing correlations in these spectra the missing assignments can usually be obtained 

from an analysis of the HNCO and HN(CA)CO spectra which are complementary to 

the HNCA and HN(CO)CA pair. The HNCO spectrum correlates each ^^N-NH 

crosspeak with the sequential ^^CO/_i carbonyl resonance. This spectrum is analysed 

in combination with the HN(CA)CO which correlates each ^^N-NH crosspeak with 

the intraresidue '-^CO, and sequential '^CO,_i carbonyl resonances. In combination 

these four spectra should allow the assignment of the complete 2D ^^N HSQC 

spectrum. Proline residues in the sequence can also be assigned in this way but any 

assigned segment will end at the proline since there is no corresponding crosspeak in 

the '^N HSQC spectrum from which to continue the assignment. 

The next stage of the assignment procedure was the identification of the amino acid 

types in the sequentially assigned segments obtained from the backbone correlation 

spectra. This identification is usually done in parallel with the sequential assignment 

depending on the complexity of the task which in turn depends on the size of the 

protein or the types of sequence segments present. The position of a crosspeak in the 

^^N HSQC spectrum is an indication of the type of amino acid present for a limited 

subset of residue types. For example, glycine residues usually have an upfield shifted 

^^N resonance. An analysis of the '-^C" shifts though will provide a much clearer 

indication of the amino acid types. If the '^C" shifts can be combined with the '^C^ 

shifts the identification of amino acid type is usually unambiguous and combined 

with the positions of the residues in the segments the assignment can be confirmed 

beyond doubt. This amino acid identification step is based on the statistical 

distribution of ^^C" and ^^C^ shifts. The ^^cP shifts were obtained from the 

CBCA(CO)NH spectrum which correlates the ^^C^, and resonances with the 

'^N-NH crosspeaks. Additionally the complementary HBHA(CBCACO)NH 

spectrum allowed the assignment of the corresponding ^H^ j and ^H^, resonances. 

The assignment of the dual conformations of Y{\]Tmar was achieved using the spectra 

recorded as described above (Section 3.2.2). The actual assignment procedure was 
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relatively straightforward once the source of the extra peaks was established. The 

availability of the complementary spectra was essential for the assignment. For 

example, for certain segments of the sequence there was overlap of the resonance 

frequencies for all three nuclei. This is especially evident in certain regions of the 

HNCA spectrum. Although there was sufficient resolution in the proton and nitrogen 

dimensions for the majority of residues this was not always the case for the carbon 

resonances. This was noted mainly for lysine and arginine residues in the region 

centered around carbon frequencies of 52 ppm. There are 20 lysine and 5 arginine 

residues in each conformation of \{\5Tmar. In these cases the HNCO spectrum 

allowed the unambiguous assignment of the resonances to the correct conformation. 

This is due mainly to the greater chemical shift dispersion of the '^CO resonances 

compared to the '^C" resonances. Specific examples of this are discussed below 

(Section 3.3.3)." 

Apart from the minor overlap problem the sequential assignment was achieved in a 

timely manner. Complete or partial assignments were made for all residues in form A 

and 75 residues in form B (Table B.l). No assignments were found for 15 residues in 

form B, namely: K17, K18, V21, K22,144, V45, G46, F47, F50, E51, P77, K78, F79, 

K80, K83." 

3.3.2 Side chain assignment 

Once the backbone and ^̂ Ĉ ^ and ' r P sidechain resonances were assigned the next 

stage was to continue to assign as many as possible of the sidechain carbon and 

proton resonances. This stage was achieved through the use of TOCSY type 

experiments. The 2D ^^C HSQC spectrum (see Figure 3.4) gives an overview of the 

range of ^^C chemical shifts present. The backbone resonances were used as starting 

points in the analysis. 

The HCCH-TOCSY experiment can be recorded in two different modes depending 

on whether two proton (HcCH) or two carbon (hCCH) dimensions are present in the 

resulting spectrum. The spectra recorded in both modes are essential for the 

assignment of the remaining sidechain carbon and proton resonances. These 



Chapter 3: Assignment of HUTmar 78 

6.00 
I 

20,00 

40.00 

60.00 -

6.00 

4.00 
I 

2.00 
I 

0.00 I 

^ i i i 

i ̂  • & 

M ' 

20.00 

40.00 

60.00 

4.00 2.00 0.00 

Figure 3.4: 2D HSQC spectrum of uniformly ^^C-'^N-labelled HUTmar recorded 
at 600 MHz proton frequency and 311 K. 

complementary spectra are used to correlate the sidechain proton resonances with the 

directly attached carbon resonances to obtain the complete assignment for each amino 

acid. A knowledge of the chemical shift ranges for the different sidechain resonances 

is essential for this stage. The statistically averaged shifts of the different nuclei in the 

various amino acid types has been compiled in the BMRB and can give very reliable 

indications. 

The carbon resonances for the complete sidechain of the / — 1 residue can be obtained 

from the CC(CO)NH-TOCSY spectrum which provided an ideal starting point for the 

analysis of the HCCH-TOCSY spectra. The complete proton resonances of the 

sidechains could be assigned by an experiment similar to the CC(CO)NH-TOCSY by 
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changing the evolution period to a 'H period with an appropiate magnetization 

transfer. However the assignment of specific protons to their attached carbon nuclei 

requires an analysis of HCCH-TOCSY spectra. This stage is important if a complete 

analysis of NOESY spectra is required for a structure determination. These spectra 

were analyzed by picking peaks in the common planes and correlating the 

chemical shifts with those known from the backbone assignment. 

The sidechain amide nitrogen and proton resonances were assigned through a 

combination of the 2D HSQC and the CBCA(CO)NH spectra. In the HSQC 

spectra pairs of signals with the same shift correspond to the N^H2 and N^H2 

resonances of asparagine and glutamine residues respectively. These resonances were 

conveniently assigned in the CBCA(CO)NH spectrum. The CBCA(CO)NH spectrum 

was searched at the nitrogen frequencies of the NH2 groups. For the simpler case of 

the asparagine residues four symmetrically displaced peaks were observed 

corresponding to the and resonances at the two NH2 frequencies. For the 

glutamine residues four peaks were again assigned corresponding to the and 

resonances at the two NH2 frequencies. In this case the CBCA(CO)NH 

spectrum could provide an extra confirmation of the assignments. 

3.3.3 Analysis of the dual assignment 

As HUr/nar is conformationally heterogeneous under NMR conditions the 

assignment procedure was considerably complicated and eventually a dual 

assignment was found for a majority of the sequence. This section presents the details 

of the dual assignment and describes how the two assignments are internally 

consistent yet mutually distinct. There are many examples described in the literature 

of proteins which display localized slow conformational exchange under NMR 

conditions. However it is very unusual to observe slow conformational exchange for 

such a large majority of residues in the sequence. In addition the exchange is between 

two approximately equally populated native-like conformational substates rather than 

between major-minor, folded-unfolded or complexed-uncomplexed conformations 

which is frequently observed [171, 172, 173, 174]. Isomerization of cis-trans pvo\y\ 

peptide bonds or changes in the conformations of disulfide bridges are also well 
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known causes of conformational exchange in proteins in solution [175, 176]. This 

slow exchange raises the questions of why are the conformations almost equally 

populated and what are the structural determinants of this exchange. A description of 

the kinetic and thermodynamic barriers separating the two conformations would be 

required to explain the exchange process. NMR is the most suitable method for 

investigating such exchange processes because of the availability of information at 

residue level. 

The segments of the sequence for which dual assignments including resolved 

resonances in the HSQC spectrum were found are: 2-9, 11-13, 15, 16, 20, 24-43, 

53-62, 64-67, 69-71, 73, 75, 76, 82, 85-87, 89, 90. In addition dual connectivities 

corresponding to residues 10, 23, 63, 68, 72, 74, 81, 84 were assigned in the HNCA 

spectrum but were either overlapped or had exchanged amide protons in the 

HSQC spectrum. A few residues could only be unambiguously assigned in the 

HNCO spectrum. The internal consistency of each assignment was checked as far as 

possible in the /-correlated and NOESY-HSQC spectra. 

The segment M1-K13 was unambiguously assigned from the HNCA spectrum. The 

signals for residues A14 and G15 in both forms are almost completely overlapped in 

the '^N HSQC although separate peaks can be discerned for each in the HNCA and 

HNCO spectra. The degeneracy is broken for residue A16 allowing the correct 

assignment of each resonance for this residue. The degeneracy continues for the 

segment K17-K22 for which only one correlation could be assigned in the ^^N 

HSQC. The segment L23-K41 was unambiguously assigned solely from the HNCA 

spectrum. This segment was extended by the assignment of a sequential NOE to V42 

in form A. In this segment the two assignments do show some important differences 

in that certain key residues are present only in one conformation or are very weak or 

broadened in the other conformer. Examples of these are the residues Q43,144, V45, 

G46, F47, G48, S49, and F50. A very weak peak was assigned for residue Q43 in 

form B while residues 144-V52 could only be assigned in form A. Residue G46 could 

be assigned in the '^N NOESY-HSQC spectrum only where unambiguous NOEs to 

V45 and F47 were observed. This segment of the sequence contains the highly 

conserved GFGXF consensus sequence (the dimerization signal) which creates a 

hydrophobic core between the two HU monomers allowing the formation of a very 
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stable homodimer. Interestingly, this same subset of residues has long range NOEs to 

different segments of the sequence. The assignment of both conformations was 

confirmed unambiguously for the segment R53-V76 from a combination of the 

HNCA and NOESY spectra. This segment contains proline residues P63, P68, and 

P72 which break the sequential connectivity in the HNCA and HNCO spectra. 

Therefore the consistency of this segment was confirmed by sequential and long 

range NOE assignments. The degeneracy of the two conformations resumes for 

residues P77-K80. For the purposes of our analysis it was crucial to obtain the correct 

assignment of the two conformations for the final segment P81-K90. This was 

achieved through a combination of information from the correlation and NOESY 

spectra. For these residues form A displays convincing chemical shift homology with 

the equivalent residues in HUS.sf. In summary the unambiguous dual assignments of 

the two conformations could be achieved only by a combination of all of the available 

chemical shift data. 

Major chemical shift changes are observed for almost all amino acids that were 

assigned in two conformations (Figure 3.5). Note that significant chemical shift 

differences are observed for residues in the (3-arms and the C-terminus. These 

chemical shift data will be discussed in the next chapter in the context of the 

backbone mobility of WJTmar. Note also that the chemical shifts of amide pairs in 

proteins are more reflective of three-dimensional structure rather than secondary 

structure (with the proviso that hydrogen-bonding in a-helices and (3-sheets can affect 

the shifts of the amide proton considerably). In addition, conformational exchange or 

unfolding events can affect these shifts and these possibilities are discussed below. 

The assignments of HU from Bacillus stearothennophilus [177] were very useful as 

starting points since the conserved residues in the form A of HUTmar have very 

similar chemical shifts to those of (Figure 3.1). Form A of HUTmar has 

higher chemical shift homology with the assignments for YllJBst. Furthermore, 

certain key residues could only be assigned in the major form as discussed below. 

The chemical shift homology combined with long-range NOESY assignments and 

relaxation data (see the following chapter) indicate that form A is much more similar 

to both the X-ray structure of HUTmar and the NMR and X-ray structures of HUBjf 

than form B. We propose therefore that form A is the native structure in solution and 
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Figure 3.5: Chemical shift mapping, A5 = form A — form B (ppm), to identify con-
formational differences between the two forms of WJTmar. Residues for which there 
are no entries correspond to those which are not assigned in form B. 

form B is partially unfolded or unstructured (as discussed in the following chapter). 

Long range backbone-to-backbone NOE patterns assigned in the P-arms (presented in 

Figure 3.6) confirm the expected structure of this region as was achieved for 

[177]. Since no electron density was observed for the (3-arms in the crystal structure 

of HUrmar these NOE assignments provide crucial evidence for the structural 

integrity of this region of the protein. Although the NOE data asssigned for the 

P-arms are less complete than for due to spectral overlap the subset of 

assignments confirm that the antiparallel (3-sheet topology is maintained. 

As noted above the assignment of these crucial long range NOEs also provide an 

additional confirmation of the internal consistency of the main assignment. The peaks 

assigned in the NOESY spectra for form A are in general much less intense and the 
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Figure 3.6: Schematic arrangement of the three-stranded antiparallel P-sheet (a) and 
of the P-arm (b) of HUTmar based on long range backbone-to-backbone NOEs. The 
number of dashed lines indicates the relative intensities of the NOEs. 

equivalent set of long range NOEs were not present. Indeed, the NOEs assigned for 

form B are mostly sequential connectivities. In some cases, mainly for residues which 

have small chemical shift differences in the ^^N HSQC spectrum (and therefore can 

be assumed to be in an almost equivalent structural environment), an equivalent set of 

NOEs could be assigned in both conformations. The NOE data when combined with 

the chemical shift data suggest that form A is closer to the expected native structure 

and that form B is less structured. 

The chemical shifts of the backbone '^N, and nuclei have also been used to 

compare the predicted secondary structures of the dual assignments using the 

chemical shift index (CSI) [33, 34]. The combined chemical shifts of all assigned 

backbone nuclei can be compared with random coil values to give a reliable 

indication of secondary structure elements in proteins. The most reliable indicators 

are the '-''C", and '^CO. A mapping of the observed secondary structure shifts 

(for both assignments) onto the primary sequence of WUTmar (Figures 3.7, 3.8, 3.9, 

3.10) can be compared with the secondary structure elements in the X-ray structure. 

Upfield shifts of combined with downfield shifts of and '^CO are strong 

indications of an a-helix. The opposite pattern is usually observed for a P-strand 
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where downfield shifts of combined with upfield shifts of the and 

resonances are expected. 

Three important conclusions are immediately evident from an examination of the 

secondary shifts for WJTmar. The first conclusion is that there are hardly any 

significant differences between the shifts for those nuclei that could be assigned in 

both forms and in general between the two forms considered over the whole 

sequence. The second conclusion is that, while the and the ' H " indices are 

reliable indicators of the secondary structure for YWJTmar, the and '^CO indices 

are not reliable. The third conclusion is that, except for the C-terminus, the secondary 

structure elements of the X-ray structure are confirmed by the '^C" and the 

chemical shift data. Furthermore, the secondary structure predicted by all indices for 

the C-terminus in both form A and form B is unambiguously different from that in the 

X-ray structure. This difference can be attributed to either inaccurate predictions or 

differences between the solution and X-ray structures. Relaxation data (discussed in 

the next chapter) implicate this region of the protein as a possible source of the 

conformational heterogeneity. The relaxation data also present conflicting suggestions 

for the helical elements which could in principle help explain the observed values for 

the indices in these regions. These data allow us to conclude provisionally that the 

CSI predictions present a realistic view of the structure of YiViTmar in solution. 

Statistical analysis of chemical shift data can give a reliable indication of the 

isomerization of cis-trans prolyl peptide bonds [178, 179]. Accordingly, if the 

chemical shift difference between the ^ '̂C^ and '^C^ resonances is in the range 4.51 ± 

1.37 ppm the trans isomer is favoured and if the difference is in the range 9.64 ± 1.62 

ppm the cis isomer is favoured. Table 3.1 presents the differences in these resonances 

assigned for the five proline residues in HVTmar in the dual assignments. According 

to these values all of the prolyl peptide bonds in HUTmar are likely to be in the trans 

conformation. Note that P77 was assigned in one conformation only since the 

segment P77-K80 does not have a dual assignment. 
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Figure 3.7: Backbone secondary chemical shifts for (a) form A and (b) form 
B of HUTmar. Positive and negative shifts are indicative of a-helical and p-strand 
conformations respectively. 
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Figure 3.8: Backbone 'H" secondary chemical shifts for (a) form A and (b) form B 
of WUTmar. In contrast to the and '^CO indices positive and negative shifts are 
indicative of p-strand and a-helical conformations respectively. 
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Figure 3.9: Backbone secondary chemical shifts for (a) form A and (b) form B 
of HUTmar. In contrast to the and indices positive and negative shifts are 
indicative of (3-strand and a-helical conformations respectively. 
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Figure 3.10: Backbone secondary chemical shifts for (a) form A and (b) form 
B of HUTmar. Positive and negative shifts are indicative of a-helical and P-strand 
conformations respectively. 
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form A form B 
residue ApyCppm) isomer ApyCppm) isomer 

P63 4.85 trans 4.89 trans 
P68 4.78 trans 4.70 trans 
P72 5.43 trans 4.70 trans 
P77 4.98 trans no data no data 
P81 5.84 trans 4.92 trans 

Table 3.1: Chemical shift differences, Apy = A[^^C^ - calculated for the five 
prolines in the dual assignments of WJTmar. 

3.4 Concluding remarks 

The HU protein from Thermotoga maritima exists in two conformations in solution 

under NMR conditions. The backbone and side chains of both of these conformations 

have been assigned as far as possible by heteronuclear multidimensional NMR 

spectroscopy. These assignments provide a starting point for further NMR studies 

which can address the question of why HUTmar exists in two conformations and 

what are the structural and dynamical reasons for the heterogeneity. 
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4.1 Introduction 

Proteins from thermophilic organisms display properties that reflect the environment 

in which they have evolved. The biophysical properties of such proteins has recently 

been the focus of several projects designed to investigate the relationship between 

molecular dynamics and thermal stability. The general consensus reached from 

interpretation of results from many different systems is that thermal stability results 

from conformational rigidity due in turn to the increased packing efficiency in the 

structures of thermophilic proteins [154]. Recent results from selected thermostable 

systems with unexpected flexibility challenge this paradigm however [155]. 

The HU-IHF group of dimeric histone-like proteins have various roles in DNA 

bending and compaction [180]. Members of this group include HU, IHF, H-NS, TFl, 

and Fis, and can bind DNA specifically or non-specifically. The crystal structures of 

the DNA complexes of both IHF an HU present a dramatic bending of the DNA 

mediated by proline intercalation and asymmetric charge neutralization 

[143, 147, 148, 146]. The structures of non-complexed HU from different prokaryotic 

species species have been determined by both crystallography and NMR. In all of the 

crystal structures no electron density is observed for the highly mobile yet internally 

structured P-arms which wrap around the DNA in the structures of the complexes 

[181]. The NMR structure of HU^if provided the first details on the structure and 

dynamics of the P-arms [152]. The crystal structure of HU from the 

hyperthermophilic bacterium Thermotoga maritima has been refined to a resolution 

of 1.53A although no electron density was observed for the P-arms [153]. Our 

interest was to characterize the structure and dynamics of \{\]Tmar in solution and 

compare the results with those for HUBst [152, 182]. 

The behaviour of HUTmar in solution probed by NMR is complementary to the 

results from a recent study characterizing destabilizing mutations [156]. In that work 

the authors designed and characterized mutant HU proteins from different sources 

based on sequence alignments. In particular for HUTmar the single G15E, E34D, and 

V42I mutants displayed the expected decreases in thermostability as evidenced by 

results from circular dichroism. The E34D and V42I mutants have moderate 

decreases in thermostability while the G15E mutant converts the extremely 
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thermostable HUTmar into a protein with similar stability to HU proteins from 

mesophilic sources. In this chapter the solution properties of these three mutants with 

the wild-type protein are compared using NMR methods. The expected similarity of 

the wild-type and E34D and V42I mutants was observed in the NMR spectra while 

the G15E mutant displayed markedly different behaviour in solution. 

The results show that the wild-type HUTmar is unexpectedly heterogeneous in 

solution on the NMR timescale. We show that our data suggest a two-state model in 

which form A and form B are approximately equally populated. The use of the A/B 

terminology therefore refers to structural integrity rather than populations of the two 

conformations. Therefore we propose that form A is more native-like while form B 

seems to result from localized destabilizing fluctuations in both homotypic and 

heterotypic intermonomer interfaces. Specifically, these fluctuations appear to arise in 

the a2 and a 3 helices and not in the P-arms. In addition the two destablizing mutants 

(E34D and V42I) do not change this behaviour in contrast to the G15E mutant. The 

observed flexibility of UVTmar in solution is unexpected when compared with other 

thermostable proteins. 

4.2 Materials and methods 

4.2.1 NMR spectroscopy 

The '^N-labelled samples of wild-type and mutant HUTmar proteins were prepared 

as described in the literature [156, 159]. HSQC spectra were recorded for all samples. 

In addition, for the wild-type protein, '^N heteronuclear NOE, longitudinal, and 

transverse relaxation data sets were recorded using modified versions of the standard 

Bruker pulse sequences on a 500 MHz spectrometer at a temperature of 31 OK. The 

modified pulse sequences were implemented as described in the literature [52, 171]. 

The pulse sequences for the measurement of the heteronuclear NOE, the longitudinal, 

and transverse relaxation rates are presented in Figure 4.1. These pulse sequences all 
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use the sensitivity enhancement scheme [183]. In addition, pulsed field gradients are 

used for coherence selection and solvent suppression [32]. These additions to the 

basic pulse sequences ensure excellent water suppression, absence of artifacts, and 

increased sensitivity. 

The heteronuclear NOE experiments were programmed to record data in an 

interleaved mode where experiments with (NOE) and without (NONOE) the initial 

proton saturation are recorded in alternate scans. The NOE and NONOE datasets 

were separated using a Bruker macro and processed individually. 

The R\ and /?2 experiments were programmed so that the signal intensity decayed to 

zero as a function of the relaxation delay. A 90° pulse followed by a gradient 

ensures that magnetization originates on the protons. The /?i experiment was repeated 

for eight values of the relaxation delay: 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.8, and 1.0 s. The 

experiment with delays of 0.1 and 0.4 s were duplicated for the error analysis. The R2 

experiment was recorded with values for the delay of: 0, 2, 16, 32, 48, 64, 80, 96, 

128, and 160 ms where the datasets with delays of 0 and 64 ms were duplicated. 

A modified experiment for the simultaneous measurement of R{ and slow 

conformational exchange rates was implemented in the Bruker pulse programming 

language [172]. However the conformational exchange in WJTmar is very slow and 

therefore the expected cross peaks were not observed. In this experiment the t\ 

frequency labelling of the '^N magnetization takes place before the relaxation delay 

so that it is possible to discriminate between nuclei which exchange during the 

relaxation period. If exchange does occur this is a very powerful method for 

measuring the exchange rates of conformationally heterogeneous systems [173]. 

4.2.2 Data analysis 

Two-dimensional data sets were recorded with 3601\ and 128012 complex points and 

zero-filled once before processing. The spectral widths were 1.5 kHz and 6 kHz in the 

indirect and direct dimensions respectively. All data were processed using NMRPipe 

[166] and analyzed using NMRView [167]. The analysis was performed as described 
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Figure 4.1: Pulse sequences for the measurement (a) NOE, (b) /?i, and (c) R2. Narrow 
white and wide black bars indicate 90° and 180° pulses respectively and applied along 
the x-axis unless indicated otherwise. The narrow and wide dashed pulses on the 
proton channels are shaped 90° and 180° water selective pulses. These shaped pulses 
are used for water flip-back and suppression of cross-correlated relaxation (with a 
frequency null on water to cause minimal perturbation of the water signal) respectively. 
Dark bars on the gradient channel indicate pulses used for coherence selection and the 
light bars pulses used for artifact suppression. The delays tA, tB, and tC were set to 
2.25ms (< l/47iv//), 2.75ms (1/47^^//), and 0.5ms respectively. 
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in the literature [171, 184, 185]. 

Steady-state heteronuclear Overhauser enhancements are: 

(4,]) 
k 

where Isat and Iq are cross peak intensities with and without proton saturation 

respectively. The errors in the heteronuclear NOE for each residue were determined 

by dividing the standard deviation of the noise in each spectrum by the peak 

intensities, calculating the overall relative error from the square root of the summed 

squares of these errors and finally multiplying the overall relative error by the NOE 

value. 

The intensities of the peaks in the R i and R2 experiments as a function of the 

relaxation delay t are given by: 

I{t)=lQexp{-R\:i t) , (4.2) 

where I{t) is the intensity after a delay of time t and /q is the ^^N intensity at the 

beginning of the relaxation period r = 0. The rate constants were determined from 

peak volumes using a script with NMRView to interface with the program CurveFit 

(Prof. A. G. Palmer, Columbia University). The program uses the 

Levenburg-Marquardt algorithm [186] to minimize the value of y} given by: 

^ ; ^ ^ [/(>,) (4.3) 

( = 1 " 

where l{ti) is the actual peak intensity at time point /; Ip{ti) is the value predicted 

during the fitting for the same time point; a is the uncertainty in the experimental data 

and n is the number of data points recorded [184]. The uncertainties in the peak 
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heights were estimated from the duplicate experiments. Differences between peak 

heights in the duplicate spectra were evaluated for all cross peaks and the standard 

deviation of theose differences was divided by \ / l to give the uncertainties in the 

actual peak heights. The y} goodness-of-fit test was used to evaluate the 

monoexponential decay functions and the accuracy of the value of a . If the residual 

y} is greater than the 0.95 critical value there is a 95% confidence level that the model 

fit does not accurately describe the data. 

Peak heights rather than peak volumes were used for deriving the NOE and rate 

constants from the HSQC spectra [184, 185]. In all cases the actual maximum peak 

height was used rather than the same data point in each spectrum. Peaks with 

moderate to severe overlap were excluded from the analysis. The results of the fitting 

procedure are presented in Appendix C. The data for both conformations of HUTmar 

were fitted simultaneously. Where the signals of the two forms overlap the derived 

relaxation rates are an average for both conformations. 

4.3 Results and discussion 

4.3.1 Relaxation rate measurements 

In order to give an overview of the structure and of the flexibility of the p-arms the 

NMR ensemble of HUBst [152] is presented in Figure 4.2. The relaxation data for 

HUTmar are mapped onto the primary sequence for the two conformations in Figures 

4.5 and 4.6. The dual assignments described in the previous chapter will now be 

discussed in terms of the information available from the relaxation data. The overall 

pattern is that the P-arms are observed to be more flexible than the core of the protein 

in both conformations. In addition the form B is more flexible overall than form A as 

discussed in the following paragraphs. 

The results of the non-linear regression fitting of the R i and i?2 rates for residue F50 

are presented in Figures 4.3 and 4.4. These results are representative of those 
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Figure 4.2: NMR ensemble of HU&f (Ihue.pdb) [152]. Residue colour coding: yel-
low, 1-3 (Pl); red, 4-13 (a l ) ; lime, 14-17 (turn); blue, 18-38 (a2); violet, 39-52 
(P2,P3); black ,53-75 (P-arms); brown, 76-81 (P4); green, 82-90 (a3). Figure cre-
ated in MOLMOL [137]. 

obtained for the majority of both the Ri and the R2 data (see Appendix C). 

In form A more negative values for the ^^N-NH heteronuclear NOB and lower values 

for transverse relaxation rates compared to the core of the protein indicate an increase 

in flexibility. Furthermore, the values of the NOE and R2 for residues N62-I69 

indicate a maximum degree of flexibility for the tips of the P-arms. For the core of the 

protein the NOE values are fairly uniform for the majority of residues. The /?i rates 

show variability over the protein sequence with higher rates in the P-arms and also in 

the the helix-turn-helix motif of a l and a2. 

The two forms of the protein clearly have different relaxation rates for residues for 
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Figure 4.3: Optimized nonlinear fit of /?i data for residue F50 in HUTmar. 

which data is available. Relaxation data for 41 (42 for the heteronuclear NOE) 

residues were obtained for form B (Figure 4.6). The remaining residues were either 

degenerate or overlapped in the HSQC spectrum. In particular, the substantially more 

negative values of the heteronuclear NOE and lower Ri values for the p-arms indicate 

even higher mobility in form B compared to form A. 

The values for the residues of the C-terminus are also interesting since according to 

the data this region is highly flexible in form B. The X-ray structure of WJTmar has a 

short a-helix (1.5 helical turns) for the segment of residues numbered A84-V89. This 

C-terminal a-helix is characteristic of HU proteins and has been observed in all of the 

structures determined to date. The data for form A are compatible with an a-helix. 

The relaxation data for the C-terminus in form B, in contrast, are incompatible with 

an a-helix. The apparent lack of secondary structure for the C-terminal segment of 

form B may be significant for the overall structural integrity of the protein. The 

pattern of increased flexibilty is also observed in the long helix a2. For the second 

half of this helix, namely residues E30-E40, the R\ rates are considerably higher and 

the /?2 rates are lower. The difference in the heteronuclear NOE is small but 

discernable for these residues. This information when combined with the secondary 

structure differences indicated by backbone chemical shifts and comparison of the 

assignments from the NOESY spectra indicate a high degree of flexibility throughout 

the structure. This effect may help explain the observed conformational heterogeneity. 
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Figure 4.4: Optimized nonlinear fit of R2 data for residue F50 in WJTmar. 

The combined information from the relaxation measurements, resonance assignments, 

and NOESY spectra are correlated. The major structural differences between the two 

conformations are mainly localized in the second half of helix a2, the P2 strand, the 

P-arms and the C-terminal helix a3. The majority of residues participate in the 

interface between the two monomers. Therefore any disruption of this interface might 

explain why there are two conformations. Perhaps such a disruption could propagate 

throughout the structure with a lessening of any effects further away from the source. 

Such a mechanism could account for the observation of less pronounced differences 

in the experimental results in more distal regions of the structure. 

The conformational heterogeneity in this region is not confined to the backbone since 

for certain residues differences in the side chain conformations could be assigned 

from the '^C-edited TOCSY spectra. These residues can be divided into two groups. 

The residues in the first group participate in the packing between the a 2 helices in the 

intermonomer interface. The side chains of residues L23,124, and L25 were 

completely assigned in the form A but not in form B presumably because the signals 

are conformationally broadened. The residues in the second group are again involved 

in the dimeric interface but between different secondary structure elements of the 

monomers, namely a l , p i , and a3. In this group residues in the second half of the a 2 

helix, I28-V45, are involved in intermonomer contacts with both the a l and a 3 

helices. For these residues the side chains of 128, L29,132, L36, V42, Q43,144, V45, 
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Figure 4.5: '^N-NH (a) heteronuclear NOE, (b) /?i, and (c) R j relaxation rates for form 
A of WJTmar. 

G46, and F50 could only be completely assigned in form A. The general conclusion 

of a more structured form A is supported by the lack of side chain assignments for 

these residues in form B. 

The mean R2lR\ ratio is a rough estimate of the overall correlation time of a protein 

and the value of 8.47 ns (form A) is in reasonable agreement with the value of 8.9 ± 

0.6 ns obtained for HUB^r [182]. The R2lR\ ratios within one standard deviation of 

the mean can be fitted to obtain accurate estimates of the overall correlation times of 

proteins in solution [52, 58]. However since the following discussion of the backbone 

dynamics of WJTmar is based on the basic relaxation rates and not a model free 

analysis no further analysis of the ratios to characterize the diffusion tensor was 

performed. 
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residue 

Figure 4.6: Comparison of (a) NOE, (b) R\, and, (c) R2 values for form A (line) 
and form B (circles) of WJTmar, (d) comparison of R2lR\ rates for form A (shaded 
circles) and form B (filled circles) of HUTmar with the values for (dashed line) 
for reference. 

The R2lR\ ratio reflects the orientation of secondary structure elements (or complete 

molecules) with respect to the overall rotational symmetry axis. The data clearly 

indicate differences between the two forms (Figure 4.6). Form A of YiXJTmar and 

HU&r have similar values of the R2lR\ ratios throughout the sequence. This indicates 

that form A has a diffusional anisotropy which is comparable to that of 

Furthermore, the R2lR\ values for a I are lower on average than those for a l . In form 

B the opposite effect is seen since the R2lR\ values for a l are higher than those for 

al. This clearly shows that the relative positions of the two helices with respect to the 

diffusional symmetry axis are different for form A and form B. 

The time scale of the conformational fluctuations can also be deduced from the NMR 

data. Longitudinal and transverse relaxation rates report on dynamical processes 
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occuring on different time scales [52]. R\ values are sensitive to motions with 

frequencies in the picosecond to nanosecond range. values are also dependent on 

motions in this range but in addition can report on dynamical processes occuring on 

the microsecond to millisecond range. Conformational fluctuations on the fis-ms 

timescale broaden NMR signals leading to an increase in the measured R2 rates. 

4.3.2 Backbone dynamics of lUJTmar in solution 

Proteins from thermophilic organisms have been the subject of many recent studies 

investigating the correlations between thermostability and conformational rigidity 

[154, 187]. The general consensus is that the thermostability required for successful 

biological functioning of such proteins is a result of increased packing efficiency due 

in turn to many small incremental improvements in hydrogen bonding, hydrophobic, 

coulombic, and van der Waals interactions. These packing improvements imply a 

concomitant increase in conformational rigidity which in turn can allow 

corresponding dynamical states at elevated temperatures. Recently however data to 

challenge this paradigm have appeared from studies on proteins from thermophilic 

sources [155]. Higher structural flexibility was observed for a thermophilic 

a-amylase as compared to the mesophilic homologue [188]. Interestingly, a recent 

study of amide hydrogen exchange in rubredoxin from Pyrococcus furiosus 

demonstrated unexpected flexibility in the most thermostable protein characterized to 

date [189, 190]. 

The crystal structure of HUTmar confirms that the overall fold is very similar to the 

previous NMR and crystal structures [153]. Sequence alignment with and 

HUS.5M was used to design and characterize several mutant proteins with altered 

thermostabilities. Wild-type HUTmar has a melting temperature of 80.5°C which can 

be compared with the point mutations G15E (T,„ = 55.8°C), E34D (T,„ = 72.7°C), 

and V42I (T,„ = 70.9°C); and the combined triple mutant G15E-E34D-V42I (T,„ = 

35.9°C) [156]. NMR spectra recorded from samples of the three point mutations 

confirm this trend. The spectra of the mutants E34D (data not shown) and V42I 

(Figure 4.7) are almost identical to the spectrum for the wild type protein. In contrast 

the spectrum of the G15E sample (Figure 4.7) is quite different as might be predicted 
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from the dramatically reduced melting temperature of this mutant. This residue is 

known to be critical to the stability of both HUfo? and HUTmar [153, 191, 192]. 

Figure 4.7: 2D HSQC spectra of uniformly '^N-labelled G15E (left) and V42I 
(right) mutant HUTmar proteins recorded at 500 MHz proton frequency and 311K. 

The spectra of the three mutant proteins allow us to provisionally conclude that the 

structure of two of the mutants (E34D and V42I) are very similar to the wild-type 

protein while the G15E mutant may adopt a different conformation in solution. 

Comparison of the spectra for the wild-type and G15E proteins allowed the 

unambiguous assignment of 53 residues in the mutant in addition to confirming the 

the absence of the peak assigned to G15. The 53 residues assigned in the spectrum of 

the G15E mutant were based on their identical resonance frequencies as compared to 

form A of the wild type protein. In addition the G15E mutant exists in one form only 

which perhaps highlights the importance of the glycine residue in the turn between the 

two helices. Recall that the possible rearrangement of these two helices may give rise 

to the dual conformations in the wild type protein. In addition, since there is only one 

form a comparison of the shifts with form B of the wild type protein would not have 

any meaning. Further details on the dynamics of the G15E will require a complete 

assignment of the backbone and comparison with a three-dimensional structure. 

The S-factors of the backbone nitrogen atoms of the two monomers of Y{\JTmar are 

also indicative of structural fluctuations. Although the 5-factor data give no 

information on the time scale of the motions a general correlation with the NMR data 

can be discerned. Residues at the N- and C-termini and in turns are usually expected 
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to display higher than average 5-factor values due to heterogeneity in the crystal. 

However for the HUTwar crystal structure the values for the C-terminus are distinctly 

higher than the mean and the values in the second half of helix a 2 and (B-sheet 

elements (32 and (33 also have slightly higher values. A similar pattern is present for 

the fi-factor data for the crystal structure of UUBst but the values for the C-terminus 

are relatively lower than for the HUTmar structure. 

Several sources of data illustrate the different conformational properties of the two 

forms of HUTmar in solution. The two most likely explanations for this 

conformational heterogeneity are: (1) monomer-dimer equilibrium; and (2) different 

dimeric structures due to dynamic effects possibly leading to a structural 

rearrangement. The available data suggest that the latter is the case for HUTmar. 

Furthermore, based on the chemical shift, NOESY, and relaxation data it may be 

concluded that form A bears close resemblance to both the X-ray and NMR structures 

of HUTmar and HUBst respectively. 

The monomeric state of HUTmar is likely to exist only very transiently in solution 

due to the high stability of the dimer [193] and therefore cannot account for the 

observed differences in the relaxation data. This is supported by the observation that 

changes in the protein and salt concentrations do not significantly change the spectra. 

In addition the average R2/R1 values for the core of the protein are very similar for the 

two forms which would not be expected for a monomeric form B. A comparison of 

the R2/R\ values for the a l and a 2 helices however indicates a difference in the 

relative positions of the two helices with respect to the molecular diffusion axis for 

the two forms of HUTmar. Whether this is due to a molecular rearrangement of the 

helices or due to a reorientation of the major diffusion axis cannot be concluded at 

this stage. This would require a high-resolution structural analysis of the form B. 

The possibility of association of dimers to form tetramers also seems unlikely based 

on the differences in linewidths and relaxation rates of the NMR signals that would be 

expected in that case. An additional possibility is the interaction of phosphate in the 

buffer with the protein. While this cannot be ruled out it is unlikely based on the 

observation of only one species on SDS gels. 
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The high stability of the YiUTmar dimer results from intermonomer contacts in the 

compact core of the protein. The flexible P-arms extend from the core and do not 

participate in formation of the dimer but are instead available to wrap around a DNA 

substrate [152]. A recent Raman spectroscopy deuterium exchange study of the 

solution conformation of found unexpectedly high exchange rates for helical 

elements which the authors attributed to flexibility at the dimeric interface [194]. The 

backbone relaxation rates measured for both forms of W\5Tmar also indicate unusual 

flexibility at both the homotypic and heterotypic dimeric interfaces formed by the two 

pairs of a l and a2 helices. Flexibility at the dimeric interface could account for the 

critical role of residue G15 in the turn between the a l and al helices since mutation 

of this residue is known to dramatically reduce the thermostability of HU proteins 

[156, 192]. 

The biophysical properties of HU proteins from various sources have been 

documented in detail [151]. In marked contrast to U\JTmar, protein concentration 

and ionic strength have been shown to affect both the structure and stability of 

in solution as measured by CD [195]. These observations were extended with 

ESI-MS measurements of the influence of the ionic strength on the monomer-dimer 

equlibrium in [196]. The NMR data presented here expand on the earlier 

biophysical results for HUTmar [193] since information is now available for 

individual amino acids and the existence of dual conformations is surprising. 

4.4 Concluding remarks 

This chapter demonstrates that UUTmar is unexpectedly heterogeneous and dynamic 

in solution on a broad timescale range. The two conformations are approximately 

equally populated according to peak intensities. Form A in solution has features 

consistent with those determined in the X-ray structure as evidenced by chemical 

shift, NOE, and relaxation data. The presence of the two forms in both wild-type 

and several mutants of HVTmar suggests that the equilibrium is an intrinsic property 

of the native structure. The dynamical behaviour of HUrmar suggests that this 

protein may be a new example of the small class of extremely thermostable proteins 
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which display unexpected flexibility in solution. In addition HUTmar may be the first 

example of a homodimeric thermostable protein displaying these properties. 
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haem 1 haem 2 haem 3 haem 4 

proton 'H 'H '^C ^H ' H 
QMl 2&34 -4&8 7.51 -2&6 13.69 -31.3 9.07 -28.6 

HT2A 2.41 nd nd nd -2.20 -28.6 -1.26 nd 
QT2 0.67 nd nd nd -3.33 7&2 0.20 nd 

HAM 11.88 nd 6.07 29J -3.89 nd &38 nd 
QMS &73 -14.9 19.81 -34.0 14.00 -37.1 14.30 -32.2 
HT4A nd -43.5 L28 nd -0.45 nd nd nd 
QT4 -4.00 80.2 228 nd 4186 nd nd nd 

HBM -5.99 52.6 -1.98 nd nd nd nd nd 
QMS 17.21 -47.9 11.33 -35.3 19.07 -33.1 &83 -31.4 
HA62 0.66 -5.6 -0.80 -1.3 24.45 -67.2 -1.22 -13.7 
HA63 -3.71 -5.6 0.74 -1.3 19.71 -67.2 0.55 -13.7 
HB62 2.01 7^8 -0.07 51.0 -0.77 169.2 -0.44 77.3 
HB63 nd 7&8 0.09 51.0 -0.49 169.2 0.66 77.3 
HGM 10.83 nd 6.54 nd nd nd nd nd 
HA72 7 J 3 -5.5 11.42 -22.7 3 J # -13.9 13.20 -321 
HA73 2.49 -5.5 &68 -227 3^6 -13.9 3.11 -321 
HB72 2.10 nd 2 2 0 94.7 -282 75.5 -0.23 111.3 
HB73 nd nd 2.14 94.7 -2.29 75.5 2.82 111.3 
QMS 2728 -58.1 27 -57.7 -0.94 -2.4 19.69 -43.8 
HDM -3.02 49.9 -0.57 nd nd nd 0.38 nd 

Table A.I: 'H and chemical shifts (ppm) of haem resonances of c3Dn. 

Table A.2: Proton chemical shifts (ppm) for assigned residues in c3Z)n. 

residue NH H a HP others 
A1 3J3 0.01 
D2 7.19 3J9 1.81,1.51 
A3 7.06 -0.90 &87 
P4 
G5 9.12 5.17,4.75 
D6 &85 6.06 3.523.27 
D7 9.43 4.92 3.10,2.95 
Y8 5.01 4.04,3.17 H5 7.59,7.59 He 6.69,6.69 
V9 8.02 4.44 1.85 1.07,1.03 
110 &8I 3.47 0.54 (0.75,-0.73)-1.21 -2.46 
S l l 7.49 4.91 3.88,3.79 

continued on next page 
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residue NH H a Hp others 

A12 9.00 3.57 1.05 
P13 4 2 6 
E14 &38 348 2.30,1.94 
G15 8.60 4.19,3.59 
M16 7.47 4.25 
K17 &33 4.43 
A18 7.95 4.21 0.68 
K19 7.87 
P20 
K21 
G22 8.29 3.85,3.51 
D23 8.51 4.45 2.74,2.63 
K24 7.61 4.67 
P25 
G26 &30 3.74,3.21 
All 7.83 4.51 1.26 
L28 8.51 4.18 1.87 1.64,0.92,0.40 
Q29 11.00 6.09 5.03 He 6.50,5.36 
K30 11.21 5^^ 4.04 2.76,2.66,2.54,3.66 
T31 10.25 6.70 5.15 2.15 
V32 9.09 6.70 
P33 
F34 &57 4.77 2.08,1.63 
P35 &25 
H36 
T37 12.09 5.84 5.19 4.80 
K38 &37 5.48 
H39 
A40 &02 5.63 2.42 
T41 8.54 4.58 1.61 
V42 &32 3.99 2.24 0.25,0.04 
E43 8.55 
C44 
V45 &62 5.47 2.93 2.03,1.47 
Q46 &08 4.21 1.86,1.66 1.34, He 6.94,6.37 
C47 6.55 3.09 1.33,-1.98 
H48 
H49 

continued on next page 
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residue NH Ha HP others 
T50 1L38 7.10 6.06 
L51 9.44 4.90 3.26,2.55 2.25,2.03,0.95 
E52 &28 4.40 2.48 2.71,2.58 
A53 8.63 4.40 1.77 
D54 &63 4.90 3.23 
G55 8 J ^ 4.57,3.98 
G56 &67 4.07,3.25 
A57 &92 3.98 1.17 
V58 7.95 3.98 0.96 0.46,-1.94 
K59 9.00 
K60 &81 4.05 
C61 7.96 2.91 1.20,0.49 
T62 6.81 5.30 4 j # 1.47 
T63 7.05 4.04 1.40 
S64 &22 4 J 8 3.85,3.78 
G65 9.14 3.92,3.19 
C66 8 2 3 1.98 3.35,3.22 
H67 11.17 8.41 10.59,7.75 
D68 &72 5.04 3.30,2.82 
S69 8.15 4 J 2 4.30,4.24 
L70 9 3 7 5.00 1.91,1.58 1.72,0.93,0.72 
E71 &84 4.54 2.43 
F72 1038 5.05 2.93 7.38,7.38,He 6.88,6.88 
R73 
D74 7.24 4.75 3.12,2.62 
K75 
A76 
N77 7.81 5.13 3.61,2.90 He 7.74,7.07 
A78 8.57 4.36 1.52 
K79 8.66 4.94 
D80 8.09 4 ^ 6 3.64,2.91 
181 9.16 5.56 3.40 2.43,1.45,0.80 
K82 9.78 &58 2.76,2.69 1.92,2.87,2.52 
L83 8.41 5 ^ 2 2.68,2.57 1.41,1.18 
V84 9.44 3 J 8 1.62 1.36,-0.54 
E85 
N86 
A87 9 96 4.43 2 ^ 9 

continued on next page 
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residue NH Ha HP others 
F88 7.13 1.04 -1.89,-3.17 4.17,4.17,He 4.81,5.28 
H89 10.99 7J3 18.11,16.42 
T90 9.10 4 ^ 8 4.08 1.24 
Q91 5.45 1.69 
C92 6.42 1.31 -0.07,-1.04 
193 8.11 4.99 3 J 9 1.95 
D94 
C95 6.06 3.98 1.23,-0.52 
H96 
K97 10.16 4 j 3 2.48,2.33 2.25,2.14,1.95,3.36 
A98 8 J ^ 4 2 3 1.50 
L99 &20 4.10 2.31 1.84,1.11,0.81 

KlOO 7.93 4.17 2.31 
KlOl &03 4.10 2.08,2.03 1.62,1.54,3.06 
D102 7.29 4.74 2.84,2.54 
K103 7.94 1 ^ 2 2.02,1.84 1.32 
K104 7.77 4.55 1.81 1.45,1.32 
P105 
T106 7.23 3.99 3^7 1.03 
G107 
P108 
T109 9.10 4.90 
A l i o 7.14 1^8 0.84 
c m 6 3 8 0.59 -1.35,-1.79 
G112 8 J 8 4.75,3.67 
K113 &78 4 3 6 1.45,1.34 1.16,1.01 
C114 %23 5 ^ 2 2.82,2.28 
H115 11.48 10.36 13.87,9.49 
T116 4.81 2.31 
T117 9.96 5.69 4.87 1.47 
N118 &88 5.39 3.52,3.42 7.80,7.37 
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Table B.l: Chemical shifts (ppm) of ^H, '^C, and nuclei in HUFmar. 

residue '•'N C = 0 C a CP others 

Ml 180.6 52.6(4.48) 31.8 
b 180.3 52.7(4.38) 31.4(2.22) CY 28.4(2.65,2.41) 

N2 127.1(8.84) 173.2 48^(6.04) 36.8(3.64,3.10) N8 n.d.(7.60,7.34) 

b 127.7(8.70) 172.7 48.3(5.49) 36.9(3.63.3.09) 
K3 119.1(8.63) 174.4 58.7(3.79) 31.8(2.09,n.d.) CY23.6(1.84),Cen.d.(2.89) 
b 119.1(8.68) 174,4 58.8 31,0 

K4 118.4(7.90) 176.6 57.8(3.95) 29.8(2.03,1.95) CY 22.4( 1.66,1.53), C5 n.d.( 1.80) 
b 118.6(7.95) 176.5 57,8(3.94) 29.8(1.98) 

E5 119.8(8.33) 176.1 56.4(4.19) 28.0(2.35,n.d.) CY 34.0(2.61,2.40) 
b 118.8(8.34) 176.1 56.3 2 ^ 9 

L6 122.1(8.55) 175,3 56.5(4.18) 39.0(2.21,1.55) CY 24.7(0.91), C6 21.5(0.99) 
b 120.9(8.33) 175,3 56.5 39.1 
17 118.4(8.28) 174,7 63.6(3.42) 35.3(2.05) CY 28.6(1.93,0.74), Cy 14.7(0.97), C5 12.0(0.97) 

b 118.9(8.26) 174,6 63.5 35.3 
D8 119.3(8.01) 176.8 55.6(4.38) 38.6(2.90,2.79) 
b 119.4(7.97) 176.6 55.6 38.7 

R9 118.8(8.57) 177,0 57.0(4.13) 28.6(2.05,1.94) CY25.1,C54I.1 
b 119.1(8.59) 176.8 56.8(4.16) 28.1(2.01,n.d.) 

VIO 120.0(8.66) 174.6 63.5(3.59) 28.7(2.26) CY22.5(1.05),CY 19.4(0.95) 
b 120.0(8.66) 174.6 6 ^ 4 2&6 

A l l 121.7(8.90) 177.2 53.9(3.92) 15.3(1.57) 
b 121.7(8.86) 177.2 53.9(3.89) 15.3(1.57) 

K12 115.8(7.64) 176.7 56.6(4.17) 30.0(2.04,n.d.) 
b 116.3(7.71) 176.8 56.6(4.14) 29.2(2.03,n.d.) 

K13 119.1(7.99) 175.6 56.7(4.13) 31.1(1.88,n.d.) 
b 119.1(8.07) 175.6 56.6(4.14) n.d.(1.89) 

A14 117.0(8.66) 175.1 49.9(4.14) 15.9(1.39) 
b 117.0(8.66) 175.0 

G15 108.5(7.82) 171.5 44.0(3.99,n.d.) 
b 171.5 44.0(3.94.n.d.) 

A16 120.9(7.62) 173.6 47.3(4.72) 20.2(1.26) 
b 121.2(7,74) 173.6 47,2(4.72) n.d.(1.27) 

K17 119.3(8.99) 176.5 53.5(4.41) 29.9(2.07,1.92) Cy 22.5( 1.74,1.64), C5 26.6, Ce 39.7 
K18 125.2(9.02) 175,9 59.0(3.68) 29.4(1.91,1.85) Cy 24.0( 1.69,1.36), C8 26.9, Ce 39.6(3.10) 
K19 116.5(8.71) 175.8 57.0(4.11) 29.5(1.98,1.82) CY22.0, C5 26.8, Ce 39.6(3.10) 

b 175.9 
D20 120.2(6.92) 175.3 54.6(4.63) 37.8(2.87,2.69) 

b 120.2(6.92) 175.2 
V21 119.3(7.97) 174.4 64.8(3.43) 28.6(2.25) Cy 20.6(0.93), Cy 19.4(1.02) 
K22 118.8(8.66) 174,2 58.2(3.76) 30.2(1.99,1.89) CY22.7, CS 26.8, Ce 39.9 
L23 117.9(7.44) 178.1 55.6 39.4 

b 117.9(7.43) 178.0 55.7(4.38) 39.5(2.02,1.87) Cy 25.2(1.54), Cg 22.8(1.11), C8 20.8(1.06) 
124 121.2(8.48) 62.9(3.46) n.d.(1.99) 
b 120,9(8.31) 174.8 62.6(3.53) 34.2(2.02) Cy 27.2(1.65,1.20), Cy 15.4(0.92), C5 8.9(0.70) 

L25 122.1(9.32) 175.0 56.6(3.96) 38.7 Cy24.9, C8 20.2 

b 122,1(9,31) 175.1 56.7(4.01) 39.2(2.15) 0 / 2 4 . 9 , C5 20.9(0.95) 
D26 119,1(8,89) 177.0 55.4(4.42) 36.6(2.89,2.63) 

b 119,3(8,99) 177.0 55.5(4.46) 36.7(2.92,2.68) 

T27 116,6(8,18) 64.8(4.11) n.d.(4.36) Cyn.d.(1.41) 

b 116,5(8,07) 175.5 64.7(4.16) 65.0(4.38) CY21.1(1.44) 

128 128,2(9.20) 177.8 64.1(3.49) 35.3 C5 13.7 
b 128.2(9.20) 174.4 64.1(3.52) 35.5(2.34) Cy 28.3(2.13), Cy 14.4(0.83), C5 13.9 

L29 118.4(8.35) 177.8 55.7(3.55) 37.1(1.22,n.d.) CYn.d.(1.87), C5 23.6(0.74) C5 16.2(-0.26) 

b 118.8(8.49) 177.3 56.0(3.81) 37.4(1.91,1.38) Cy 23.2(0.82), C5 18.4(0.33) 
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E30 121.7(8.53) 175.8 57.1(4.11) 27.4(2.19,n.d.) CY33,7 

b 120,5(8.37) 175.9 57.1(4.13) 27.4(2.27,2.17) Cy 33,9(2,49,2,29) 
T31 117.7(8.19) 174.2 65.1(3.95) 65.4(4.19) Cyn.d,(1.23) 

b 117,2(8.09) 174.3 65.0(3,95) 65.7(4.20) Cy 19.5(1.25) 
132 121.9(8.36) 174.0 64.0(3,61) 35.7 

h 122.6(8.43) 174.2 63.8(3J6) 35.6(1.89) Cy 26,7, Cy 14.4(0.68), C8 10.6(0.36) 
T33 115.8(8.09) 172.4 65.9(3.60) n.d.(4.42) Cyn.d.(1.27) 

b 115(%8 29) 65.2(3.86) 66.1(4.42) Cy 19,1(1.38) 
E34 120.0(8.42) 175.9 56.7(4.01) 27.3(2.25.2.13) Cy33.4 

b 121.9(8.23) 175,5 56.9(4.10) 27.3(2.25,2.13) Cy33.9 
A35 121.4(7.66) 177.3 52.7(4.21) 15.4(1.43) 

b 122.1(7,65) 177.4 52.7(4.21) 15.3(1.42) 
L36 118,4(8,26) 178.2 55.3(4.29) 39.1 C5 19.4 

b 117.9(8.39) 179.2 55.2(4.23) 39.0(1.94) Cy31.5 ,C5 23.5, C5 20.2 
A37 121.9(8.65) 176.3 52.6(4.15) 15.7(1.62) 

b 122,6(8,24) 176.8 52,3(4,24) 15.5(1.63) 
K38 115,4(7,57) 174,5 53.5(4,55) 30.3(2.14,n.d.) Cy22.5(1.70) ,Ce39.7 

b 116.0(7,61) 174,4 53.6(4.49) 30.3(2,12) Cy 22.6(1.67), C5 26.8, Ce 39.6 
G39 108,8(8,20) 171.6 43.1(4,29,3.67) 

h 108.1(7.97) 171,9 43.1(4.30,3.85) 
E40 123.1(8.32) 172.2 53.2(4.39) 28.4 

b 121.2(8.10) 172,9 53.4(4.18) 28.2(2.26) Cy34.1 
K41 120.3(8.19) 173.8 53.3(4.84) 31.7(1.92,1.86) Cy n.d.( 1.55) C5 n.d.( 1.77) Ce 39.5 

b 121.0(8,32) 173.8 53.1(4.48) 30.9(1.80) Cy 22.3(1.50) CS 26.6(1.77) Ce 39.7(3.08) 
V42 123.1(9.09) 172.0 59.1(4.88) 31.2(2.39) Cy 18.5(1.10), Cyn.d.(1.04) 

b 124.5(8.81) 172.1 59.8(4.49) 29.0(2.23) Cy 19.1(1.18), Cy 18.0(1.09) 
Q43 128.2(9.14) 171.2 52.8(4.85) 28.5(2.35.2.08) 

b 128.2(8.48) 52.3 
144 124.0(8.69) 172.8 57.4(4.47) 36.1(2.54) Cy 16.1(1.02) 
V45 129.6(8.44) 61,9(4.67) 28.7(2.35) Cy 19,1(1,20), Cy 17.3(1.14) 
G46 116.8(8.96) 170.8 43.1(3.82,n.d.) 
F47 121.7(8.41) 171.2 58.1(4.90) 39.6(3.18,2.95) 
G48 106.0(8,63) 168.4 43,3(4,28,3,84) 

b 170,0 42.7 
S49 112.3(7,95) 170.4 53.3(5.88) 63.8(3.79,3.69) 

b 113.7(8.26) 54.9 
F50 121.5(9,69) 171.7 54.1(5.66) 40.2(3.12,3.12) 
E51 119,3(9.11) 171.5 51.8(4.92) 31.4(2.16.2.00) Cy33.0 
V52 118.1(8.85) 173.2 58.7(4.88) 31.0(2.00) Cy 19.7(1.05), Cy 19.5(0.91) 

b 173.3 59.6 30.2(2.08) 
R53 125,4(8,79) 172,3 51.3(4.80) 30.6(1.98,1.72) Cy22.2 

b 125.9(8.47) 173,3 53.2(4.46) 28.3(1.86,1.77) 
K54 123.5(8.68) 173,3 53.8(4,75) 30.7(1.79,nd) 

b 124.0(8.44) 173,6 53.8(4.38) 30.6(1,90,1.83) 
A55 129.4(9.02) 173,7 48,8(4,73) 17.6(1,45) 

b 125.6(8.30) 174,7 49.9(4,70) 16,8(1,46) 
A56 123.8(8.23) 175,2 49.6(4.36) 17,1(1.52) 

b 123,3(8,26) 174.8 49.8(4,36) 16.8(1.46) 
A57 123.8(8.58) 175.0 50,1(4,45) 16.9(1.48) 

b 123,3(8.21) 175.0 49,9(4,38) 16.8(1.46) 
R58 119,6(8,66) 172.4 52,6(4,72) 30.3(1.95,1.82) 

b 120,5(8,27) 173.6 53,5 28.1 
K59 122,1(8,50) 174,1 53.3(4.85) 31.1(1.96,1.86) Cy 22.3(1.54), C8 26.2, Ce 39,6 

b 122.9(8.35) 174.4 53.9(4.42) 30.6(1.94,1.86) Cy22.2, C5 26.5, Ce39,6 
G60 110.7(8.55) 170,7 42.3(4.44,3.88) 

b 110.4(8,45) 171.3 42.7 
V61 119.3(8.36) 172.7 58.5(4.51) 32.3(1.89) Cy 18.1(0,87), Cyn.d.(0.79) 
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b 118.8(7.96) 173.1 59.4(4.23) 30.4(2.12) 
N62 126.3(8.70) 172.1 48.6(4.96) 36.3(3,25,2.74) N5n,d,(7.63,7.00) 

b 123.8(8.58) 48.8(5.07) 36.4(2.98.2.80) 
P63 n.d. 174,9 62.0(4,41) 29.5(2.43,2.08) CY 24.8, C5 48,3(4,12,3,91) 

b 174.5 61.1(4.49) 29.6(2.39,2.05) Cy24,7, C548.3 
Q64 116.3(8.29) 174,6 55.3(4.14) 26,7(2,25,n,d,) CY31.6(2.50,n,d,), Ne n.d. (7.55,6.89) 

b 119.4(8.44) 173,8 53.7(4.43) 26,8(2,22,2.11) Cy 31,6(2,49) 
T65 108.5(7.69) 172,6 59.1(4.40) 67.9(4.29) Cy 18,8(1,26) 

b 114.6(8.06) 171,8 59.5(4.39) 67,2(4,94) 
R66 117.0(8.47) 172,6 54.7(3.96) 24,8(2,10,n,d,) CYn,d.(2.38), C8 40.5(3.25) 

b 123.3(8.28) 173.1 53.5(4.42) 28,2(1.93,1,87) CY 24.6(1,71), C8 40.9(3.28) 
K67 120.1(7.73) 171.6 51.4(4.64) 30.4(1.98,n.d.) CY 21.9( 1.74), C5 26.8( 1.53), Ce 39.6 
b 124.1(8.31) 171.8 51.7 n.d.(1.84) 

P68 n.d. 174.0 60.6(4,85) 29.7(2.39,1.98) CY25.0, C5 48.2 
b 174.1 60.5(4,55) 29.5(2.35,1,97) CY24,8. C5 48.2 

169 119.3(8.27) 172.8 57,6(4,58) 39.0(1,86) Cy24.2, CY 15,5(0,96), C5 11,1(0,87) 
b 121.2(8.23) 173,8 58.6(4.30) 30,5(1.94) Cy 24.8(1.58), Cy 10.5(1.29), C5 15.0(0.99) 

T70 119.1(8.44) 171.2 59.6(4.63) 67,3(4,10) CYn.d,(l,17) 

b 119.1(8.22) 171.3 59.1(4.46) 67,4 
171 129.4(8.87) 171.3 55.8(4.57) 36,3(1,95) CY24,5(1,58,1,28), Cy 14.8(1.03), C8 10.4(0.96) 
b 125,4(8.26) 171,9 56.1(4.62) 36,1(1,98) CY24.3(1.61),CYn.d.(1.04) 

P72 n.d. 173,9 60.2(4^4) 30.1(2,40,2,06) CY24,6, C5 48.5(3.96,3.78) 
b 174.2 60.8(4.48) 29,6(2,38,1,97) CY24.8, C8 48.5 

E73 120.5(8.50) 173.3 54.3(4.43) 28,3(2,08,2.04) CY 33,9(2.39,2.32) 
b 121.5(8.44) 173.8 54.3(4.33) n.d.(2.37,2.09) 

R74 121.9(8.26) 172.4 52J(4.77) 30.4(1,90,n,d,) CY23,6, C5 41.0 
b 53,4 28,3 

K75 122.8(8.77) 173,2 53.6(4.87) 31.1(1,88,1,81) Cy22,4(1,48), C5 26.7, Ce 39.6(3.08) 
b 123.5(8.40) 173,6 53.5(4.44) 30,4(1,84) 

V76 118.1(8.80) 171.0 55.8(4.89) 32.6(2.15) CY 18.8(0.98), CY 17.5 
b 123.1(8.15) 171,8 57,3(4,51) 30.2(2.16) CY 18,4(1,03), CY 17,7 

P77 n.d. 172.6 59,5(5,18) 29.7 CY22,7, C5 48.3(4.13,3.86) 
K78 121.9(9.38) 171.7 52.2(4.95) 33.9(1,82,1,80) Cy23,2(1,43), C5 26.6, Ce 39.5(3.04) 
F79 123.1(8.83) 171.4 52.1(5.46) 40.6(2,96,2,52) 
K80 129.6(8.65) 182.0 49.1(4.70) n,d,( 1,63,1,49) 
P81 n.d. 173.3 60.0(3.86) 30.4 CY24.7, CS 48,5 
b 174.8 60.8(4.43) 29,6(2,41,2,04) CY24,7,C5 48.1 

G82 111.6(8,42) n.d. 41.3(4.29.3.53) 
b 109.2(8.43) 42,7 

K83 n,d. 175,7 57.8(3.88) 30,3 
A84 119,6(8,45) 177,4 52.4(4.25) 15.6(1.51) 

b 174.9 49.9(4.40) 16.6(1.45) 
L85 118.4(7.20) 175,8 55.3(4.21) 39.7(1.95,1.54) Cy 20.9(1,00), C8 23.5(0.84) 

b 121.7(8.15) 174.7 52.8(4.40) 39,9(1,70,1,68) Cy 24,5, C5 22,4( 1.02), C8 21.2(0.97) 
K86 115.6(7.99) 176.5 57.9(3.88) 29,8(1.96,n.d,) Cy22.2 

b 121.9(8.24) 173.8 53.8(4.38) 30.5(1,92,1.82) Cy22 .2 ,C8 26.6 Ce 39.6 
E87 116.3(8,02) 175,5 55.9(4.15) 27,2(2,22,2,17) Cy 33,8(2,47,2.44) 

b 121,9(8,33) 173,5 54.0(n.d.) 28,0(n,d,) Cy33.8 
K88 117.2(7,67) 174,9 55,1(4,29) 31,0(2,03,1.65) 
b 122.5(8.34) 173,7 53,8(4,41) 30,5(1,91,1,86) Cy22,2, C8 26.7 Ce 39,6 

V89 113,9(7,45) 170.9 59.3(4.24) 29.3(2.28) Cy 18,6(0.92), Cy 17,7 
b 121,9(8,17) 172.6 60.1(4,19) 30,3(2,18) Cy 18,6(1.03), Cy 18.0 

K90 125,2(7,15) 178.5 56.1(4,41) n,d,(l,97,1.55) 

b 129.4(7,90) 178,4 55.4(4.24) n.d.(1.89,n.d.) Cy n.d.{ 1.48), C8 n.d. Ce n.d.(3.09) 

Solution conditions: approximately ImM WJTmar, 200mM potassium chloride and 50mM potassium 

phosphate in a mixture of 95% H2O and 5% D2O at pH 5.6 (neat buffer, the protein changes the pH 

to 6.3) and 31 IK. 'H chemical shifts of protons attached to the assigned heteronucleus are indicated in 

parentheses. Proton chemical shifts are referenced to internal TSP and the heteronuclei were referenced 

indirectly using published data [35]. The accuracy (ppm) of the chemical shifts are 0.04, 0.2 and 0.2 

respectively. Assignments marked b denote the minor form. 



Appendix C 

Relaxation data for HUTmar 

131 



Appendix C 132 

Table C.l: Relaxation data for nuclei in WJTmar. b denotes data for the minor 
form. 

residue NOE error jRi (s- i) ± s.d. jRi (s- i) ± s.d. 
M l 
N2 -0.2539 0.0585 1.2246 0.0298 13.7909 0.4807 
b -0.3384 0.0935 1.6519 0.0629 9.6044 0.5529 
K3 1.3207 01828 14.0071 0.3218 
b 1.3405 0.0155 13.9324 0.2344 
K4 -0.4485 0.0257 L2698 0.0125 11.2634 0.1710 
b -1.0609 0.0266 1.5079 0.0148 5.1292 0.1026 
E5 
b -0.2869 0.0600 1.8205 0.0372 9.6670 0.3049 
L6 
in 

-0.2640 0.0431 1.3637 0.0211 14.1599 0.3366 

1/ 
D8 
R9 -0.1473 0.0615 1.8453 0.0314 9.9360 0.2516 
b -0.2272 0.0352 1.2808 0.0163 15.3539 0.2991 
VIO -0.2962 0.0251 1.4844 0.0132 12.3186 0.1708 
A l l -0.3409 0.0834 1.8170 0.0410 10.1807 0.3519 
b -0.1983 0.0346 1.3767 0.0151 14.7031 0.2513 
K12 -0.1640 0.0510 L8288 0.0219 &8436 0.1825 
b -0.0413 0.0479 1.2739 0.0147 14.9674 0.2575 
K13 
b -0.3465 0.0300 1.2418 0.0140 14.1240 0.2412 
A14 -0.1676 0.0290 1.4981 0.0115 11.5259 0.1353 
G15 
A16 -0.2169 0.0596 1.4743 0.0255 &5409 0.2220 
b -0.2016 0.0350 1.0732 0.0132 13.6505 0.2221 
K17 
K18 -0.2752 0.0310 1.5426 0.0204 11.2658 0.2365 
K19 -0.2708 0.0200 1.5352 0.0105 12.3849 0.1284 
D20 -0.2590 0.0287 L5322 0.0139 11.3059 0.1560 
V21 0.7664 0 .0401 
K22 L8884 0.0226 10.2436 0.1887 
L23 -0.2408 0.0294 1.4641 0.0132 12.4251 0.1673 
124 -0.2312 0.0424 1.3342 0.0210 11.8602 0.3120 
L25 
D26 -0.1603 0.0489 1.3361 0.0188 15.1917 0.3371 
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residue NOE error jRi (S--1) ± s.d. ± s.d. 
T27 -0.2146 0.0541 1.2757 0.0277 14.9908 0.4754 
b -0.2744 0.0706 1.5542 0.0439 10.2915 0.4282 
128 -0.1936 0.0607 1.3992 0.0281 14.4234 0.4424 
L29 -0.2331 0.0537 1.3931 0.0263 11.9570 0.3626 
E30 -0.2543 0.0375 1.3160 0.0181 14.7358 0.3082 
b -0.6310 0.0668 1.8068 0.0469 8.5306 0.3594 
T31 -0.1926 0.0514 1.3463 0.0299 14.0413 0.4805 
b -0.3089 0.1142 L8221 0.0798 9.5736 0.6174 
132 -0.3184 0.0440 1.3590 0.0264 13.2171 0.3826 
b -0.3135 0IW53 1.8951 0.0554 9.2944 0.4404 
T33 -0.2655 0.0476 L3326 0.0279 14.9489 0.4778 
b 0.1193 0.3035 1.6864 0.1112 11.1865 1.0527 
E34 -0.2534 0.0367 L2839 0.0189 15.0886 0.3435 
b -1.4196 0.0368 1.4163 0.0196 5.6164 0.1510 
A35 -0.1967 0X832 1.3173 0.0150 14.1679 0.2419 
b -0.1688 0.0865 1.9039 0.0465 9.4703 0.3489 
L36 -0.2945 0.0461 1.3906 0.0209 13.9301 0.3278 
b -0.3727 0X885 1.8745 0.0639 9.4576 0.4893 
A37 -0.2153 0.0403 1.2653 0.0167 16.0237 0.2998 
b -0.6101 0.0734 1.9805 0.0616 9.6440 0.4574 
K38 -0.2445 0.0391 1.2486 0.0165 14.1103 0.2650 
b -0.2239 0.0569 1.7120 0.0249 9.2461 0.2067 
G39 -0.2934 0.0409 1.3735 0.0197 11.9712 0.2817 
b -0.2551 0.0643 1.8245 0.0367 8.2210 0.2642 
E40 -0.3017 0.0337 1.3199 0.0164 13.7381 0.2527 
b -0.4618 0.0572 1.7956 0.0322 9^483 0.2520 
K41 -0.5286 0.0304 1.2715 0.0149 10.0617 0.1910 
V42 -0.2181 0.0659 1.2387 0.0268 14.7790 0.4489 
Q43 -0.1930 0.0515 L3292 0.0229 13.3063 0.3395 
144 -0.2203 0.0534 1.2325 0X%30 14.1148 0.3807 
V45 -0.3008 0.0401 1.3130 0.0231 13.4837 0.3608 
G46 -0.4341 0.0620 1.2351 0.0391 12.9623 0.6251 
F47 -0.4603 0.0280 1.2578 0.0143 11.2602 0.1914 
G48 -0.3031 0.0530 1.2564 0.0244 14.2304 0.4071 
S49 -0.1904 0.0469 1.2420 0.0205 14.4937 0.3444 
F50 -0.3744 0.0644 lJi888 (10353 14.7151 0.5934 
E51 -0.2690 0.0533 1.3900 0.0237 13.6557 0.3492 
V52 -0.3180 0.0347 1.3034 0.0152 11.7151 0.2079 

continued on next page 
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residue NOE error jRi (S--1) ± s.d. jRi (S-') ± s.d. 
R53 -0.3591 0.0583 1.3852 0.0271 12.0327 0.3621 
K54 -0.4633 0.0350 1.3509 0.0162 10.8120 0.2127 
b -0.6245 0.1129 L5328 0.0822 5.8340 0.5650 
A55 -0.5778 0.0378 1.4491 0.0186 10.8535 0.2212 
b -1.9371 0IW93 1.1242 0.0372 4.2749 0.3048 
A56 1.4320 0.0095 7.8207 0.0969 
b -0.7906 0.0167 
A57 -0.8075 0.0180 1.4884 0.0101 7.2560 0.0956 
b -1.5677 0.0674 1.2351 0.0355 2.8904 0.2311 
R58 -0.8193 0.0216 L4738 0.0129 8.6537 0.1276 
b -1.5706 0.0708 1.3108 0X885 2^432 0.2488 
K59 -0.8706 0.0187 1.4157 0.0108 7.9499 0.1055 
G60 -1.0843 0.0174 1.4863 0.0100 5.7177 0.0836 
b -1.4779 0.0579 1.2091 0.0378 2.6242 0.2531 
V61 -0.9656 0.0145 1.4049 0.0087 6.3481 0.0749 
N62 -1.1914 0.0179 1.5570 0.0101 6.1530 0.0853 
P63 
Q64 -1.0388 0.0157 1.5642 0.0098 6.4189 0.0791 
b -1.0803 0.0153 1.4395 0.0094 5.7848 0.0750 
T65 -0.9538 0.0227 L3333 0.0134 8.4567 0.1308 
b -1.7823 0 I # 8 4 L2855 0.0443 2 5 5 8 2 0.2928 
R66 -1.1026 0.0208 L6824 0.0152 8.3502 0.1341 
b -1.8658 0.0808 1.2745 0.0386 3 J 4 8 9 0.2847 
K67 -13028 0.0194 1.4243 0.0080 5.5881 0.0658 
b -1.949 0.0590 1.2733 0.0234 2.5306 0.1394 
P68 
169 -1.0767 0.0182 1.4512 0.0097 6.5596 0.0843 
b -1.6381 0.0387 1.3545 0.0161 2.9315 0.1036 
T70 
b -1.5059 0 1 8 2 8 1.2915 0.0273 3.0918 0.1795 
171 -0.7991 0.0324 1.4815 0.0159 &3783 0.1665 
b -1.6237 0.0731 1.3418 0.0284 2.2695 0.1768 
P72 
E73 -0.7107 0.0198 1.4736 0.0105 8.1117 0.1059 
b -1.3023 0.0348 1.3141 0.0168 3.0395 0.1135 
R74 -0.6207 0.0254 1.5191 0.0143 9 J 9 9 9 0.1524 
K75 -0.5124 0.0435 1.4602 0.0206 11.0840 0.2607 
b -1.5265 0.0724 1.3290 0.0337 2.6194 0.2015 

continued on next page 
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residue NOE error jRi (s- i) ± s.d. JRz ( s - ' ) ± s.d. 
V76 
b -1.7027 0.0719 13986 0.0262 2.5357 01469 
P77 
K78 ^13785 0.0481 13102 0.0211 12.9605 0.3028 
F79 -03293 0.0477 13498 0.0216 13.4625 0.3270 
K80 -03883 0.0522 1.1917 0.0247 14.1808 0.4162 
P81 
G82 -0.3122 0IG89 L2656 0.0312 13.5471 0.5037 
K83 
A84 -0.4231 0I%68 1.3734 0.0151 13.4331 0.2270 
L85 -03589 0.0376 1.3007 0.0165 12.6972 (12388 
b -1.796 0.0708 1.1897 0.0290 2.5485 0.2020 
K86 -03863 0.0408 1.4411 0.0225 13.1794 03368 
E87 -0.3541 0.0359 1.3447 0.0167 13.0655 0.2409 
b -1.4021 0.0377 1.2219 0.0262 5.2561 0.2226 
K88 -03619 0.0415 13338 0.0176 13.3240 0.2631 
V89 -03180 0.0509 1.4034 0.0217 12.7046 0.2845 
b -2.4659 0.0970 0.9596 0.0231 3.5934 01916 
K90 -05233 0.0219 L5993 0.0105 8.9800 01014 
b -2.8124 0.0935 0.8765 0.0112 1.1210 0.0824 
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An alternate conformation of the hyperthermostable HU protein from Thermotoga 
maritima has unexpectedly high flexibility 
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ation rates; HSQC, heteronuclear single quantum coherence; NOESY, nuclear Over-
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Abstract 
The homodimeric HU protein from the hyperthermophile Thermotoga maritima is a 
model system which can yield insights into the molecular determinants of thermosta-
bility in proteins. Unusually for a thermostable protein, WJTmar exists in a struc-
turally heterogeneous state as evidenced by the assignment of two distinct and approx-
imately equally populated forms in solution. Relaxation measurements combined with 
chemical shift, hydrogen exchange, and NOE data confirm the main structural features 
of both forms. In addition, these data support a two-state model for HUTmar in which 
the major form closely resembles the X-ray structure while the very flexible minor 
form is less structured. HUTmor may therefore be a new example of the small class of 
hyperthermostable proteins with unexpected flexibility. 

mailto:boelens@nmr.chem.uu.nl
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D.l Introduction 

Proteins from thermophilic organisms display properties that reflect the environment 
in which they have evolved. The general consensus reached from biophysical studies 
of many different systems is that thermal stability results from conformational rigidity 
due to the increased packing efficiency in the structures of thermophilic proteins [154]. 
Recent data from studies of selected thermostable systems with unexpected flexibility 
challenge this paradigm however [155]. 
The HU-IHF family of dimeric histone-like proteins have various roles in DNA re-
modelling, bending, compaction, and negative supercoiling of the bacterial nucleoid 
[143, 146, 180]. Members of this family include HU, IHF, H-NS, TFl, and Pis, and 
can bind DNA specifically or non-specifically. The intrinsic dynamics of HU proteins 
is highlighted by X-ray structures of and HUrmar (refined to resolutions of 
2.1 A and 1.53A respectively) in which no electron density was observed for the DNA-
binding P-arms [151, 153]. The NMR structure of provided the first details on 
the structure and dynamics of the highly mobile yet internally structured P-arms in the 
free protein [152, 182]. The P-arms stabilize and wrap around the DNA upon binding 
as clearly shown by the crystal structures of the DNA complexes of both IHF and HU 
[147, 148, 181] These studies present a dramatic bending of the DNA mediated by 
proline intercalation by residues in the P-arms which in turn become much less mo-
bile. The dynamics of the P-arms therefore play an essential role in mediating DNA 
binding. 
The HUrmar protein (T/^ = 80.5°C) is a model thermostable system with unusually 
high affinity and temperature independent DNA binding properties [157]. The ex-
treme stability and versatility of HUrwar ensures protection of tightly-bound DNA 
substrates which has allowed the development of biotechnological applications, for 
instance, as a highly effective gene delivery agent [158]. 
The results from an NMR analysis of the behaviour of HUZmar in solution are comple-
mentary to those from a recent site-directed mutagenesis study characterizing desta-
bilizing mutations [156]. Our results characterize an anomalous dynamic property 
of HU proteins. We noted that wild-type and mutants of WJTmar are unexpectedly 
heterogeneous in solution. The data also support a two-state model in which the ma-
jor form resembles the X-ray structure while the flexible minor form seems to result 
from a structural rearrangement of the dimer architecture. The use of the major/minor 
terminology therefore refers to structural integrity rather than populations of the two 
conformations. The observed dynamics of HUJmar in solution are unforeseen when 
compared with other thermostable proteins. 
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D.2 Materials and methods 

D.2.1 Sample preparation 

Cloning of the HUTmar gene, overexpression, and purification of wild-type and mu-
tant proteins were performed as described [159]. Fully labelled protein was produced 
using '•'N-NH4CI and '^C-glucose in minimal medium. Protein samples (1 mM) were 
prepared in a 50 mM phosphate buffer with 200 mM KCl at pH 5.8. Addition of the 
protein to the buffer solution changes the pH to approximately 6.2 since the protein is 
positively charged. 7.5% D2O was added for NMR measurements. 

D.2.2 NIVIR spectroscopy 

NMR spectra were recorded on Bruker Avance spectrometers operating at proton fre-
quencies of 500, 600, 700, and 750 MHz at a temperature of 311 K. The backbone 
and sidechain resonances were assigned using standard triple resonance techniques 
[29]. The heteronuclear NOE, Ri and R2 data sets were recorded using modified 
versions of the standard Bruker pulse sequences. The NOE experiment was repeated 
three times, R\ datasets were recorded with relaxation delays of: 0.1 (x2), 0.2, 0.3, 
0.4 (x2), 0.5, 0.6, 0.8, 1.0 s; and R2 datasets with delays of 0 (x2), 2, 16, 32, 48, 64 
(x2), 80, 96, 128, and 160 ms. Al l NMR data were processed using NMRPipe [166] 
and analyzed using NMRView [167]. Relaxation data were fitted as described [184]. 
Hydrogen exchange protection factors were calculated as described [60]. 

D.3 Results 

A sequence alignment of HU proteins and the secondary structure elements of the 
crystal structure of HUTmar are presented in Figure D.l. Surprisingly, 140 peaks 
(excluding sidechains) were counted in the HSQC spectrum where 84 were expected 
(Figure D.2). The extra peaks could be assigned to residues throughout the protein and 
two slowly exchanging and approximately equally populated forms of the protein exist 
under the experimental conditions. This equilibrium seems to persist indefinitely and 
no time-dependent changes in the intensities of peaks from either form were observed. 
All residues in the primary sequence were assigned in the major form while 75 residues 
were assigned in the minor form. The remaining residues in the minor form are de-
generate with those in the major form. The temperature, pH, salt concentration, and 
protein concentration were all varied with no significant change in the spectra and no 
degradation was observed on SDS gels. Urea-triton gels, which are very sensitive and 
can identify point mutations, show a single homogeneous band which indicates that 
HUTmar is chemically homogeneous (data not shown). One fraction of the protein 
sample was thermally denatured and refolded into the same conformational equilib-
rium. Major chemical shift differences indicating conformational differences between 
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the two forms are found in the second half of the sequence and notably in the short 
C-terminal a-helix (Figure D.3). The HSQC spectra of two destabilizing point mu-
tants (E34D and V42I) are almost identical to that of the wild-type protein, showing 
the same doubled set of NMR signals. The heterogeneity of HUTmar in solution is 
therefore an intrinsic property of the structure. Analysis of the chemical shift data 
[179] rule out cis-trans proline isomerization as an explanation for the two forms. 
Considering first the major form, the secondary structure determined by the sec-
ondary chemical shifts is consistent with that observed in the NMR and X-ray struc-
tures of and KUTmar (Figure D.4). The general pattern observed in the relax-
ation data (Figure D.5) is that the residues of the |3-arms are more flexible than the 
core of the protein. The more negative values for the heteronuclear NOE and the 
lower values for transversal relaxation rates compared to the core of the protein indi-
cate enhanced mobility. In addition the values of the NOE and R2 for residues N62-I69 
indicate a maximum degree of flexibility for the turns at the tips of the (3-arms. The 
dynamics of the major form are therefore highly similar to those observed for HUBjf 
[182]. 

In contrast, the minor form shows a number of critical differences compared to the 
major form. The shifts (Figure D.4) indicate a change in conformation for the 
C-terminal residues G82-K90. In addition, the minor form clearly has different re-
laxation rates for residues for which data is available (Figure D.6). In particular, the 
substantially more negative values of the heteronuclear NOE and the lower values of 
the R2 rates for the (3-arms and the C-terminus indicate even higher mobility compared 
to the major form. In support of this the NOESY spectra show no crosspeaks for the 
majority of residues of the P-arms and the C-terminus in the minor form. This is in 
contrast with the major form in which the characteristic NOEs defining the structure 
of the p-arms and the C-terminal a-helix were assigned in the same way as for HU&f 
[177]. Protection factors calculated from amide proton exchange also indicate a less 
stable a2 in the minor form (Figure D.7). 
The R2/R1 ratio reflects the orientation of secondary structure elements (or complete 
molecules) with respect to the overall rotational symmetry axis. The data clearly in-
dicate differences between the two forms (Figure D.6). The major form of HUTmar 
and HUfo? have similar values of the R2/R1 ratios throughout the sequence. This indi-
cates that the major form has a diffusional anisotropy which is comparable to that of 

Furthermore, the R2/R\ values for a l are lower on average than those for a2. 
In the minor form the opposite effect is seen since the R2/R\ values for a l are higher 
than those for a2. While local increased R2 rates (and consequently R2/R1 ratios) can 
be due to conformational exchange, decreased R2 rates can only be due to increased 
mobility. Since the average magnitudes of the deviations are similar for both the in-
creased and the decreased rates and uniform in the a l and a2 helices conformational 
exchange is not likely. The R2/R1 values show rather that the relative positions of the 
two helices with respect to the diffusional symmetry axis are different for the major 
and minor forms. 
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D.4 Discussion 

There are several sources of data which illustrate the different conformational proper-
ties of the two forms of HUTmar in solution. The two most likely explanations for this 
conformational heterogeneity are; (1) monomer-dimer equilibrium; and (2) different 
dimeric structures due to dynamic effects possibly leading to a structural rearrange-
ment. We propose that the latter is the case for HUTmar based on our analysis of the 
available data. Furthermore, based on the chemical shift, NOESY, and relaxation data 
we conclude that the major form bears close resemblance to both the X-ray and NMR 
structures of HUTmar and respectively. 
The monomeric state of YiUTmar is likely to exist only very transiently in solution due 
to the high stability of the dimer [193] and therefore cannot account for the observed 
differences in the relaxation data. This is supported by the observation that changes in 
the protein and salt concentrations do not significantly change the spectra. In addition 
the average R2lR\ values for the core of the protein are very similar for the major and 
minor forms which would not be expected for a monomeric minor form. A comparison 
of the R2lR\ values for the a l and a2 helices however indicates a difference in the 
relative positions of the two helices with respect to the molecular diffusion axis for 
the two forms of HUTmar. Whether this is due to a molecular rearrangement of the 
helices or due to a reorientation of the major diffusion axis cannot be concluded at this 
stage. This would require a high-resolution structural analysis of the minor form. 
The high stability of the UUTmar dimer results from intermonomer contacts in the 
compact core of the protein. The flexible p-arms extend from the core and do not par-
ticipate in formation of the dimer but are instead available to wrap around a DNA sub-
strate [152]. A recent Raman spectroscopy deuterium exchange study of the solution 
conformation of HU55? found unexpectedly high exchange rates for helical elements 
which the authors attributed to flexibility at the dimeric interface [194]. The backbone 
relaxation rates measured for both forms of HUTmar also indicate unusual flexibility 
at both the homotypic and heterotypic dimeric interfaces formed by the two pairs of 
a l and a2 helices. Flexibility at the dimeric interface could account for the critical 
role of residue G15 in the turn between the a l and al helices since mutation of this 
residue is known to dramatically reduce the thermostability of HU proteins [156, 192]. 
The biophysical properties of HU proteins from various sources have been docu-
mented in detail [151]. In marked contrast to HUTmar, protein concentration and 
ionic strength have been shown to affect both the structure and stability of in 

solution as measured by CD [195]. These observations were extended with ESI-MS 
measurements of the influence of the ionic strength on the monomer-dimer equilibrium 
in [196]. The NMR data presented here expand on the earlier biophysical re-
sults for HUTmar [193] since information is now available for individual amino acids 
and the existence of dual conformations is surprising. 
Recent research has raised interesting questions about correlating thermostability with 
rigidity or flexibility in thermostable proteins [154, 187, 188]. For instance, the most 
thermostable protein known, rubredoxin from Pyrococcus furiosus, with a melting 
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temperature close to 200°C has been shown to have similar flexibility to the mesophilic 
rubredoxin from Clostridium pasteurianum [189]. 

D.5 Conclusion 

We have demonstrated that HUTmar is unexpectedly heterogeneous and dynamic in 
solution on a broad timescale range. The major form in solution has features consistent 
with those determined in the X-ray structure as evidenced by chemical shift, NOE, 
and relaxation data. The presence of the two forms in both wild-type and several 
mutants of HUJmar suggests that the equilibrium is an intrinsic property of the native 
structure. The dynamical behaviour of Y{\5Tmar suggests that this protein may be 
a new example of the small class of extremely thermostable proteins which display 
unexpected structural heterogeneity in solution. To the best of our knowledge WJTmar 
is the first example of a homodimeric thermostable protein displaying these properties. 
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Tmar MTKKELIDRVAKKAGAKKKDVKLILDTILETITEALAKGEKVQIVGFGSF 50 

Bst MNKTELINAVAETSGLSKKDATKAVDAVFDSITEALRKGDKVQLIGFGNF 50 

Bsu MNKTELINAVAEASELSKKDATKAVDSVFDTILDALKNGDKIQLIGFGNF 50 

Tth AAKKTVTKADLVDQVAQATGLKLLDVKAMVDALLAKVEEALANGSKVQLTGFGTF 55 

Tvo MVGISELSKDVAKKANTTQKVARTVIKSFLDEIVAQANGGQKINLAGFGIF 51 

. . . * « * * • ... . * * . . * * * * 

Tmar EWKAAARKGVNPQTRKPITIPERKVPKFKPGKALKEKVK-- 90 

Bst EVRERAARKGRNPQTGEEMEIPASKVPAFKPGKALKDAVK-- 90 

Bsu EVRERSARKGRNPQTGEEIEIPASKVPAFKPGKALKDAVAGK 92 

Tth EVRKRKARTGVKPGTKEKIKIPATQYPAFKPGKALKDKVK-- 95 

Tvo ERRTQGPRKARNPQTKKVIEVPSKKKFVFRASSKIKYQQ--- 90 

Figure D. 1: ClustalW alignment of HU sequences from Thermotoga maritima (Tmar), 
Bacillus stearothermophilus (Bst), Bacillus subtilis (Bsu), Thermus thermophillus 
(Tth) and Thermoplasma volcanium (Tvo). Asterisks indicate residues conserved in all 
five sequences and colons indicate residues additionally conserved between HUTmar 
and WJBst. 
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Figure D.2: 2D HSQC spectrum (above) and excerpt (below) of uniformly *^N-
labelled KUTmar recorded at 750 MHz proton frequency and 311 K. Selected reso-
nances are marked with their assignments where b indicates the minor form. 
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Figure D.3: Chemical shift mapping, A5 = major — minor (ppm), to identify confor-
mational differences between the major and minor forms of HUTmar. 



Appendix D 146 

(a) 

(b) 

' 

residue 

Figure D.4: Backbone secondary chemical shifts for the (a) major and (b) minor 
forms of HUrmar. Positive and negative shifts are indicative of a-helical and ̂ -strand 
conformations respectively. 
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Figure D.5: Backbone (a) NOE, (b) Ri, and (c) R2 data for the major form 
of HUTmar. Lower values of NOE and R2 indicate increased flexibility on a ps-ns 
timescale. 



Appendix D 148 

(a) 

(b) 

(c) 

(d) 

1 

0 
UJ 

0 

0 -1 
X 

-1 

-2 

-3 
2.5 

2 
1.5 

1 
0.5 

1 
0.5 

0 
20 

15 
W) 10 

5 

0 
15 

of 10 

Qi 5 

0^ 

- 1 ' 1 1 ' 1 1 
— • 

I 
J % 

1 
* 

1 

' 1 

1 

% K — • 
1 

1 
3t 

• 

-V 0 
1 1 % 

20 40 60 80 
residue 

Figure D.6: Comparison of (a) NOE, (b) R\, and, (c) i?2 values for the major (line) 
and minor (circles) forms of WJTmar, (d) comparison of R2/R1 ratios for the major 
(shaded circles) and minor (filled circles) forms of HUTmar with the values for HUiSi'? 
(dashed line) for reference. 
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Figure D.7: Protection factors (P) calculated for the major (white bars) and minor 
(black bars) forms of YWJTmar. Higher values indicate backbone amide protons which 
are less solvent accessible due to either structural location or conformational fluctua-
tions. 




