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The switched-current (SI) technique has started a new era in analogue sampled-data
signal processing where the benefit of requiring no linear floating capacitors and the
suitability for low-voltage operation facilitates mixed-signal design on a standard
digital CMOS process. This thesis considers the analysis, design automation and
realisation of two fundamental analogue blocks, filters and phase-locked loops

(PLLs), using SI technology.

A systematic design flow, from specification to layout, for SI filters employing the
wave synthesis technique is presented. A key feature of the flow is a novel power-
aware scaling procedure which simultaneously reduces the filter power consumption
and total harmonic distortion. A computer aided design (CAD) methodology called
AutoSTF has been developed to automate the filter design flow and facilitate rapid
generation of SI wave filter circuits. PLLs are employed in numerous applications
ranging from clock recovery to demodulation and frequency synthesis. Despite the
possible advantages of applying the SI technique to PLLs, there has been very little
research in this area. This thesis describes the methodical design of SI PLLs and
proposes a novel 2" order architecture that does not require a separate phase
detector, leading to a more compact implementation than conventional approaches.
Theoretical analysis and transistor level design procedures are presented for the
proposed PLL architecture and a further CAD methodology, AutoPLL, has been
developed to automate and support the associated design flow.

Simulation results based on foundry BSim3v3 models are provided for the designed
SI filters and PLLs. To analyse the practical performance of the power-aware filter
design flow, a prototype chip has been fabricated and measured results show close
agreement with theoretical analysis and simulation. Two PLL case studies are
presented including a 10MHz frequency shift keying (FSK) demodulator and
500MHz frequency synthesiser which demonstrate that the proposed SI PLL
architecture is capable of producing low power designs of comparable performance

to the commercial state of the art.
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Chapter 1

Introduction

Since the concept for the integrated circuit (IC) was first published by Geoffrey W.A.
Dummer in May 1952, there has been a phenomenal increase in the level of circuit
design integration. Today it is commonplace for ICs to contain tens of millions of
transistors and perform a multitude of highly complex functions. At present, CMOS
is the dominant process technology for the implementation of state of the art
consumer and industrial products. CMOS process development is primarily driven by
the speed, area and power requirements of digital circuitry and in particular
microprocessors, and DRAM memories. Unfortunately, these requirements conflict

with those for analogue functionality in several key areas:

Integration of passive components: Conventional monolithic analogue designs
require high quality integrated resistors and capacitors. Only one polysilicon (poly)
layer is necessary for implementing digital gates, yet two poly layers are required to
integrate linear floating capacitors. This second poly layer is a commercially
expensive process option, increasingly resisted by semiconductor manufactures
whose profit margins are already small [1]. Furthermore, modern digital processes
are optimised for low capacitance per unit area in order to achieve high speed
operation, which is in direct contrast to the high capacitance per unit area desirable

for analogue integrated capacitors.



Introduction 10

Supply voltage reduction: The shrinking feature sizes of modern processes
irrefutably allows a higher level of integration, however, low supply voltages are
required to prevent breakdown of the resulting small junctions and thin oxides. This
reduced voltage headroom directly impacts on the achievable dynamic range of

voltage mode analogue circuits [2].

Threshold voltage scaling: Cascoding is a common analogue technique which
greatly improves the output conductance of short channel length devices. However,
threshold voltages of modermn processes do not scale linearly with supply voltage
reductions and this limits the number of transistors which can be stacked between the
power and ground rails whilst being maintained in the saturation region [1, 3]. The

possibility of employing cascoding techniques is therefore significantly reduced.

In addition to the above problems, it is becoming increasingly clear that the gaining
popularity of a System on Chip (SoC) design flow is presenting a further significant
challenge for analogue designers. SoC involves the integration of complex systems
consisting of many functional blocks, called Intellectual Property (IP) cores, onto a
single chip. Many mixed-signal SoCs are already in use in multimedia and consumer
products, and industrial devices such as sensor interfaces. However, unlike a
standard digital flow, analogue functions are tied so closely to process technology
and vendor, that design iterations can be lengthy and process migrations an arduous
and costly task. Limited innovation in analogue design methods has been a primary
cause for the lack of customizable analogue solutions. Traditionally, analogue circuit
design has been performed on a full-custom one-off basis, with little or no design
reuse, and no set design methodology or supporting tools. With SoC in mind,
methods and tools to facilitate the efficient design of major analogue blocks are

therefore essential [2].

The problem of analogue circuit realisation in a SoC environment is becoming so
widely recognised that according to the 2003 International Technology Roadmap for
Semiconductors one of the biggest challenges in SoC today is integrating high-
performance and low-cost analogue/mixed-signal solutions, with particular issues
being passive component integration and reduced power supplies [1]. One could

question the part analogue circuits have to play in the SoC future given such a
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number of challenging issues. However, despite becoming more peripheral in nature,

analogue functionality still continues to fulfil important roles:

Real world interfacing: The need for real world interfaces is ever present and
growing and so an infinitum of real world analogue signals will always exist to
process, condition and generate. This ensures that at the very least, analogue filters,
amplifiers, data converters and phase-locked loops will always be required, if only to
facilitate the subsequent digital processing of these signals. Furthermore, many
communications applications will always rely on analogue functionality due to the

nature of the signals involved.

Speed, area and power considerations: Analogue design techniques are becoming
increasingly considered in place of their digital counterparts to cope with the
demands of higher speed operation, increased portability and lower power. For
example, analogue implementations of some processing tasks require less area or
power than their digital counterparts, and in these cases the analogue alternatives

may be favoured.

The key to the future of analogue circuit design for SoC is to determine a circuit
design technique suitable for this environment. The motivation of this thesis is to
address the requirements for implementing analogue functionality on SoCs through
providing design methodologies and tools for two major analogue building blocks:

filters and phase-locked loops.

1.1 The switched-current technique

The switched-current (SI) technique is a strong candidate to satisfy the requirements
for designing successful analogue circuits for use in present and future SoCs.
Switched-current is a current domain sampled data signal processing technique
originally advocated in 1972 for photodiode applications [4]. The principle, shown in
Figure 1.1, is as follows: when ¢ is closed the transistor’s drain current, Ip, will
follow the changes in the gate voltage, Vg, (normal square law models), but when ¢
1s open, the MOS transistor will maintain its drain current due to the charge stored on

its gate source capacitance, Cg; [5].
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Vgs

Figure 1.1 The switched-current principle

The application of SI techniques to signal processing was first demonstrated with a
sampled data filter by Hughes er a/ in 1989 [6, 7]. Using the principle shown in
Figure 1.1, the first generation SI ‘memory cell” was created in 1990 [7, 8], and a
growing interest in SI followed. The first generation memory cell, shown in Figure
1.2(a) uses two PMOS current sources to bias the NMOS transistors such that an
input current of both positive and negative value can flow. When ¢; is high the
circuit’s function is that of a current mirror and the cwrrent 7;, flows into the cell,
summing with the bias current, J. The sum current is mirrored by the output

transistor, producing an equal but opposite copy of I, at the output

Im:-]"']m 102:[1)1 (1.1)

1

ow=J =1y, 1, =-1, (1.2)
When the switch is released, the charge stored on the output NMOS transistor’s
parasitic capacitance holds its gate voltage, hence maintaining the output current for
as long as the switch is open. This behaviour is equivalent to a current-mode track
and hold function, and can be seen in Figure 1.2(b). Cascading two SI memory cells
gives a SI delay cell, which is equivalent to z” in the sampled (z) domain. The delay
cell can be used to implement more complex circuit blocks including, most notably,
filters [8-15] and analogue to digital converters [16-21]. A SI Viterbi decoder [22],
oscillator [23] and 1*' order PLL [24] have also been reported.
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PMOS currem
source, providing bias

current J

(S

(a) (b)
Figure 1.2 First generation SI memory cell (a) and example signals (b)

The first generation memory cell was subsequently improved with the second
generation cell, which achieves current memory with a single transistor and is shown
in Figure 1.4(a) [5]. Non-ideal effects, such as mismatch, settling, conductance ratio
and clock-feedthrough errors, limited the performance of the first and second
generation SI cells, which was less than state of the art switched capacitor (SC)
equivalents. Clock feedthrough was the main performance limiter and a brief
explanation is shown in Figure 1.3 which illustrates a cross-section of the memory

cell sampling switch.
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Figure 1.3 The cause of clock feedthrough errors in SI circuits

When the sampling switch is turned off at the end of the sampling phase, the channel
charge in the switch transistor is dissipated through its drain, source and substrate
connections and hence some of this charge is added onto the memory transistor’s
gate capacitance. In addition, the rapidly changing switch gate voltage forces current
through the switch’s gate source overlap capacitance into the memory transistor’s

gate capacitance. These charge transfers affect the voltage level on the memory
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transistor gate and hence an error in the memorised current results. The magnitude of
this error will depend largely on the ratio between the switch gate area and the
memory transistor gate area, and for this reason switches are made as small as
possible. A number of circuit techniques have also been proposed to alleviate the

problem of charge injection:

Dummy switches: A transistor half the size of the switch transistor with drain and
source shorted is placed between the switch and the memory transistor gate. This
dummy switch is controlled by an inverted clock such that when the normal switch
turns off the dummy switch turns on and collects the injected charge. The
effectiveness of this technique depends on the accuracy of the inverted clock phase

and the sizing of the dummy switch.

Transmission gates: Transmission gates containing an NMOS and PMOS switch in
parallel can also be used to reduce charge injection. Through careful switch sizing,
all of the injected charge from one phase can be absorbed by the complementary
switch. Similar to the dummy switch technique, the clock phases and switch sizing is

critical to obtain good results using this approach.

Modern iterations of the first and second generation memory cell are showing good
promise in terms of high accuracy and low power [25]. The most notable of these
include the S*I memory cell [26] and class AB memory cell [27]. Figure 1.4 shows
the second generation, S°I and class AB memory cell, and the latter two will be

discussed in detail where they are used later in the thesis.
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Figure 1.4 Improved memory cells: second gen. (a) S°I (b) and Class AB (c)



Introduction 15

A direct comparison of SI with SC in [28], with past and future processes, showed
how the general ‘figure of merit’ of SI is likely to stay constant over future process
advances with that for SC dropping below this within five years. This trend exists
because SI circuits offer a number of unique advantages which place themselves as
excellent candidates for present and future mixed signal SoCs:

e SI circuits do not require linear passive components and can therefore be
designed for any CMOS process having only the most basic digital layers.

e SI designs can function at low voltages, ensuring suitability for future
processes [28].

e Consisting mainly of simple current mirrors, SI circuits have regular
structures making them ideal for automated generation.

e The frequency of operation of SI circuits is directly related to transistor
time constants and hence reducing feature sizes result in increasing

potential for high frequency operation [29].
1.2 Thesis contributions and organisation

The body of this thesis comprises three chapters, two, three and four which represent
the main contributions of this research. Each chapter is largely self contained and as
such incorporates relevant background material and a literature review. The driving

motivations and subject matter for these chapters are summarised as follows.

Chapter 2: Filters are a key analogue block and have been the focus of much of the
work in SI. Two SI filter design approaches have mainly been used in the literature:
integrator based designs, which follow a similar synthesis procedure as SC filters and
wave analogue filter designs, which are based on the wave digital filter (WDF)
method developed by Fettweis [30]. Both of these approaches have shown good
success in the literature, with the majority of the research in the last 10 years being
focussed on the integrator based approach [13-15, 31, 32]. SI wave filters received a
great deal of interest when they were pioneered in the early 1990s when it was
indicated that they were a viable alternative to their integrator based counterparts
[10-12, 33, 34]. Chapter 2 presents a systematic design flow for SI filters employing
the wave synthesis technique, detailing all aspects from specification to layout. Since

power consumption is of such importance in modern system designs, there is a clear



Introduction 16

argument for determining whether a procedure to save power could be developed
during the wave filter design process. A key feature of the described design flow is a
novel power-aware scaling procedure which simultaneously reduces power
consumption whilst improving total harmonic distortion (THD). To analyse the
practical performance of the filter design flow and power-aware design method, a
prototype chip has been fabricated. The measured results taken from this device
show excellent agreement with theoretical analysis and simulation. The fabricated
wave filter chip operates at a higher cut-off frequency than existing reported
fabricated wave filter chips [11], and is based on an elliptic filter response as

opposed to the all pole filters in [11].

Chapter 3: A lack of tools and understanding is hindering the use of the SI approach,
eminently suitable for system chips. In Chapter 3, it is suggested that a certain degree
of design automation, including both tools and cell libraries may be the key to
unlocking the potential of SI for SoC applications. By examining the strengths and
weaknesses of previous computer aided design (CAD) tools for SI filters and
analogue IP cores, a new CAD methodology is proposed which allows rapid
generation of the SI wave filters developed in Chapter 2. The proposed methodology,
called AutoSIF, includes a carefully developed and parameterised cell library and a
tool which automates well captured design steps. The methodology is not only
capable of rapidly developing analogue filter cores but also provides good insight
into the resulting SI design process. The methodology was used extensively to help

with the design of the prototype chip and other filter examples detailed in Chapter 2.

Chapter 4: Phase-locked loops (PLLs) are fundamental building blocks, employed in
a vast range of applications spanning from clock recovery, to frequency shift keying
(FSK) demodulation and frequency synthesis. To the best of the author’s knowledge,
there exists only one example of a ST PLL in the literature, which was published in
1997 [24]. PLLs utilising SC filters have been reported in the literature, however, a
fundamental limitation is that they require integrated linear capacitors unlike their SI
counterparts [35]. Chapter 4 explains how using the SI technique for fully integrated
PLLs could offer many advantages, such as low power consumption, high frequency

operation and a small silicon area. These advantages along with the lack of previous
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work in the area are key motivating factors for developing high-performance SI
PLLs. The previous ST PLL work in [24] had limited use since the presented design
operated at a relatively low frequency of IMHz and utilised only a 1% order loop.
Most current and future practical PLL applications require 2" order architectures
with much higher frequencies of operation. Chapter 4 describes the methodical
design of SI PLLs and proposes a novel 2" order architecture that does not require
the employment of a separate phase detector, as is the case with conventional PLLs.
Theoretical analysis and transistor level design procedures are presented, and the
effectiveness of the approach is demonstrated with example designs including a
10MHz FSK demodulator and 500MHz frequency synthesiser. The proposed
approach is capable of producing designs for practical applications with low power

consumption, and of comparable performance to the commercial state of the art.

The novel contributions in Chapters 2, 3 and 4 are summarised in Chapter 5 which
also considers further research directions based on the findings in this thesis. During
the course of this research, a number of papers have been published, or submitted for

publication, in [36-41] and these are listed below.

R. Wilcock and B. M. Al-Hashimi, "Analogue Filter IP Cores for Design
Reuse", Proceedings of Analog Signal Processing Conference, vol. 1, pp. 2.1-
2.6, November 2002.

R. Wilcock and B. M. Al-Hashimi, "A CAD Methodology for Switched
Current Analog IP Cores", Proceedings of IEEE International Conference on
Emerging Technologies and Factory Automation Conference, vol. 1, pp. 434-
437, September 2003.

R. Wilcock and B. M. Al-Hashimi, "Power-Aware Design Method for Class
A Switched-Current Wave Filters", IEE Proceedings - Circuit Devices and
Systems, vol. 151, pp. 1-9, February 2004.

R. Wilcock and B. M. Al-Hashimi, "Power-Conscious Design Methodology
for Class-A Switched-Current Wave Filters”, Proceedings of IEEE
International Symposium on Circuits and Systems, vol. 1 pp. 225-228, May 23-
26 2004.
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R. Wilcock and B. M. Al-Hashimi, "Switched-Current Wave Filter Design:
from Specification to Layout", Submitted to the IEEE Transactions on
Circuits and Systems, Part I, June 2004.

R. Wilcock, P. Wilson and B. M. Al-Hashimi, "A Novel Switched-Current
Phase-Locked Loop", Submitted to the IEEE International Symposium on
Circuits and Systems, October 2004.

R. Wilcock, B. M. Al-Hashimi and P. Wilson "Integrated High Bandwidth
Wave Elliptic Low-Pass Switched-Current Filter in Digital CMOS
Technology", Submitted to the IEE Electronics Letters, October 2004.
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Chapter 2

Power-Aware Switched-Current Filters

Filters are a key mixed-signal building block and have been the main focus of the
switched-current (SI) technique since it was first proposed for signal processing
applications in 1989 [6, 7]. Two main SI filter design approaches have been proposed
in the literature: integrator based designs, following a similar synthesis procedure to
switched capacitor filters and wave analogue filter designs, which were based on the
wave digital filter (WDF) method developed by Fettweis [30]. This chapter presents
a complete design process from specification to layout for SI wave filters, illustrated
through a case study example. In order to facilitate robust, high performance designs,
both the ideal high level coefficients and low-level transistor dimensions must be
optimised. A key contribution demonstrates that power consumption can be reduced
using a novel two stage bias and signal current scaling method, which also improves
filter total harmonic distortion. Practical layout techniques are described which
address the matching issues prevalent in this class of circuit. The proposed design
flow is validated through the design and fabrication of a 3™ order lowpass elliptic
case study filter, using a 3.3V 0.6um CMOS process. The presented filter not only
has the highest bandwidth reported to date for fabricated ST wave filters [11], but also

exhibits an elliptic response, in contrast to the all-pole wave filters reported in [11].
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Section 2.1 provides a review of the previous work in SI filter design and outlines the
chosen filter design method. Section 2.2 details wave filter design at the ideal block
level including design of the passive prototype ladder filter, wave structure and
adaptor coefficient calculation and optimisation. Section 2.3 presents a novel power
aware scaling method which not only reduces the distortion caused by large internal
signal swings but also reduces power consumption. Transistor level design of the
wave filter building blocks is detailed in Section 2.4 where a practical layout strategy
is also described. Simulated and measured results for the case study chip are given in

Section 2.5 along with further results verifying the power aware scaling method.

2.1 Preliminary review

Section 2.1.1 provides a detailed review of the research activity in SI filter design
over the last 17 years. For clarity, a timescale of the most significant developments in
this field is shown in Figure 2.1. Section 2.1.2 presents the main advantages of using
the wave synthesis technique for SI filter design. Finally, Section 2.1.3 presents the

specifications for the case study wave filter developed throughout this chapter.
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Figure 2.1 Timescale showing major SI filter developments

2.1.1 SI filter review

The SI technique for storing current samples was published by Bird in two patents in
1987 [42, 43]. Hughes, working with Bird at Philips Semiconductors (UK) at the
time, adopted the technique but for signal processing applications and published the
use of the SI technique for filtering in 1989 [6, 7]. In these publications, the first and
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second generation memory cells were introduced and the first generation cell used to
implement Euler and bilinear integrators. A test chip was fabricated to verify the
operation of these basic cells. Using an in-house CAD tool, Hughes et a/ were able to
prove that, at the ideal level, the SI technique could be used to implement a 6™ order
Chebyshev lowpass filter by cascading second order sections. In the following year
(1990), the ideal simulations were extended to model parasitics [8] and a bilinear
integrator based on the second generation memory cell was proposed [44].
Encouraged by the potential of SI, these early papers [6-8, 44] fostered an explosion
of interest in the SI technique in the 1990s with over 70 papers published concerning

SI filter design alone.

A second research group, led by Allstot and Fiez from Oregon State University were
also involved in early developments into SI techniques with six publications in the
year of 1990 [45-50]. Measured results from the first two fabricated SI filters were
presented in [47, 48, 50] by Fiez et al which included a 3" order elliptic and 5" order
Chebyshev lowpass response, both with 5kHz cut-off. The filter design technique
used was identical to that for switched capacitor (SC) filters, and involved cascading
differential integrators. Fiez et al also demonstrated lowpass, highpass and bandpass
biquad based designs in [46] with simulated results showing cut-offs in the low kHz
region. Liang and Allstot also proposed the first SI finite impulse response (FIR)
filter in [45] with measured results showing a lowpass cut-off frequency of up to
I1MHz. Begisi, Fiez and Allstot extended the FIR filter to allow programmability in
[49]. FIR and infinite impulse response (IIR) SI filter realisation continued to be
explored by Liu [51] and Song [52] in 1991 and 1992 respectively with low

frequency (1-5kHz) filters being demonstrated at transistor level.

Until this point all reported SI filters were either based on integrator or FIR/IIR
designs. In 1991/92 the first application of SI to wave filter design was published by
Rueda and Yufera et al [10, 33]. Wave filters had been reported in detail by Fettweis
in 1986 [30] for digital realisation but these did not extend well to voltage mode
analogue implementations. However, Yufera and Rueda demonstrated that wave
analogue filters were particularly well suited to an implementation in the current

mode SI technology. In 1991, they showed how an equivalent wave filter could be
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generated from either a passive or microwave starting point with simulated results
from a 5™ order lowpass Chebyshev filter with 1kHz cut-off. Measured results from a
test chip fabricated on a 1.5um process were published by Yufera et al in 1992 and
showed an accurate lowpass response at a 10kHz cut-off [33]. This pioneering work
on SI wave analogue filters offered an exciting alternative to integrator based filter
design and has attracted interest ever since. In 1993, Jonsson et al presented the now
standard n-port adaptor design in [53] and a clock feedthrough reduction method in
[54]. Jonsson later detailed a fabricated lowpass wave analogue filter design based on

his n-port adaptors and improved memory cells (no measured results provided) [12].

A number of directions in SI filter design were now emerging including integrator
based, FIR/IIR based and now wave based designs. Integrator based filter methods
continued to receive the most interest mainly because of their similarity to the mature
SC design method, a relationship described by Roberts et a/ in 1991 who proposed a
systematic translation between SC and SI filter designs [9]. Later, in 1993, Song and
Roberts presented a 5™ order elliptic low pass (1kHz cut-off) filter with a new SI
integrator configuration [55]. De Queiroz et al presented nodal analysis of SI
integrator based filters in 1991/93 providing sensitivity analysis of SI filters based
directly on passive prototypes [56-58]. This work was supported by a simulator,
AZIS which was targeted towards high level analysis. The same author presented a

switching sequence shown to reduce switching noise in SI filters in 1993 [59].

th

Battersby and Toumazou published three papers in 1993-1994 detailing a 5 order

lowpass elliptic filter fabricated on a 1.2 pm process [60-62]. The filter was designed
with bilinear integrators comprising second generation memory cells and had a
350kHz cut-off frequency. Experimental implementation of a SI filter on a GaAs
process was also considered in [61], which appeared to allow much higher frequency
designs (1GHz sampling) with a 100MHz lowpass filter cut-off. Allstot and Zele
detailed work on a fabricated fully differential 5™ order Chebyshev integrator based
SI filter in 1993-1994 [63, 64]. The filter was implemented on a 1.2um process with
a low supply voltage of 3.3V and demonstrated a cut-off frequency of 280kHz. By
the end of 1993 in light of the considerable interest the SI approach had received, a

book summarising the state of the art in SI design was edited by Toumazou [65].
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In 1994-1996 de Queiroz et al published work on SI bandpass filters [66] bandpass
filters from component simulation (Schechtman et al) [67] and bilinear ladder filters
using Euler integrators [68]. All these filters were supported by simulated results
using the ASIZ simulator. An experimental bipolar SI filter implementation was also
presented by de Queiroz et al in 1996 who concluded that such an implementation
was not very useful for practical applications [69]. An interesting novel SI filter
design considered in 1995 by Tse et al was a median filter [70]. A median filter
implements an algorithm to determine the most common sample value from a given
set and has applications in image processing for reducing speckle noise. Another
interesting extension on SI filter design in 1995-1996 were the programmable
integrators introduced by Goncalves et al [71, 72]. Despite the useful feature of
programmability, the integrators consisted of operational amplifiers and grounded

capacitors and so lose some of the advantages of more conventional SI design.

The pioneer of SI signal processing, Hughes, further improved the SI filter state of
the art in 1994-1996 with a number of fabricated high performance filter chips [13,
32, 73]. During this period Philips Semiconductor had been working on a CAD tool
for the generation of high performance integrator based SI filters as part of the
SCADS project. Hughes had developed a double sampling bilinear integrator based
on the S°I memory cell which he presented earlier in 1993 [26]. Fabricated filters
presented in [13] included balanced 3™ and 5™ order lowpass elliptic filters integrated

on a 0.8pm process and both operating with cut-offs in the low MHz region.

The next major advancement on the SI wave analogue filter front was again by
Yufera et al, in 1994 [11]. A universal filtering function had been developed which
could implement different filter functions with a fixed circuit topology. First
generation memory cells and high compliance current mirrors were used on a test
chip which was fabricated on a 1.6um process. A number of measured filter
responses were given for lowpass, bandpass and highpass filtering functions, with
band edges of up to 25kHz. Also published by Yufera et al in 1994 was a paper
considering mismatch in wave analogue filters, [34], work which was continued in a
publication a number of years later in 1997 [29] where it was concluded that clock

feedthrough sensitivity was worse for integrator than wave filter based designs.
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Further work on FIR/IIR based filters was proposed from 1995-2000. For example,
Wang et al in 1995 with a simulated second order lowpass IIR filter in [74] and a
fully programmable IIR filter topology by Ahmad et al in 1997 [75]. A fabricated 16
tap FIR filter on a 0.8um process was presented by Cheung in [76] for channel
equalisation applications and showing a 3MHz cut-off. More recently, a 4 tap 2V
programmable FIR filter employing a solution to the problem of switching with low

voltages was proposed by Farag ez al in 1999-2000 [77, 78].

Vega and de Queiroz presented work on adaptive SI filter cells in 1998 and later in
2001 [79, 80]. Sensitivity and error reduction by component swapping was also
considered by de Queiroz et al in 1999 [81] leading to the conclusion that component
swapping can lead to improved sensitivity. In 2001 de Queiroz published work on SI
lattice filter design [82] suggesting that lower sensitivity is found by implementing
SI filters from unbalanced passive lattice filters. In 2000 Handkiewicz et al discussed
the application of SI filters to image processing systems (although no systems were
implemented) [83], and later in 2002 the same author presented a tool for SI filter
design [84]. A number of SI filter CAD tools for integrator based filters were
proposed in 2001, including Barau ez a/ [85] and Qingyun et a! [86].

Hughes summarised the contributions of the SCADS project in 2000 detailing a top
down design flow for integrator based SI video filters [14]. With Worapishet, he then
began work on a next generation of SI filters, using Class AB memory cells. A
number of advancements had been made in Class AB memory cell design by Hughes
et al, which were detailed in a chapter of [87] in 2002 and four papers [15, 88-90]
demonstrating the suitability of Class AB memory cells for use in high frequency
complex channel filters. Simulated results for IMHz bandpass filters were given to
demonstrate the feasibility of the designs. Later in 2004 Worapishet e al published
work on a 31 tap matched filter for WCDMA applications again based on Class AB

memory cells and using a 0.35um process [31].

Wave filters based on Bruton transformations were discussed in 1998 by Lancaster
et al [91] and later in 1999 where they were shown to be especially suitable for

higher order filter functions [92]. In 2003, an analysis of mismatch and clock
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feedthrough in Bruton filters was given by Xie et al [93] who later discussed
adaptive wave filters [94]. Wave filters based on microwave prototypes and lossy
integrators were presented by Kontogiannopoulos and Psychalinos in 2003 along

with a new parallel adaptor which reportedly leads to a simpler overall architecture

[95, 96].
2.1.2 Chosen filter methodology

The last section showed that three main methods have been applied to SI filter
design: integrator [13, 14], FIR [76, 77], and wave based approaches [11, 12]. Of the
three, both integrator and wave designs have the considerable advantage that they are
derived from passive reference filters and so inherit an excellent passband sensitivity
to component variations. FIR filters [45, 76] are easy to implement in SI with a delay
cell and current mirror for every tap, however, not emulating a passive filter leads to
inferior designs as compared to integrator [13] or wave [11] based approaches.
Furthermore, FIR filters can require many more stages than integrator or wave based

filters for an equivalent filter specification.

Although integrator based filters have received most attention in the literature, it is
possible that wave filter design may offer the best solution in terms of SI analogue
filter cores. Wave digital filters emulate the behaviour of passive lossless filters by
transforming passive L and C components into one-port digital elements defined by
an incident signal, a reflected signal and a port resistance. Adaptors are used to
connect these one-port elements. Wave filters were originally found impractical for
implementation in analogue continuous-time or SC technology as the resulting filter
structures were too complex. However, the operations required to realise wave filters
are summation and multiplication by a constant, these being easily achieved in

current-mode. The key advantages of the SI wave filter approach are given below:

e Wave filters are inherently based on the bilinear transform, allowing high
frequency filters [33].

e Wave structures are formed by interconnection of easily designed blocks, which
are highly suitable for automated generation [12].
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e The sum of coefficient values in any adaptor must equal two, meaning that end
transistor dimensions do not have to have a one-to-one correspondence with
transfer function coefficients unlike integrator based designs, allowing a degree

of freedom in the wave coefficient choice [65].

e The freedom in choice of some adaptor coefficients can be exploited to optimise
the transistor level design for low sensitivity to process variations and reduced

technology grid rounding errors [11].

e Wave filters inherit the low passband sensitivity to component variations enjoyed
by the passive filters from which they are derived [33].

e Some variations on the wave filter methodology have been shown to be efficient

for designing high order filters [92].

These advantages indicate that further research into the SI wave filter design
technique would be of value. While systematic design flows for integrator based SI
filters have been addressed in the literature [14] and indeed automated [13, 84-86,
97], wave SI filter design has not received a similar treatment. To facilitate the
acceptance and maturity of SI wave filters, detailed flows are needed. The aim of this
chapter is to present a design flow from specifications to layout for SI wave analogue
filters, including a detailed description of the various optimisations employed. The
proposed flow has three main steps. The first step (Section 2.2) involves the
generation of the wave filter structure from a given filter frequency response
specification and the optimization of wave coefficients. The second step (Section
2.3) nvolves eliminating block level distortion and reducing power consumption
through a novel two stage bias and signal scaling approach. The third step (Section
2.4) focuses on the translation of the high level wave filter structure to a transistor
level design, which includes first calculating initial dimensions then improving these
through optimisation based on results from simulations. Matching in the physical
layout is addressed, which is an essential consideration since the majority of the

transistor level design consists of current mirrors, and their ratios.

2.1.3 Case study specifications

A case study is developed through this chapter in order to validate the methods and
techniques described and to provide the basis for a prototype SI wave filter chip. The
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specifications for this case study have been based on previous wave and Sl filters
presented in the literature. All previous fabricated SI wave filters [10, 11, 33] have
focused on all-pole filters (Chebyshev), and so for the work in this chapter an elliptic
response is chosen to demonstrate that other wave filter types using SI are possible.
The presented filter is designed for a -3dB frequency of 100kHz which is higher than
previously reported fabricated wave filters [11]. Values chosen for power
consumption and SNR are comparable or lower than those obtained from integrator-
based SI filter designs. For example the power consumption of the integrator based

filter in [13] is 160mW. The case study specifications are shown in Table 2.1.

Table 2.1 Specifications for filter case study

Specification: Designed
Filter type: 3™ order lowpass elliptic
Passband ripple: 0.5dB
Stopband attenuation: > 30dB
-3dB frequency: 100kHz maximum
Sampling frequency: IMHz
SNR: > 60dB
Supply voltage: 3.3V
Nominal bias current: 200pA
Power: < 50mW
Technology: 0.6pm single poly CMOS

2.2 Ideal wave filter design flow

The ideal wave filter design flow consists of three steps. The first step (Section 2.2.1)
mvolves the design of the passive prototype filter. The second step involves
translating this passive prototype into a wave filter structure and calculating the wave
filter’s adaptor coefficients (Section 2.2.2). The last step is the optimisation of these
wave filter coefficients (Section 2.2.3). Ideal circuit models for the wave filter circuit
blocks are given in Section 2.2.4. Table 2.2 shows the constituent wave blocks and
their models where it can be seen that a port resistance (or conductance, G) can be
calculated from the equivalent passive component value, R, L or C, and the sampling

period, 7§. Interconnection of passive components with different port resistances is
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achieved through the use of adaptor blocks which are characterized by a set of three

reflection coefficients y;, where 7 is the adaptor number and ; is the port number.

Table 2.2 Wave analogue filter blocks and their models

Circuit element Wave block Resistance Wave model
Ay o
v( I ] Implemented as A=2i
— R
5 adaptor block port B=0
) resistance
Resistor
A 11
V( A—» z' > B TS 3 "
B 2C =z
Capacitor Positive delay cell
P i
V( % A —» Z'1> B 2L .
<-B— 7; B =—Z A
Inductor Negative delay cell
B 4
1 1 2G. 1
T R, l S A G [
Parallel PN e IS Y G, +G, +G, R
connection of Ry l e
o 1 B Rg, Ry, R;
three circuit B, <— — 4, Ay =y,4y + 174 + 7,4,
elements 0]
Parallel Adaptor By=dy-4;,j=012
. B, X ‘il B 2R}
Series Ay —> yll —» B, Vi RO + Rl + R2
connection of Roly —o—1y. |R R Ro R
three circuit B, «—| s, o2 A, =4, + A4 + 4,
elements o
Series Adaptor B;=dy~-y;4y, j=012

2.2.1 Prototype filter

The filter case study was designed to the specifications shown in Table 2.1. From

suitable filter tables [98] it was found that the stopband attenuation and passband
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ripple can be achieved using a 3 order elliptic ladder filter, with structure and

normalised values given in Figure 2.2.

C.
R R=R,=1Q
+ , = C,=1.44483 F
L2
Vi ; c: [|Re Ve C,=0.20718 F
T T o L, = 0.93666 H

Figure 2.2 Ladder reference filter and normalised values

Wave analogue filters use the bilinear transformation between the continuous and
discrete frequency domain and so it is necessary to pre-warp the response to
compensate for the distortion which will be introduced by this transform. The pre-

warped frequency @, can be found by:

0 = i tan( COC;TS ) (2.1)

where 7 1s the sample period and @, is the desired cut-off frequency. Using the
specified 1MHz sampling frequency gives a 1us sample period and using Eq. (2.1)
with the specified 100kHz (628.319krad/s) cut-off frequency gives @, of
649.839krad/sec. The normalised filter values are specified for a cut-off frequency
defined at the -0.5dB level instead of -3dB, and this is now corrected for by dividing
by the -3dB frequency which is found from simulation of the prototype filter to be
1.1379rad/s. The final w, is found as 571.0866krad/s and is now used to scale the
normalised passive component values:
C C

C,=C,=—L=23530uF C,=—2=0363uF 1L, =é—=1.640,uH (22)

C()p C()p a)p

The resulting passive filter response is shown in Figure 2.3, which confirms that the
cut-off frequency has been correctly placed at 649.8394krad/s (103.4251kHz) which
should give a -3dB freq of 100kHz in the wave analogue filter.
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Figure 2.3 Response of the passive prototype filter

2.2.2 Wave architecture

Having designed the passive prototype filter, the wave analogue filter structure must
now be determined and the adaptor coefficients which define the wave filter
operation calculated and optimised. Using Table 2.2 and considering Figure 2.4, the
wave filter is created by considering the passive filter as three parts, a parallel
connected R; and Cj, a parallel connected C; and L, and a parallel connected C; and
R, with these three parts connected in series. The correct wave structure, shown in
Figure 2.4(b), consists of three parallel adaptors, one series adaptor, three positive
delay cells and one negative delay cell. The operation of this wave filter is
completely defined by the adaptor port coefficients, yy to y;2 which must now be

calculated and optimised.

1 [k

i > 31 > lout

Yo~ Yo |Y30 l l Y32

(b)

Figure 2.4 Passive reference filter (a) and wave equivalent structure (b)
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First, all known port resistances are calculated, using Table 2.2:

Rzz =

Ry =R, =10
-6
Ry=toi=— A0 4197631
2C, 2x2.529967 10
-6
Ry=—tr = X100 ) 378933
2C,  2x0.362782-10
-6
2L, _2x1600137-10° oo,
T 1x10
1 -6
L [x10 =0.197631

R31 = = —
2C, 2x2.529967-10

Directly connected ports must have equal resistance, giving:

Roz :‘RIO > Rn =R, , Ry, =R,

31

(2.3)

(2.4)

(2.5)

(2.6)

(2.7)

(2.8)

(2.9)

An important feature of wave analogue filters is the degree of freedom given due to

these resistances not being completely constrained. This allows us to choose some of

the coefficients, in this case three, to yield a more accurate filter realisation. As can

be seen in Table 2.2, adaptor coefficients can be calculated from their port

resistances using the following equations and constraint:
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2R,
series adaptors: v = m (2.10)
2G,
llel adaptors: =l (2.11)
parallel adaptors Y G.1G.1G,
2
all adaptors Z vy =2 (2.12)
j=0

where 7 refers to the adaptor number and j refers to the port number. To begin with
the following adaptor coefficients are arbitrarily set such that the entire filter

coefficient collection is constrained:

Yoo =Via =V =10 (2.13)

Rearranging the wave equations shown in Table 2.2 allows calculation of the port

resistances of Eq. (2.9 ):

Ry, = R, = Tk @-7w) 4165 (2.14)
Vo2 (Roo + R,

R, =R, = R, R, (2 - 720) —0.970 (2.15)
Vo (R21 + Rzz)

R.,+R
R12:R3O:—————~—7/12( wtRa) s (2.16)
2-y,

With a complete set of port resistances it is a simple matter to calculate the remaining
adaptor coefficients, using Eq. ( 2.10 ) to ( 2.12), leading to the initial coefficient set
of Table 2.3.
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Table 2.3 Initial filter coefficients

Coefficient Initial value Coefficient Initial value
Y00 0.165018 Y20 1.0
Jo1 0.834982 V21 0.704147
Y02 1.0 Y22 0.295853
Yo 0.145327 %30 0.253773
Vil 0.854673 131 1.458068
712 1.0 732 0.288159

2.2.3 Wave coefficient optimisation

In practice, the performance of wave analogue filters will be limited by a number of
non-ideal factors associated with real transistor level design. When designing the
wave filter, the coefficient calculation stage has degrees of freedom allowing a
number of coefficients to be arbitrarily chosen (Eq. ( 2.13 )). Many equivalent
coefficient sets will therefore give the same filter response, and this can be exploited
to obtain the most suitable set of coefficients from a circuit implementation
perspective. The techniques given in [10] have been adapted to optimise for two

factors, which are now described:

Coefficient spread: The adaptor coefficients y; (where i 1s the adaptor number and j
is the port number) at circuit level are implemented using current mirror branch
ratios. Smaller coefficients will result in a current mirror branch with smaller
transistors, which are subject to greater sensitivity to matching and process variations
than large transistors. Since all coefficients in any one adaptor must sum to two (Eq.
( 2.12)), then sensitive designs can be avoided by ensuring that the spread of
coefficient values is as small as possible. Eq. ( 2.17 ) provides a sensitivity cost, Ej,

which increases as the coefficients, y;, decrease:

E =— (2.17)
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Technology grid: All transistor widths and lengths in the final design must lie on a
standard working grid (a process parameter, for this case study 0.05pum) and so
rounding errors can exist when implementing the wave filter design. Since many
current mirror branch widths will depend on adaptor coefficients, careful choice of
the free coefficients can ensure that the number of widths which lie closer to the
technology grid are maximised. A cost calculation for the percentage error, £,

incurred when implementing the widths can now be found from the calculated width

W’ and the technology grid resolution, A:

x100 (2.18)

E = iround(zj—l
w A

It has been found through simulation that filters with un-optimised wave adaptor
coefficients have inferior performance in terms of passband attenuation and cutoff
frequency accuracy when compared to filters with optimised coefficients. The
degradation in performance depends on the filter type and order, but from extensive
analyses of numerous designs, a cut-off frequency error of as much as 6% in the case
of 3" order filters and up to 9% in the case of 5™ order elliptic filters can result from
un-optimised coefficient use. By automating the coefficient calculations it is possible
to quickly determine new coefficient sets from particular choices of free coefficients.
This allows the free coefficient space to be searched for values which give a smaller
E; and E,. For example, the following pseudo code listing shows an algorithm which
traverses the free coefficient (FreeCoeffs) space, and at each point calculates the
remaining coefficients using a function, CalculateCoeffs ().A sensitivity matrix
(SensMatrix) and technology grid matrix (TechMatrix) is generated for each
adaptor and a corresponding £, and E;, cost is calculated based on the worst
sensitivity or technology grid rounding errors. These are then combined to give a
total cost (TotalCost) and if the combined cost is better than the current best cost
(BestCost) then the current coefficient set are considered optimal (OptCoef£fs).
Using this method the optimised filter coefficients are given in Table 2.4. As it can
be seen the initial smallest coefficient is 0.145, whilst the optimised smallest

coefficient is 0.279, leading to a less sensitive design.
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traverse FreeCoeffs space {
CalculateCoeffs (FreeCoeffsChoice)
calculate SensMatrix for each adaptor
generate E; cost based on worst sensitivity
calculate TechMatrix for each adaptor
generate E. cost based on worst grid errors
combine E. and E; to give TotalCost
}
if TotalCost is better than BestCost cost then {
BestCost = TotalCost

OptCoeffs = Coeffs

Table 2.4 Optimised filter coefficients

Coefficient Initial value Coefficient Initial value
Y00 0.279262 Y20 0.615385
Yoi 1.413046 721 0.974972
Yoz 0.307692 22 0.409643
Y10 0.451707 Y30 0.302128
Vi 1.086745 Y31 1.417692
Y12 0.461538 732 0.280180

2.2.4 Ideal simulations

Before progressing onto the full transistor level design of the wave filter, it is
important to verify the filter response at ideal wave level, and hence determine that a
suitable set of coefficients and wave structure has been calculated. Because SI wave
filters are sampled networks, a conventional AC simulator cannot be used to derive
the frequency response since it requires the circuit to be linear. SpectreRF performs a
periodic steady state analysis to linearise the switched circuit about its sampling
frequency and then uses this information to perform a periodic AC analysis which
gives the same type of data as the normal AC analysis of a linear circuit [99]. An
ideal circuit equivalent for a three output current mirror is shown in Figure 2.5 where
the parameters B;, B; and Bj; determine the current mirror branch ratios. An ideal
delay cell can be seen in Figure 2.6 which models the first generation delay cell,

requiring the two non-overlapping clocks ¢, and ¢, derived from the sampling
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frequency f; such that the output current sample is delayed by one clock period (1/f;).
These models were used to create the ideal circuit for the case study filter, and
simulating with SpectreRF gives the ideal wave filter response of Figure 2.7. As can

be seen, the response has a -3dB frequency of exactly 100kHz as expected.

outl

out2
out3
linB 1 ii,,B jed @3

Figure 2.5 Ideal circuit for current mirrors

o1 out
delay = 0 delay = 1/2f,

period = If, period = 1/f, Vs
width = 1/2.1f, width = 1/2.1f,

Figure 2.6 Ideal circuit for delay cell

—2@

-3

Mognitude (dB)

—40

—50

—60 j ! } }
0.0 100K 280K 300K 408K
Frequency (Hz)

Figure 2.7 Ideal wave filter response

2.3 Power aware scaling method

In order to investigate the power consumed in the designed filter, transistor level
implementations of the wave blocks are now considered. Table 2.6 (Page 45) shows
the circuit level structures used to implement series and parallel adaptors [53] and

positive and negative delay cells, the latter consisting of the high accuracy S’I
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memory cell [100]. The total quiescent power consumption of a wave filter is shown
in Eq. (2.19 ), which is derived by multiplying the supply voltage, ¥4, by the sum of
all the bias currents, J, in the wave filter. The bias currents contributions for each of
the four wave blocks can be determined from Table 2.2, and these are then multiplied
by the number of occurrences of this block in the wave filter, where § and P are the
total number of series and parallel adaptors and D, & D, are the total number of
positive and negative delay cells. Note that in the adaptor blocks, the three branches
implementing adaptor coefficients contribute only 2/, due to Eq. ( 2.12 ), and hence
each series or parallel adaptor contributes a total of /8] or /2J respectively, which is

one less than the number of branches in their circuits.

Power = JV,, (188 +12P +2D, +4D, ) (2.19)

Section 2.3.1 investigates the spread of signal levels in wave filters and how this is
addressed with existing techniques. Section 2.3.2 then details the proposed power-
aware two stage bias and signal scaling method. Section 2.3.3 considers noise in the
context of the proposed approach. Finally, Section 2.3.4 considers how to integrate

the proposed method into the design flow for wave filters.
2.3.1 Non-homogenous signal levels in wave filters

Where internal signal levels within a large design vary significantly, these are
referred to as non-homogeneous [11]. Unfortunately, non-homogeneous signal levels
within wave filters can lead to the dynamic range of some blocks being exceeded,
and 1t is essential to investigate such possible sources of distortion. The nature of
wave designs makes it difficult to derive mathematical relationships between the
input signal and an arbitrary internal node and consequently it is far more practical to
model the ideal circuit and use SpectreRF to derive the frequency response.
Extensive libraries of behavioural and ideal models have been developed for this
purpose [38]. To illustrate block level distortion, a 5" order Chebyshev SI wave filter
was designed and is shown in Figure 2.8, with two internal node responses. It is clear
from these responses that some nodes exhibit a substantial amount of gain from the

input, and this can result in the dynamic range of that current mirror being exceeded.
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Without addressing this issue the performance of the filter would be unlikely to meet
its expected values. In a Class A design there are two ways to deal with this problem,
either increase the bias current for the current mirrors where the signal peaks are
large, or decrease the signal values. Previous wave filter publications appear to have
simply identified those blocks whose dynamic range are being exceeded and

introduced circuitry and scaling to prevent distortion at these points only [11, 12].

L o U e [

V= Yor [ i Tn — 31 e Tar —_

Yoo H Yoz Yo —o— Y12 Y20 H Y2 Y30 —0— Y32 Ya0 H Ya2

..... %_/% ses ecee eee
Response of input __%'_ Response of input
Mag node of one of the Mag node of one of the
current mirrors in current mirrors in
the second adaptor the last adaptor

—_———— J

>/ >/

Figure 2.8 Example filter with two internal node responses shown

2.3.2 Two step bias and signal scaling method

The proposed power-aware scaling method consists of two stages. Stage 1 involves
scaling current mirror bias levels, and stage 2 involving scaling delay cell signal
levels. Both of these changes can be made independently of one another and without
affecting the rest of the filter. The procedure starts after the wave filter coefficients
have been calculated and the first task is to determine the peak input signal level, peqx
to all delay cells and adaptor current mirrors. Behavioural or ideal models of the
wave blocks allow an ideal periodic AC analysis of the circuit to be run using
SpectreRF and if a unity input is chosen for these simulations then the peak
magnitudes on the frequency response are in fact the peak input signal levels, ipen -

The two stages are now discussed in detail.
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Stage 1: Current mirror bias scaling: As shown in Figure 2.9, every current mirror
block in the adaptors has its bias current, J, scaled to a new value, J’, which just
supports the peak input signal value, i,cq, found from the frequency response for that
block. Not only does this prevent distortion in this block, but it also lowers power
consumption by scaling down bias levels where the signals they support are small.
The bias currents in all current mirrors can be easily altered by scaling all the
transistor widths. Note that the branch ratios are not changed in stage 1, just the bias
current and hence the maximum supported signal current. A scaling factor, §, 1s
calculated using Eq. ( 2.20 ), then transistor widths in the current mirror are scaled

according to Eq. (2.21).

S =-f’_6ﬂ (2.20)
Zﬁlrer
Wnew = S‘I/I/old (2.21 )

where Z,cq 1s the peak input signal value to the current mirror, i, is the AC input
current to the entire filter and W,y and W, are the old and new width dimensions
for the current mirror being scaled. Note that the scaling in this stage is relative to the
initial peak input value, and for that reason the designed maximum signal to bias
current modulation level is always respected. The scaling process therefore does not

compromise the linearity of the current mirrors.

__________ J ipenk smaller than
nominal bias J:
power wasted

— >f
before after
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Figure 2.9 Bias scaling in Stage 1, before and after proposed method
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Stage 2: Delay cell signal scaling: Unlike the current mirror bias scaling in stage 1,
the delay cell bias current cannot be changed without significantly affecting the
performance of the cell, so a different approach is taken in stage 2. Instead, as shown
in Figure 2.10 the signal values in the delay cells are scaled such that the peak input
signal, ipear, through these will always be the designed maximum value, and hence
just supported by the nominal bias current J. No extra scaling blocks are required to
achieve this and instead the new dimensions are implemented in any output branches
of current mirrors connected to the input of the delay cell and any input branches of
current mirrors connected to the output of the delay cell. The scaling factor, S is
again calculated using Eq. ( 2.20 ) and the necessary branches then have their

transistor widths altered as follows:

N

- . old 2.22
Wnew - S ( )
v,~ilv,—r v,—rlv,—
—_> — i o
X =
lin \"i \"' lin \-{ \.{
2 2
§ i])zakgreater than § o J . |
& nominal bias J: & signal scaled so
< signal distorts x Lo 1S JUSt Delow J
< - ,

after

before

Figure 2.10 Signal scaling in Stage 2, before and after proposed method

These changes must not affect the rest of the filter and as such the signal levels
everywhere other than the delay cell and adjoining current mirror branches should
remain the same. An example situation is shown in Figure 2.11 and Eq. ( 2.23 )
shows the current mirror and delay cell ratios, ¢, and op respectively. It is clear from
Eq. (2.24) that if these are multiplied from the first altered mirror to the last then the
result is unity, meaning the scaling in stage 2 does not affect the rest of the filter.
Furthermore, similar to stage 1, the scaling in stage 2 is a relative change and as such

the designed modulation level of the delay cell is always respected.



Power-Aware Switched-Current Filters 4]

/7§ 1 1
alzazz—-—:— aDzl a3=‘—:S (2.23)
1 S /8
1 2.24
a, =a,.a,0, =—158= (2.24)
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Current Current Delay Current
mirror 1 mirror 2 cell mirror 3

}_[_‘ 7 connected to a
™ delay cell to /g

"P—f_rH@—\

w—rff w—
Scale any current
mirror branch

10 1:1/S 1 001 g o1
Figure 2.11 Scaling of current mirrors either side of delay cells

By appropriately assigning bias currents and signal levels, stage 1 and stage 2 ensure
that signal levels never exceed their biasing. Furthermore, unlike methods where a
uniform bias current is assumed, the power consumption of the filter is reduced by
lowering bias currents where possible. Note that it is only the current mirror branches
in the adaptors which are scaled at all, the delay cells are left as they are, thus

ensuring correct memory cell operation.
2.3.3 Noise considerations

In the context of Class A SI wave filters, the two main sources of noise are thermal

and 1/f, which are the first and second terms in Eq. ( 2.25 ) respectively [101].

%= 4kT@— . jAf + K%—Af (2.25)

where z'd2 is the small signal noise, £ is Boltzmann’s constant, 7" is temperature, 4f

is bandwidth, X is a constant for a given device, and f the frequency. The thermal
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noise term includes transconductance, g, as a factor, which is proportional to the
device drain current, Ip. The second term includes Ip explicitly, and as such the total
small signal noise is proportional to the quiescent bias level of the transistor.
Therefore, at the block level if bias currents are increased, large signals will be less
distorted but noise will increase, leading to a trade off between large signal linearity
and small-signal noise. However, the proposed methodology only increases bias
currents where absolutely necessary, and in fact the power savings achieved imply
that the filter’s average bias current is reduced, and hence the noise should also be
lower. In terms of the entire filter, the proposed method therefore improves large
signal linearity by scaling signals and bias currents where necessary but due to the
general reduction in power, and hence average bias current, the small signal noise

should be reduced.
2.3.4 Power aware SI wave filter design flow

A power-aware design flow for switched-current wave filters incorporating the
proposed method is now given. Once the basic wave structure has been designed
[12], scaling factors have to be calculated for every branch of every current mirror in
each adaptor block. There are three components to the final scaling factor, the first
represents the alterations made during stage 1, the second implements the changes
made during stage 2 and the last implements the calculated adaptor coefficients, ;.
These three components are represented with multi-dimensional arrays, and the index
of the array elements uniquely identifies every current mirror branch: i is the adaptor
number, j the current mirror number in the adaptor and % the branch in that current

mirror. These scaling components are now discussed in detail:

Aji — Peak signal values are read from the magnitude response of the input of all the
current mirrors as described in stage 1 of Section 2.3.2. These values are
practically obtained by connecting an AC source of value unity to the input of
the wave filter and using a switched-mode simulator to plot the response of the
current mirror inputs. This array, 4, is then filled with the resulting scaling

factors as found from Eq. ( 2.20).
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Dy, — Peak signal values for the delay cells are obtained in exactly the same manner
as for the current mirrors. The structure of the filter is then considered and all
current mirror branches, be they outputs or inputs, which are connected to the
input or output of a delay cell are identified. These positions in Dy are then
filled with the inverse of the delay cell scale value as described in stage 2 of

section 2.3.2. The rest of the array is unity filled.

Y;x — The adaptor coefficient values, y; are implemented in the correct positions of
this array, Y, reflecting the relevant branches of the current mirrors in the

adaptor blocks of Table 2.2. The rest of the array is unity filled.

The entire set of scaling factors Sjx encompassing bias and signal scaling and wave
coefficients are then given by Eq. ( 2.26 ) as the product of the contributions from the
above arrays. Given a set of nominal current mirror dimensions, the new widths for

all the branches in the entire wave filter can be calculated from Eq. ( 2.27).

S = A Dy Ve (226)
Woewie = SiWora i (2.27)

Design reference filter

v

Derive wave structure and calculate
adaptor coeffcients

v

Switched ac simulations using
behavioral/ideal models

v v

Yijk 4 ijk ‘Dy'k

v v

Scale nominal current mirror dimensions by Si'k
to define full transistor level filter.

Figure 2.12 Power aware SI design flow
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The resulting power-aware switched-current wave filter design flow is shown in
Figure 2.12. The in-house tool developed during the course of this research, AutoSIF
[38], has recently had its functionality extended to incorporate the power-aware
steps. The tool is written in SKILL®, is integrated into Cadence Design Framework II
and 1s the focus of the next chapter. In order to illustrate the two stage scaling
process, the scaling procedure for the first adaptor in the case study elliptic 3" order
filter is numerically detailed in Table 2.5. Using simulation with ideal models, the
current mirror peak values and the delay cell peak value were found and using the

coefficients for the first adaptor, the total scaled values are shown in the last column.

Table 2.5 Scaling factors for the first adaptor

Branch adaptor | Peak value | Ascale | Dscale | Y scale Total
mirror branch ijk AxDxY
{Delay cell value found to be 0.7051}

0,0,0 0.9701 0.9701 1 1 0.9701
0,0,1 - 0.9701 1.4182 1 1.3758
0,0,2 - 0.9701 1.4182 | 0.279262 | 0.3842
0,1,0 0.7905 0.7905 1 1 0.7905
0,1,1 - 0.7905 1 1 0.7905
0,1,2 - 0.7905 1 1.413046 | 1.11170
0,2,0 0.7792 0.7792 1 1 0.7792
0,2,1 - 0.7792 1 1 0.7792
0,2,2 - 0.7792 1 0.307692 | 0.2398
0,3,0 1.3406 1.3406 1 1 1.3406
0,3,1 - 1.3406 1 1 1.3406
0,3,2 - 1.3406 1 1 1.3406
0,3,3 - 1.3406 1 1 1.3406

2.4 Transistor level design

Having produced the filter block diagram (Figure 2.4), generated the optimised
adaptor coefficients (Table 2.4), and employed the two part power aware scaling
strategy in Section 2.3, the next step is to produce the transistor level design. Table
2.6 shows the transistor circuitry of the wave blocks. The positive and negative delay

cells require two SI memory cells and the parallel and series adaptor blocks consist
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of current mirrors with some branch ratios given by the adaptor coefficients. The

complete schematic for the filter is shown in Figure 2.13. To produce the transistor

dimensions of the delay cell and the adaptor blocks, analytical expressions relating

filter performance specifications to transistor dimensions are now developed.

Table 2.6 Transistor implementations of wave filter blocks

Wave block

Transistor implementation

A

Positive delay cell

e

Negative delay cell
Bl Al ’
t e
Ay —>] Y —» B,
Rol 1o ] Y2 |R, p p
et | |
B, e— A, H ! i 2 H f n_l n_li
SR U A S U (O 2N RS A E
BZ
B\
Parallel Adaptor B,
B, 4, é é
4 y
R, H 5 L 2 ¥ }__[rLl %'l
Ay~ T £ = = = = = = = = = = =
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B2

Series Adaptor
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Figure 2.13 Complete transistor level filter

The delay cell design is considered in detail in Section 2.4.1 and the current mirror
design for the adaptor blocks is detailed in Section 2.4.2. Periphery bias and clock
generation blocks are detailed in Sections 2.4.3 and 2.4.4. A strategy for layout of
matched transistor stacks, which can be used for all of the current mirrors, delay cells

and biasing structures is shown in Section 2.4.5.

2.4.1 Delay cell

Numerous ST memory cell designs have been reported in the literature, and the S°I
memory cell [6] has been chosen because at the time of this work, its capability at
reducing charge injection and conductance ratio errors represented the state of the art
[6]. Furthermore, this is the first time the S*I memory cell has been used in a wave
filter prototype chip, since all fabricated wave filters in the literature have employed
the older first generation memory cell [11, 12]. The S’I cell is shown in Figure 2.14,
and the first phase, ¢, is split into two subphases, ¢;, and ¢;,. During phase ¢, the
circuit 1s configured as a normal second generation memory cell and a ‘coarse’
current memory is stored on the NMOS ‘coarse’ transistor whilst the PMOS ‘fine’
transistor is configured as a current source. During phase ¢, the PMOS ‘fine’
transistor is diode connected and since the input current is still flowing, this transistor
sources the bias current and the errors from the coarse phase. On the output stage, ¢,
the output current contains no errors from the coarse phase, just the errors from the

fine stage, which are significantly smaller [6].
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Figure 2.14 S*I memory cell parameters and clock phases

Initial design: : The design of an SI delay cell requires two S*I memory cells (Figure
2.14) and requires derivation of the transistor dimensions, Wy, Ly, Wu, [, Wsi, lsi, Wsm and
Lsm- A delay cell dimensioning method has been developed, adapted from [14], which
uses analytical expressions based on square-law saturated models to calculate an
initial design. Since square-law models have limited accuracy when compared to real
MOS behaviour, this accuracy is improved by optimising this initial design based on
simulation results. The complete delay cell design process is shown in Figure 2.15
where user specifications and required memory cell parameters are shown on the left
and process parameters on the right. The starting point in the design process is to find
out the filter bias current for a given power consumption P,,, which is the first user

input to the procedure shown in Figure 2.15.

J= P (2.28)

V188 +12P+2D, +4D,)

where § and P are the total number of series and parallel adaptors, D, and D, are the
total number of delay cells used, J is the bias current and ¥, is the supply voltage.
Eq. (2.28) is obtained by summing all the quiescent current contributions from each
wave block. From Table 2.6 it is noted that the adaptor blocks contribute one bias

current less than expected due to Eq. (2.12).
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From Table 2.1 the designed filter power consumption is 50mW and allowing an

estimate of SmW for the clock and bias structures leaves 45mW for the filter. With a

power supply of 3.3V, this gives a maximum current of 213uA; a smaller bias

current J of 200pA is chosen to allow a margin for error in the power estimation for

the clock and bias structures, giving a total estimated power of 47.24mW. Assuming

the NMOS and PMOS threshold voltages V;, and V, are the same (but opposite in

polarity), it is possible to calculate the suggested gate overdrive voltage Vg, as 0.8V

[14]:
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yo =Yu=2Vu (2.29)

gt 2

Now using Vg, and the chosen bias current, J, the transconductance of the fine or

coarse memory cell transistor, g, [14] can be calculated:

2J
= (2.30)
g v

4

This gives a g, of 500uS. During the sampling phases, the time constant, 7, of either

of the diode connected fine or coarse memory transistors is given by:

;= St (2.31)

where Cy,, is the total capacitance at the summing node and g, is the
transconductance from Eq. ( 2.30 ). To make the fine and coarse settling times equal,
Cuor is designed to be equal on both phases. Settling in the S°I cell continues from the
coarse to the fine phase and so half the sample period is available for settling. If an
equivalent of greater than 8 bits settling accuracy is required, the memory cell drain
current needs to settle to within at least 2 = 0.391% of the final value during the
sample period, which requires 6 time constants (¢ = 0.248%). The maximum
sampling frequency, F,, which is the second user input to the procedure (Figure

2.15), can now be used to calculate Ty and then C,,, using:

8.1
C, = (2.32)
12

The specified sampling frequency is IMHz (Table 2.1), giving 7y as 1us and for the
case study the memory cell is designed for a sampling rate of up to five times this

value, allowing it to cope with the load of a second delay cell and current mirrors.



Power-Aware Switched-Current Filters 50

This gives Cy as 8.333pF. Also, from square law saturated equations the ratio of

w’/l” for the memory transistors can be found:

! w
Wn — gm P gm (2_33)

The technology used to fabricate the filter is a CMOS 0.6pum process (Table 2.1) and
the values for S, and £, are 77uA/V? and 25uA/V? respectively. Using these and the
values from Eq. (2.29 ) and Eq. (2.30), it is found that w’,//’, is 8.117 and w’,/I’, is
25.0. The total node capacitance, C,,, mainly consists of the fine and coarse memory
capacitances, however, the depletion capacitance formed from the drain diffusion
area and the transistor bulk (connected to the source) from both the fine and coarse
transistors should also be taken into account as should the memory switch depletion
capacitance. The latter is normally estimated as a lumped element with the
interconnect strays, called Cs; which is an input to the procedure (Figure 2.15). To
calculate w, and w, a quadratic in Cgy needs to be solved, which is simplified

through an expression for C; [14]:

o 4G +4C(C, -C) -G, (2.34)
dif = 5

2
w' w | C
C — __P+ n du (2.35)
p ([\/ roo ) /Cgu]

where Cg, 1s the capacitance per unit area for the gate regions, and Cy, a capacitance

per unit length for the drain diffusion regions. With a C, of 2.1fF/pm and a Cg, of
O.34fF/um2 Ci 1s calculated as 3.39fF. Assuming C; as 15% of C, gives Cgy as
153.33fF. Now using Eq. ( 2.36 ), the calculated NMOS and PMOS transistor widths
are 161.84um and 284.03um respectively, after which the lengths can be calculated
from Eq. (2.37 ) giving the memory transistor sizes (rounded to the technology grid)
as: NMOS 161.85/19.95 and PMOS 284.05/11.35.
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I C,, r, Ceu
] = = (2.37)
ow Il ow, i,

This completes the design stage of determining the initial fine and coarse transistor
dimensions of the memory cell. All that remains is to derive initial dimensions for
the input/output and memory switches (Figure 2.14). CMOS switches are often used
in SC circuits, however, these require an additional inverted clock signal for every
clock phase, which adds complexity to the clock generation circuitry. Furthermore,
using a CMOS switch in a memory cell settling loop can complicate cell settling. For
these reasons, NMOS switches are used for the input/output and memory switches in
the delay cell, since their simplicity trades off well against their lower conductance.
Two factors must be considered for the input/output switches; switch on-resistance,
which requires a high aspect ratio, and depletion capacitance which requires a small
area. Both requirements indicate that /;; should be set to the minimum allowable gate
length (in our process 0.6u). To decide wy;, a rule-of-thumb is applied as to how
much voltage drop is permissible on the switch, and it is suggested in [14] from
experience that 10% of the designed Vg, gives good results. Using the modulation
level m, (maximum signal to bias current ratio) which is the last input to the

procedure of Figure 2.15, gives:

_10mJ
gsi V

gt

(2.38)

w, =g (2.39)
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where g; is the allowed switch conductance, g, is the unit switch on-conductance (a
process related parameter) and wy; and /; are the input/output switch dimensions.
With g, of 100uS and modulation index, m, as 0.75 (a typical value) this gives a
width of 11.25um and hence input/output switch dimensions of 11.25/0.6. The
memory switch length must be made as short as possible to keep charge injection
problems to a minimum, this gives 0.6pum (the minimum dimension in a 0.6pm
process). This switch conductance forms a second order system given by Eq. ( 2.40 )
with the memory transistor’s gate and depletion capacitances, and so Eq. ( 2.41 ) is
used in order to be critically damped and settle as fast as possible. Using this
equation gives a width of 1.822um leading to the initial memory switch dimensions

of 1.8/0.6. The complete set of initial transistor dimensions is given in Table 2.7.

En
\/E: c,(c, +2c,,) (240)
C Cgs = Cror - Cs - 2Cdzﬁ‘

0=

tot

_ 4lsmnggS (Cs - 2Cdlff)

_ (2.41)
gSll Ctot

sm

Table 2.7 Tnitial and improved S°I memory cell dimensions

Transistor Initial (pum) Improved (pum)
PMOS fine memory w,/I, 161.85/19.95 150.3/20.95
NMOS coarse memory w,/I, 284.05/11.35 272.65/12.35
Input/Output switch wg/l; 11.25/0.6 11.25/0.6
Memory switch wg,/lsy, 1.8/0.6 1.8/0.6

Simulation based improvement: The initial transistor dimensions have been obtained
up to this point using the assumption of square law saturated behaviour, which would
give some inaccuracy. While it may be possible to modify the analytical expressions
to increase this accuracy, it is easier and more accurate to use optimisation based on
accurate simulation results and this approach is now detailed. The simulated drain

current and gate capacitance can be found using a DC simulation of the diode
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connected coarse (NMOS) and fine (PMOS) memory transistors, as shown in Figure
2.16(a). The time domain settling response of the memory cell can be determined by
hard-wiring it in its different phases and applying a step change in input current as
shown in Figure 2.16(b). The fine and coarse gate capacitances, Cgy, and Cgy, are
normally designed to be equal yet both these and the drain current, I are affected by
altering the memory cell transistor dimensions, w,//, and w,/, and so it is important
to satisfy either of the adjustments without affecting the other. Eq. ( 2.42 ) and ( 2.43
) use the measured drain current, Ip to derive, (WnWp)op and (1,,1,),,: such that the
drain current is much closer to the designed bias current, .J, without affecting gate
capacitances. Similarly Eq. ( 2.44 ) and ( 2.45 ) use the measured gate capacitances,
Cqsp and Cg,, to make the second iterations closer to the designed gate capacitance,

Cgs. Initial and improved dimensions can be found in Table 2.7.

(W,s W, ) o = /}{— (W, W, )i (2.42)
D
Ip (2.43)
(l" ? l.” )opt = 7 ) (ln H lp )inir :

C
Wosl) o = Cgs WL i (2.44)

gsn

83

(2.45)

(wp’lp)opt = '(Wp 9lp)init

&p

The settling response of the delay cell will be overdamped for negative inputs and
underdamped for positive inputs [87] and a convenient way to improve on the initial
memory switch dimensions is to use simulation to plot the settling of the memory

transistor drain currents. By varying the memory switch width and repeating this
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simulation, the user can choose the curve and hence width which gives the best

settling response.
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Figure 2.16 Test circuits for optimising S°I operating point (a) and settling (b)

2.4.2 Adaptor blocks

Adaptors are fundamental building blocks in wave filters (Table 2.2) and therefore
careful design is necessary to obtain good filter performance. Adaptors consist
entirely of current mirrors and in theory this should not present a major design
challenge. However, the required current mirrors in the adaptors need to
simultaneously meet a number of conflicting design criteria including high output
resistance to reduce conductance ratio errors, and a high output voltage swing to
minimise distortion. Whilst a current mirror with high output impedance can be
obtained using a simple cascode topology, this limits the output voltage swing since
two more threshold voltages are lost in the voltage headroom [102]. In addition to the
two above requirements, the bandwidth of the current mirror must be considered as
well as the area overhead used by the design. The design of the current mirrors

needed for adaptor blocks is considered next.

The use of high compliance cascode current mirrors (Figure 2.17(a)) increases output
resistance and allows a minimum output voltage of just 2V, which is the smallest
possible for a cascode design [102]. The output resistance of the high compliance
current mirror is given by Eq. ( 2.46 ), where r,, is the output resistance of the

current mirror, g, is the small signal transconductance of the cascode transistor and
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rds; and rgs; are the small signal drain source resistances of the mirror and cascode
transistor respectively. The transconductance of an NMOS transistor is given by Eq.
(2.47 ), where p, is a process parameter, I is the large signal bias current and # and
L are the transistor dimensions. The small signal transistor channel resistance is
given by Eq. ( 2.48 ), where A is the channel length modulation parameter, which is

inversely proportional to the transistor length, L.

rout = ngrdﬂrdsl ( 2'46)
%=—L- (2.48)
Al

The high compliance design is such that the minimum output voltage will be equal to

2V, and so to increase the maximum swing it is necessary to decrease this value:

v, = (2.49)
BW
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Figure 2.17 High compliance current mirror (a), with PMOS current sources (b)
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It has been found through numerous wave filter designs of different requirements
that, having taken into account adaptor coefficients and scaling, current mirror ratios
in wave filters are unlikely to be more than 1:3. For a simple one output unity gain
current mirror, the mirror bandwidth is determined by the diode connected memory
transistor g,, and the capacitance at the input node as shown in Eq. (2.50 ) [103]. The
gate source capacitances of the current mirror transistors, Cgs; and Cgy are given by

Eq. (2.51), which leads to Eq. (2.52).

BW gy~ =21 (2:50)

C .+ Cgs2

gsl

C, =C,WL (251)

_N&Fwip V28,10 (2.52)
2NLIWC,,

BW(—3d3) ~

A bandwidth of 100MHz is chosen, which is 100 times the sampling frequency to
ensure fast cell settling and correct operation. The current mirrors can have up to
three output branches and ratios of up to 1:3 and with this in mind, the total
capacitance at the diode connected node could be ten times the basic Cgy, and as such
Eq. (2.52) 1s used with 10 instead of 2 in its denominator. With a £, of 77uA/V2, Ip
of 200pA and C,, of 2.1fF/um2 and using an estimated width of 100um gives a
length of 5.189um. From this the mirror transistor lengths are chosen to be Sum
(rounded dimensions will later improve ease of layout). In practice the length of the
cascodes is made smaller, so as to reduce their ¥, and a compromise exists between
this and reducing their output resistance. For this case study, a value of about a third

of the mirror transistor length is chosen, giving 1.5um.

The load resistance of the current mirror will dictate what the voltage swing on the
output will be over the signal range, and in this case study this load is likely to be

that of the input to another current mirror, in the region of a few kQ. With a 200pA
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maximum signal the output node voltage will not change much more than a few
hundred mV. With this in mind, an output swing of 1V is chosen (0.5V in either
direction), and assuming that the mirror will be designed to have a quiescent output
level at half Vg, this gives 1.15V (¥2V4-0.5V) for the gate overdrive voltages of the
NMOS mirror transistor and its cascode. The chosen lengths of the cascode and

mirror transistors are such that the 7, for the cascodes can be about half that of the

mirror transistors (m ). This means that the mirror transistor should be designed
for a V,, of about 0.77V and the cascode for 0.38V and now using Eq. ( 2.49 ), gives
a width of 43.8um for the mirror transistor. The layout will be greatly simplified if
the same width is chosen for the cascodes, and since this will only incur a slight
decrease in the output voltage swing it is acceptable. Initial dimensions for the mirror
are therefore 43.8/5 for the NMOS mirror transistor and 43.8/1.5 for its cascodes. In
practice the ideal current sources of Figure 2.17(a) are replaced with a PMOS current
mirror, as shown in Figure 2.17(b) and a similar method can be used to obtain the
initial dimensions for this mirror. The initial design has been optimised for ease of
layout, where a common width factor can greatly assist in the transistor stack design

discussed later in Section 2.4.5. These final dimensions are shown in Table 2.8.

Table 2.8 High compliance current mirror dimensions

Transistor Width (um) | Length (um)
M2-5 120 5
Mo6-9 120 1.5
M11-12 40 1.5
M13-14 40

M10 10

M1 30

The input and output resistances for the current mirror are found to be 1.9kQ) and

8.7MQ2 respectively, which gives a respectable conductance ratio of over 4500.
2.4.3 Bias generation

The high compliance current mirrors (Figure 2.17) and the S*I memory cell (Figure

2.14) require bias voltage and clock generation circuitry for their correct operation,
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which are detailed in this section for completeness. Figure 2.18 shows the biasing
circuitry, with transistor dimensions given in Table 2.9. Transistor M1 mirrors the
reference bias current to transistors M2 and M3, the latter of which acts as a current
source for M8, setting up the correct NMOS cascode bias voltage, ‘NCBIAS’. This is
then used to set up the correct gate voltages for the NMOS mirror formed by M9 to
M16 which acts as three current sources with reference current mirrored through M3.
The first current source is used to generate the PMOS cascode bias voltage,
‘PCBIAS’ using the diode connected M6, and the second current source is used to
generate the PMOS mirror bias voltage ‘PBIAS’ through the M4 and M7. Finally,
the last current source 1s used with M5 to generate the bias voltage for the memory

cells, ‘S2IBIAS’.

M1 M2 M3 M4 M5
; ;q - I - saems
M6 M7
| -
PBIAS
M8 | M9 M10 M11 M12
| 1 IFJ L | NBIAS
| dl 1 5, 1
CJ, J M13 M14 M15 M16
[ l - |
] 111 [ 1

Figure 2.18 Biasing circuitry for entire filter

Table 2.9 Bias block transistor dimensions

Transistor Width (um) | Length (um)
M1, M2, M3 120 5
M4 120 5
M5 150.3 20.95
M6 30 5
M7 120 1.5
M8 10 5
M9-12 40 1.5
M13-16 40 5
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2.4.4 Clock generation

The S’I memory cell used in the case study (see Figure 2.14) is clocked by four
phases, ¢/, ¢la, ¢1b and ¢2. A SI delay cell consists of two of these memory cells
and as such requires six phases, ¢/, ¢la, ¢Ib, ¢2, ¢2a and ¢2b. Special requirements
are laid on these phases to ensure correct operation of the S*I cell, as indicated on
Figure 2.14. To design a circuit to achieve the exact timing constraints given by the
S?I delay cell requires a simple four phase ring counter, which can be designed using
Karnaugh maps using four state variables, Q0-Q3. The next state logic for Q0,-03, is

found to be:
00, =0201L00 Q1 =00 Q2,=01.00 Q3,6 =020100 (2:53)

Standard gates are then used to logically implement the different S phases, for
example ¢/ is the logical AND of the first two ripple counter outputs, and the
subphases are the respective ripple stage outputs AND NOT the previous output, thus

maintaining a non-overlapping nature:

$1=00+ Q1 $2=02+03  $la=00.03
(2.54)

fb=01.00  ¢2a=0201  $2b=03.02

This approach to clock generation requires a clock of four times the sampling
frequency, which for this case study would be 4MHz. Figure 2.19 shows the
completed clock generator circuit, made purely from standard digital cells, with
Figure 2.20 showing the correct phases at the case study sampling frequency of
IMHz (clock frequency of 4MHz). Figure 2.21 indicates that the exact timing
relations required are achieved, which can be seen at a high sampling frequency of
125MHz. It is a good idea to check the timing relations are still maintained after a
parasitic extraction of the designed chip, since at this stage it is difficult to estimate
the capacitive loading on the clock lines. If the restraints no longer hold then dummy

loading can be added to the clock lines to restore the exact timing relations.
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Figure 2.19 Six phase clock generation circuit
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2.4.5 Layout strategy

In a full custom analogue layout, it is well known that absolute matching of different
sized transistors in different locations is particularly poor, yet relative matching of
identical and adjacent structures can be orders of magnitude better. Matching
considerations must be taken into account if transistors in an analogue layout should
be matched to better than a few percent [104]. Given that the entire filter structure
consists of current mirrors and their ratios, matching is of utmost importance and it is
therefore essential to consider a layout strategy to address this problem. Standard
practice for improved matching involves splitting devices into a number of parallel
transistors of a unit width, called gate strips, chosen such that all the different widths
can be implemented by integer numbers of this unit. For example, three transistors of
dimensions 50/2, 100/2 and 125/2 should be split into gate strips of 25, which would
require 2, 4 and 5 identical unit gate strips respectively. Furthermore, common
centroid layout techniques can completely cancel the effect of linear process
parameter gradients and involves laying out devices with symmetry about the central
axis, for example ABBA or ABAABA. A so-called stack of transistors can be made
much more compact if adjacent drain/source diffusion regions of devices can be
shared, which is the case when they are electrically connected. With this in mind, an
Euler path is talked about in [105] whereby a continuous path is found from either
gnd (for NMOS) or V,, (for PMOS) through all the gate strips once and back to gnd
or Vg This path then defines how the gate strips will be laid next to each other
allowing all adjacent drain/sources to share common diffusion regions. The stack of

transistors 1s electrically connected as a current mirror at a later stage.

o ]

oo ]
(ARG
PO

Figure 2.22 Current mirror Euler path
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For example, consider a two output current mirror of the kind used to implement the
adaptor blocks (Table 2.6), and shown in Figure 2.22 as just the transistor stacks. The
NMOS memory transistors, N1 to N3 and their cascodes C1 to C3 should all be well
matched to ensure good current mirror performance. For just the input current mirror
branch, C1 and N1, a simple Euler path stack can be generated, by splitting each

transistor into two and abutting as follows:
N1 C1 C1I N1

This is indeed common centroid, but when first output branch is added, the stack

becomes:
N1 C1CININ2C2C2N2

Which is clearly not common centroid since it is not symmetric about the centre.
This is why the transistors have been split into four gate strips, as indicated by the
drawn arrows on Figure 2.22, and the resulting arrangement for the entire two output

branch current mirror becomes:
DN3C3C3IN3IN2C2C2N2NICICININICICININZ2ZC2C2N2ZN3C3C3IN3D

This stack is true common centroid and as such the unit gate width for N1 to N3 and
C1 to C3 is a quarter of their full width. A dummy gate strip, D, is placed either end
of the stack to prevent unmatched undercut on the edge of the gate poly of the most
outer N3 gate strips. The gate, source and drain of these dummy transistors should all
be connected to gnd (or Vg for the PMOS stack) and their length can be the
minimum allowable by the technology. In the final layout all transistors are made
from unit gate strips, which are interdigitated, and in a common centroid
arrangement with dummy strips at the ends. Furthermore, all gate, source and drain
regions have the same extension, and guard rings around both the NMOS and PMOS
stack ensure bulk potential. Figure 2.24 shows the three layout stages for a simple

one output current mirror:

Stage 1: determine unit transistor length and stack in terms of gate strip arrangement.
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Stage 2: overlap suitable NMOS unit layout cells such that left half of this stack is
built, add a suitable dummy cell to the left end of this half stack and spot on
connections for the NMOS drain gate and source connections. Repeat this for the left

half of PMOS stack and place above the NMOS half stack.

Stage 3: select NMOS and PMOS half stacks and mirror this to complete full stack.
Add NMOS and PMOS guard rings and external routing as appropriate, leading to a

complete mirror layout.

Delay cells are laid out in two separate parts, a transistor stack, using the method just
described and the delay cell switches. The switches are in a physically separate area,
with their own guard ring to prevent coupling of the clock signals through the
substrate. Careful arrangement and abutting of the switches can lead to an efficient
layout, which can be placed between the delay cell transistor stack and the clock
generating circuitry. This layout is depicted in Figure 2.23 (fixed switch sizes have
been illustrated for clarity). The area between the group of switches and the delay
cell transistor stack is such that a wide substrate tap can be placed at a later stage if
necessary, to further prevent digital clock signals coupling though the substrate.
Further details concerning the layout of all parts of the prototype chip can be found
in Appendix A.
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2.5 Experimental Results

Detailed results of the case study developed throughout this chapter are given in
Section 2.5.1. Further case studies used to verify the success of the power aware
scaling approach are given in Section 2.5.2. Extended results for the prototype chip

can be found in Appendix B.
2.5.1 Prototype filter chip

To validate the design flow and techniques proposed in this chapter, a 3 order
lowpass elliptic filter was designed and fabricated, to specifications detailed in
Section 2.1.3 and shown in Table 2.10. The frequency response of the transistor level
design of the filter, simulated using BSim3v3 foundry models is shown in Figure

2.25 together with the ideal frequency response.

Table 2.10 Designed and measured performances for the filter case study

Specification: Designed Measured:
Filter type: 3" order lowpass elliptic | 3" order lowpass elliptic
Passband ripple: 0.5dB 0.8dB
Stopband attenuation: > 30dB 29dB
-3dB frequency: 100kHz 98kHz
Sampling frequency: 1MHz 1MHz
SNR: > 60dB 64dB
Supply voltage: 3.3V 3.3V
Nominal bias current: 200pA 200pA
Power: <50mW 45mW
Technology: 0.6pm single poly CMOS | 0.6um single poly CMOS

As can be seen there is an excellent correlation between the ideal and transistor level
results. This can be attributed to the optimisation of the wave adaptor coefficients
(Section 2.2.3) and modifications to improve on the initial transistor dimensions,
which were derived from square-law saturated models. As outlined in Section 2.3 the
spread of internal signal levels can produce distortion and the adaptor current mirror

scaling was essential to address this problem in the final filter realisation. This is
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evidenced by the presence of a 6% error in the filter cut-off frequency and 1dB
insertion loss when the filter was simulated using the initial wave adaptor

coefficients, delay cell dimensions and no current mirror scaling.
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Figure 2.25 Simulated response of transistor level filter

The prototype filter chip has a current mode transfer function (Z,,/I;;) and to facilitate
measurements using voltage domain instruments, a S0kQ resistor was used at the
input of the filter as a simple V/I converter and a 5k resistor was used at the output
buffered by an op amp as a I/V converter. The bias voltages, PCBIAS, PBIAS,
NCBIAS and S2BIAS, needed for the delay cells and current mirrors are generated
from a single off-chip current reference (Section 2.4.3) and were measured as
0.867V, 1.70V, 2.47V and 1.67V respectively. Note the filter has a sampling-to-cut-
off frequency ratio of 10:1, but the clock frequency is four times the sampling

frequency as required by the clock generator for the S’I delay cell (Section 2.4.4).

Magnitude (dB)

.50 : , :
0 Frequency (Hz) 400k

Figure 2.26 Measured chip response with IMHz sampling frequency
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The measured response of the prototype filter chip is shown in Figure 2.26. The filter
frequency response is close to the simulated, with a mean cut-off frequency of
98.2kHz compared to 100kHz (ideal), and up to 0.8dB pass-band ripple compared to
0.5dB (ideal). From twenty samples, the cut-off frequency spread was found to be
+0.66% from the mean of -1.79%. The discrepancies between simulated transistor
level design and measured results can be attributed to accuracy problems in realizing
non-integer current mirrors ratios and normal tolerances associated with the
fabrication process. It is interesting to note that the measured filter has a stopband
notch at 185kHz compared to the simulated notch at 183kHz. This close agreement
together with the well-defined notch of -45dB depth and stopband attenuation of -
29dB 1s attributed to the careful layout strategy (Section 2.4.5).

A useful feature of SI filters is the ability to vary their bandwidth with an external
clock, similar to switched capacitor (SC) filters. Figure 2.27 shows measured filter
bandwidths from 10kHz to 100kHz obtained with different clock frequencies. Again,
there 1s good agreement between the filter shape of the simulated and measured
frequency responses. Figure 2.28 shows the filter response with a sampling
frequency of 2.5MHz, which is 2.5 times greater than the maximum designed
sampling frequency. The corresponding filter cut-off frequency is 243kHz (compared
to 250kHZ ideal) and despite an expected reduction in stopband attenuation (-27dB)
and slightly increased passband ripple (1.8dB), the filter shape is still reasonable.
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Figure 2.27 Measured chip response with different sampling frequencies
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Figure 2.28 Measured chip response with 2.5MHz sampling frequency

Sampled-data filters such as SI and SC are known to have inferior noise performance
when compared with continuous-time filters. To give insight into the noise
performance of the SI filter, Figure 2.29 shows the simulated PSD and integral noise,
computed as a transfer function from all the noise sources in the circuit to the output
node. The integral noise levels off at 70nA which gives a signal to noise ratio (SNR)
of 66.62dB. Figure 2.30 shows the measured noise of the filter at the output, with the

power on and off, and this compares well with the simulated results.
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Figure 2.29 Simulated noise of transistor level filter
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Figure 2.30 Measured noise of prototype filter chip
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The measured SNR calculated from the measured noise response is 64dB which
represents good performance from a sampled-data filter and is mainly due to
optimised memory cell design, careful scaling of bias currents (Section 2.3) and

suitable layout considerations.
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Figure 2.31 Simulated distortion of transistor level filter

Figure 2.31 shows the simulated distortion of the transistor level filter with a 1kHz
input of 50pA amplitude. Figure 2.32 shows the measured distortion for the same
input signal where it can be seen that the harmonic content of the output signal
appears greater than the simulated response. This is likely to be due to the test setup,
and in particular the use of a simple resistor at the input and output of the filter for

V/I conversion.

Magnitude (dB)

Frequency (Hz) 10k

Figure 2.32 Measured distortion of prototype filter chip

The measured power consumption of the filter, bias and clock structures is 45mW
which indicates how scaling (Section 2.3) has reduced the estimated power. A chip

photo is shown in Figure 2.33 and the filter core size is 0.75um’.
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Figure 2.33 Die photograph

The measured performances of the test chip are summarised in Table 2.10. To put in
context the results of Table 2.10 with previous work in SI wave filters, the presented
low pass filter has the highest bandwidth reported to date for fabricated SI filters
using the wave synthesis technique, which has been possible due to high
performance adaptor block and delay cell design in Section 2.4 and highly matched
layout. The power consumption of 45mW is also considerably lower than the
160mW reported for the integrator based SI filter of [13], which can be attributed to

careful choice of bias current (Section 2.4) and bias current scaling (Section 2.3).

2.5.2 Power aware results

To verify the success of the power-aware scaling approach outlined in Section 2.3,
two case studies were taken to real transistor level, using 0.6um 3.3V BSim3v3
CMOS foundry models. The filters chosen were a 3" order elliptic and 5™ order
Chebyshev lowpass filter of wave structures given in Figure 2.34(a) and Figure
2.34(b) respectively. The transistor level structure for the elliptic filter case study has

already been shown in Figure 2.13 (Page 46).
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Figure 2.34 Wave structures for elliptic (a) and Chebyshev (b) case study

In order to quantify the extent to which internal blocks are distorting, a spectrum of
the filter output signal for a given input signal can be used to calculate a THD figure.
Clearly, distortion increases as signal levels increase and transistors begin to leave
the saturation region. In the designed filters the worst case normal working distortion
would therefore arise when the input signal is at its maximum value, 7. Therefore,
calculating the THD with the maximum input signal of i,,, gives us a good metric to

compare the extent to which internal blocks are exceeding their dynamic range.

Table 2.11 Worst case distortion with no scaling and maximum input signal

Elliptic: Chebyshev:

2" harmonic | -50.8dB 2" harmonic -27.4dB
3 harmonic | -24.3dB 3" harmonic -27.1dB
4™ harmonic | -55.4dB 4™ harmonic -40.1dB
5" harmonic | -43.9dB 5™ harmonic -51.4dB
THD: 6.13% THD: 6.21%

The wave filter structures were derived from their passive reference prototypes and
adaptor coefficients calculated [12]. Initial simulations were run having not scaled
any parts of the filter and with a signal input equal to i,,, so as to demonstrate the
resulting worst case distortion. Table 2.11 shows the first five harmonic levels for the
two filters, and the total harmonic distortion calculated from the first seven
(harmonics higher than this are insignificant). Despite this being a worst case
measurement, the high THD levels of around 6% clearly indicate that without any
scaling some of the internal nodes are exceeding their dynamic range with the
maximum designed input, .. To illustrate the non-homogeneous signal levels in the

filters, internal node responses at points X, ¥ and Z of the transistor level elliptic filter
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of Figure 2.13 (Page 46) are shown in Figure 2.35. The response at points X and ¥
show that the bias value is being exceeded at some frequencies, and response Y in
particular demonstrates that some current mirrors would be running at very distorted
levels for the entirety of the passband. The response at point Z demonstrates how

some bias values exceed the signal values they support, as is discussed in 2.3.
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Figure 2.35 Internal signal levels in the wave filter example

All internal signal levels for the filters were then determined as described in Section
2.3 and the signal and bias levels in the filter scaled only where distortion occurs, as
in [11]. A quiescent power reading was taken and then the full proposed method was
used, which should not only prevent block level distortion but also save power by
reducing bias currents where the signals they support are small. A second quiescent
power reading was then taken and the saving in power calculated. Shown in Table
2.12 are the results from these simulations. It is clear that using scaling has greatly
reduced the distortion in both cases, showing that this is therefore an essential part of
the wave filter design process. However, the results also clearly show that by using
the proposed method it is possible to not only prevent block level distortion, to at

least the same extent as simple scaling, but also to save power as part of this process.

Table 2.12 Power savings in both case studies

Elliptic: Chebyshev:
Method: Basic Scaling [11] | Proposed method | Basic Scaling [11] | Proposed method
THD: 2.5% 1.6% 1.38% 1.32%
Power: 24.5mwW 20.4mwW 48.8mW 45.8mwW
Power saving: | 16.6% Power saving: | 6.1%

For the two case studies, the power savings are 16.6% for the 3™ order elliptic filter

and 6.1% for the 5™ order Chebyshev filter. In order to validate the noise




Power-Aware Switched-Current Filters 73

considerations of Section 2.3.3 a periodic noise analysis, using SpectreRF, was run
for both case studies and the integral noise spectrums plotted. As can be seen in
Figure 2.36, noise is reduced in line with the general reduction in power, with the
total reductions in RMS noise being 14.7% and 9.7% for the elliptic and Chebyshev

case study respectively.
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Figure 2.36 Noise performance for the elliptic (a) and Chebyshev (b) case study

The elliptic case study is similar to the fabricated prototype chip and by altering the
bias current input, it has been possible to confirm the simulated results. The
measured power for the filter core plus structures for test purposes is 22.2mW. The
extra structures consume a total of 1.9mW (found through simulation), and hence the
measured consumption of the filter alone is 20.3mW, which compares well with the

simulated results of Table 2.12. A die photograph is shown in Figure 2.33.

To investigate the potential benefits of the method further, a larger range of filter
orders were designed, and the power savings determined. The filters were first scaled
only to prevent distortion, and then scaled using the proposed two stage method,
mcluding reducing bias currents where the signal levels are small. Table 2.13 shows
the power savings for different filter types and orders when compared to using basic
scaling and uniform bias currents as in [11, 12]. These savings can be as much as
16.6%, as verified through the elliptic filter case study. The figures show that power
savings increase as the filter order decreases. Through extensive simulations it was
observed that the greatest power savings occurred at the beginning and end of the

wave filter structure, mostly in the first and last adaptor. As filter order increases, the
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filter structure naturally becomes larger and so these savings become smaller relative
to the overall filter power consumption. In any case as was shown in 2.3, the savings

are in addition to the usual goal of preventing distortion.

Table 2.13 Power savings for further example filters

Filter type Filter Order Power saving (%)
Chebyshev 3 14.3%
Chebyshev 5 6.1%

Chebyshev 7 3.9%

Chebyshev 9 2.6%

Elliptic 3 16.6%

Elliptic 5 7.8%

Elliptic 7 4.8%

Elliptic 9 2.4%

2.6 Concluding remarks

This chapter has presented a design flow, from specification to layout, for SI wave
analogue filters. Techniques that facilitate efficient mapping of wave adaptor
coefficients to transistor level current-mirror designs together with an analytical
approach to the transistor level design of the main wave filter building blocks
including adaptors have been proposed. A two stage bias and signal scaling method
has been presented which not only resolves block level distortion issues, thus
improving filter THD but, unlike [11], addresses power consumption as part of this
process. This power-aware method achieves significant power savings by taking into
account maximum signal levels when assigning bias currents. The important issue of
transistor matching in SI filters during the physical layout stage has been addressed
through the development of a three-stage layout strategy. The proposed design flow
has been demonstrated and validated by the design, fabrication and detailed
characterisation of a 3¢ order lowpass elliptic filter. The filter has the highest
bandwidth reported to date for fabricated SI filters using the wave synthesis
technique. Furthermore, it has been demonstrated that the proposed method achieves
its goal of reduced power consumption by as much as 16.6%, with these savings

verified using simulation and measurements taken from the fabricated prototype.
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Chapter 3

AutoSIF: A CAD Methodology for

Switched-Current Filters

Advances in technology have allowed complex systems consisting of many
functional blocks to be integrated onto single system on chips (SoCs). One area of
SoC realisation posing a considerable challenge is providing off the shelf analogue
circuit functions in a similar manner to digital intellectual property (IP) cores [2]. In
Chapter 1, Section 1.1, it was suggested that the switched-current (SI) technique was
particularly suitable for SoC applications, tolerating the low supply voltages of
modern processes and not requiring integrated passive components. However,
despite the potential of SI, a considerable obstacle lying in the path of its acceptance
is the difficulty and unfamiliarly associated with its design. In this chapter, it is
suggested that a certain degree of design automation, including both tools and cell
libraries may be the key to facilitate the recognition of SI. Section 3.1 gives a
preliminary review of significant existing CAD tools and automation approaches in
the literature, in order to identify their strengths and weaknesses. In Section 3.2 a
generic CAD methodology is proposed comprising two parts, a hierarchical analogue
cell library and a CAD tool. This methodology has been implemented for the SI
wave filter design process given in Chapter 2 in the form of AutoSIF, a cell library
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and tool which facilitates the rapid generation of analogue SI wave filters. The
AutoSIF cell library is detailed in Section 3.3.1 and Sections 3.3.2 to 3.3.6 describe
the accompanying CAD tool. Section 3.4 demonstrates the use of AutoSIF to

generate an example filter design, and finally, Section 3.5 summarises the results and

contributions of this chapter.

3.1 Preliminary review

Numerous CAD tools have been presented in the literature, for countless circuit types
and functions. Many of these tools, especially those from academic research rather
than industrial backgrounds, were developed from simple procedures used to aid the
design of circuit parameters and gathering of results. A number of CAD tools have
been presented in the literature specifically aimed at SI circuit design, including for
filters [13, 84-86], data converters [97], and single memory cell building blocks
[106]. These and other pertinent examples of existing CAD tools are now discussed
in more detail so as to determine key factors contributing to the more successful

methodologies.

As outlined in Chapter 2, Section 2.1.1, SI wave filters were first presented in the
literature in the early 1990s in a number of publications by Yufera et a/ [10, 11, 29,
33, 34]. Although these authors did not explicitly discuss any CAD tools they
developed, a brief mention of a tool named WAVER was made in [34] in 1994
which reportedly used high level wave models for coefficient calculation. No further
details were published. Hughes et al were the first to apply the SI technique to
sampled data filters in [7] in 1989 and following a large number of further
publications [26, 32, 107, 108] an automated CAD tool for SI integrator based filter
design was presented in 1996 [13]. This tool was a product of SCADS, a joint
academic and industrial project led by Philips Semiconductors. As to be expected
with a commercially biased project, specific implementation details for the tool were
sparse, but it is likely from the information provided in [13] that the system was built
into Cadence Design Framework II (DFII), using the SKILL® language. At the time
of writing, Cadence is one of the main industry standard EDA suites for full custom

analogue and mixed-signal circuit design. SKILL® is the proprietary language used
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to implement Cadence and to a limited degree is available to designers for the
development of programs which run within, and interface to, Cadence. The Phillips
SCADS tool designed filters based on signal flow graphs (SFGs) which were then
transposed to the sampled domain and implemented using SI bilinear integrators
based on the S*I memory cell proposed by Hughes ez al in 1993 [26]. The SCADS

project produced a number of video frequency filter examples [13].

At the heart of any SI filter design tool are procedures required to size a ST memory
cell, and in 2000 Conner et a/ presented a tool named AZIMOYV intended solely for
this purpose [106]. AZIMOV supported the systematic design of SI memory cells
and was capable of topology selection and transistor sizing from a set of user
specifications. Analytical models, coupled with heuristic rule-based numerical
optimisation were used with models for common memory cell structures. The tool is
stand alone and was written in the C programming language which does not allow its

Integration into the major industry standard tool flows.

Another tool for the design of SI filters, named SYSCUF, was presented by Barau et
al in 2001 [85]. The designed filters comprised of cascaded SI biquad sections made
from second generation memory cells, and no simulated filter performances were
given. SYSCUF was written in the C programming language. Also in 2001, Qingyun
et al presented a tool named SIFDS for the design of SI filters [86]. SIFDS uses filter
specifications to compute a transfer function and from this the corresponding SFG.
Circuit level design was not covered but can be inferred to some degree from the
SFG. The tool again appears to be implemented using the C programming language.
Another SI filter design tool was presented by Handkiewicz et al in 2002 [84]. Three
tools, Symb, Param and Layout dealt with three distinct aspects of the design
process, the first two tools being used at the behavioural stage of the design and the
third for layout generation of current mirrors. The designed filters were integrator
based and no detail was given of the circuit level structures employed or overall filter

responses. The tool was written in the C++ programming language.

A tool from industry was published by Xu et al in 2001, and although not intended
for the design of SI filters is still relevant to this chapter [109]. This tool was similar

to the SCADS project [97] in that it was integrated into Cadence using the SKILL®
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scripting language. The tool was specifically aimed at creating analogue IP blocks
and the entire principle was based around the use of ‘pCells’, parameterised layout
cells in the Cadence layout editor. From basic pCells of a single device, larger sub-
block pCells can be built, from which so-called ‘ultra-pCells’ are finally derived. The
result is a design which is entirely described by a number of parameters, 73 in the
example given, and these control the dimensions of every transistor in the layout.
Defining the layout in a generic technology allows mapping of this to a specific

technology when required.

A further tool not aimed at SI circuit design, but still relevant, was presented in 2002
by R. Castro-Lopez [110, 111]. A complete methodology was described for
retargeting analogue blocks to different specifications or processes, again aimed at
the IP core market. The tool made extensive use of pCells in Cadence and was
written entirely in SKILL®. To design a cell, technology portable layout templates
were first created, capable of being tuned with design constraints. Inputs to the tool
included specifications and design goals which were used to derive the parameters in
pCell definitions. The templates were manipulated and parameters passed down and
inherited in a hierarchical scheme in order to generate the SKILL® code defining the
designed cell. Retargeting from one technology to another was achieved by using a
generic design rule database which could be mapped onto a range of specific
technologies. Overheads involved in setting up the database for each new circuit are

offset by the ease at which new specifications could be met.

From the wide variety of previous CAD tools and methodologies for SI filters and
analogue IP cores, strong patterns contributing to the success of a number of the tools
can be recognised. The next section discusses these considerations and proposes a

CAD methodology based upon them.

3.2 Proposed CAD methodology

In this section a CAD methodology suitable for SI analogue IP cores is presented.
Section 3.2.1 discusses the key features of the CAD tools presented in the literature

and outlines the considerations of the proposed methodology based on these. The two
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parts of the proposed methodology, a hierarchical analogue cell library, and a CAD

tool are discussed in Section 3.2.2 and Section 3.2.3 respectively.

3.2.1 Key considerations

Examination of the previous work in Section 3.1 has led to the conclusion that a
successful CAD methodology can be considered as two distinct parts, a carefully
constructed library containing reusable, parameterised circuit cells, and a CAD tool,
facilitating the design of these circuit cells. Furthermore, it seems that ultimately the
usefulness of such a methodology may depend on the implementation details. Many
tools presented in the literature were written as stand alone programs, in the C
programming language [84-86, 106], which is a convenient choice given the fast
development possible and numerous environments available. However, it is
interesting to note that all the industrially related projects integrate the tool into
major EDA tools, specifically Cadence [13, 97, 109-111], which is the most popular
EDA tool for full custom front to back analogue and mixed-signal design. The
provision of the LISP style proprietary language called SKILL® allows users to
develop their own software which can be invoked from within Cadence. There are
some clear advantages for integrating the proposed CAD methodology (cell library

and tool) into Cadence:

e The tool would be written in SKILL® and so can be invoked seamlessly as

part of a normal Cadence design flow.
e The cell library can be developed using Cadence.

e Results from the tool can be used to directly change design variables or

assert schematic instance parameters in the cell library.

e The tool can access the cell library and can interactively invoke powerful

proprietary simulation tools throughout the design flow.
e The methodology is far more likely to be used in practice, since a designer

has it at his or her fingertips.

These benefits come at the cost of a significantly increased difficulty in

implementing the tool, since SKILL® is a proprietary language and as such comes
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with very little support, no programming environment and very little documentation.

The following two sections discuss the generic cell library and tool in more detail.

3.2.2 Hierarchical analogue cell library

The key element of any successful circuit design tool is design reuse. The first part of
the proposed methodology is a well-structured library, depicted in Figure 3.1, which
contains a complete hierarchy of symbols and circuits to support the design of each
major analogue core. A key decision in forming such a library is the number of levels
of abstraction to provide, and in the proposed methodology most cores would have

five levels, shown on Figure 3.1 and detailed follows:

Level 5: Top level symbol representing the entire core accompanied by associated

high level parameters.

Level 4: High level functional blocks. High level parameters are resolved into mid

level parameters, but not transistor dimensions at this stage.

Level 3: This level contains two implementations of the symbols in level 4, a
behavioural model, plus a further low level block which hides the transistor level
implementation of level 2. In the case where high level design parameters must be
calculated and optimised it is best to stop at a behavioural circuit level, allowing fast
simulations. When realistic simulations are required the transistor level would be

used.

Level 2: Transistor circuit structure, allowing realistic simulations of the designed

low level blocks.

Level 1: CMOS primitives and their associated BSim3v3 foundry models lie at the

very bottom of the hierarchy.

(%24

Cadence allows powerful instance parameter passing through the pPar(“”’) command

which is used throughout the cell library. Transistor dimensions in levels 1 and 2 can
be passed up to levels 3, 4 and 5 in an intelligent fashion, implementing design

calculations in instance property fields. For example a property field of one of the
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current mirrors in the adaptor block might contains ‘pPar(““Vall”)*Val2+3’, which
passes a parameter ‘Vall’ from the higher level symbol to the instance, multiplies

this by a global constant “Val2’ and adds a fixed value ‘3.

Digital IP cores are readily traded in terms of process independent high level
descriptions, which can later be synthesized into transistor level designs using
standard libraries. It is far more difficult to produce analogue circuit designs in such
a tradable format, for whilst digital circuits can gain performance from a shift to a
smaller process, analogue circuits often lose performance or possibly stop working
altogether [2]. Interestingly the use of SI facilitates technology portability in the cell
library because only NMOS and PMOS transistors are required. Level 2 of the
hierarchy is not committed to one particular transistor model, and it is a simple
matter to exchange the MOS transistor in level 1 with one from a different process.

High level
parameters

Level 5

7

Mid level
parameters

.............
-

BLOCK C
Low level

parameters

optional verilogA
represent sub blocks
for ideal simulations

Level 3

= = =

Symbolic ideal

Level 2

Level 1

Transistor level

BSim3v3

Figure 3.1 The hierarchical analogue cell library with parameter passing

3.2.3 SKILL® based CAD tool

The second part of the proposed methodology is a SKILL® based CAD tool to
complement the analogue cell library, guiding the unfamiliar engineer through the

design of analogue SI cores. The tool is driven by underlying equations relating
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transistor parameters to specifications, rigorously capturing every design step and the

main stages are shown in Figure 3.2 and detailed as follows:

Stage 1: Design of the system at block level using behavioural or ideal circuit
descriptions. Ideal equations convert high level specifications into top-level design

parameters, which can be optimised through algorithms if necessary.

Stage 2: Transistor level design of blocks in the ideal circuit, implementing the
chosen high level design parameters. The main goal of this stage is to allow a user to
explore the design space to achieve a first cut design, and subsequently optimise this
based on transistor level simulations. It is at this middle step where most insight into
SI design is gained since a user can easily examine tradeoffs without being hindered

by numerous complex equations.

Stage 3: Having designed every sub block, the final stage is to put these together and
run transistor level simulations for the entire design. Previous stages can be revisited
if necessary and once the user is happy with the performance, the tool outputs a

complete set of transistor dimensions and a fully defined schematic ready for layout.

Similar to the hierarchical cell library, where the use of SI has allowed it to be
entirely technology independent with the exception of two symbolic transistor cells,
the CAD tool facilitates technology portability through the use of a technology
process file. This file contains a handful of process parameters required to achieve a

first cut design and can be easily altered to one for an alternative technology.
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high level optimisation design & optimisation for validation

A :
Design Space) /First Cut
o0 L—/ Optionally revisit
previous steps

L Z= 0o ;
o) / Real Sims ?
Put real blocks together

Run full T-level simulations

Complex design equations
First cut design > BSim3v3 simulations

Ideal desiyh equations
Ideal and verilogA models

Optimisation algornithms Feedback real data and optimise Verify specs are met
Vgs = 433.21fF ‘ THD = 70d8
T =201nS VDC = 1.3343V
" "7 Ron =1.233k 77— SNR = 82.3dB

Stage 1 Stage 2 Stage 3

Figure 3.2 Proposed CAD tool steps
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3.3 AutoSIF

The CAD methodology proposed in Section 3.2 has been implemented for the SI
wave filters of Chapter 2 in the form of ‘AutoSIF’. AutoSIF consists of a hierarchical
analogue cell library, and a SKILL® based CAD tool. The cell library contains over
60 cellview schematics and the design tool consists of over 4000 lines of SKILL®
code, numerous filter definition files, over 50 procedures and over 120 data structure
components. AutoSIF automates the time consuming and systematic parts of the
wave filter design flow detailed in Chapter 2, for example calculating wave
coefficients, generating the initial memory cell design and performing the power
aware scaling procedure. AutoSIF manages all the schematic design variables and
instance parameters, updating these automatically during the flow. There are two
main points of optimisation in the AutoSIF CAD tool. The first is at the wave filter
coefficient calculation stage, where the optimisation is performed automatically. The
second takes place after the initial memory cell design, where the user can choose to
run DC and time domain simulations and manually feed results back into the tool,
which optimises the initial design based upon them. In this case, the manual break in
the optimisation loop is useful since it offers a designer insight into the ST design
process, and the opportunity to intervene depending on their experience. Since the
underlying design procedure for SI wave filters has already been presented in detail
in Chapter 2, it is not repeated here, and instead the focus is on the AutoSIF cell
library development (Section 3.3.1) and CAD tool implementation (Sections 3.3.2 to
3.3.6). Further details of the cell library can be found in Appendix C.

3.3.1 Cell library

Figure 3.3 illustrates the AutoSIF hierarchical analogue cell library, facilitating the
design of the SI wave filters covered in Chapter 2. Beneath the top-level wave filter
core symbol is a passive prototype ladder filter and a block level wave structure
consisting of adaptor blocks and delay cells. If fast simulation times are required,
then the hierarchy stops at level 3, where ideal behavioural models are provided for
both the adaptor blocks and the delay cells. These behavioural models are either

schematics made from ideal sub cells or VerilogA models.
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Figure 3.3 Cell hierarchy required for the design of SI wave analogue filters

If accurate simulation is required to validate a first cut design, then level 3 serves as a

symbolic transistor level, and only beneath the symbolic current mirror and delay cell
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symbols the true transistor level resides at level 2. In the case of Figure 3.3 the
current mirror symbol has a high compliance current mirror beneath it and a positive
delay cell has two cascaded S’I memory cell beneath it. The flexibility of this
approach now becomes clear since low level implementations of current mirrors and
memory cells can be easily swapped in and out of the design for particular
applications. Three terminal transistor symbols in level 2 hide the CMOS foundry
library primitives which are at level 1. This allows easy porting of the library to a
different process, since only a single NMOS and PMOS device in the NMOS and

PMOS bottom level schematic need to be changed.

Transistor parameters are passed up through the hierarchy using a combination of
nominal, globally defined dimensions and higher-level instance parameters, as
discussed in Section 3.2.2. For example, once a number of nominal current mirror
dimensions are defined, setting high level y; coefficients in the adaptor instance
properties at level 4 sets every low level transistor value in the high compliance

current mirrors.

Details for a wide selection of the analogue cells in the AutoSIF wave filter core
library can be found in Appendix C. A number of conventions have been followed
when naming the library cellviews. A cell name ending with ‘V’ denotes that this is
an ideal cell whereas ‘R’ denotes a real transistor level block. A cell name ending
with an ‘S’ indicates a symbol which could have either ideal or real levels below it.
Naming conventions for filter cells consist of two parts, the first is either ‘Pass’ for
passive, ‘Wave’ for wave ideal or ‘Comp’ for transistor level with the second part
reflecting the filter type function and order. A number of the AutoSIF cell library
schematics are now shown to illustrate the cell hierarchy and collection of
parameters and variables which must be passed between levels. Figure 3.4 shows the
cellview ‘CompElLo3’ which is a high level circuit structure for an elliptic lowpass
3™ order filter. In this case, the prefix ‘Comp’ indicates that the hierarchy beneath the

filter structure extends all the way to transistor level.
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Figure 3.4 High level adaptor cell

The cell parameters include all adaptor coefficients, which are passed as parameters
to the next level. Considering one of the parallel adaptors in the circuit, the next level
down the hierarchy is shown in Figure 3.5. This cell view, ‘ParallelR’ contains
current mirror symbols which hide the transistor level current mirror implementation,
allowing the underlying topology to be altered if necessary. The parameters passed

up the hierarchy are the three adaptor coefficients, YO, Y1 and Y?2.

Cell Name: parallelRr Cell Description
Symbolic implementation of
e parallel adaptor.

Cell Parameters

122 5 126 21

L X ]

Y0, Y1,Y2
(adaptor coefficients)

Level: HighO Mid M Low O

Figure 3.5 Mid level schematic

One of the current mirrors from the cellview of Figure 3.5, a three output high
compliance current mirror is shown in Figure 3.6. This cellview, ‘IM3R’ has a
large number of transistor dimensions which have to be passed up to the level above.
The current mirror symbols in ‘ParallelR’ have instance properties for every one
of the dimensions in ‘IM3R’, and these are set by a combination of global nominal

dimensions and adaptor coefficient scaling parameters. Dummy transistors are
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provided for the purpose of layout versus schematic verification when the full

schematic is taken to silicon.
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PCWOut3, NCWOut3, NwOut3, PL, PCL,

NCL, NL, Dummy

Level: HighT Mid 0 Low ™

Figure 3.6 Low level current mirror

3.3.2 CAD tool overview

The AutoSIF CAD tool has been written in SKILL® to allow its integration into
Cadence. Although this has a number of benefits including easy access and control of
the AutoSIF cell library and use of powerful Cadence simulation tools it can
unfortunately be quite a challenge to use. Apart from proprietary Cadence manuals,
no extra documentation exists concerning the SKILL® language, a problem
compounded by having a Cadence license for academic use only, which does not

allow access to the comprehensive Cadence knowledgebase known as SourceLink.

The AutoSIF design flow consists of four steps, as shown in Figure 3.7 and follows
the CAD tool methodology outlined in Section 3.2.3, consisting of ideal design and
optimisation, followed by transistor level block design and overall verification. The
ideal design (stage 1 of Figure 3.2) consists of both prototype filter design and ideal
wave filter design and so is split into two steps, step 1 and step 2. Step 1 involves
specifying and denormalising the passive filter design and during step 2 the tool
automates the calculation and optimisation of wave coefficients. Step 3 involves the
design of the S’I memory cell, allowing optimisation of an initial design based on
simulation results manually fed back into the tool. Finally, step 4 involves
implementing the complete filter, automating the power aware scaling procedure,

and verifying operation at full transistor level. All high and low level schematic
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parameters and design variables are managed by the tool, and updated after the
relevant design step. It should be noted that the current mirrors required for the wave
filter adaptor blocks are assumed to be selected from existing libraries, and their

design is not considered as part of AutoSIF.

design passive design/optimise design/optimse S?I verify complete filter
prototype filter ideal wave filter memory cell and optimise power

Step 1 Step 2 Step 3 Step 4

Figure 3.7 AutoSIF CAD tool design flow

Two complex data structures are used to consolidate the information used in the tool
and graphical interface. The data structure F1lowDS manages all the tool variables,
arrays and lists for the internal tool operation and the data structure FlowFm
manages all the form fields, values and components for the user interface. F1owDS
is split into four main sub-structures: FlowDS->Pass, FlowDS->Wave,
FlowDS->S2I and FlowDS->Complete, which contain all the data types
necessary for the procedures associated with the four parts of the design flow. A
number of other sub-structures are also part of FlowDS for example a collection of
process parameters in FlowDS->Process, which are provided in a separate
technology file for ease of process retargeting. Listing 3.1 shows a fragment of a
process technology file. The FlowFm data structure also contains separate sub-
structures for each of the four steps of the graphical interface. Field generation for
the user interface is best achieved by maintaining a field list, for example F1owDS -
>Wave->Fields and a corresponding delete field list, for example FlowDS-

>Wave->DelFields, which allows the fields to be added and removed easily.

Listing 3.1 Process definition file

1 FlowDS->Process->Betan = 77.0
2 FlowDS->Process->Cgu = 2.10

3 FlowDS->Process->Cdu = 0.34
4 FlowDS->Process->Gsu = 100.0

etc..
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The four steps of the AutoSIF tool are now considered detail. Fragments of code are
given where necessary, although these only represent a fraction of the code written.
In the following Sections, 3.3.3 to 3.3.6, the design flow for each step is shown using
interface flow diagrams, a key for which is shown in Figure 3.8. Numbers on these

flow diagrams indicate important procedure calls associated with that step.

L drop down |<&>
iz list ] =D=' scale barj

values
entered 24

procedure
points

Figure 3.8 Key for interface flow diagrams

Two options exist from the main Cadence tools menu: create a new SI filter or load

an existing SI filter, and it is from here that the design process begins.

3.3.3 Step 1: passive prototype filter design

The first step of the AutoSIF CAD tool involves the design of a passive prototype
filter and the corresponding interface flow diagram is shown in Figure 3.9. If a new
SI filter design is required, a choice of filter type, function and order is made using
selection lists. If an existing design is loaded then this selection is skipped. Procedure
point 1 in Figure 3.9 involves checking that the chosen filter is supported by the tool,
and then loading a filter structure file which defines the passive prototype and wave
filter structure. At this point AutoSIF generates the correct number of entry fields for
the normalised values of the passive prototype structure. Listing 3.2 shows an
example code fragment which generates the correct number of fields for the
normalised capacitances. The variable Passives is initialised to FlowDS-
>Pass->Cap, a list containing the capacitor positions in the passive prototype
filter. Lines 3-18 implement a while loop which cycles through the Passive list
(Line 3), generating a field of the correct name (Line 8), prompt (Line 9), callback
(Line 10) and default value (Line 11) and placing the field at the correct location
(Line 13). Each field is added to the field list, FlowDS->Pass->PFields (Line

4). The while loop ends when no entries remain in Passives.



AutoSIF: A CAD Methodology for Switched-Current Filters 90

( START NEW )

re i S S e essseisSs \
A !
Y _ :
; o | filter ) | |
RiErpe J function J :'
C : —J :
LOAD EXISTING i
\ 7 1
R o o £ :
@ :
I
[}
------------------ -
A !
¥ R !
=1} normalised open !
=] values 2 | schematic !
4 P |
i _ v i
=1 cutoff A
EIE) frequency] ,; scale cutoff J :
C ] l
R 2 i
; 1
denormalise] !
4 1
i S ;
Y

Figure 3.9 Step 1 of the AutoSIF CAD tool

Listing 3.2 Dynamic field generation (procedure point 1)

i i =0

2 Passives = cddr (FlowDS->Pass->Cap)

3 while (car (Passives)

4 FlowDS->Pass->PFields = tconc(

5 FlowDS->Pass->PFields

6 list(

7 hiCreateFloatField (

8 ?name concat ('PassNC car (Passives))

9 ?prompt sprintf(nil "C%d" car (Passives))

10 ?callback sprintf(nil "FlowDS->Pass->NC[%d] =
FlowFm->PassNC%d->value" car (Passives) car (Passives))

a3 ?defValue FlowDS->Pass->NC[car (Passives) ]

12 )

13 60: (257+(30*1)) 130:25 40

14 )

15 )

16 i = i+1

27 Passives = cdr (Passives)

18 )

The passive prototype filter schematic can now be opened by pressing the open
schematic button, (procedure point 2 in Figure 3.9). Listing 3.3 shows the function

calls necessary to first open the schematic from the AutoSIF cell library (Line 1),



AutoSIF: A CAD Methodology for Switched-Current Filters 91

open Analog Artist (Line 3) and open the load state dialog to allow the default or any
other simulation state to be invoked (Line 7). The prototype filter normalised values
can be entered into the correct fields, and the cut-off frequency specified. A field is

also provided to scale the cut-off frequency if necessary.

Listing 3.3 Open schematic and load state dialog (procedure point 2)

1 PassWin = geOpen(?1lib "AutoSIF" ?cell

strcat ("Pass" FlowDS->Flow->File) ?view "schematic" ?mode "a")
2 hiResizeWindow (PassWin list (980:235 1268:583))
deInstallApp (PassWin "analogArtist-Schematic")
PassSessionSch = sevSession (hiGetCurrentWindow ()
hiResizeWindow (sevWindow (PassSessionSch) list (690:618 1268:989))
sevCopyCellViewVariables (PassSessionSch)
sevLoadState (PassSessionSch)

Gl ok W

~

The denormalise button (procedure point 3 in Figure 3.9) invokes procedures to scale
the normalised component values so as to give a filter bandwidth determined by the
specified cut-off frequency and scale value. Listing 3.4 shows an example SKILL®
fragment used for denormalising the component values. The list Passives is
initialised to the capacitor numbers (Line 1), and a while loop considers each
capacitor in the prototype filter, calculating the denormalised value, FlowDS-
>Pass->DC[] from the normalised value, FlowDS->Pass->NC[] and the
(scaled) cut-off frequency FlowDS->Pass->F1 (Line 3). The form is updated
with these denormalised values (Line 4) and a design variable list is created (Lines 5-

11).

Listing 3.4 Passive component denormalisation (procedure point 3)

Passives = cddr (FlowDS->Pass->Cap)
while (car (Passives)
FlowDS->Pass->DC [car (Passives)] =
le6* (FlowDS->Pass->NC[car (Passives)]/
(2*Pi*FlowDS->Pass->F1*FlowDS->Pass->Scale))
4 evalstring (sprintf (nil "FlowFm->PassDC%d->value =
FlowDS->Pass->DC[%d] " car(Passives) car (Passives)))
5 PassPDesList = tconc(
6 PassPDesList
7 list(
8 sprintf (nil "C%d" car (Passives))
[} sprintf (nil "%gn" FlowDS->Pass->DC[car (Passives)])
10 )
11 )

12 Passives = cdr (Passives)

N
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3.3.4 Step 2: block level wave filter design

The second step, shown in Figure 3.10, involves the design of the block level wave
structure in terms of ideal adaptors and delay cells such that it is equivalent to the
passive prototype filter. The user specifies a sample to cut-off frequency ratio, then
using the passive component values and wave equations the tool calculates nominal
wave coefficients at procedure point 1. Generic procedures have been written for the
purpose of calculating the adaptor coefficients of Chebyshev and elliptic wave filters.
The SKILL® fragment shown in Listing 3.5 shows a small part of the procedure used

for calculating the coefficients for a Chebysheyv filter.
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Figure 3.10 Step 2 of the AutoSIF CAD tool

First the cut-off frequency is pre-warped (Line 1) and the input and output port
resistances initialised to 1.0 (Lines 2 and 3). The port 1 resistances, FlowDS-
>Wave->R[1] [1], of all the adaptors are first calculated (Lines 4-8) and once all
the remaining port resistances have been determined, the adaptor coefficients,

FlowDS->Wave->Y[1i] [j], can be calculated (Lines 9-15).
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Listing 3.5 Chebyshev wave coefficient calculation (procedure point 1)

1 FlowDS->Wave->Wp = 2*tan(Pi*FlowDS->Wave->Fr)

2 FlowDS->Wave->R[0] [0] = 1.0

3 FlowDS->Wave->R[(Order-1)] [2] = 1.0

4 for(i 0 Order-1

5 if (evenp (i) then
FlowDS->Wave->R[i] [1] = FlowDS->Wave->Wp/ (2*

(FlowDS->Pass->NC[(floor(i/2)+1)] /FlowDS->Pass->Scale))

6 else FlowDS->Wave->R[i] [1]= (2*FlowDS->Pass->NL [ (floor(i/2)+1)]1/
FlowDS->Pass->Scale) /FlowDS->Wave->Wp

7 )

etc..

9 for(i 0 Order-1

10 for(j 0 2

11 if (oddp (i) then FlowDS->Wave->Y[i] [j] =

(2*FlowDS->Wave->R[1i] [j])/ (FlowDS->Wave->R [i] [0] +
FlowDS->Wave->R[i] [1] +FlowDS->Wave->R[i] [2])
else FlowDS->Wave->Y[i] [j] = (2*(1/FlowDS->Wave->R[i] [§1))/
((1/FlowDS->Wave->R[1i] [0])+(1/
FlowDS->Wave->R[1i] [1])+(1/FlowDS->Wave->R[i] [2]))

F o s

Wave coefficient values will later scale transistor widths in current mirrors. As
discussed in Chapter 2, wave adaptor coefficients contain a number of ‘free
coefficients” which are initially set to 1.0. This degree of freedom means that many
different wave coefficient sets could be calculated to give exactly the same frequency
response. Of these equivalent wave designs, some may exist which are particularly
favourable in terms of transistor implementation. Optimisation is carried out at this

stage to explore the equivalent designs taking into account two main considerations:

e Coefficient spread: Smaller transistor widths have greater sensitivity to
matching and process variations than large widths. All coefficients in any
one adaptor must sum to two (see Chapter 2, Section 2.2.2) and so
particularly small coefficients can be avoided by ensuring that the spread of
coefficient values is as small as possible.

e Technology grid: All coefficient values are implemented by transistor
widths, which must lie on a standard working grid, dependent on the
process being used (in our case 0.05u). A rounding error will exist when
the calculated dimension does not lie exactly on the technology grid.

The optimisation in this step of the AutoSIF CAD tool determines an optimal set of
wave coefficients with respect to both of these objectives. This kind of multi-

objective optimisation is particularly challenging especially if very little is known
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about the dependencies of the parameters being optimised. An exhaustive search is
used in the optimisation performed in this step, since the parameter space is fairly
limited and the cost in terms of computation time is affordable. An algorithm has
been written, based on the work in [11] to achieve the above goals and is detailed in
pseudo code in Listing 3.6. The design space of possible free coefficient choices is
searched, (Line 1) and for each choice, the entire coefficient set is calculated (Line
2). A sensitivity and technology grid rounding cost is generated from the coefficient
set (Lines 3-6). These two costs are combined (Line 7) and if a new minimum total
cost is found (Line 9) then the coefficients are considered optimal and are locally
stored (Line 11). The granularity of the free coefficient space search determines the
number of times the inner loop must be executed, and this parameter chosen through

the ‘number of steps’ field on the user interface.

Listing 3.6 Optimising the wave coefficients (procedure point 2)

traverse free coefficient space (
calculate set of coefficients from choice of free coefficients
calculate sensitivity for each coefficient
generate sensitivity cost
calculate tech rounding error for each coefficient
generate tech cost
combine Sens and Tech to give TotalCost
if TotalCost is better than BestCost then {
BestCost = TotalCost
OptCoeffs = Coeffs

}

= 0 Oy U1 s WD

ok
WN RO

}

Feedback on the optimisation progress is also given through the Cadence Command
Interface Window (CIW), which includes a percentage improvement in sensitivity
and technology grid rounding errors, as compared to the initial coefficient set. Once
the user is happy with the optimised coefficients, the ‘open schematic’ and ‘update
schematic’ buttons (procedure points 3 and 4) can be used to open the ideal wave
filter schematic for the filter being designed and then assert the wave coefficients.
The SKILL® code for opening the wave filter schematic is similar to that in Listing
3.3. Listing 3.7 shows a SKILL® fragment for generating the design variable list for
the optimised wave coefficients. A two dimensional loop (Lines 1-2) concatenates
the value of every adaptor coefficient to the design variable list (Lines 3-9). The
design variables are updated using the appropriate function (Line 12) and the

frequency response of the ideal wave filter can then be simulated using SepctreRF.



AutoSIF: A CAD Methodology for Switched-Current Filters 95

Listing 3.7 Creating a design variable list (procedure point 4)

4 for(i 0 (car(FlowDS->Wave->Series)+car (FlowDS->Wave->Parallel)-1)
for(j 0 2
WaveDesList = tconc(
WaveDesList
list(
sprintf (nil "Y%d%d" i j)
sprintf (nil "%g" FlowDS->Wave->0Y[i] [j])

o o

~ Oy

8 )

)

o

)

asiSetDesignVarList (asiGetSession(WaveWin) car(WaveDesList))

OB o
=

3.3.5 Step 3: memory cell design

The complete memory cell design process is detailed in Chapter 2, Section 2.4.1 and
is implemented during step 3 of the AutoSIF CAD tool, shown in Figure 3.11. Five
main scale fields drive the first cut design, including sampling frequency, modulation
index and bias current. As these values are changed, the first cut design fields are
dynamically calculated (procedure point 1). If the user specifications would cause the
memory cell transistors to exit the saturation region, all of the first cut design fields
become shaded grey, indicating an unfeasible design. Procedure point 1 is simply an
automated series of calculations, following the design process of the S*I memory cell
given in Chapter 2, Section 2.4.1. A SKILL® fragment shown in Listing 3.8
demonstrates a small number of the calculations required to generate the first cut
dimensions. First, cell parameters such as the memory transistor transconductance
(Line 1) and total summing node capacitance (Line 2) are calculated, and then the
cell dimensions, for example the NMOS width (Line 3) and length (Line 4) are
calculated and these are subsequently rounded to the technology grid (Lines 5-6).

Listing 3.8 Calculating memory cell parameters (procedure point 1)

1 FlowDS->S2I->Gm = ((2*FlowDS->S2I->Bias)/FlowDS->S2I->Vgt)
2 FlowDS->S2I->Ctot = ((1000/(12*FlowDS->S2I->Fs)) *FlowDS->S2I->CGm)
etc...
3 FlowDS->S2I->Wn = sqrt( FlowDS->S2I->Area * FlowDS->S2I->WnLn )
4 FlowDS->S2I->Ln = FlowDS->S2I->Wn / FlowDS->S2I->WnLn
etc...
5 FlowDS->S2I->Wn = FlowDS->Process->TechGrid*
round (FlowDS->S2I->Wn/FlowDS->Process->TechGrid)
6 FlowDS->S2I->Ln = FlowDS->Process->TechGridx*

round (FlowDS->S2I->Ln/FlowDS->Process->TechGrid)
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The first cut fields in the interface are then automatically updated, and a number of
performance fields are also calculated, for example the filter power, and cell SNR.
This step allows a designer to explore the SI memory cell design space, observing the

direct influence of parameters on the cell performance.
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Figure 3.11 Step 3 of the AutoSIF CAD tool

Once a first cut design has been reached, the schematic can be opened by pressing
the open schematic button (procedure point 2). Similar to AutoSIF steps 1 and 2, this
opens a schematic containing test structures and loads a default state dialog (see
Listing 3.3). Following Bsim3v3 simulations, operating point and time domain
values are manually fed back into the tool into the six measured values fields (Figure

3.11), including the measured memory cell drain currents I, gate capacitances, Cg,’
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and Cg,’, and switch resistances Ry;’ and Ry, The ‘optimise dimensions’ button
invokes simple optimisation of the first cut transistor dimensions based on these
measured results (procedure point 3). Gate capacitances, Cg, and Cg,, are always
designed to be equal yet both these and the drain current, /p are affected by altering
the memory cell transistor dimensions, wy/l, and wy/l, and so it is important to satisfy
either of the optimisations without affecting the other. Eq. ( 3.1 ) and ( 3.2 ) use the
measured drain current, Ip’ to derive, (Wn,Wp)new and (ln,lp)new such that the drain
current is much closer to the designed /p without affecting gate capacitances.
Likewise Eq. ( 3.3 ) and ( 3.4 ) use the measured gate capacitances, Cg," and C, " to
make the second iterations closer to the designed gate capacitance, Cg. Listing 3.9
shows an example SKILL® fragment for one optimisation step, equivalent to Eq. (
3.2 ). First the new optimised dimensions are calculated (Lines 1-2) and these are
then rounded to the technology grid (Lines 3-4). The optimised dimensions are

shown at the bottom of the user interface.
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Listing 3.9 Optimising memory cell parameters (procedure point 3)

3 FlowDS->S2I->Ln = (FlowDS->S2I->Ln/((FlowDS->S2I->Bias/
FlowFm->MemMesBias->value ) ** 0.5 ) )
2 FlowDS->S2I->Lp = ( FlowDS->S2I->Lp / ( ( FlowDS->S2I->Bias /

FlowFm->MemMesBias->value ) ** 0.5 ) )
etc..

3 FlowDS->S2I->Wn = FlowDS->Process->TechGrid*

round (FlowDS->S2I->Wn/FlowDS->Process->TechGrid)
4 FlowDS->S2I->Ln = FlowDS->Process->TechGrid*

round (FlowDS->S2I->Ln/FlowDS->Process->TechGrid)
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Input/output switches are optimised in the same way, but for their on-resistance. The
memory switch width can also be optimised, and this is provided for in step 3,
however, a better method of optimisation is to run a parametric simulation to obtain a
family of drain current curves for different switch widths. The curve and hence width

which gives the most critically damped settling can then be determined.
3.3.6 Step 4: transistor level filter verification

Step 4, shown in Figure 3.12 involves replacing the ideal blocks of step 2 with the
transistor level blocks designed in step 3. Furthermore, the ideal wave filter design of
step 2 is used to determine current mirror peak values which facilitate the two part
power-aware scaling method outlined in Chapter 2, Section 2.3. The current mirrors
of the adaptor blocks are picked from pre-designed highly optimised cells, and as
such are not designed as part of the design flow. The current mirrors used at present

are of the high-compliance cascoded structure, detailed in Chapter 2, Section 2.4.2.

_ ¥ ! _y .
G=! save filter E G=)! open filter
1 | design ! 2 | schematic )
. l ;
N /: (= *
""" »-----" (=1} enterideal
[=! peak values )
(=2 P
CG=)! optimise
(3 | sower y
- ~
§ update filter
4 i schematic )

.
A
STOP

Figure 3.12 Step 4 of the AutoSIF CAD tool

At any point during or before step 4 it is possible to save the entire filter state to
allow the design to be continued at a later stage (procedure point 1). The entire data
structure F1owDS is disassembled into a save state file of a given name. To facilitate

this, a number of procedures have been written to allow 1 or 2 dimensional arrays to
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be stored and restored to and from a single list. Listing 3.10 shows a SKILL®
fragment illustrating the principle of the saving process, where two arrays are
converted to a list (Line 1-2), a filename prompt is generated (Line 3), an output
printing port is created (Line 4) and then the decomposed data structure, F1owDS is

written to the specified save state file.

Listing 3.10 Saving the data structure (procedure point 1)

FlowDS->Pass->NC = FlowStorelDArray (FlowDS->Pass->NC)

etc..
2 FlowDS->Wave->Y = FlowStore2DArray (FlowDS->Wave->Y)

etc..
FlowDS->Flow->SaveFile =
FlowGetFileName ("Save state filename:" FlowDS->Flow->SaveFile)
4 prt = outfile(strcat (SIFilterStatesPath
FlowDS->Flow->SaveFile ".state"))
5 pprint (FlowDS prt)
5 close (prt)

The SKILL® fragment in Listing 3.11 shows the principle behind restoring the saved
state. First a printing port is opened (Line 1) and then the data structure F1owDS is
filled with the values in the file (Line 2). The collapsed arrays are then restored
(Lines 4-5) and the fields regenerated (Lines 6-9).

Listing 3.11 Restoring the saved state

prt = infile(strcat (SIFilterStatesPath FileName ".state"))

2 FlowDS = car(lineread (prt))

3 close (prt)

4 FlowDS->Pass->NC = FlowRestorelDArray (FlowDS->Pass->NC)
etc..

5 FlowDS->Wave->Y = FlowRestore2DArray (FlowDS->Wave->Y)
etc.

6 PassMakeFields ()

7 WaveMakeFields ()

8 S2IMakeFields ()

9 CompleteMakeFields ()

A schematic for the entire transistor level filter can be opened and the Cadence
simulation environment started at this stage by pressing the open schematic button
(procedure point 2) which uses a procedure similar to Listing 3.3. The schematic
appears similar to the ideal wave schematic of step 2, but actually contains a full
hierarchy, all the way to the low level transistors and furthermore contains the clock

and bias structures necessary for correct filter operation.
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An important step remains to complete the filter design, namely the power-aware
bias and signal scaling method (procedure point 3). Since this step is discussed in
detail in Chapter 2, Section 2.3 it is not repeated to a similar complexity here. The
pseudo code in Listing 3.12 shows the procedure used to scale all the current mirror
branch widths to prevent non-homogeneous signal levels and distortion and reduce
power. Three lists are generated, with one entry for each of the current mirror
branches in every current mirror in the entire filter. It should be noted that there is
more support for list data types in the SKILL® language than for data arrays, and for
this reason it is common to use multi dimensional lists as an alternative to
implementing arrays. The first list (Line 1) puts a 1.0 in every current mirror branch
position other than those branches which must implement the adaptor coefficients,
where the correct adaptor coefficient is placed instead. The second list (Line 2) uses
the peak values read from the input branches of every current mirror to determine
scaling constants for all the branches in that current mirror, and fills the list
accordingly. The last list (Line 3) uses the peak values from the delay cells to
generate scaling values for attached current mirror branches. The three lists are then
multiplied together (Line 4) to determine a scale value for every branch in every
current mirror. The complete set of scaling values simultaneously implements
adaptor coefficients, and the scaling of bias currents and signal levels in the filter to

prevent distortion and reduce power consumption.

Listing 3.12 Power aware scaling (procedure point 3)

generate a list of the adaptor coefficient contributions

generate a list of the adaptor scaling values

generate a list for the delay scaling values

multiply the above three lists together

use the resulting total scale values to scale every current mirror

S W

Ul

The overall power aware scaling procedure is implemented in over 600 lines of
SKILL® and a detailed consideration of this implementation is not given here.
However, Listing 3.13 does show the SKILL® code required to generate the list of
the adaptor coefficient scaling values (line 1, Listing 3.12), which is the simplest of
the three scaling contributions. The procedure considers every adaptor block in turn
(Line 3) and after determining whether it is a series or parallel adaptor (Line 4)

appends the correct collection of scaling values to the list (Lines 7 or 12). It can be
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seen that the optimised wave -coefficients FlowDS->Wave->0Y[] [] are
implemented as scaling factors in the correct branches for parallel (Lines 8-10) and

series (Line 16) adaptors.

Listing 3.13 Creating the adaptor coefficient list.

1 J = 0

2 List = nil

) for(i 0 car(FlowDS->Wave->Series)+car (FlowDS->Wave->Parallel) -1

4 if ((car(nthcdr((j+1) FlowDS->Wave->Parallel))==1i)

5 then

6 j o= j+1

7 List=append (List

8 list(list(list(1.0 1.0 FlowDS->Wave->0Y[i] [0])

9 list (1.0 1.0 FlowDS->Wave->O0Y[i] [1])

10 list (1.0 1.0 FlowDS->Wave->0Y[i] [2])

11 list(1.0:1.0 1.0 1:0))))

12 else List = append(List

13 list(list(list (1.0 1.0 1.0)

14 list (1.0 1.0 1.0)

15 ldst (1.0 1.0 1.0)

16 list (1.0 FlowDS->Wave->0Y[i] [0] FlowDS->Wave->0Y[i] [1]
FlowDS->Wave->0Y [1i] [2])

T list (1.0 1.0)

18 list (1.0 1.0)

19 list(1.0 1.0))))

20 )

21 )

Design variables can be asserted in the schematic by pressing the update schematic
button (procedure point 4), which then allows full transistor level filter simulations to
be run using the SpectreRF switched circuit simulator. After verification of the full
transistor level filter it is likely that the next stage of the filter design is layout.
Layout is not included as part of the design process for a number of reasons, not least
because this would tie the entire flow to a particular technology but also because in
industry, analogue layout is normally undertaken by experienced in-house design
engineers using company standard techniques. The tool does, however, provide a
good aid for layout, in the form of generating a ‘.dims’ text output file which
specifies the entire set of transistor dimensions, adaptor by adaptor, mirror by mirror
and branch by branch. An extract from a typical file is shown in Listing 3.14, where
unlike a netlist for example, the output is in a more human readable form and
includes useful information such as technology grid rounded values and associated

Crrors.
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Listing 3.14 Example section of a dimensions file

Dimension:
M1InPW
M1InPCW
M1InNCW
M1InNW
M1OutlPW
M1OutlPCW
M1Out1NCW
M1OutlNW
M1Out2PW
M1Out2PCW
M1Out2NCW
M1Out2NW
M2InPW
M2InPCW
M2InNCW
M2InNW
M20OutlPwW
M20utl1lPCW
M20Out1NCW
M20Out1NW
M20Out2PW
M20Out2PCW
M20Out2NCW
M20Out2NW
M3InPW
M3InPCW
M3InNCW
M3InNW
M30Outl1lPwW
M30Out1PCW
M30Outl1NCW
M3OutlNW
M30Out2PwW
M30Out2PCW
M30Out2NCW
M3Out2NW
M4InPW
M4InPCW
M4InNCW
M4 InNW

etc..

PW (PMOS Width) :
PCW (PMOS Cascode Width) :
NCW (NMOS Cascode Width) :
NW (NMOS Width) :
PL (PMOS Length) :
PCL (PMOS Cascode Length) :
NCL (NMOS Cascode Length) :
NL (NMOS Length) :

Adaptor Number 0:

Exact:
120.000
120.000

40.
40.

000
000

120.000
120.000

40.
40.
33%
33.
1.
11.

000
000
047
047
016
016

120.000
120.000

40.
40.

000
000

120.000
120.000

40.
40.

000
000

146.953
146.953

48.
48.

984
984

120.000
120.000

40.
40.

000
000

120.000
120.000

40.
40.
60.
.000
20.
.000

60

20

000
000
000

000

120.000
120.000

40.
40.

000
000

Base Mirror Dimensions are:

120.00um
120.00um

40.00um
40.00um
Bz
1.50um
1.

5.00um

Rounded:

120.00
120.00
40.
40.
120.00
120.00
40.
40.
33.
.05
.00

33
1L

i i
120.00
120.00
40.
40.
120.00
120.00
40.
40.
146.95
146.95
49.
49,
120.00
120.00
40.
40.
120.00
120.00
40.
40,
.00
.00

60
60

20.
20.
120.00
120.00
40.
40.

00
00

00
00
05

00

00
00

00
00

00
00

00
00

00
00

00
00

00
00

00um

50um

Error:

.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0080%
.0080%
.1433%
.1433%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0018%
.0018%
.0323%
.0323%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%
.0000%

=Nl ReE-R-Relele e Nl NeleNolo oo lelo o e NelloNe e oo e e Re Re Re Re Re =)

This file contains dimensions for a third order elliptic Lowpass filter

The current acceptable percent implementation error is: 0.10%
(Violations of this limit are flagged with three stars (***)

* %k k

% %k %

102
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3.4 Application example

Details of the wave filter design process have been described in Chapter 2, Sections
2.2-2.4 and only a brief example is given here to illustrate the use of AutoSIF. The
example used is a 5™ order elliptic lowpass filter of 1kHz cut-off, 35dB stopband
attenuation and <100mW power consumption. Figure 3.13 shows step 1 of the
interface where the filter type, function and order has been chosen and suitable
normalised values entered. These values are then denormalised to a cut-off of 1kHz
and the schematic updated. An AC simulation is then run to determine correct

operation of the passive design and the simulated response is shown in Figure 3.14.

ok | cancel| Help j
| £ e AR DS S e k) Lty st
“~ Work through the design process, from left to right - :
Design Passive Filler | Design Wave Filter Design S21 Cell J Complete Filter J |
41 PASSIVE FILTER DESIGN ;

~Choose Filler to Design— Y R R e
Type: Eliiptic ﬂ Funclion:  Lowpass . Order: fifth - ! i
Normalised Component Values |
‘ o from—
I

2 [o728eed e [007254]
a  [UEaeg Open Schematic } \\
. T TR Al W o RS, 5 v g |
ca  [0.8049% ;

s oI

Denonmalised Component Values (in nEH)~— —
ot (kHz)  [% Scale cutoft |1

a |17 [P FETT7%
c [(atesd 14 {313251{
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Figure 3.13 Step 1: designing the passive reference filter
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Figure 3.14 Passive reference filter response from step 1
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Step 2 of the design flow is shown in Figure 3.15 where a cut-off to sampling
frequency ratio of 0.1 has been specified. The initial coefficients are calculated with
the free coefficients (in this case 2, %12, %0, /32, V42, ¥s0) Set arbitrarily to 1. The set
of coefficients are then optimised which has raised the smallest value from 0.198 to
0.255 hence improving the sensitivity of the design. The ideal wave schematic is

opened and updated and the ideal wave response can then be determined.

= —Work through the design process, from left to righl— ———

Design Passive Filter J Design Wave Filter J’ Design 521 Cell | Complete Filter __i‘

WAVE FILTER DESIGN
“Wave Coefficients - T ;

| 1
: Cutoff/Sample Calcuiate Goetticients |
voo jn 207464 vor  [0.77253 voz [T ;
vio [0188800 vi1 [0.801438 izt [T g
vao [T v [0TserE veo [0.27018
i va0 {07152599 v [0.847a0 vaz LTy !
i vao  [0.33840% var 0661550 v [i 1 |
vso [§ vs1 [0.846874 vsz [0.15312% |
veo [0 726574 3 [ﬁiwsﬂ vez (o 375438 !

Opumise Wave Coefficients ——————— — ————

Number of Steps |9 Optimise Cnemaem_s_[

voo {o,mmi' voi [1.28754 voz jo,masi 9 !

vio  [07637329 vi1 ]1 02934 viz [5‘533333“_" |

veo [066eeen v21 0973163 v22  [0.360171 |

vao [04zse§ Va1 ;TE'ﬁZ{ o vaz [033833F !
|

| vao [05157¢§ va1 § 11509 vaz [0 323337 |
? vso [0:333333 vs1  [1.4114§ vs2 [0.25520% :

veo [0.746499 ve1 ]T.“aswd ve2 [0 369859 |
. [

Scaeby |1 Scale Coefficients

Open Schematic f Update Schematic |

Figure 3.15 Step 2: calculating and optimising the wave filter coefficients

Step 3 of the design flow is shown in Figure 3.16 where a sampling frequency of
IMHz is chosen for the design (this is more than sufficient for the 10kHz sampling
frequency of this design). The bias current is chosen as 100mA which gives a power
consumption well within the 100mW budget, and the first cut design calculated. A
schematic containing test structures is opened and DC and transient simulations are
used to optimise the first cut design, giving the improved dimensions at the bottom of

the form.
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Figure 3.16 Step 3: designing and optimising the S*I cell

The final step of the flow involves using the ideal wave filter simulation of step 2 to
determine the peak of the frequency response for every input node to the current
mirrors and delay cells in the filter. These values are filled in the form which then
calculates and combines a number of sets of scaling values to produce an entire set of
scaling factors for the filter. The full transistor level filter is opened and these
dimensions are asserted. Simulations can then be run at this level. The full transistor
level simulation for the example 5™ order elliptic filter is shown in Figure 3.18(a)
where a close agreement to the wave ideal response can be seen. The design process
has also been used to also design another 5™ order elliptic filter, but in this case to a
larger stopband attenuation specification of >60dB. The response for this second
filter can be seen in Figure 3.18(b). Both filters took little more than an hour to

design from start to finish. The memory cell designed in step 3 is suitable for up to a
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IMHz sampling frequency and this is shown in Figure 3.19 which shows the

response of the second filter when sampled at IMHz, giving a cut-off of 100kHz.
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Figure 3.17 Step 4: optimising for power and verifying complete filter
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Figure 3.18 Transistor level response for the example (a) and a second design (b)
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Figure 3.19 Operating the second design at a sampling frequency of 1MHz
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3.5 Concluding remarks

The SI technique has the potential to solve the analogue bottleneck in SoC, however,
a lack of tools and understanding is hindering its acceptance in the design world.
This chapter has carefully considered key features of CAD tools proposed in the
literature to derive a novel two part CAD methodology most suited to analogue IP
core generation. The methodology, discussed in Section 3.2 comprises a carefully
developed and parameterised analogue cell library and a tool, which automates well
captured design steps. A key feature of the proposed approach is that it is completely
integrated within the industry standard EDA design suite, Cadence, allowing a truly
seamless design process. Section 3.3 details the application of this methodology to
the design of SI wave filter cores in the form of AutoSIF, a cell library and tool not
only capable of rapid development of SI filter cores but also providing excellent
insight into the resulting ST design. Optimisation is performed at both block level for
wave filter adaptor coefficients and transistor level for low level memory cell
dimensions. AutoSIF also automates the power-aware bias and signal scaling method
shown in Chapter 2 to prevent distortion in wave filters whilst reducing power
consumption. Example filter designs, including a 5™ order elliptic lowpass filter with
100kHz cut-off, are given in Section 3.4, which demonstrate the ability of AutoSIF

to generate high performance filter specifications with a very fast turnaround.
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Chapter 4

Switched-Current Phase-Locked Loops

Chapters 2 and 3 considered design methods and tools for switched-current (SI) filter
cores, with validation through the design and fabrication of a silicon prototype. This
chapter addresses the design of a second SI core. SI data converters have been
reported in the literature [18-21, 112-116], however, there has been very little
reported work in the area of applying the SI technique to phase-locked loop (PLL)
design [24]. PLLs are fundamental building blocks, employed in a vast range of
important applications spanning from clock recovery, frequency shift keying (FSK),
to demodulation and frequency synthesis. This chapter presents a novel 2" order SI
PLL architecture and demonstrates its use in practical applications. Section 4.1
details existing work in the area of SI PLLs and provides an overview of
conventional PLL architectures to an extent required by later sections. Section 4.2
presents the novel 2™ order SI PLL architecture, describing the implementation,
modelling and theoretical analysis of the major SI PLL blocks. Section 4.3 gives the
transistor implementation of these main blocks illustrated through the use of a case
study example. The SI PLL design flow has been automated in the form of a CAD
methodology called AutoPLL which is detailed in Section 4.4. Section 4.5 presents
experimental results from two PLL case studies, a FSK demodulation example based
on the case study of Section 4.3 and a frequency synthesis example with

specifications similar to a state of the art PLL IP core commercially available [117].



Switched-Current Phase-Locked Loops 109

4.1 Preliminary review

4.1.1 Literature review

To the best of the author’s knowledge, there exists only one example of a ST PLL in
the literature, published in 1997 [24]. The PLL in [24] has a conventional all digital
architecture but uses a SI integrator in place of the standard digital up/down counter.
A 1°" order loop is used and measured specifications report a centre frequency of
1MHz, area of 3mm” (on a 2.4um process), power consumption of 1.85mW and
phase jitter of 20°. PLLs utilising switched capacitor (SC) filters have been reported
in the literature, for example in [35], however, the SC technique fundamentally
requires integrated linear capacitors, unlike the SI approach. The main contribution
of the SI PLL work in [24] is that it shows the possibility to design simple 1% order
PLL circuits using transistors alone and hence without the need for linear capacitors.
However, most current and future practical PLL applications require 2" order
architectures with higher frequencies of operation than 1MHz [118]. SI techniques
have a number of features which may be beneficial when applied to the area of fully
integrated PLL design, such as low power consumption (through the use of class AB
structures), high frequency operation and reduced area. These features along with the
lack of previous work in the area are key motivating factors for developing the novel

SIPLL architecture presented in this chapter.
4.1.2 Conventional PLL architecture

An analysis of a conventional mixed-signal PLL architecture is provided here to an
extent required by later sections, and more details can be found in a suitable standard
text [118]. Figure 4.1 shows a standard mixed-signal PLL architecture which
operates as follows. An input signal ®,(s) and a reference signal ®’,(s) are compared
in phase by a phase detector (PD) whose output is proportional to the phase error
multiplied by a phase detector gain (K). This signal passes through a loop filter (LF)
which reduces its higher frequency content, leaving a steady value for the oscillator,

which in the context of a SI PLL is a current controlled oscillator (ICO). The output
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of the ICO ®,(s) has a frequency given by its centre frequency plus its frequency
gain (K,) multiplied by the input signal. A divide by N stage allows frequency
synthesis if required. Given a frequency step in ®,(s), the phase difference between
this and ®’,(s) will gradually change resulting in a change in the output of the PD.
The DC component of the filter output will cause the ICO output frequency ®,(s) to
adjust to minimise the phase error. At some point the filter output will settle at a new
value which is sufficient to maintain the ICO output at a frequency exactly equal to
N times the new input frequency. In a 2™ order loop, once the PLL is locked, there

will therefore be a known static phase error between the input signal, ®;(s), and

reference signal, ®,’(s).

PD LF ICO
9,(s)
’ K 0,(s)
, K » F B o 2
0, (s) - d () s
1 <
N
+ N counter

Figure 4.1 Block diagram of a generic PLL

Even the simplest PLL with no LF has a 1* order loop due to a pole in the ICO. This
pole exits because by definition, phase is given by integrating over frequency, which
corresponds to division by s in the Laplace domain. The Laplace transform of the
ICO is therefore K,/s [118]. A 1* order loop is fundamentally stable but the settling
response can be too slow for many applications. Most practical PLLs have 2" order
loops, with one pole in the LF and one in the ICO which allows a faster settling
response with a controllable trade-off between overshoot and settling time. Some
PLLs are designed with loops of even higher order, allowing more poles to be placed
in the LF transfer function and the response to be improved further. However, the
placement of these poles is critical since too much phase at the unity gain frequency
will result in the system becoming unstable, and oscillating. The SI PLL architecture

presented in this chapter has a 2™ order loop with damping factor £ and undamped
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natural frequency ,. It is important to be able to control these parameters
independently, and so commonly a lead lag LF is used which introduces a zero into
the filter transfer function [119]. It can be readily shown that the phase transfer

function for the PLL of Figure 4.1 is:

K,F(s)K,/N
s+K,F()K,IN

(4.1)

H(s)=

The passive implementation of the lead lag filter used in the majority of practical

PLLs is shown in Figure 4.2. and has the following transfer function:

F(s :__1_+_§T2_ (4.2)
1+s(z, +7,)
4.3
where: 7, =RC 7, =R,C (4
R1

input output
RZ
Cc

1

Figure 4.2 Passive lead lag filter

Substituting Eq. (4.2 ) into Eq. ( 4.1 ) leads to the overall loop transfer function of:

K,K, 1+sr7,

N (r,+7,) (4.4)
S2+S1+KdKorz/N+KdKO/N
(r,+7,) (r, +7,)

H(s)=

The denominator of Eq. ( 4.4 ) has been purposely written in the normalised form of

s’ +2lw,s+w,’, allowing the natural frequency and the damping factor to be easily

n 2

determined:
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w, = _ KK, (45)
N(z, +7,)

=l N (4.6)
2 KK

The loop transfer function of Eq. ( 4.4 ) can now be rewritten in terms of ®, and C:

w 2
s | 20 ———+— 1+ @
ﬂ[ é/ KdKO/NJ n (4'7)

2
s’ +2fw s+ o,

H(s)=

The term K K,/N is called the loop gain and if this is much greater than the natural
frequency (which is nearly always the case) then the transfer function can be

simplified to Eq. (4.8 ) [118]:

25w, + o, (4.8)

H(s)=
) s’ +2lo s+ 0,

A direct trade-off exists between the acquisition time (i.e. the time to lock to a signal)
of the PLL and its output jitter. A small loop bandwidth will reduce the high
frequency jitter, but slow the response. For applications such as demodulation, where
the PLL output frequency will often change in response to input frequency changes,
a larger loop bandwidth will be necessary. For applications such as clock recovery or
frequency synthesis, where such a fast response is not necessary, a smaller loop
bandwidth can be chosen which will reduce the jitter in the output signal. The choice
of a 2™ order loop allows good settling response control, and loop stability to be
easily achieved, whilst the choice of a lead lag filter allows the loop natural

frequency and damping factor to be independently controlled.
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4.2 Novel SI PLL architecture

The proposed novel 2" order SI PLL has a similar architecture to the conventional
PLL shown in Figure 4.1 but does not require a separate PD block. Due to the
sampled nature of the SI technique, if the LF is clocked using the reference ®y(s)
signal it is possible to perform phase detection as part of the LF operation, which is
referred to from this point on as ‘implicit phase detection’. This so-called implicit PD
is only suitable to take the place of a conventional PD due to what would normally
be considered as non-ideal effects of the SI memory cells in the LF. It is for this
reason that analysis is required to determine a suitable model for the implicit PD.
Aside from the usual benefits of a SI implementation, the proposed SI PLL
architecture has two additional advantages: firstly the use of a separate PD block can
be avoided entirely, simplifying the loop design and secondly the overhead of having
to generate an extra clock input for the LF is unnecessary. The three main loop
blocks, the phase detector, loop filter and current controlled oscillator are now

considered in detail.

4.2.1 Phase detector

In order to prove the concept of implicit phase detection and to model its behaviour
for use in the proposed SI PLL, a large amount of mathematical analysis had to be
carried out which is the subject of this section. Firstly, in Section 4.2.1.1 it is shown
that if the SI LF is clocked by the ®’y(s) signal then phase detection is implicit, and a
separate PD is not required. Secondly, in Section 4.2.1.2, a model for this implicit
PD is developed so as to determine its suitability for use in the ST PLL architecture.
Finally, in Section 4.2.1.3, the novel 2" order SI PLL architecture is presented and
practical guidelines for the design of the LF are developed, which allow the implicit

PD model to be simplified to that of a conventional PD of constant gain, K.

4.2.1.1 Implicit phase detector concept

The principle of implicit phase detection is best illustrated through a voltage mode

example of two cascaded sample and hold cells (switch and a capacitor) as shown in
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Figure 4.3. The clocks ¢; and ¢, are non-overlapping, and the waveforms of the
circuit are shown in Figure 4.4(a) and (b) for the case where V;, is a square wave
voltage signal, with the same frequency as ¢;, but with a positive and negative phase
error 6, respectively. With a positive phase error the first sample and hold will
always sample a high value since the input signal is always high when the sample
switch opens. The second sample and hold cell will delay the first sample by a
further half period, and the resulting output V,,, will be a constantly high signal. For
the case where there is a negative phase error, the opposite is true and the first

sample and hold always samples a low value and so ¥, is constantly low.

vg—lt . E{Z—IE Vau

Figure 4.3 Voltage mode sample and hold

e e I O Y =y 0 s A ol
N i Y =
wiEi W i E N
wiile e, | e .

(@) (b)

Figure 4.4 Voltage mode sample and hold waveforms with different phase errors

The circuit therefore behaves as a very crude PD, comparing the phase of ¢; and ¥},
and giving an output, Vo, which can either be high or low. The phase detecting
characteristics of the voltage mode sample and hold are shown in Figure 4.5 which
defines the output for a given phase error 6,. This PD has limited use in a PLL,

which ideally requires a linear relationship (shown by the dashed line on Figure 4.5).

Vout
_~*" voltage
X sample/hold
s output
i = 8
- P4 Y
| Ideal
2 output

Figure 4.5 Transfer characteristic for voltage mode sample and hold
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A SI memory cell is the current mode equivalent of Figure 4.3 and its operation as an
implicit PD is now considered. Figure 4.6(a) shows a 2™ generation SI memory cell,
which again requires two non-overlapping clocks, ¢; and ¢,. During phase ¢;, M1 1s
diode connected and sinks both the bias, J and input, /;, current. During phase ¢, the
gate of M1 is disconnected and the memorized input current flows from the output
I, This forms a current sample and hold circuit whose output is only available
during ¢,. A small signal equivalent circuit is shown in Figure 4.6(b) where M1 is
modelled with transconductance of g, and gate source capacitance of Cg,. During ¢
the circuit is simply a parallel RC network of Cg and 1/g, and the voltage Ve

increases or decreases depending on the direction of the input current.

Iou(
—
VQS

‘bz
¢, I )
gmvgs? C_'J—
(b)

e /; Iin
|

1

Figure 4.6 SI memory cell (a) and circuit model (b)

Figure 4.7(a) and (b) show circuit waveforms for Figure 4.6 with a square wave input
signal of identical frequency to ¢; and ¢, but two different phase errors respectively.
In Figure 4.7(a), during ¢, Vg first increases for a short period of time as the current
flows into the capacitor, then decreases for a longer period as current flows out of the
capacitor. A net negative current flows so Vg, is lower by the end of ¢; than the start.
During ¢, Vs 1s maintained at this value and the output current /,,, flows. During the
next ¢; the net current is again just negative and so Vg, decreases further. Z,,, will
settle to a constant value when Vg, is the same at the start of ¢; as the end. In Figure
4.7(b) the input is high for longer than it is low during ¢, and so Ve, and /,,, rise until
once more there is a zero net flow of charge onto the capacitor. Clearly the final,
settled 7,,, samples are a function of the phase error between ¢; and I;,, and a "/,
phase error would result in a near-zero output. The next section derives a model for
the relationship between the settled /,,, samples and the corresponding phase error,

which can then be used to determine the design process for the proposed ST PLL.
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Figure 4.7 ST memory cell waveforms with different phase errors
4.2.1.2 Implicit phase detector model

A two part model is used to characterise the action of the implicit PD. The first part
is an expression which relates the final, constant value of the /,,, samples to the phase
difference 6, between ¢; and [;, and furthermore gives a phase gain K,(6,) for this
characteristic. The second part is a single pole transfer function accounting for the

time taken to settle to this final value. The first part of the model is now considered.

During phase one, the equivalent circuit of Figure 4.6(b) can be reduced to that of
Figure 4.8, and to simplify the analysis, R and C have been used in place of //g,, and
Cgs. The charge/discharge characteristics of this network and the case when the
voltage is settled are shown in Figure 4.9(a) and (b) respectively. Only when the
voltage at the start (before the charge) and at the end (after the discharge) of ¢; are
the same has the final value been reached. An expression must be derived which
gives the final settled value of output current samples as a function of phase error,
and this expression can then be differentiated to give K4(6.). For purposes of the
analysis ¢, is the period taken for the voltage to charge from V; to V>, whilst current
flows into the capacitor and 7, is the period taken for the voltage to discharge from ¥,

to V; whilst current flows out of the capacitor.

Py
@)
[

L

Figure 4.8 Equivalent input circuit during phase 1
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charge
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1 le"ge

(a) (b)

Figure 4.9 Charge and discharge characteristics (a) and the settled case (b)

The analysis first requires finding the voltage V; for a given ¢; and ¢;. Assuming the
maximum voltage obtainable is 1V and the minimum is —1V then the normal charge

relations, assuming that the capacitor starts at either 1V or -1V, are:

-1
harge: V(t)y=-2 —+1 (4.9)
Charge (1) exp(RC]
—t
Disch : V(=2 — -1 (4.10)
ischarge (1) exp(Rc)

Manipulating Eq. ( 4.9 ) gives the complement ¢ as a function of V:

t(V,)= ~RCln(VC ;1) (4.11)

The charging relation of Eq. (4.9 ) can be extended to include a time shift, T

V(1) =2 exp( ’;;T j 1 (4.12)

Assuming a start voltage of Vs, Eq. ( 4.11 ) is substituted into Eq. ( 4.12 ) to obtain

an expression giving voltage as a function of both start voltage and time:
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—t+RCln(1_2VS)

RC

V.(t,V,)=-2exp +1

-~
leading to: V.(t,V,)=—exp| — 1=V, )+1
eading to L(2.7) p(RC]( )

Similarly for the discharge:

v, (t,V,) =exp(;fé—j(1+rc)—1

118

(4.13)

(4.14)

(4.15)

Substituting the times and voltages shown in Figure 4.9(b) into Eq. ( 4.14 ) and Eq. (

4.15) gives:

.. -1
VitoVyintimet;: V, = -GXP(EE:)(l - V1)+1

.. —1
Voto Vyintimet,: V= GXP(R—CZ-)@ +V, )—1

Solve for V;:

ool )

(4.16)

(4.17)

(4.18)

(4.19)
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-1 ~1, ~1
2 exp(——lj - exp(—l—ulj -1
V= RC RC (4.20)

1
—t, -t
| _exp| Z27h
p( RC j

The result of Eq. ( 4.20 ) must now be used to derive an expression I, 8.). Firstly,

V1 1s in fact the gate voltage Vg, from Figure 4.6(b). Furthermore, assuming that the
sampling period does not change significantly, then 7, (the sampling period at the

PLL centre frequency) is considered fixed and relates 7; and ¢, as follows:

-Tf'—:t1+t2 (4.21)
2

The times ¢; and ¢, can then be related to the phase error &, between the input
frequency ©,(s) and the generated (and divided) ICO signal ®’,(s) which is used as
the sampling frequency:

T ‘
= O : zﬂ_ﬁe};:ﬂ(l_i) (422)

_Ig( _1’;) _T_c,( __%_J_Qe_Tc_
2exp 2\ =) —exp 2 4 27 -1
RC RC
= 4.23
Ves () _E( AN (4.23)
2 /2 2
1—-exp
RC

Simplifying Eq. ( 4.23 ), and using centre frequency F. instead of period T, gives:
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6, - -7
¢ —exp -1
ZﬂFcRC) (27ZTFCRC)

(4.24)
-7
1—-exp
(27[FCRCJ

‘ p(
AOE

Assuming an input current swing of between 4 and —4 and renaming C as Cg, and R

as 1/g, gives:

2exp 8,(0.~n) expl =87 |
27F.C,, 27F,Cy,
jout(ge) =A & g (4.25)

Eq. ( 4.25 ) is non-linear and Figure 4.10 shows the dependency of the linearity on
the factor F.Cy/gn. The relationship becomes more linear with large values of

FeCodgm.

F.C,/9,=1.0 —

cgs
F.C,/9,=0.1---

cgs

out

0 b x

Figure 4.10 The first part of the implicit PD model

The first part of the implicit PD model is completed by obtaining the implicit PD
gain K, for any given phase error by differentiating the relationship of Eq. ( 4.25):
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—gm(ﬂ’-é’e)]

Aex
g"’l p[ 27Z'FC Cgs

aF C. | 1—expl —22

The second part of the implicit PD model is now considered, and this should account

K,(0,)= (4.26)

for the time it takes for the current output samples to settle to the final value given by
Eq. (4.25). A single pole transfer function dependent on Cg, and g,, is used to model
this behaviour. Because only half the sample period is available to settle, the settling
time constant is double the Cgy/ g,y time constant giving the transfer function in Eq. (

4.27). Figure 4.11 shows the completed two part model for the implicit PD.

g
H(s)=—2>mn (4.27)
) g, +2ngS

Final value Pole to account
expression for settling time

in —»
gm
K, (6 — ———— —p

«(G) 8, +25C,

ICO —»

Figure 4.11 Complete two part implicit PD model
4.2.1.3 Practical implicit phase detector model

Having established the two part model for the implicit PD, the conventional PLL
architecture of Figure 4.1 is modified to give the novel 2™ order SI PLL architecture
shown in Figure 4.12. There is no need for a separate PD in the proposed SI
architecture since the SI LF will achieve implicit phase detection due to the two part
model given above. The loop transfer function for the proposed PLL of Figure 4.12

can be found:
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K, 1455 g
N (r,+7,) g, + 2ngS
S2+S1+K012/N g K,(0.)+ K,/N g,
(7, +7) g, +25Cgs (7 +75) B +2ngS

K,.)
(4.28)

H(s)=

K,©.)

Clearly the transfer function of Eq. ( 4.28 ) is more complex than the simple 2" order
transfer function of Eq. ( 4.4 ) and it would therefore be a difficult task to design a
PLL based on this. It is now shown that if certain guidelines are adhered to then the
first part of the PD model (Eq. ( 4.26 )) can be approximated to a constant gain Ky,
and the second part (Eq. ( 4.27 )) can be ignored, allowing the use of the standard B

order transfer function of Eq. (4.4 ).

First the pole introduced by the implicit PD is considered. If the pole frequency is
significantly above the loop natural frequency @, then the system will remain stable,
since this extra phase contribution will appear at a gain far less than unity. Existing
literature concerning the placement of poles in higher order PLLs indicates that in

practice loop stability is guaranteed if such an extra pole is placed at a frequency 10

times higher than w, [118].

Model for implicit PD

LF ICO

0,(s)

>

Y

F(s)

z| =

+N counter
Figure 4.12 Novel 2™ order SI PLL architecture with implicit PD

In order to approximate K,4(&,), which is a function of phase error, to a constant Ky
value it is necessary to determine the range of values K, (6,) can assume and
constrain this range. The maximum, Kj . and minimum, K., values of K(6,)

occur when the phase error equals © and 0 respectively (see Figure 4.10):
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K, . =K,0 K,  =K,/(n) (4.29)

d,min d ,max

The ratio between these two values, K4, gives insight into the range of values of

K4(6,) and can be shown to equal:

(4.30)

Eq. (430 ) is now used to determine the time constant (Cgy/g,) necessary for a
particular ratio, K ya:

C 1

&s

e (4.31)
gm 2176 ln(Kd,rat)

The value of the ratio, K, has an impact on loop settling since it will determine
how much the overall loop gain will vary over the acquisition period. This is familiar
problem for designers of voltage-mode PLLs, since VCOs rarely have a very linear
characteristic. A maximum allowable value for K, of 2 has been chosen based on

experience with these designs. From Eq. (4.31 ), the required time constant is:

Co L 9 (4.32)
g, 2F.In2 12F

c

Therefore if the SI memory cells used in the sampled SI LF are designed for the time
constant given in Eq. ( 4.32 ) then this will ensure that the implicit PD will have a
K 0f 2, and hence the assumption can be made that K; is a fixed constant. In order
to determine the feasibility of implementing this solution it is necessary to consider
the transistor level design of the LF. Looking ahead to Section 4.3.3 it is found that
unfortunately there is a contradictory requirement for the filter memory cell time

constant in order to obtain an adequate settling accuracy:
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C, 1
(from Section 4.3.1) = (4.33)

Satisfying Eq. ( 4.33 ) is essential for correct SI LF operation, however, in terms of
the implicit PD this would correspond to a K, of 400 which would no longer allow
the assumption of a constant K; This implies that it is necessary to have two
different time constants in place, one to satisfy the LF requirements and one for the
implicit PD. Interestingly, the solution to this problem is very simple and requires no
additional overheads. It is seen in Section 4.2.2 that the SI LF requires a SI sample
and hold stage before the filter input to ensure that the filter output has no continuous
time component. This sample and hold block is in a perfect location to ‘tailor’ to the
requirements of the implicit PD. The filter can therefore be designed as usual with
the filter memory cells satisfying the 1/12F, time constant, and the SI sample hold
stage can be altered to give the 9/12F, time constant required to allow the constant
K assumption. In order to determine the constant nominal K, value to be used for the
loop design, it is necessary to first find the phase error that corresponds to an output

1, of OA by using Eq. (4.25):

27 C _
when 1,,,=0 6, = (——-—C—ﬁJ ln[—zl— + é— exp[ﬁi}j +7T (4.34)
g"l

Now substituting Eq. ( 4.32 ) into Eq. ( 4.34 ) gives:

6, =% 1+lexp(—E +7=1.8279 rad (435)
2 2 2% s

Using 1.8279 as 6, in Eq. ( 4.26 ) gives the nominal value of K4 &,):

K, =0.664 (Amps/rad) (4.36)



Switched-Current Phase-Locked Loops 125

This constant K, value is used in the rest of this chapter to design loop parameters for
the novel 2™ order SI PLL architecture. Finally it is necessary to determine the
constraint on , in order to satisfy the condition that the pole introduced by the
second part of the implicit PD model is at least 10 times greater in frequency. The
frequency of the pole (in radians/sec) is given by Eq. (4.27 ) as g,/2Cqs and so the

constraint is:

_&n__ 19 (437)
2. C

ngs

Substituting Eq. ( 4.32 ) into the above gives Eq. ( 4.38 ) which relates the ratio of
the natural frequency of the loop (w,) to the PLL centre frequency (27F.). This
shows that the loop natural frequency must be less than 1% of the PLL centre
frequency in order for the pole introduced by the implicit PD to be ignored. From

experience, the loop remains stable when this requirement is relaxed to 10%.

@< 1 _106% (438)

22F. 30z

This section has shown that in the context of a SI PLL, implicit phase detection can
be achieved by the LF if it is clocked by the PLL output signal. A model has been
derived for the implicit phase detector response (shown in Figure 4.11) which
consists of the K(6,) relationship given in Eq. ( 4.26 ) and a single pole transfer
function given in Eq. ( 4.27 ). This model was analysed further and it was found that
it could be simplified to that of a conventional PD with a single K, gain parameter if
certain guidelines are followed. The guidelines include designing the memory cells
in the LF sample and hold stage for a time constant 9 times longer than the memory
cells in the rest of the filter, and ensuring that the loop natural frequency is less than
1% of the PLL centre frequency. Under these constraints, the implicit phase detector

response can be modelled as a constant K, gain given by Eq. (4.36).
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4.2.2 Loop filter

In this section, the SI LF is designed to an ideal block level from the passive
prototype filter structure, shown in Figure 4.2. The transfer function of the passive

lead lag (single pole, single zero) filter is easily determined:

H(s) = L+5CR, (4.39)

" 1+5C(R, +R,)

and if: 7, =RC 7, =R,C (4.40)

_ H,(s)  1+71,s

L % _ (4.41)
this gives: () H(s) 1+(z, +7,)s
Eq. (4.41) is divided through by s to give:
1 1
H,(s) = [TzHi(S) +—[H.(9)-H, (s)]] (4.42)
(7, +7,) s

The signal flow graph (SFG) can be drawn directly from Eq. ( 4.42 ) and is shown in
Figure 4.13. It is clear from the SFG that the filter pole derives from the feedback
path and the zero from the feed forward path.

1 1 1/s U+t A

Figure 4.13 Signal flow graph of s-domain transfer function

Node quantities in the SFG can be scaled by a constant whilst keeping the transfer
function the same by multiplying all branches going into the node by the constant

and dividing all branches coming from the node by the same constant [14]. By
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manipulating the SFG of Figure 4.13 in this way, the //s factor can be changed to

2/sT, ready for transformation into the z domain, as shown in Figure 4.14.

21,/T

1 1 2/sT T/2(t,+1,) 1
H(s) —> K_:‘/% H,.(s)
-1

Figure 4.14 Modified s-domain signal flow graph

A sampled domain integrator is now required and the most popular choice is the
bilinear integrator, which gives the best performance in SI circuits [14]. It is a simple
matter to transform to the sampled domain by substituting 2/s7 for 1+z7/I-z" as
shown in Figure 4.15. Equating branch values between Figure 4.14 and Figure 4.15

relates the coefficients ; and a» to 7;, 72 and the sample period T:

alzﬁ azz_L_ (4.43)
2(t, +7,)

Figure 4.15 Signal flow graph for z-domain transfer function

In the case where the filter pole and zero frequencies are not much smaller than the
PLL centre frequency, they should be pre-warped to account for the distortion when
transformed into the sampled domain. For example to obtain a pre-warped value w,

from the desired value o, the following equation should be used:

@ = 2 tan(ﬁ’f) (4.44)
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The equivalent block level circuit structure to the SFG in Figure 4.15 is shown in

Figure 4.16.

Figure 4.16 Equivalent circuit structure of the SFG

This structure can be simplified by altering the flow graph. Figure 4.17 shows how

the last branch can be collapsed, reducing the implementation by one current mirror.

%y [——
1+z7! %y
1 1 1= o, X{z) %) X,(2)
X(z) X (z 1
\4/ "oy
|

(a) (b)
Figure 4.17 Reduced signal flow graph (a) and equivalent circuit structure (b)

An even simpler implementation is shown in Figure 4.18(a), where the elimination of
a further current mirror is achieved through providing an extra copied output at the
remaining two blocks. The coefficients can be redefined for clarity by renaming oy

with ¢, as shown in Figure 4.18(b) and these new coefficients can be calculated as

follows:

“2 _r (4.45)

X,(2)

(a (b)

Figure 4.18 The further reduced structure (a) and renamed coefficients (b)
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From Section 4.1.2, 7; and 7 are related to the PLL loop parameters as follows:

20 N KKy
= e — T] = 2

T
* w, KK, No,

n

-7, (4.46)

The SI LF coefficients of Figure 4.18(b) can therefore be calculated directly from the

PLL loop parameters as follows:

2
o = o, [2;_ Na, J L _NeoT (447)

KK, KK,

0

This completes the ideal SI LF design. The loop damping factor and natural
frequency can be adjusted independently of each other, which was the key reason for
choosing a lead lag (single pole, single zero) filter. Because the filter contains a feed-
forward path, a proportion of the filter input is coupled directly to its output signal
which means that the output could contain a continuous time component as well as
discrete samples. This is undesirable since the following ICO is not a sampled
system so phase jitter is likely to increase. For this reason, it is essential to have a
sample and hold stage before the filter input, and it is this sample and hold stage that

is tailored to the implicit PD requirements as discussed in Section 4.2.1.3.
4.2.3 Current controlled oscillator

The most popular oscillator type used in PLLs is the ring oscillator, and this section
briefly details the theory of their operation. The principle behind a three stage ring
oscillator is shown in Figure 4.19 . Each stage produces a phase shift of 7/3 causing a

total phase shift of = (180°) and hence positive feedback and oscillation occurs.
i l : l : ; output

Figure 4.19 Three stage ring oscillator
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The requirement for oscillation is that each stage produces a n/3 (60°) phase shift
with at least unity gain at the natural frequency of oscillation, a,. If each stage has a
dominant pole and a DC gain of A4, these requirements are shown in Figure 4.20
where at the very point of oscillation, (when @ equals @,) the phase is /3 and the

magnitude response shows a gain of 0dB.
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Figure 4.20 Condition for oscillation

Analysis is now given to determine the time constant and DC gain required for a
particular frequency of operation. Assuming that a single stage approximates to a

first order system of gain 4 and time constant 7, its transfer function is given by:

H(s)= 4 (4.48)
1+7s
. A . -
where:  |H(jo)|= —— < H(jw)=-tan" (tw) (4.49)
I+7°w

At the frequency of oscillation, @, the phase is equal to /3 giving:

o =ltan(£j (4.50)
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Also at the frequency of oscillation, in order for the oscillations to be sustained, the

magnitude must be at least equal to unity, giving:

(4.51)
1 + tan’ (—;Ej

Finally, from Eq. ( 4.50 ) and Eq. ( 4.51 ) the time constant required for a desired @,

and the constraint on 4 for the system to oscillate can be determined:

= itan[ﬁj (4.52)
) 3

A22 (4.53)

This means that as long as the stages of a ring oscillator can be assumed to have a
dominant pole, the oscillation condition can be met by designing for a gain of at least
2. Furthermore, the desired frequency of oscillation can be used to design the time

constant of the single stages according to Eq. ( 4.52).

4.3 Transistor level design

The previous section detailed the design of the proposed novel 2™ order SI PLL
architecture at a block level, introducing the high level equations necessary to link
individual blocks to the PLL loop parameters. In this section, the detailed transistor
level design is considered, building on the theory of the last section and leading to a
complete schematic for the proposed SI PLL. The design of the class AB SI memory

cell is of key importance to the overall PLL design and as such is considered first.

4.3.1 Class AB memory cell

Recently, an improved SI delay cell based on class AB operation has been proposed

which can achieve reduced power consumption as compared to class A designs [25,
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27, 28, 87-89]. Class A memory cells, such as the SI cell used in the filter design of
Chapter 2, can be more accurate at reducing charge injection errors than their class
AB counterparts, however, in the application of the proposed SI PLL the benefit of
lower power motivates the choice of the newer class AB design. The class AB
memory cell is shown in Figure 4.21 along with the clocking scheme necessary for
its correct operation. The cell operates as follows: during ¢; the cell is configured as
two diode connected transistors, which source all the input and bias current present.
Just before the end of ¢y, the phase ¢’; ends, ensuring that the gate voltages of the
NMOS and PMOS memory transistors are maintained and not disturbed when
shortly afterwards the phase ¢; ends and ¢, simultaneously begins. The gate voltages
on the memory transistors are maintained by their gate capacitances and so the same

current continues to flow during ¢, but this current now flows from the output

through the ¢, output switch.

Figure 4.21 Class AB memory cell and clock waveform constraints

The bias current of a class AB memory cell is a function of the NMOS and PMOS
transconductance (g,,) and the supply voltage (V). This dependence on supply
voltage has been addressed in the literature through the use of documented
compensation mechanisms (which are not discussed here) [87]. Because the cell has
only two transistors between the supply rails, it is possible for it to function at very
low supply voltages, which further reduces power consumption. However, if these
low voltages are also used for the clock signals to the NMOS switches it is possible
that during large input signal swings the Vg, of the NMOS switches may reduce to

the extent that they conduct when off. This problem can be circumvented by driving



Switched-Current Phase-Locked Loops 133

the switch gates with levels higher than the V4, supply voltage. This has motivated
the use of two different voltage supplies in the proposed SI PLL, a lower voltage
supply (V44,) for the analogue memory cells, and a higher voltage supply (Vuq) for the

digital clock structures which provide the control signals for the switches.

The design of the class AB memory cell is now detailed, using an example
specification of 10MHz sampling frequency and 100pA maximum input signal. First,
the bias current for the cell is determined, and it can be shown that a bias current of

V4 the maximum signal swing is necessary for correct operation [87]:
g g Y p

J={2La.x_ (4.54)

where J is the bias current, and 7,,,, is the maximum expected signal amplitude. With
an I, of 100pA a bias current of 25pA can be used. In order to maintain saturated
operation the gate overdrive voltages must be set to half a threshold voltage [87]

allowing the supply voltage to be chosen to give the correct headroom:

Vdda = 2(Vgt + I/t) = 3Vx (4.55)

where V4, is the analogue (memory cell) supply voltage, ¥, is the gate overdrive
voltage and V; is the threshold voltage. The threshold voltage for the process used in
this example is 0.53V, which makes ¥, 0.265V and this gives a (analogue) supply
voltage Vya, of 1.6V. The transconductance, g, of the cell required for a given bias

current and gate overdrive voltage is given by:

g, = L (4.56)
Ve

In this example g,, is therefore 94.33uS. Six time constants are allowed for settling
which gives good accuracy (equivalent to better than 8 bits) and with a settling

period of half the sampling frequency the gate capacitance can be calculated:
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C En (4.57)
£ 12F

s

where Cg is the gate capacitance and Fy is the sampling frequency and it is assumed
that the gate capacitance is the dominant capacitance at the common node. In this
example Cy, is calculated as 786.2fF. The width and length of the NMOS and PMOS
transistors, wy/l, and w,/I,, are given by [14]:

= &Gy ] = Co (4.58)

w
’ BV.C., PC o w

w, = &l | = Co (4.59)
ﬂ n Vgt Cgu Cgu Wn

where £, and S, are the PMOS and NMOS transconductance parameters respectively

and Cy, is the capacitance per unit area of the gate region. The process used in this
example has values for £, as 18uA/V2, B, as 55uA/V? and Ceu as 3.1fF/um? which
gives initial PMOS and NMOS dimensions of 70.80/3.60 and 40.50/6.25 rounded to
the technology grid (0.05um). All that remains is to find values for the memory and
input/output switch dimensions wy,/l,, and wy/l;. In the interest of charge injection,
for both switches the length is set to the minimum length allowed by the technology,
0.35pm. For the memory switch the width needs to be designed such that the 2
order loop formed by the gate capacitance, Cy,, the drain capacitance, Cy, and the
switch conductance, g; settles quickly. The drain capacitance which was neglected in

the memory transistor calculations is given by:

C,=C,L (4.60)

where Cg, 1s the capacitance per unit length of drain region, a process related

parameter which in this example is 1fF/um. This gives Cy; as 3.6fF for the PMOS and
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6.25fF for the NMOS (mean of 4.925fF). Note that it is clear that this contribution is
indeed small compared to the gate source capacitance (786.2fF) and as such it was
reasonable to assume that the gate source capacitance was the dominant capacitance

at the common node. The memory switch width, wq,, 1s given by Eq. (4.61 ) [87].

— 4lsmgm (Cs + Cd) ( 4.61 )
gsu Cgs

sm

where gy, is the unit switch on conductance, and C; is an estimate of the switch stray
capacitances and interconnect capacitances, which in total are estimated to be 0.2C
[14]. In this example, g, is 60uS, and this gives a memory switch width of 0.45pum
rounded to the technology grid. In order to calculate the input/output switch widths, a
heuristic is derived based on an engineering judgement in [14], which specifies that
the switch should not drop more than 10% of the gate overdrive voltage with an input

current equal to the memory cell bias current:

_10J1,,

w,, (4.62)
Vo8

This gives a width of 5.50um, rounded to the grid. The entire first cut design is now
complete and simulations can be used to improve on this set of dimensions, which
are only as accurate as the square law models from which they are derived. The final

set of dimensions is shown in Table 4.1.

Table 4.1 Class AB memory cell dimensions

Transistor Dimensions (pm)
PMOS memory wy/I, 76.05/3.10
NMOS memory w,/l, 40.50/5.15
Input/Output switch wy/I; 5.50/0.35
Memory switch wy,/I, 0.70/0.35

The accuracy of the class AB memory cell can be greatly improved by using a

differential structure. This is not just because a differential structure rejects common
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mode signals such as noise but also because when both complementary signals are
available, neutralisation capacitors can be used to dramatically reduce the cell’s
effective output conductance [87]. Figure 4.22 shows a differential class AB memory
cell, including all switches, dummy switches (for charge injection improvements),

and neutralisation capacitors:

T H_Cp Cp—“ LT 4,

I T

o ovE e
e

Figure 4.22 Differential, neutralised class AB memory cell

During ¢, the input current is split between two identical class AB cells. During ¢»,
both cells contribute their memorised current to the output. The neutralisation
capacitors, C,, and C,, greatly improve the cell’s output conductance. In normal cells,
voltage disturbances at the drains are coupled to the memory transistors gates via
their parasitic drain gate overlap capacitance and this produces a loss error in the
output signal. By placing capacitors from the gate to the drain of the opposite cell,
the voltage disturbances are coupled with inversion to the memory transistor’s gate

and hence any residual errors are neutralised [87].

Im
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Figure 4.23 Double sampled, differential class AB SI bilinear integrator

T2
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The SI filter designed in Section 4.2.2 requires a bilinear integrator. A high
performance double sampled bilinear integrator can be found in the literature, and is
shown in Figure 4.23 [87]. The circuit contains two cross coupled differential delay
cells, one operating on ¢; and one on ¢,, with input switches routing the input to
either side in turn. The output consists of the summation of the present input sample,
the last input sample and the last output sample and is scaled by the constant c.
Figure 4.24 is a full transistor level transient response showing the differential output
of the bilinear integrator with a DC input, using dimensions given in Table 4.1. The
cell clearly has sufficient time for settling at the designed sampling frequency of
10MHz. The accuracy and linearity is also excellent and this can be mainly put down

to the use of the neutralisation technique [87].

100u

80.8u

60.0u |
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49.8u (differential output)
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0.2 200n 400n 60@n 82d@n 1.8u
time (s )

Figure 4.24 Output of the double sampled bilinear integrator with a DC input

This completes the design of the class AB memory cell building blocks which are

now used to implement the phase detector (sample and hold cell) and loop filter.

4.3.2 Phase detector

The theory outlined in Section 4.2.1 covering the implicit PD operation was based on
a class A single sampled single ended circuit. In order to achieve compatibility with
the double sampled, fully differential filter which will be designed from the memory
cells detailed in Section 4.3.1 the implications of double sampling on the model for
the implicit PD must be considered. A double sampled ST sample and hold stage
implemented using the class AB memory cell detailed in the previous section is

shown in Figure 4.25.
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Figure 4.25 Double sampled class AB differential sample and hold stage

The input switches direct the differential input current to the left or right side of the
cell during ¢; and ¢, respectively. The output switches allow the stored current to
flow from the left or right side of the cell during phases ¢, and ¢, respectively, thus
delivering a stored sample twice during the complete clock period, and leading to the
double sampled nature of the circuit. In fact the cell shown in Figure 4.25 has been

modified for use as the PD circuit, and this modification is now discussed.

The model presented in Section 4.2.1 relied on the charge/discharge cycle time being
equal to the sampling phase of the memory cell, which in the case of the single-
sampling model used was half the sampling clock period. Normally, double sampled
circuits require a clock of only half the sample clock frequency of an equivalent
single sampled circuit, because the sampling occurs twice during the sample clock
period. However, in the context of the implicit PD, halving the sample clock
frequency would result in a net zero output, rendering the implicit PD useless. The
reason for this is shown in Figure 4.26 (refer to Figure 4.7), where it is clear that
although half the clock frequency still gives the same number of samples per unit
time, doubling the actual sampling period means that the net flow of current into the

memory cell during one of those sample periods is always zero.
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Figure 4.26 Double sampling with half the clock used for single sampling

So, despite using a double sampling cell, the sampling frequency must be the same as
in the single sampled case, as shown in Figure 4.27. The output now gives the correct
magnitude, identical to the single sampled case but provided during the entire clock
period due to the double sampling. One problem still exists however: in the double
sampled case, the output will oscillate between a positive and a negative version of
the single sampled output, because the input appears inverted during ¢,. This can
easily be addressed, by inverting the ¢, output samples, and at circuit level, due to
the use of differential signals this is achieved by swapping over the output signal
paths of the ¢, (right) side of the sample and hold cell. This is the only structural
modification necessary to use the double sampled sample and hold cell for the

implicit PD model, and this modification has been implemented in Figure 4.25.

y (el el CEEN ol re | singe
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Figure 4.27 Double sampling with the same clock used for single sampling

The memory cells of the sample/ hold stage in the SI LF need to be designed for a
time constant of 9 times longer than those used in the rest of the LF, in order for the

implicit PD to be modelled by a constant K, value (see Section 4.2.1). This requires
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making the area of the sample and hold memory cell transistors 9 times greater than
those in rest of the LF. This is trivial to implement and simply requires the widths

and lengths to be scaled by 3 for the sample and hold memory cell transistors:

W, 0a =3W, L pa =31,
(4.63)
Wy = 3w, ln,pd =3/

where Wy pa, Wi pd, Ippa and [, ¢ are the altered memory transistor dimensions used in
the sample and hold cell and w,, w,, [, and /, are the memory cell dimensions used in
the rest of the SI LF. Using the dimensions from Table 4.1 (but with memory
transistor widths and lengths scaled by 3) it is possible to derive a graph of the
simulated transistor level implicit PD transfer function, similar to Figure 4.10. This is
achieved by simulating the cell with an input square wave current with frequency
equal to the sample clocking waveform but delayed by some factor. Once the steady
state has been reached, this value should represent the /,,(6,) relationship of Eq. (
4.25 ), and by running a number of simulations with different delay‘values, a picture
can be built up of the phase transfer function. This phase transfer function is shown
in Figure 4.28. At zero output, the simulated PD gain (i.e. the slope of Figure 4.28) is
found as 6.2pA/rad which is very close to the value predicted by Eq. ( 4.36 ) of

6.6pA/rad.
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Figure 4.28 Simulated implicit PD transfer function
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4.3.3 Loop Filter

The LF theory outlined in Section 4.2.2 coupled with the memory cell design in
Section 4.3.1 is sufficient to produce the filter transistor level design. The complete
transistor level filter structure is shown in Figure 4.29 where it can be seen that
simple class AB current mirrors are used for the input mirror block of the filter, and
that the bilinear integrator cell of Figure 4.23 has been extended to provide an extra

differential output. Figure 4.29 excludes the sample and hold block for clarity, since

this is already shown in Figure 4.25.
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Figure 4.29 Transistor level SI loop filter

4.3.4 Current controlled oscillator

Most current controlled oscillators (ICOs) used in conventional PLL designs are
based on a ring oscillator [120-126] governed by the theory outlined in Section 4.2.3.
The approach used for the proposed SI PLL is based on the design in [120, 123, 126]
where each stage of the ring is a simple current steering amplifier (CSA) cell (Figure

4.30) which consists of a current source, /,, and a pair of NMOS devices. M1 is the
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input device and M2 is the load. When V;, is high M1 turns on sinking the bias
current [, while M2 shuts off, and under this condition the on resistance of Ml
defines the output low voltage. When V7, is low M1 turns off and /, is steered to M2,
and under this condition the resistance of the diode connected M2 defines the output
high voltage. With three CSA stages and by varying /5, a current controlled CSA-
based ring oscillator is formed with an output swing given by Eq. ( 4.64 ) [120].

/L), -(W/L), 21, (464)
w/LWw/L), pB,

AV=Vth+\/

Vino_l M1 M2 l——o Vout

Figure 4.30 Current steering amplifier for use in the ICO

The voltage difference varies with \/Z and hence the voltage swing of the cell

increases with frequency. This is a desirable feature since the signal level improves
at high frequency when normal circuit noise is likely to increase. The current source
buffers the output from positive supply variations and is in practice provided by a
current mirror. The total bias current comprises a DC bias, giving the centre
frequency and an additional signal current which gives the frequency change. Since
this signal current is in differential form from the SI LF output, a differential to
single ended converting circuit is required. Furthermore, the ICO is powered from
the lower analogue supply voltage, V4, in order to save power, yet since the clock
logic operates off the higher ¥, supply, a level shifting circuit is required to shift and
amplify the low voltage oscillations to the correct levels. The total ICO scheme
employed in this work is shown in Figure 4.31. The current mirrors used for the input
converter stage and the oscillator current source are all dimensioned the same as the

class AB memory cell, so that the quiescent points are well matched. The CSA
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transistors are designed such that the total capacitance at the output node gives the
desired oscillation frequency (i.e. the centre frequency). The amplifier is a simple
active load amplifier, with separate bias current /p,;. Because the amplitude of the
oscillator output varies with frequency, the buffer output has a varying duty cycle
which is undesirable for correct SI memory cell operation. To solve this problem, the
oscillator is designed for twice the required frequency and the buffer output is
divided by two to restore a 50% duty cycle. The gain of the ICO can be altered once
it has been designed by adding a current mirror scaling stage between the converter

and oscillator block.
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Figure 4.31 Current controlled oscillator

The frequency of operation can be determined analytically, through the use of the
theory outlined in Section 4.2.3 and using the small signal equivalent circuit of a
single CSA, shown in Figure 4.32. The sum of capacitance at the common node is

modelled as Cyy, and g,,; & g2 are the transconductances of M1 and M2 respectively.

V. o— ¢ o Vi,

9m1Vin 9n2 —— Ctot

Figure 4.32 Small signal equivalent circuit of the CSA

The voltage gain of each stage is given by:

Kg&t‘___gml (4.65)
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This ratio is constrained according to the analysis in Section 4.2.3 by Eq. ( 4.66 ). In
practice, in order to ensure strong oscillation over the entire frequency range, g; 1s

made about five times g,,» as shown by Eq. (4.67 ).

_g_{”_l_, 2 2 gml 2 2gm2 ( 4.66 )
gmz

gml :5gm2 (4'67)

The time constant of the small signal circuit in Figure 4.32 is given by:

o= ot (4.68)

From Eq. (4.50 ) this time constant relates to the oscillation frequency as follows:

_Cw 1 tan(f’_] (4.69)
gm2 a)c 3

The total capacitance is given by the sum of the M1 and M2 gate and overlap

capacitances:

Coo =Co WL, +W,L,)+C, (L, +L,) (4.70)

In the steady state the fraction of bias current that flows in g, is given by g,/ g1

and so g, is given as follows:

(4.71)
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where Vy, is the gate overdrive voltage of M2. From Eq. ( 4.69 ) and Eq. ( 4.71 ) the
bias current is found to be directly proportional to the frequency of oscillation, as
shown in Eq. ( 4.72 ) and the frequency gain (X,) is given in Eq. ( 4.73 ). Using these
equations and simulation, suitable dimensions for an ICO with a 20MHz centre
frequency are given in Table 4.2. The architecture allows fine adjustment of the

centre frequency to be made after implementation by altering e sre.

] _ 5a)cI/gt Ctot
p =
2o %) (40
3
- 5 VgtCtot
? 73
2tan[~§~) (4.73)

Table 4.2 1CO transistor dimensions

Transistor Dimensions (um)
Leentre 26pA
Lvias 15pA
M1-M6 76.05/3.1
M9, M10, M17 40.50/5.15
Ml11, M13, M15 38.5/4
Mi12, M14, M16 2/1
M7, M8 50/0.35
M17 30/0.35

A transient response with zero input current is shown in Figure 4.33. The oscillator
output amplitude is relatively small at around 1V pk-pk and the amplifier increases
this value such that it crosses the threshold points of the two inverters acting as a
buffer for the signal. Finally the output of the divide by 2 flip flop gives the desired
frequency at a 50% duty cycle. The plot of frequency versus input current for the
complete block is shown in Figure 4.34. The frequency gain is reasonably linear over
a large range (3-15MHz), varying from 0.45 to 0.75MHz/pA. Tt is likely that for a

relatively low frequency design such as this, improved linearity may be possible
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through the use of more stages in the oscillator, or by designing the oscillator for a

higher frequency and dividing the output further.
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Figure 4.33 Time domain ICO performance
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Figure 4.34 Frequency domain ICO performance

4.3.5 Clock generation and input circuitry

For correct operation of the class AB memory cells in the implicit PD (sample and

hold) and filter block, it is essential to generate clock phases to the specification of

Figure 4.21. A delay line of inverters is employed to obtain slightly shifted versions

of the input clock and output logic converts these signals into the correct phases, as

shown in Figure 4.35. Extra capacitors are used to load the intermediate inverter

outputs 1n order to obtain exact timing relationships [13]. Clock buffers are used to

drive the clock lines and correct operation is confirmed by the transient simulation

shown in Figure 4.36 for an input clock frequency of 200MHz.
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Figure 4.35 Clock generation scheme for class AB memory cell

$2 5[

$'2

} }f '¢'1 }f o

L i1 I3 it
.08 1.75n 3.58n 5.25n 7.88n
Time (s)

Voltage (V)

Figure 4.36 Time domain simulation confirming clock generator operation

The input to the proposed SI PLL is a square wave voltage signal but for correct
operation, the input to the SI LF sample and hold must be a square wave current
signal of amplitude A. Due to the nature of the differential design the solution can be
achieved by using a fixed DC current source and switches at the input to the PLL to
swap the input signal paths during half of the input clock phase, as shown in Figure

4.37.

input i L[

output

Figure 4.37 Input circuitry
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4.4 AutoPLL

The SI technique facilitates analogue functionality on a standard digital CMOS
process and at low supply voltages, allowing the integration of analogue cores on
present and future System on Chips (SoCs). Despite these excellent attributes and
prospects, the technique is a relatively unfamiliar design approach and as such,
systematic design methods and tools are essential for its widespread development
and use. Chapter 3, Section 3.2 presented a generic CAD methodology suitable for SI
analogue cores and this is now used to automate the novel 2™ order SI PLL design
flow detailed in this chapter in Sections 4.2 and 4.3. This SI PLL methodology,
named AutoPLL, consists of both a cell hierarchy and CAD tool to allow the rapid
design of SI PLLs to transistor level. The AutoPLL cell library and tool are
implemented in an industry standard EDA suite, Cadence Design Framework II
(DFII), allowing their seamless use during a normal design flow. Sections 4.4.1 and

4.4.2 present the AutoPLL cell library and tool respectively.

4.4.1 AutoPLL cell library

The AutoPLL cell hierarchy, illustrated by Figure 4.38, has been developed to
support the design of the SI PLL architecture proposed in this chapter. The hierarchy
extends from the top level PLL core symbol to the bottom level CMOS BSIM3v3
foundry models, with three intermediate levels of abstraction in between. The level
below the top level PLL is a structural block level (level 4) containing the major PLL
circuit blocks such as the LF, PD and memory cell clock phase generator. Level 3
breaks these major blocks into smaller sub-blocks, for example a class AB current
mirror and bilinear integrator. Behavioural models created from ideal macro cells or
written in VerilogA could be used at this stage to enable fast simulations and
optimisation of the PLL parameters. At the next level down (level 2) lie the transistor
level schematics for the level 3 sub-blocks. All transistor schematics use generic
three terminal MOS transistor symbols to hide the four terminal process vendor MOS
models. Technology retargeting can be easily achieved by swapping these lowest

level foundry transistor instances for the models from an alternative process library.




Switched-Current Phase-Locked Loops 149

AN

/
N
/

Input
circuit

50
S 3 -~y Level 4
= Bk
c?c(
ge/n rator

\_
EU)
';ag Level 3
=0
%S A
- e \\
~
P \\
AT ~
- ~
~ ~
- ~
- N
[ )
T 1.1 [ T
F pie IJﬁJ }J
D U
7 : Level 2

I
l

Transistor level

BSim3v3
models

Figure 4.38 Example AutoPLL cell hierarchy

The entire AutoPLL cell library is constructed in Cadence to allow access through
the AutoPLL CAD tool discussed in the next section. Bottom level transistor

dimensions are passed intelligently up through the hierarchy using a combination of

parameter passing statements, and global design variables.
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4.4.2 AutoPLL CAD tool

The AutoPLL CAD tool follows the outline proposed by the CAD methodology
presented in Chapter 3, Section 3.2.3, and the resulting three step flow is shown in
Figure 4.39. Ideal loop design is considered in step 1 followed by transistor level
design and simulation based optimisation in step 2 and verification of the entire
transistor level PLL in step 3. The tool is written in SKILL®, the language of
Cadence DFII, which leads to some unique advantages. AutoPLL can be invoked
seamlessly from within a normal Cadence design flow and can access the AutoPLL
cell library to assert design variables and instance parameters. Furthermore, the
powerful Cadence simulation tool, Spectre, can be invoked from within AutoPLL
and the results from simulations used as part of the design process. The tool allows
simple technology retargeting by using a process file containing a handful of process
parameters to drive the first cut design. The technology can be simply changed by

creating a new process file.

design ideal design transistor verify complete
PLL loop level memory cell PLL operation

Step 1 Step 2 Step 3

Figure 4.39 AutoPLL CAD tool design flow

Step 1 of the AutoPLL tool is shown in Figure 4.40 and involves the ideal design of
the PLL loop as described in Section 4.2. The loop is defined by the PLL centre
frequency, the tracking range, the loop natural frequency and damping factor. The
PD gain parameter is calculated using the theory outlined in Section 4.2.1.2 and pre-
designed ICO blocks available in the AutoPLL cell library allow a selection of ICO
gains. The two filter coefficients, a; and «; are calculated dynamically as the slide
bars for the inputs to the tool are changed, allowing real time feedback of the design
feasibility. A message field is updated with a summary of the PLL design, detailing
the input current required for the tracking range and the implicit PD gain. A

suggested memory cell bias current is also given.
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“Work through the design process, from left to right - i
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|

Figure 4.40 PLL loop design and filter specification (step 1)

Step 2 of the AutoPLL tool is shown in Figure 4.41 and facilitates transistor level
design of the SI class AB memory cell according to the procedure in Section 4.3.1.
The input specifications include sampling frequency, bias current and gate overdrive
voltage, and procedures have been written to use these inputs to calculate the
complete first cut memory cell design. The initial transistor dimensions are shown
along with important cell parameters in the middle of the form and these are updated
dynamically as the input specifications are altered. A schematic containing test
circuits can be opened in order to improve the first cut design based on real
simulation results. Pressing the ‘Simulate first cut’ button runs a DC operating point
simulation for this test schematic using BSim3v3 models and automatically updates a
message field in the tool window displaying key simulated quantities such as drain
current and gate capacitance. The cell dimensions can be automatically optimised for
a number of design parameters, including the NMOS and PMOS bias current,
transconductance and gate capacitance, allowing great flexibility during the design
process. A number of these parameters are inter-dependent and normally only drain
current and gate capacitance would need to be optimised. Dimensions for the

improved design are given in the bottom part of the form.
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Figure 4.41 Class AB memory cell design (step 2)

Once the class AB SI memory cell has been designed, step 3 allows the entire PLL to

be implemented and correct operation verified. Step 3 is shown in Figure 4.42, where

it is seen that the entire state of the design process can be saved and recalled at a later

stage. The schematic of the complete PLL can be opened and updated with the

parameters and dimensions designed in the previous two steps. The user can then use

the powerful simulation tools in Cadence to verify the correct operation of the PLL

and improve the loop design if necessary.

—
]

: Design Loop |

Design AB cell

Wark through the design process, from left to right-

Simulate Entire PLL-~~

Open PLL Schematic

COMPLETE PLL DESIGN

Update PLL Schematic ]

| Save PLL Design

Complete PLL
W |

]|

Figure 4.42 Complete SI PLL verification (step 3)
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4.5 Experimental results

To validate the theoretical analysis outlined in Section 4.2 and the transistor level
design ofiSection 4.3, experimental results from two case studies are now discussed.
Both case studies demonstrate that if the correct design guidelines are followed, a
separate PD is not needed for the proposed 2" order SI PLL architecture as outlined
in Section 4.2.1. The first case study is designed for a frequency shift keying (FSK)
demodulation application, and the second is designed for a frequency synthesis

application and is based on a state of the art PLL IP core commercially available

from Barcelona Design [117].

4.5.1 Case Study 1

The first case study uses the class AB memory cell and ICO designed as examples in
Sections 4.3.1 to 4.3.4 to form a SI PLL to the specifications given in Table 4.3 and

1s targeted towards FSK demodulation applications.

Table 4.3 Case study 1 specifications

Centre frequency: 10MHz
Input track range: O9MHz-11MHz
Output track range: 9MHz-11MHz
Loop bandwidth: 250kHz
Damping factor: 1.3
Process: 0.35pm CMOS
Output duty cycle: 50%

From Figure 4.34 the ICO gain, K, at zero output is read as 495kHz/uA, which, for
this application would benefit from being smaller and so is reduced by a factor of 5

by using a current mirror scale stage before the oscillator in the ICO (see Section
4.3.4). This gives a K, of 99 kHz/pA and so to achieve the specified track range the
ICO input will have to extend from -10.1pA to 10.1pA. The theoretical implicit PD
gain, Ky, 1s calculated from Eq. ( 4.36 ) as 6.66uA/rad. A desired loop bandwidth of
250kHz gives w, as 1.571Mrad/sec and given ¢ as 1.3 allows us to calculate the LF
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coefficients using Eq. ( 4.47 ). Since this is not a frequency synthesis example, N is

equal to 1.

o, =N o NOL_ 518 (4.74)
KoKd KoKd
2
a, =YL _ 0935 (4.75)
2K K,

This completes the case study design, and the entire transistor level circuit for the SI
PLL is shown for completeness in Figure 4.46. In order to evaluate the performance
of the PLL designed in this case study, a FSK modulated signal, with a frequency
shift of +5% from 10MHz was applied to the input. The transient output of the LF
(i-e. the demodulated FSK output) is shown in Figure 4.43.

20u

190 E input to FSK
modulator

output of
loop filter

7

Filter Ouput {A)
=
IS

—-10u

—28u

n i { 1 J
2.9 5.0u 10u
Time (s)

Figure 4.43 Loop filter output showing demodulation of the FSK signal

It is clear that the PLL is working as expected, and following the FSK modulations to
produce a faithful output copy of the original modulating signal. It is a simple matter
to adjust the damping factor, ¢, independently of the loop bandwidth, @, by
adjusting the SI filter coefficient «;. This is demonstrated here by increasing o; to
0.9 and the resulting transient response of the demodulated FSK output is shown in
Figure 4.44. The difference in overshoot is entirely expected, since the implicit PD
analysis outlined in Section 4.2.1 showed that K; was proportional to frequency. The

initial fall and rise is also as expected since the signals will be out of phase to begin
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with, so the PLL has to acquire lock. The double sampling nature of the system gives
the benefit that the output is valid for the entire sample period and so it appears as

more of a continuous time signal.

20u
input to FSK
12u L modulator
<
=] output of
a loop filter
5 2.2
o
-
£
L —10u
w\
—20u . A P s A
2.9 5.0y 19u

Time (s)
Figure 4.44 Loop filter output with increased damping factor

Figure 4.45 shows the output of the PLL ICO block as it locks to an input signal.
Notice how the output locks, as expected, with a static phase error just sufficient to
give an implicit PD output that maintains the ICO at the same frequency as the input.
This static phase error can be seen more clearly in Figure 4.47 where two cases are
shown, the first (a) is with an input frequency of -5% and (b) is with an input
frequency of +5% of the centre frequency. The power consumed by this case study,
including the dynamic power required by the clock generator and averaged over a
complete loop acquisition period is 1.24mW. This figure is low in comparison to the
1.85mW design of [24] which operated at frequencies an order of magnitude lower

than this case study.
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Figure 4.45 PLL output locking to an input signal
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Figure 4.46 Complete SI PLL schematic
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Figure 4.47 Static phase error for different input frequencies

4.5.2 Case study 2

The first case study was an example to demonstrate the design process and the
performance that can be typically be expected with the proposed 2" order SI PLL
architecture. The second case study represents a more challenging example based on
a state of the art PLL IP core commercially available from Barcelona Design [117].
Barcelona offer numerous PLL designs and this particular core is generated by their
BCGS10-13T silicon engine which is based around the TSMC 0.13pm generic
process technology. This process is far more modern than the 0.35um process used
throughout this chapter, and to achieve a similar specification using the 0.35um
process is a considerable achievement. The specifications of the Barcelona core are
shown in Table 4.4 and the PLL block diagram used to achieve these specifications is

shown in Figure 4.48.

Table 4.4 Barcelona design specifications

Centre frequency: 97.5MHz
Input track range: 90-105MHz
Output track range: 450MHz-525MHz
Acquisition time: 15us
Supply: 2.5V analogue, 1.2V digital
Power: 13mW
Process: 0.13um CMOS
Output duty cycle: 50%
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The Barcelona core is intended for the application of frequency synthesis, requiring
an output frequency of 5 times the input frequency. As with the first case study, the
ICO must be designed for twice the output frequency (10 times the input frequency)

allowing a divide by 2 block to ensure a 50% duty cycle for the main output.

i LF IcO
CYONN
0,6 | * > F(s) > !% 0,(s)
Ll
10 divider
divider

% — output

Figure 4.48 PLL block diagram for case study 2

Using the procedure outlined in Section 4.3.4 an ICO was designed of centre
frequency 975MHz and output range 900-1050MHz, and the resulting transistor
dimensions are shown in Table 4.5. The divide by 10 counter can be realised by
implementing a state machine with four state variables and next state logic defined

by the following relations:

0, =0, (476)
Q1+ :QoélQ_3+Q_oQ1 (4.77)
0," =00, +0,0,0, + 0,0,0, (4.78)

0, =0,0,0,0, +2,0,0, (479)
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The output logic is given by Eq. ( 4.80 ) and an implementation of this state machine

in standard NAND logic is shown in Figure 4.49.

Out=0,0,+0,0,0, (4.80)

Table 4.5 ICO transistor dimensions for case study 2

Transistor Dimensions (pm)

Loentre 237uA
Tpias 200pA

MI1,M2 28.4/0.95
M3-M6 90/0/35

M9.M10 15.96/1.55
Ml11, M13, M15 10/0.35
Mi12, M14, M16 2.5/0.35
M7, M8 50/0.35
M17 18/0.35

le
“ln‘“

=]

c Qp—~ ﬁ o
input

|
o
o
T

LC Q

Figure 4.49 Divide by 10 counter

The transient simulation shown in Figure 4.50 confirms that the ICO, complete with
divide by 10 and 2 output logic is working as expected. Furthermore the 1CO

performance is seen to be linear over its specified range as shown in Figure 4.51.
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Figure 4.50 ICO and divider signals
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Figure 4.51 ICO performance after divide by 10 (a) and divide by 2 (b) stage

A class AB memory cell suitable for this case study was designed using the
procedure in Section 4.3.1 and the resulting transistor dimensions are shown in Table
4.6. One factor which will need to be taken into account at this stage is the range of
realisable filter coefficients, given that the minimum width possible for the process is
0.35pm. For the NMOS transistor, this gives a minimum scale factor of 0.0219
which is therefore the smallest value that can be assumed for either of the two filter
coefficients, &; and «;. This constraint will place limitations on the realisable set of

loop parameters.

Table 4.6 Class AB memory cell dimensions for case study 2

Transistor Optimised (um)
PMOS memory w,/1, 28.4/0.95
NMOS memory w,/I, 15.95/1.55
Input/Output switch wy/l; 5.50/0.35
Memory switch we,/lsy, 0.70/0.35
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The ICO gain, K, is found from Figure 4.51(a) to be 0.46MHz/pA and so in order to
achieve the tracking range specified in Table 4.4 the input amplitude to the PD must
be at least 16.3 pA. This gives a PD gain, K, of 10.758pA/rad (from Eq. ( 4.36)). A
loop bandwidth of 1100kHz is chosen with a £ of 1 and from these loop parameters

the SI filter coefficients can be calculated:

o =N [p  NO_ 843 (4.81)
KoKd KoKd
2
a, =N T _ 041 (482)
2K K,

In order to evaluate whether the PLL is functioning correctly, an input with periodic
frequency steps of +5% is used and the resulting transient LF output is shown in
Figure 4.52. Notice how the PLL is clearly locking to the two different frequencies
and is demonstrating a less damped response for higher frequencies as predicted by
the model for the implicit PD. The response is a little over damped, and this can be
attributed to the greater losses in this high frequency PLL, contributing to a reduction
in loop gain. Significant noise has been injected from the high frequency oscillator,
which is as expected. At these frequencies, the clock edges become significant
compared to the sampling period and the system begins to behave less like an ideal
sampled analogue data circuit. This PLL is intended for frequency synthesis and as
such would normally be locked to a fixed reference signal. Figure 4.53 shows an

example of this situation, detailing the acquisition process before the loop is locked.
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Figure 4.52 Case study 2 loop filter output with FSK input



Switched-Current Phase-Locked Loops 162

3du

1au

—10u

Filter Output (A)

Figure 4.53 Case study 2 loop filter output, locking to a single frequency

The locking behaviour of the PLL can also be verified by the transient response
shown in Figure 4.54 which shows the PLL input and the signal after the divide by
10 stage. Finally, Figure 4.55 shows the final output signal of the PLL, which is, as
specified, exactly five times the frequency of the input signal. The simulated total
power consumption of the PLL including the dynamic power of the logic switching
elements and averaged over a typical loop acquisition cycle is 11.45mW, which is
less than the Barcelona design. The low power consumption is a result of using class
AB SI memory cells in the LF design. An important comparison that should be made
between the SI PLL of this case study and the Barcelona design is output jitter.
Unfortunately, it is very difficult to calculate jitter meaningfully using simulation and

as such this would have to be left to measured results from a suitable prototype chip.
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Figure 4.54 Case study 2 divide by 10 output locking to an input
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Figure 4.55 Case study 2 input and output, showing frequency synthesis

The key achievement of this case study is that a similar PLL specification previously
implemented using a state of the art 0.13pm process has been realised on a 0.35um
process. Additional achievements are that the proposed SI PLL design consumes less
power and requires no on-chip capacitors, which is likely to result in a very compact

layout when compared to the Barcelona design [117].

4.6 Concluding remarks

This chapter has shown for the first time how the SI technique can be successfully
used to implement 2™ order PLLs. It was shown in Section 4.2.1 that a separate
phase detector is not necessary for the proposed SI PLL architecture. Analysis
proved that instead, phase detection is implicitly achieved if the SI loop filter is
clocked by the current controlled oscillator output. Furthermore, a two part model for
this implicit PD has been derived and if certain guidelines are followed, its response

can be approximated to a constant gain of K.

Careful choice and design of the SI loop filter in Section 4.2.2 led to a compact
implementation and design equations have been derived relating filter coefficients to
PLL loop parameters. The advantages of a SI loop filter implementation are clear: it
is compatible with any standard CMOS process and requires no integrated
capacitors. In Section 4.3 the transistor level design of the proposed SI PLL was
outlined and detailed through a set of equations which relate high level loop

parameters to low level transistor dimensions.
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Two case studies have been used to demonstrate the theoretical analysis outlined in
Sections 4.5.1 and 4.5.2 and include an FSK specification with 10MHz centre
frequency and a more challenging specification similar to a state of the art PLL IP
core commercially available. The second case study demonstrated that the proposed
SI PLL architecture can support high frequency operation, even with a comparably
old process technology. Furthermore, the use of the class AB SI memory cell has
resulted in both case studies having very low power consumptions, which in the

second case study gave a 12% power saving over the commercially available core.
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Chapter 5

Conclusions and Further Research

5.1 Conclusions

As System on Chip (SoC) sets new standards in circuit integration levels, analogue
designers are being faced with the challenge of implementing analogue functionality
on a process optimised for digital gates. The switched-current (SI) analogue circuit
technique offers a solution to this problem, since it only requires standard digital
CMOS transistors and is suitable for low supply voltages. However, to unlock the
full potential of this promising circuit technique, methods and tools to facilitate the

design of major SI analogue building blocks are essential.

This thesis has investigated the analysis, automated design and realisation of two
fundamental analogue blocks, filters and phase-locked loops (PLLs), using the SI
technique. Firstly, a systematic power-aware design flow from specification to layout
for SI wave filters was presented and verified through a fabricated prototype chip.
Secondly a CAD methodology was developed to facilitate the rapid development of
SI analogue cores and implemented for the power-aware SI wave filter design
process through a tool called AutoSIF. Finally the application of the SI technique to

PLL design was considered and a design flow for novel 2" order SI PLLs proposed
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and automated through a further tool, called AutoPLL. A summary of the

contributions of this thesis are now given.

Chapter 2 presented a complete design flow from specification to layout for SI filters
using the wave synthesis technique. A key feature of the flow is a novel two stage
bias and signal scaling method which not only resolves internal distortion, thus
improving filter THD but also reduces power consumption as part of this process.
Techniques that facilitate efficient mapping of wave adaptor coefficients to transistor
level current mirrors, together with an analytical approach to the transistor level
design of the main wave filter building blocks have been described. The proposed
flow has been demonstrated and validated through the design, fabrication and
detailed characterisation of a 3™ order lowpass elliptic filter. The filter has the
highest bandwidth reported to date for fabricated SI filters using the wave synthesis
technique and employs the proposed power-aware scaling approach which has

resulted in a reduction in power consumption of 16.6%.

Chapter 3 proposed a generic two part CAD methodology to support the design of
major SI analogue circuit functions, and an implementation of this methodology for
SI wave filters in the form of AutoSIF. A carefully developed and parameterised
analogue cell library and a SKILL® based CAD tool form the basis of AutoSIF,
which automates the design flow and provides practical insight into SI design.
Simulation based optimisation is performed at both the ideal and transistor level,
leading to high performance fully defined filter schematics. AutoSIF has been used
to design numerous example filters which have been validated through transistor
level simulations using BSim3v3 models. AutoSIF was also used to design the

fabricated 3™ order lowpass elliptic filter detailed in Chapter 2.

Chapter 4 showed the first implementation of a 2" order PLL employing the SI
technique. The proposed novel SI PLL architecture does not require a separate phase
detector and instead it was shown that phase detection is implicitly achieved if the SI
loop filter is sampled by the oscillator output. Guidelines have been proposed which
allow the implicit phase detector relationship to be approximated to a constant gain.
A compact SI loop filter has also been developed and design equations have been

derived relating the PLL loop response parameters to filter coefficients. Transistor
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level design of the major PLL building blocks has been achieved using low power
class AB memory cells and current mirrors. The entire design flow has been
automated using the generic CAD methodology proposed in Chapter 3 in the form of
a cell library and tool named AutoPLL. Two case studies have been used to
demonstrate the theoretical analysis and these include a 10MHz FSK demodulation
example and a 5S00MHz frequency synthesis example similar to a state of the art PLL
IP core commercially available. The operation of both case studies is verified
through transistor level simulations based on BSim3v3 models. The second case
study in particular demonstrated that the proposed SI PLL architecture is suitable for

low power, high frequency operation.

In conclusion, this thesis has presented detailed design methods and tools for the
generation of SI wave filters and PLLs. The new methods and architectures proposed
are a significant contribution to the maturity of the SI technique and increase its

potential for use on present and future system chips.

5.2 Further research

Based on the work in this thesis, three relevant future research directions have been

identified and are briefly outlined as follows:

Class AB SI wave filters: The SI wave filter design flow in Chapter 2 and the CAD
methodology in Chapter 3 have shown that it is possible to quickly and efficiently
design high performance wave filters based on the S’I memory cell, with results
given for a 0.6um process. After the work in Chapters 2 and 3 was completed,
improvements were made to the newer class AB memory cell by Hughes et al which
motivated its use in the novel PLL architecture of Chapter 4. It is possible that using
class AB memory cells in wave filter designs may lead to a higher overall
performance than wave filters designed using S*I memory cells, and this possibility
should be investigated. Furthermore, it is likely that the wave filter design flow
proposed in Chapter 2 may well support higher frequency filters through the use of a

more modern, smaller process, and this should also be the subject of further



Conclusions and Further Research 168

investigation. Design of SI circuit blocks at such small feature sizes is likely to

present many interesting new challenges.

Higher order SI PLL architectures: Chapter 4 demonstrated how 2™ order SI PLLs
can be successfully designed using the proposed novel architecture. As with
conventional 2" order PLLs based on a lead lag loop filter, the design feasibility will
depend on the specified loop natural frequency and damping factor. Some designs
may indeed be entirely unfeasible or may require such a wide range of filter
coefficients that the sensitivity to process variations is significantly increased.
Employing higher order PLL architectures may provide a greater degree of flexibility
in the design process, and although stability would have to be carefully considered,
this merits further research. Furthermore, sensitivity analysis should be carried out to
determine feasible PLL specification ranges for a given loop order. A number of PLL
prototype chips should also be fabricated in order to directly compare their silicon
area to commercially available cores, since this is likely to be a key advantage of

using the SI approach.

SI PLL loop optimisation through behavioural simulation: The SI PLL architecture
proposed in Chapter 4 has been validated through transistor level simulations of two
case studies. Simulation of systems such as these is time intensive, with even a short
transient analysis taking around an hour to complete. Also, meaningful simulated
jitter and frequency domain measurements are difficult, if not impossible to obtain
using standard methods. An important area of further research is therefore the
development of behavioural models for SI PLL blocks, modelling not only ideal but
also limited non-ideal MOS transistor behaviour. These models would allow fast
optimisation of the loop response and would be especially useful when designing
higher order architectures. A PLL jitter model should also be developed to facilitate

accurate jitter simulations for the proposed architectures.
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Appendix A: Prototype Chip Layout

A great deal of time and effort was invested into the design and layout of the
prototype wave filter chip, described in Chapter 2, Section 2.4.5. This appendix
provides further details regarding the layout of the chip, building on the stack layout
strategy given in Chapter 2, Section 2.4.5. Figure A.1 shows an example of a highly
matched current mirror transistor stack alongside the main layout cells from which it
was built. An extensive layout cell library has been developed suitable for this

purpose, allowing rapid albeit manual generation of highly matched transistor stacks.

S:I

fexsesrm ey

Figure A.1 Highly matched current mirror and layout cells

Figure A.2 and Figure A.3 are example layouts for the parallel and series adaptors
respectively, both using current mirrors of the type in Figure A.l. Note that the

power routing tracks are suitably sized not only for electromigration limitations but

also for permissible voltage drops, as are the signal tracks.



Appendix A: Prototype Chip Layout 181

Figure A.2 Layout for parallel adaptor

Polysilicon is used exclusively for transistor gates, never for routing purposes. Apart
from very few exceptions, metall is used for all vertical routing inside cells, with
metal2 used for all horizontal routing inside and outside cells. Metal3 is used for
vertical routing outside cells, since it has a much lower resistance per square than
metall and also suffers less from cross coupling since it is physically higher up. All
unusual transistor dimensions, for example those used to implement adaptor
coefficients, are made from unit transistors and one non unity transistor which is
always placed at the end of the stack. If a current mirror has all its transistor widths

scaled, appropriately scaled layout cells are used, and hence a taller stack results.

Figure A.3 Layout for series adaptor

Delay cells are laid out in two separate parts, a transistor stack, and the delay cell
switches. The switches are in a physically separate area, with their own guard ring to

prevent coupling of the clock signals through the substrate. This layout is shown in
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Figure A.4 and the area between the group of switches and the main transistors is
such that a wide substrate tap can be placed at a later stage, to further prevent digital

signals coupling though the substrate into the analogue transistors.

Figure A.4 Layout for delay cell with all switches in separate guard ring

The wave filter core layout consisting of the above adaptor and delay blocks is
shown in Figure A.5. Delay cells are grouped on the left side such that the digital
switch regions can be completely separated form the analogue transistors by a very
large substrate tap tied to a quiet ground. This reduces coupling of the clock signals

into the analogue sections through the substrate.
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Figure A.5 Entire wave filter layout, not including bias and clock generation block
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Figure A.6 Layout for bias generation block

The clock generation circuit uses standard macro cells provided by the process
vendor, however, (until recently) only reduced layout cells are provided, since this
protects the vendor’s IP. Once the chip is taped out the fabrication house replaces
instances of these reduced cells with the complete layout. The points of connection
are of course given and from this the routing can be completed. The clock generation

block can be seen in Figure A.7.

Figure A.7 Layout for clock generation block using standard cells

The entire chip layout, consisting of wave filter core, periphery and extra cells and
padring is shown in Figure A.8. A number of structures were included on the chip,
separate from the filter core such that individual building blocks could be

characterised, should the filter fail. These extra blocks included the following:

e Clocked S*I memory cell using the same clock phases as the wave filter

e Unclocked S*I memory cell independently clocked and biased externally

e Two output current mirror, using same biasing as wave filter core

e Extra branches in current mirrors of adaptor blocks to indicate internal signals
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The pad ring is split into an analogue pad ring and a digital pad ring, with associated
separate supplies. Looking at Figure A.8 it can be seen that in fact all the purely
digital signals, pads and tracks are on the very left side of the chip area, completely
separate from the analogue transistors. Chip affiliation and the university logo are
added as layers metall, metal2 and metal3 for good visual contrast and to avoid large

floating areas of metal these affiliations are electrically connected to the substrate.

Figure A.9 shows a photo of the fabricated chip.
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Figure A.8 Entire wave filter chip layout
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Figure A.9 Photo of fabricated die
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Appendix B: Prototype Chip Results

The prototype filter chip designed and evaluated in Chapter 2 was extensively tested
on return from the fabrication house. Only the most pertinent results have been
shown in the main thesis, and this appendix contains a more comprehensive selection

and further information detailing the test setup.

Test setup: In order to test the response of the prototype chip, an evaluation PCB was
designed allowing all current outputs and inputs to be accessible as voltages
(essential for use with voltage mode test equipment). The layout view of the test PCB
is shown in Figure B.1. Note that all the chip pins are accessible through test points

arranged and annotated around it.
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Figure B.1 Evaluation board for the prototype filter chip
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The PCB is designed to fit as the top panel of a sloped plastic enclosure, which
protects the bottom and provides a good base. Measurement of the analogue or
digital supply voltage and current to the chip is facilitated through two power
switches and additional test points. The global chip bias current is set using a multi-

turn variable resistor.

The simplest and most effective means by which to convert the current signals to
voltages is to use the arrangement shown in Figure B.2. A 50kQ resistor at the input
to the filter acts as a simple voltage to current converter, and is driven by a signal
generator operating at an offset equivalent to the quiescent input voltage of the filter
(i.e. 1.65V). A 5kQ resistor at the output is tied to a voltage equal to the quiescent
output voltage of the filter to perform current to voltage conversion. This signal is
buffered (and amplified) in order to drive the capacitance of the oscilloscope and

spectrum analyser cables.

Vdda  Vddd

v/
. H to scope/
input Fl Iter output analysper
signal bias gnda gndd clkin IN
generator _ L L
bias = - external
165V current clock 1.65V

resistor

Figure B.2 Test setup for measuring filter performance

Time domain results: Figure B.3 shows the output of the filter with a sinusoidal
input in the filter passband. In this case the filter sampling frequency is 10kHz. The
filter output appears to be very linear, and this is reflected in later spectral
measurements. Figure B.4 shows the filter output with an input signal at the filter
cut-off frequency, in this case 1kHz. The sampling frequency is again 10kHz.
Capturing time domain responses of the filter can be difficult at much higher

frequencies since the edges of the sampled waveform contains high frequency



Appendix B: Prototype Chip Results 188

content. Future prototype chips will contain a sample hold stage at the filter output,

to alleviate this problem.
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Figure B.4 Filter output with an input signal at the filter cut-off frequency
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Filter frequency response: Figure B.5 shows the filter frequency response with a
cut-off frequency of 100Hz (sampling frequency of 1kHz). The response
demonstrates that the filter can function at much lower frequencies than the 100kHz

cut-off it was designed for.

Magnitude (dB)

0 Frequency (Hz) 400

Figure B.5 Filter response with 100Hz cut-off frequency

Figures B.6 and B.7 show the filter frequency response with a cut-off frequency of
1kHz and 10kHz respectively (sampling frequency of 10kHz and 100kHz). The
responses are very accurate in this frequency range and the stopband attenuation sits
at -31dB. In both cases the notch depths are significant, showing accurate zero

placement, which is likely to be due to the highly matched layout.

Magnitude (dB)

-50 -

Frequency (Hz)

Figure B.6 Filter response with 1kHz cut-off frequency
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Magnitude (dB)

0 Frequency (Hz) 40k

Figure B.7 Filter response with 10kHz cut-off frequency

Figure B.8 shows the filter response at the designed maximum sampling frequency of
IMHz, giving a theoretical cut-off frequency of 100kHz. The filter frequency
response is close to the ideal, with a (mean) cut-off frequency of 98.2kHz and up to
0.8dB pass-band ripple compared to 0.5dB (ideal). From twenty samples, the cut-off
frequency spread was found to be £0.66% from the mean of -1.79%. It is interesting
to note that the measured filter has a stopband notch at 185kHz compared to the
simulated notch at 183kHz. This close agreement together with the well-defined
notch of -45dB depth is attributed to the careful layout strategy.

Magnitude (dB)

_50 S . . R TR
Frequency (Hz)

400k

Figure B.8 Filter response with 100kHz cut-off frequency
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Figure B.9 shows the effect on the filter passband of operating the filter at higher
sampling frequencies, in this case 2.5MHz, giving a cut-off frequency of 250kHz.
The passband ripple and stopband attenuation are worse, as expected since there will
be incomplete settling in the memory cells. To demonstrate the tunability of the
prototype filter, Figure B.10 shows four responses, sampled to give a cut-off
frequency of 25, 50, 100 and 250kHz. The prototype chip has been successfully used
to implement additional elliptic filter responses (not shown here) with cut-offs
frequencies from 10Hz to 750kHz. Incomplete settling degrades the filter response at

cut-off frequencies much above the designed maximum of 100kHz.

Magnitude (dB)

50 I
Frequency (Hz)

Figure B.9 Filter response with 250kHz cut-off frequency

Magnitude (dB)

B0 [ T S
0 600k
Frequency (Hz)

Figure B.10 Filter responses with 25, 50, 100, and 250kHz cut-off frequencies
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Filter output distortion: A number of measured output frequency spectrums were
plotted for various sample frequencies and input signals and these are discussed here.
All spectrums were generated at an input signal amplitude of SOpA. Figure B.11
shows the spectrum resulting from an input of 1kHz to a 100kHz cut-off frequency
filter. Figure B.12 shows spectrum of the output from the same filter but with an

input of 10kHz.

Magnitude (dB)

0 Frequency (Hz) 10k

Figure B.11 Output spectrum with 1kHz input and 100kHz cut-off frequency

Magnitude (dB)

0 Frequency (Hz) 100k

Figure B.12 Output spectrum with 10kHz input and 100kHz cut-off frequency

Figures B.13 and B.14 show the output spectrum of a 10kHz cut-off frequency filter
with input signals of 100Hz and 1kHz respectively. At these lower frequencies, the

harmonics are particularly small, at over 60dB less than the fundamental.
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Magnitude (dB)

-100
Frequency (Hz)

Figure B.13 Output spectrum with 100Hz input and 10kHz cut-off frequency

Magnitude (dB)

2100 F

Frequency (Hz) 10k

Figure B.14 Output spectrum with 1kHz input and 10kHz cut-off frequency

Filter output noise: The filter output noise was determined by observing the filter
output spectrum with the chip connected and powered on, and with the input to the
spectrum analyser grounded (and the chip powered off). Post-processing of the
waveform determined that the integral noise levels off at about 90nA which is a little
above the simulated result of 70nA, a difference which can be put down to the
experimental setup. The SNR calculated from the noise power is 64dB (as compared

to the simulated value of 66.62dB).
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Figure B.15 Noise power spectrum with and without chip power applied
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This appendix lists the AutoSIF cell library as discussed in Chapter 3, Section 3.3.1.

A cell name ending with ‘V’ denotes that this is an ideal cell whereas ‘R’ denotes a

real transistor level block. A cell name ending with an ‘S’ indicates a symbol which

could have either ideal or real levels below it. Naming for filter cells consist of two

parts, the first 1s either ‘Pass’ for passive, ‘Wave’ for wave ideal or ‘Comp’ for

transistor level with the second part reflecting the filter type function and order. The

AutoSIF cell library contains many different orders of Chebyshev and elliptic filters,

at passive, ideal wave and transistor level. Only the 3™ order elliptic example is

shown 1n the cell listings below.

Cell listings:

Cell Name: CompEl1Lo3S

Biasln Cikin

Lo

Level: High ¥ Mid O Low O

Cell Description

Example top level symbol for Elliptic
Lowpass 3rd order filter

®— [nput Output —&

Cell Parameters

Y00, YO1, Y02, Y10, Y11,Y12, Y21, Y22,

Y23 ... Yn2, fsample
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Cell Name: parallels

Level: High M Mid O Low [J

Cell Description

Parallel adaptor symbol.

Cell Parameters

YO, Y1,Y2

Cell Name: Seriess

Level: High M Mid (0 Low O

Cell Description

Series adaptor symbol.

Cell Parameters

Y0, Y1,Y2

Cell Name: Delays

52

,]n Tc:ut [ |

13

Level: High & Mid O Low (O

Cell Description

Positive delay cell symbol

Cell Parameters

None.
The delay cell design is fixed and so the
transistor dimensions can be global to the
entire design

Cell Name: NegDelays

Level: High M Mid O Low DO

Cell Description

Negative delay cell symbol

Cell Parameters

None.
The delay cell design is fixed and so the
transistor dimensions can be global to the
entire design.
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Cell Name: ClockGens

B—clkin ph &
phia—2

Real Clock Ph1b/—4
Gengrator P2
ph2g—H

12 ph2b—®

Level: High @ Mid O Low O

Cell Description

Symbol for clock generator block.

Cell Parameters

None.
The input sample frequency is through
the terminal ‘clkin’

Cell Name: BiasBlockS

Bios Blockgnigigs
B—Bigsin PCBias

PBias
I1 NCBias

Level: High M Mid 0 Low O

Cell Description

Symbol for bias generator block.

Cell Parameters

None.
One input bias current reference through
the terminal ‘Biasin’

Cell Name: 1IM1S

M1

Level: High O Mid @ Low I

Cell Description

Single output branch current mirror
symbol.

Cell Parameters

InRat, Out1Rat
Input and output scaling ratios

Cell Name: 1M2S

M2

15

Level: HighO Mid @ Low [l

Cell Description

Double output branch current mirror
smbol.

Cell Parameters

InRat, Out1Rat, Out2Rat
Input and output scaling ratios
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Cell Name: 1M38

D0,
AN

High O Mid M Low O

Level:

Cell Description

Triple output branch current mirror
symbol.

Cell Parameters

InRat, Out1Rat, Out2Rat, Out3Rat
Input and output scaling ratios

Cell Name: NegDelayV/R

P

High O Mid @ Low O

Out

Level:

Cell Description

Negative delay cell symbolic circuit.

Cell Parameters

None.
The delay cell design is fixed and so the
transistor dimensions can be global to the
entire design.

Cell Name: PassEl1Lo3

| ]
1L
[aW) I <i
]
gnd gnd égnd Egnd
Level: High O Mid O Low ™

Cell Description

Example passive circuit for Elliptic
Lowpass 3rd order filter.

Cell Parameters

C1,C2,C3,L2

Cell Name: WwaveE1Lo3

s

H

i

Level: High O Mid M Low [l

Cell Description

Example ideal wave structure for Elliptic
Lowpass 3rd order filter

Cell Parameters

YO0, Y01, Y02, Y10, Y11, Y12, Y20, Y21,
Y22,Y30, Y31, Y32, fsample, |Bias
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Cell Name: CompElLo3

-l

BT

Gl |

R 3 L . - o
}j:’v\v—i“ i:"‘ iﬂ i-:wa et Tttt s

Level: High O Mid ¥ Low O

Cell Description

Example complete wave structure for
Elliptic Lowpass 3rd order filter

Cell Parameters

Y00, YO1, Y02, Y10, Y11, Y12, Y20, Y21,
Y22, Y30, Y31, Y32, fsample, lbias, plus
all current mirror and delay cell
dimensions

Cell Name: SeriesV/R

V2o @

Tic @@

S —
Yéa
N2 4z w2 m3
i22 Ezs ] Eza 1
4
et U
28 37 7_

High O Mid ¥ Low O

Level:

Cell Description

Symbolic implementation of series
adaptor.

Cell Parameters

YO, Y1,Y2
(adaptor coefficients)

Cell Name: ParallelV/R

Level: HighO Mid @ Low DO

Cell Description

Symbolic implementation of parallel
adaptor.

Cell Parameters

Y0, Y1, Y2
(adaptor coefficients)

Cell Name: 1M1V

and | gnd

Level: High O Mid O Low &

Cell Description

ldeal implementation of single output
branch current mirror symbol.

Cell Parameters

Ideal current controlled current source
gain factors are set by input and output
branch ratios
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Cell Name: IM2V

Level: HighO Mid 0 Low®™

Cell Description

Ideal implementation of double output
branch current mirror.

Cell Parameters

Ideal current controlled current source
gain factors are set by input and output
branch ratios

Cell Name: IM3V

P outt
i out?

In Qut3
4 Fi8 Fg 2:]

fooin: fgain:! fgoin: 1.8

gnd gnd gnd gnd

High 0 Mid O Low ™

Level:

Cell Description

Ideal implementation of triple output
branch current mirror.

Cell Parameters

Ideal current controlled current source
gain factors are set by input and output
branch ratios

Cell Name: DelayVv

Level:

High O Mid O Low ™

Cell Description

Ideal implementation of delay cell, using
ideal switches and ideal current mirrors.

Cell Parameters

The ideal operation of the delay cell is
unambiguous and so no parameters have
to be changed here.

Cell Name: IM1R

Level: High O Mid O Low M

Cell Description

Transistor level implementation of single
output branch current mirror symbol.

Cell Parameters

PWIn, PCWin, NCWIn, NWIn, PWOult1,
PCWOut1, NCWOut1, NWOut1, PL,
PCL, NCL, NL, Dummy
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Cell Name: IM2R

T T
e

Out2

o P ot

}.&_Bias! é

|-9——n|

gnda nsa uﬂdﬂé oo
~

High O Mid O Low ™

Level:

Cell Description

Transistor level implementation of double
output branch current mirror.

Cell Parameters

PWin, PCWIn, NCWiIn, NWIn, PWOut1,
PCWOut1, NCWOut1, NWOut1,
PWOut2, PCWOut2, NCWOut2,

NWOut2, PL, PCL, NCL, NL, Dummy

Cell Name: IM3R

(3
é*i
S

HighO Mid O Low ™

Level:

CQut3
Qut2
Outt

Cell Description

Transistor level implementation of triple
output branch current mirror.

Cell Parameters

PWIn, PCWin, NCWIn, NWIn, PWOut1,
PCWOut1, NCWOut1, NWOut1, PWOut2,
PCWOut2, NCWOut2, NWOut2, PWOut3,
PCWOut3, NCWOut3, NWOut3, PL, PCL,

NCL, NL, Dummy

Cell Name: DelayR

Level: HighO Mid O Low ™

Cell Description

Transistor level implementation of delay
cell, using S?l memory cells.

Cell Parameters

S2IPW, S2IPL, S2INW, S2INL, S2IMW,
S2IML, S2liow, S2II0L

Cell Name: ClockGenR

5
—a o
' 2
e qse 5
ores
e b
cin B i

Level: High 0 Mid O Low™

Cell Description

Transistor level implementation of clock
generating block.

Cell Parameters

None.
The input sample frequency is through
the terminal ‘clkin. All the digital cells are
from the standard libraries.
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Cell Name: PMO0OS3

o

Level: High O Mid O Low M

Cell Description

PMOS ftransistor used throughout the
design

Cell Parameters

W, L
Note that this simply hides the 4 terminal
PMOS transistor from the standard library
for easy porting between processes.

Cell Name: NMOS3
= [!S
!

Level: HighO Mid O Low ™

Cell Description

NMOS transistor used throughout the
design

Cell Parameters

W, L
Note that this simply hides the 4 terminal
NMOS transistor from the standard
library for easy porting between
processes




