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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING AND APPLIED SCIENCE
Doctor of Philosophy

Penetrant diffusion in polyethylene: The impact of water on the
performance of novel XLPE cable designs.

By Laurent Luc BARRE.

Power cables consist of concentric arrangements of layers designed to respond to
specific technological requirements. The ambition of the present work is to devise a
way to prevent durably the occurrence of detrimental electrical breakdowns induced
by the progressive penetration of water within such structures, by the means of
studying materials or systems that already are, or could be, integrated into the design
of a cable.

Preliminary investigations were directed at evaluating the effect of composition and
thermal conditioning on the subsequent morpho-mechanical structure of model
materials, which potentially reflect the behaviour of existing LDPE-based insulating
materials. This was done prior to investigating water uptake kinetics using the same
model materials as above. What was revealed is the considerable influence of
additives and thermal processing on the morphology and molecular mobility of such
systems. Additionally, such materials exhibit sorption characteristics that were
shown to respond to Fickian characteristics.

Afterwards, two materials whose potential applicability to forming water retention
layers were probed using ageing methods that ideally reproduce those they would be
subjected to, were they incorporated in power cables. One of these two systems is a
biomaterial whose water-binding capacities were shown to remain constant, albeit
with a propensity to exhibit marked depolymerisation characteristics. The other
material is a superabsorbent whose nature was not precisely known, but which
nonetheless proved to be as functional as the above biomaterial, from a

water-trapping standpoint.
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Humidite, cause de tous les maux.

Gustave Flaubert.
(1821/1880)
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Glossary

Anomer: Type of molecular configuration of hexoses involving the C1-C6 ring
closure.

Chirality: Geometric property of a spatial arrangement of atoms that cannot be
superimposed onto its mirror image.

Endo/Exocycle: Descriptors of the relative orientation of atoms or groups of atoms
attached to non—bridging atoms. If the group is orientated towards the highest
numbered bridge it is gi!"ven the description exo; if it is orientated away from the
highest numbered bridge it is given the description endo.

Epimer: Isomers that have the opposite configuration at only one or two or more
tetrahedral (stereogenic) -centres present in the respective molecular entities. In our
case, the notion of e;:;imer characterises a monosaccharide which differ in

configuration around a single, or two carbon atoms.

XX




Chapter 1

Background and materials presentation

1.1 General remarks on the appearance and modern use of polymers

Synthetic polymers appear nowadays remarkably diverse as they meet varied functions
within innumerable massfrharket applications. A key reason for this is the ease with
which most polymers can be moulded and shaped. This confers on those materials an
unprecedented versatility' in utilization: from pen lids to elastomeric joints sent in
spacecrafts, from shopping bags to multi-layered milk bottles, from acoustic insulation
materials to shoe soles, from liquid crystal displays to shock absorbers, synthetic
polymers can be found ir: simple objects and as parts of complex systems. However,
this emergence of synthetic polymers arose as a result of fairly recent discoveries.
Effectively, the first polyl:neric materials started to appear only about a hundred years
ago, towards the end of the 19™ century. The very first commercial appearance of a
synthetic “plastic”, referred to as Celluloid', initiated the revolutionary leap that led to
more recent discoveries of other synthetic polymers. Celluloid, whose name became
notorious since 1868, was followed in 1906 by Bakelite, a phenolic resin. The real
breakthrough in the polymer field, however, relates to the conjecture by Staudinger in
1920 regarding the true nature of a polymer. Other well-known polymers have been
discovered since then. For instance, the discovery of Nylon in the 1930’s” allowed the
manufacture of parachute cloth, clothes as well as fishing lines. Ziegler and Natta
respectively discovered polyethylene and polypropylene in 1953 and 1954. At the
present time, synthetic :pblymers are mainly derived from processed oils as well as
from vegetable or animalisources. As a result, hundreds, if not thousands of synthetic
polymers exist nowadays£ fortunately, it appears possible to sort them as a function of
their physical and chemi{:al properties. This permits the construction of classes and

families of polymers, since groups of them tend to possess common properties.

! A product named after nitrocellulose processed with camphor.

2 Nylon is derived from polymerization reactions between acids and amines.



Generally speaking, most synthetic polymers appear as long macromolecular
assemblies made of organic elements, and it is mostly from their size that they derive
most of their properties.

In contrast to mankind’s relatively recent discovery of synthetic polymers, natural
polymers have been part of nature since the emergence of living plants and amimals. A
protein such as casein coming from milk can be used as a glue sealant but it also gives
a polymer called paracasein once processed with formaldehyde. At the same time,
natural polymers, also referred to as biopolymers, are used by living creatures as their
genetic material or, alternatively, as vital food reserves and essential bodily fluids. For
mstance, deoxyribonucleic acid, also known as DNA, is a molecule that contains
hereditary information. This macromolecule is now commonly recognized as being a
polymer in the sense that it consists of millions of repeat units. Among other well-
known biopolymers, one can find diverse assemblies of poly-proteins and also
carbohydrates, a family which includes, among other substances, starch, cellulose and
_polysaccharides; all these molecules provide essential support for living plants and
animals. Of course, biopolymers exhibit similar characteristics to that of their synthetic
cousins. For example, DNA also shows self-organizing properties, in the sense that it
can adopt helical conformations as well as linearly condensed structures in response to
electro-biological stimuli. Thus, biopolymers can also crystallize, form complex
structures, store energy and information and such qualities are fundamentally related to
their macromolecular nature. In this sense, they reflect their synthetic counterparts,
while being used for rather different purposes, as part of many biological processes.

To conclude, the enormous appeal of polymers is linked to their flexible processing
ability. In addition, it would be wrong to deny that the low price of a number of
unprocessed materials does not reinforce the overall attractiveness of polymeric
materials. As we have already indicated, polymers are employed in the most complex

systems, and the high-voltage industry is no exception to this.

1.2 High-voltage cables: a polymer-based structure

A modern power cable is a complex, engineered structure. It contains many coaxial
layers with complementary functions, and many of these layers are made of polymeric
materials. When it comes to the transport of currents at high voltage, the primary

problems high-voltage cables must face relate to electrical insulation. Nevertheless,




other important technological issues must also be addressed beyond this concern. In
this section, we provide a short summary dealing with the history of materials linked to
electrical insulation in power cables. We then examine the internal architecture of a
modern power cable, to emphasize the precise context of this study, since the latter
does not exclusively relate to insulating materials. We ultimately present the model
materials examined in the experimental part of this thesis and, as we associate them to
their functions, we give a more accurate description of their composition and

alternative uses outside power cable applications.

1.2.1 Brief reminder of the history behind electrical insulation in power cables

The need for electrical insulation is great in power transmission, since massive flows
of current must be solely restricted to the conductors. A natural rubber known as gutta
percha served as an early insulating material for cables [1]. Later designs involved
layers of paper impregnated with oils and such systems are still being used nowadays
[1]. However, such cables possess a major drawback, namely the possible Jeakage of
oil that can lead to pollution and the potential for fires [1]. Alternatively, synthetic
polymers such as low-density polyethylene (LDPE) and polyvinyl chloride (PVC) are
also utilized as insulators [2,3], but it is LDPE that is primarily employed for its
intrinsically high dielectric stability. An improved version of LDPE started being used
from the 1960°s: crosslinked polyethylene or XI.PE. The passage from LDPE to XLPE
was due to the fact that the latter possesses rather better mechanical characteristics at
high temperatures, i.e. reduced softening properties. This enables XLPE to cope with
hypothetical short temperature excursions [4,5] which is increasingly important since
the magnitudes of the transmitted power has increased significantly in a few decades.
In the 1960’s, European polymer-insulated power cables could tolerate voltages up to
50 kV [6]; as suggested by more recent work [7], modem cables have been required to
withstand ten times higher voltages since the late 1980°s. Also, in the 1960’s, 11 to 50
kV power cables using polyethylene insulation were required to withstand
temperatures of ca. 70°C when fully loaded [6]. These days, normal running
temperatures are reported to range from 70°C [8] to 90°C [5], a value which depends
obviously on the current flowing in the conductor. According to Boubakeur et al. [5],

400 kV cables can, exceptionally, reach overload temperatures as high as 250°C.




1.2.2 Schematic description of a contemporary power cable

One way to deal with the work described in this thesis is to divide it up in a way that
resembles the architecture of a power cable. The latter can be viewed as a coaxial
multilayered structure in which one finds layers responding specifically to different
technological criteria. In order to illustrate this point, fig.1.1 provides a schematic
representation of a high-voltage cable® inspired from general descriptions provided by
different workers [3,9,10]. If we start from its core, a power cable comprises
arrangements or bundles of copper conductors. Then, one finds a primary
semi-conducting shield that consists of a carbon-black filled cross-linkable
ethylene-based copolymer. The primary role of this layer concerns effects attributable
to the surface irregularities of the copper conductors. It can alternatively be seen as a
stress control layer, meant to ensure that the electric field generated by a cable remains
symmetrical. Around this first layer, one finds an XLPE layer, which is wrapped in

another semi-conducting layer. The obvious role for the XLPE layer is electrical

...—1nsulation, .while the role for the outer semi-conducting layer is to..canfine voltage ... . . -

gradients to the inner parts of the cable. Depending on the cable type, for instance, as
seen from an ABB 115 kV cable, the above structure can then be surrounded by a thin
layer, which contains water-trapping substances. Water-trapping layers are habitually
found in the structure of submarine cables where such devices are designed to restrict
water penetration along the cable’s core. Additional water-trapping particles can also
be introduced into the spaces left between the bundles of copper conductors [11].
Finally, the external layers can be wrapped in a metallic tape or sheath and,
occasionally, the entire structure can also be encased in an external jacket or sheath.

Since our research topic is primarily linked to the occurrence of water permeation in a
high-voltage cable, our main attention is directed at those layers which may be
subjected to water-related hazards. Therefore, it is essential to consider the

environmental conditions under which a power cable must operate.

? The geometrical scale and relative thicknesses of the different layers indicated in fig.1.1 are not shown

to scale.



I External sheath

I Metallic sheath

I Water-trapping layer/Laminate foil
B Semi-conducting insulation shield
I XL PE insulation layer

I Semi-conductor, conducting shield
T Water-trapping particles

23 Spacing between conductors

' Copper conductors

Figure 1.1: Schematic representation of a high-voltage cable comprising a

water-trapping layer.

1.2.3 Installation and external constraints for power cables
Transmission lines can either appear as underground cables or overhead conductors
depending on the constraints imposed by the surrounding area [12]; in some cases,
underground installation costs are 4 to 33 times higher than that for overhead
conductors [12]. This means that cables are generally buried only in populated zones,
1.e. urban areas. Here, London represents an excellent example, where transmission
cables have to be installed underground, as part of the so-called London Project.
Buried cables can be installed in pipes, ducts or ventilated pipes but some are also
buried directly in the ground. An obvious advantage of this is that overhead conductors
are exposed to variable environmental conditions, such as wind and sleet loads [13].
On the other hand, cable cooling is a major issue for underground installations, since
overhead conductors are cooled by natural air circulation. Thus, controlled conditions
are needed to ensure that a cable can function correctly. In an ideal scenario, well
protected power cables will never be exposed to aqueous systems. Although the
long-term threat of water ingress is more obvious for submarine cables, we cannot
totally reject the possibility that ducted or buried cables might, at some point, be
exposed to water. The reasons for this could include:

e Unnoticed manufacture imperfections could compromise the local integrity of

a cable.
e Partial, accidental perforation of some external layers could occur during
installation or maintenance.
e Flooding or leakage in urban areas might result the cable being exposed to

water, even in a previously clean and dry duct.



Thus, it appears sensible to pre-empt the potential requirement for a degree of
protection against potential aqueous hazards, such that even buried, ventilated cables

could benefit from some supplementary protection.

1.2.4 Description of our model materials

This section introduces the model materials that have been used in this study in place
of their genuine power cable counterparts. They correspond to layers directly involved
in our research topic since they all are, potentially, subject to water permeation or
water uptake. Firstly, polyethylene-based materials relate to the electrical insulation
layer. Then, the other two systems correspond to two distinct hydrophilic materials that
can be seen as potential water-blocking systems. The following sections provide more

detailed descriptions of our systems.

1.2.4.1 Classification of our LDPE-based materials

-~Insulating layers made-of LDPE or X[LPE-were censidered-in-this study, since water -~ - -

permeation can induce specific electrical breakdown mechanisms. Our approach does
not include any experimental work related to breakdown and, consequently, we do not
wish to expand much further on such mechanisms; we nonetheless wish to point out
that failures related to water absorption generally involve water-treeing, and that many
studies in the literature provide this much needed connection between water uptake
and breakdown strength reductions in LDPE-based insulating materials [14-17]. If AC
breakdown values are reported to decrease proportionally to the moisture content
absorbed by XLPE [15], water uptake additionally appears to be accelerated by the
voiding generated by treeing mechanisms [18,19]. In view of this, we developed an
additional interest in a related family of | ethylene-based materials, namely
ethylene-vinyl-acetate (EVA) copolymers; our interest in these stems from the fact that
EV A materials are reported to exhibit water-tree suppressant properties [8,20,21] since
they may inhibit mechanical damage attributable to cavity growth phenomena, as

discussed later on in the case of pure polyethylene (PE).

1.2.4.1.1 Chemical structure and typical uses for polyethylene
Polyethylene possesses a simple chemical structure, being the simplest synthetic

 macromolecule. PE is built from a polyaddition reaction of ethylenic monomers




classically represented as -(CH,-CHy)- units. Depending on the polymerization
process, low or high-dendity polyethylene can form. LDPE, or branched polyethylene,
is obtained via high pressure processes, whereas low pressure procedures requiring
catalysts, lead to linear polyethylene chains. Thus, polyethylene derived from natural
gas at pressures higher than a thousand bars leads to LDPE, a material that commonly
contains 20 to 40 side br:anchcs per 1000 carbons of the main backbone [22]. In any
case, PE is a semi-crystalline material. It is employed extensively in the food and
packaging industry for its barrier properties, in the market of household goods for its
low price, or, alternativel-:y, in the chemical industry for its intrinsic inertness, e.g. for
the transport of certain acids. However, our interest in LDPE comes from the fact that
it is frequently employed%’ for electrical insulation, since it exhibits excellent dielectric
properties. As far as we can state, literature studies [4,5,8,15] repeatedly provide
evidence that LDPE or. crosslinked LDPE are insulating materials preferentially
employed in power cables. However, one could argue that any polyolefin could
provide an equivalent, if not superior insulating behaviour to that of PE-based
compounds. It appears possible to envisage using HDPE as an insulating material; but
in practice, an extruder requires additional power to process it at some 30°C higher
than for LDPE* [6]; more seriously, rapid cooling stages also imply greater volume
contractions leading to the formation of internal voids and delamination of the
insulator from the conductor [6]. In the case of polypropylene (PP), Mayoux reports
that the latter exhibits a restricted temperature capability since it is accompanied by a

significant variation in capacitance with temperature [23], which is a drawback.

1.2.4.1.2 Borealis Oy polyethylene compounds

Our first material consists of an LDPE that is supposedly, free of any additives. Our
second material contains at least one unidentified antioxidant, which has been added to
the pure material. Our thizd compound combines the content of the previous one with
an unknown quantity of hnreacted dicumyl peroxide (DCP). From now on, we will
respectively refer to our LDPE-based materials as Material A, B or C. Initially, we
carried out a literature research aimed at reviewing the likely composition of each of
the above materials. From different literature studies [2,24-27], we learn that insulating

materials derived from chemically crosslinked LDPE must withstand

* LDPE extrusion temperatures are situated between 180°C and 270°C [6].




thermally-activated alterations during crosslinking’. Several workers [2,25-27] indicate
that a critical balance between a primary phenolic or amine reagent is employed to
inhibit scorch®, a bifunctional sulfur or phosphorous-based antioxidant being also
required to prevent long-term thermal oxidation. Hence, the initial amount and type of
antioxidant appears closely linked to the initial amount of DCP present in the material
[15,26], but also to the latter’s future running conditions. This leads to a likely
description of Material C’s composition. It appears important to specify that classical
XLPE compounds initially comprise a few percent of DCP in mass, typically 1 to 3%
[5,8,28]. Once DCP has been activated, the final gel contents are found to reach a
maximum with an initial content of 2 to 3% of DCP [28]; this maximum reaches
typically 80% to 90%, a result that can also depend to some extent on the molecular
characteristics of the branched polyethylene, for example, the degree of branching
[24,28]. Also, the amount of gel formed by crosslinking is a quantity likely to increase

noticeably due to long-term ageing reactions occurring during service conditions.

1.2.4.1.3 Chemical structure and utilizations of EVA copolymers
Ethylene-vinyl acetate is a rather more complex macromolecule than polyethylene,
since it is composed of a distribution of ethylene and vinyl acetate units. The vinyl
acetate unit is shown schematically in fig.1.2. EVA copolymers are commonly
employed as alternative materials instead of polyethylene for applications that require
a better mechanical flexibility than polyethylene [22], even though the presence of
vinyl acetate is detrimental to the chemical inertness of the material. EVA is employed
in the food packaging industry and, for instance, some flexible gloves are prepared

from such materials. It is also utilized as an insulating material in the cable industry.

3 The thermo-chemical activation of DCP leading to the formation of a network due to a succession of
chemical reactions that can be summarized as the following three-steps reaction [5,26,27]:-

@ ROOR - 2RO’

(i) RO’ + -CH,-CH,-CH,- > -CH,-CH'-CH,- + ROH

(iif) 2 -CH,-CH'-CH, = 1 HC-CH bridge

Thus, DCP reactions with polyethylene chains leads to the formation of alkyl radical and cumyl alcohol
groups, as the original peroxy groups combine with hydrogen atoms extracted from the LDPE chain
[5,26,27). '

8 Scorch is an alternative name given to premature crosslinking [2].




- {CH-CHY-
O-COCHj;

Fig.1.2: A vinyl acetate repeat unit.

1.2.4.1.4 Dupont de Nemours random ethylene-vinyl-acetate copolymers7

Our pellets of Elvax® 40W consist of a randomly distributed copolymer of vinyl
acetate and ethylene units. The latter is said to contain a residual quantity of butylated
hydroxy-toluene, in addition to 0.3% of residual vinyl acetate groups. It also contains
an anti-blocking adhesive additive of unspecified nature. The final compound contains
approximately 40% vinyl' acetate by weight. According to the manufacturer, Elvax’s
main application area is in electrical distribution equipment and wires. Elvax® 40W
compounds are specifically reported to be employed as materials for wire and cable
applications, such as ignition wire jackets, heater cable insulators, power cable shields,
among other potential uses; The principal appeal of this material being that Elvax is
designed to create a confrolled-adhesion interface between the insulating and semi-
conductive layers of a cable, thus allowing the outer semi-conductive layer to be
peeled away when needed to make repairs or terminations. EVA-based materials are

sometimes filled with cart:on to be used as wire sheathing materials [23].

1.2.4.2 Description of the water-trapping materials

National Grid Transco inftially provided us with two different materials of unknown
origin. At the time, the only certainty was that such systems could serve as
water-blocking systems in power cables. Here, we provide further details about both
materials; the identity of the first one was determined prior to carrying out further

experiments, whereas the second material has still not been precisely identified.

1.2.4.2.1 Water-blocking 'materials supplied by the National Grid Transco
Here is a detailed account of what we originally knew about our water-blocking

systems: =

7 Informations provided about Elvax was taken from the product information sheets sent by Dupont de

Nemours.




The first system takes the form of a raw powder. Comparative studies between
this material and 1 set of known commercial gums® were performed by Raman
spectroscopy. Thus, we identified it as being a polysaccharide, more
specifically guar gum, which is alternatively called guar or guaran. Fig.1.3
contains a micrograph of raw guar powder. Although this image does not
show it, this gum was completely unrefined, since crude fibres were also
found in the bulk of the material. It must be specified that the guar powder
provided by National Grid Transco was the one actually used to perform the
totality of our experiments.

Our second system is considerably more complex than the previous one. It
comprises absorbent particles grafted between non-woven fabrics.
Interestingly, fig.1.4 shows that our absorbent particles might be glued to the
fabric, see the rigj(nt part of the micrograph. The appearance of patches of glue
in this system is consistent with the fact that the absorbent particles could not
be easily detached from the supporting fabric when the system is dry.
Examination of industrial systems sold for water-trapping purposes, for
instance in submarine cable technology, demonstrates that these effectively
consist of absor‘-%oent particles glued between fabrics. Such systems are

sometimes referred to as laminate foils.

¥ We gratefully acknowledge the shipment of guar, locust and xanthan gums by TIC GUMS. Throughout
this work, we considered that the TIC PRETESTED® Gum Guar 8/22 NF/FCC Powder and the
National Grid Transco guar powder were equivalent, even though the latter was clearly unrefined. We

also utilized TIC PRETESTED® Locust Bean Gum POR/A powder and a xanthan gum for

comparative purposes.
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Figure 1.3: Magnified images of raw guar particles (transmission mode).

[ ®

Figure 1.4: Magnified images of an absorbent particle (left) and of its non-woven

backing fabrics (transmission mode).
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1.2.4.2.2 IUPAC nomenclature and possible conformations for polysaccharides

Cpnventional representations for mannose and galactose groups show that the latter are
two regular diastereoisomiers for glucose, specifically referred to as epimers. For the
purposes of this study, we will restrict our attention to epimers such as D-mannose,
D-galactose and D-glucqsé or L-mannose, L-galactose and L-glucose; the L or D
prefix depends on the epiineric configuration, which relates to the chiral configuration
around a specific carbor; atom. To clarify this, fig.1.5 shows the acyclic Fischer
representations for the D-epimers of mannose, galactose and glucose, knowing that
L—épimers are their non-superimposable counterpartsg. Conventionally, one starts the
numbering of the carbon atoms of monosaccharides at the CHO group of atoms, as
shown in fig.1.5. Our intérest in galactose and mannose configurations directly relate
to the structure of guar (GG) and locust bean gum (LBG) macromolecules, since both
consist of similar arrangéments of mannose and galactose groups. More specifically,
mannose groups belong exclusively to the chain backbone whereas galactose groups
are uniquely present as le:iteral substituents; however both groups preferentially adopt
cyclic forms in these polysaccharides, especially in their solid state. To visualize this,
fig.1.6 shows the simplest plane projection of a GG repeat unit made of one lateral
galactose group attached%to one mannose ring within the main chain. In addition to
epimerism, the cyclic forn;l of both mannose and galactose groups assumes the creation
of a new chiral centre; ii is situated at their so-called anomeric centre which is, in
simpler terms, the location of their ring closure. Consequently, two new possible
conformations appear fori'both mannose and galactose groups and such configurations
are conventionally referre;d to as & and B conformers or more specifically anomers. It
must be noted that these a%nomeric configurations do not exhibit the same probability of
existence; this means fhat the formation of & and B-anomers is somewhat biased by the
thermodynamic preference for polar groups bonded to C-1, thus making for a general
preference between the;se two conformers [29]. To sum up, GG and LBG
macromolecules possess mannose groups bound by (C1-C4) or 1-4 linkages, whereas
pendant galactose groupé are bound by (C1-C6) or 1-6 linkages. GG and LBG are
polysaccharides mainly cbnsisting of a linear backbone of B-1,4-linked mannose units

with randomly attached p?.:ndant o-1,6-linked galactose units. Fig.1.6 appears restricted

® This implies that their Fischer represetation would only invert the hydrogen and the hydroxy group at

the epimeric carbon, however cur 2D representation would not permit the 2 forms to be distinguished.
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in the sense that the 3D structure is much more complex. As a result, the number of

spatial configurations for GG and LBG molecules is high.

D-Mannose D-Glucose D-Galactose
1(I:Ho 1(IJHo IICHO
HO-*C-H H-‘C-OH HO-‘C-H
HO-3(:3-H Ho-3c:-H HO-3(:3-H
H-4C|1-OH H-“(lj-OH HO-4(I3-H
H-S(IZ‘-OH H-S(IJ-OH H-SCI‘J-OH
SCcH,0H SCH,0H SCH,0H

Figure 1.5: Fischer representations for D-Mannose and D-Galactose, epimers to

D-Glucose at carbons C-2 and C-2/C-4.

CH20H

Figure 1.6: The simplest 2D representation for the structure of guar-redrawn from

Bayerlein [30].

1.2.4.2.3 Utilizations of guar gum
In its natural state, guar is one member of a family of such materials that are used by

plants as natural food reserves [31,32]. Other related biopolymers include locust bean

gum, tara gum, fenugreek gum, which differ from guar only in terms of their galactose
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to mannose ratios [30-33]. Specifically, GG is employed for its propensity to form
hydrogen bonds with water molecules [30] and its solubility degree is strongly
dependent on the distribution of pendant groups attached to the main backbone [30].
Possibly the most common technological application area of guar is in the food
industry, where it is widely employed for its thickening properties [34-38] which is
pronounced even at low concentrations [39,40]. Such viscous properties can also be
exploited elsewhere and guar is used as a drilling mud constituent [35] and during
hydraulic fracturing processes [34]. Additionally, it can be used in diverse specialized
applications; for pharmaceutical products, guar derivatives are used as coatings taking
part in the control of drug-release kinetics within the human body [41], whilst the
strong interactions of this; system with water allows it to be used as a water-blocking

systems for cartridges filled with explosive powders [30].

1.3 Physical descriptions for the concept of mixing

At this point, we will destribe the theoretical basis on which much of our subsequent
work is based. Since we! wish to focus on the interactions between a highly polar
organic penetrant, namely: water, and some model materials that represent the different
layers of a power cable, we will present here the statistical thermodynamics associated
with the concept of mixing. Further considerations will differentiate such general
theoretical concepts, depending upon the materials involved, since their modes of

interaction with water are not based on identical mechanisms.

1.3.1 The Flory-Huggins:theory of random mixing

The Flory-Huggins (FH) theory of random mixing is described in this section. Similar
concepts were coincidentally developed by Huggins [42] and Flory [43] in the 1940’s.
The FH model consists iin a statistical thermodynamic description which conveys
quantitative information about the mixing of a polymer with a foreign substance, which
might be another polymer or a solvent. The mathematical aspects required to
understand FH theory relate to quantities borrowed from combinatorial calculus. The
latter leads to estimates such as the number of possible permutations or equivalent
rearrangements of molecular units placed on a regular lattice. It is then used to quantify
an entropic term, thanks to Boltzmann’s law. We do not wish to describe how this

combinatorial term is calculated, since it would not fundamentally increase our global
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understanding of the model. Instead, we emphasise here the physical meaning of the
latter, its limitations and its scientific contribution to our subject. Thus, the following
sub-sections introduce the physical implementation of the FH theory, starting from
basic thermodynamic considerations. Then, we will review the approximations used to
construct this model, before discussing those elements of the model that take on a
critical aspect with regarc';, to our experimental work. We eventually present the notion
of an interaction parameter, both in the context of the FH theory, and also in the context
of a modified version of the theory that takes into account the concept of excluded

volume.

1.3.1.1 Definitions for th.§ free enthalpy of mixing and the chemical potential

When two chemical spec;%.es are mixed, the potential energy of each of the molecules
constituting the system c;élanges, since the surroundings of some molecules will then
differ from their originall state. In physical terms, the behaviour of a mixture of N;
molecules of solvent and N, molecules of solute can be quantified using the free
enthalpy of mixing AG,, md, also, through variations in the chemical potential of the
solvent, Ay. The definiticn of the free enthalpy is the following:

G=H-TS ‘_ (eq.1.1)
where G, H, S and T respectively stand for the free energy (or Gibbs potential), the
enthalpy, the entropy and the absolute temperature of a given system. The change in
free enthalpy from an initial value, G, is then:

AG, =G-G° - (eq.1.2)
Thus, AG,, is the change in free enthalpy induced by mixing the constituents which is
not the simple sum of the free energy of the constituents considered separately. This
quantity will further be expressed as the difference between the heat of mixing and the
entropy of mixing of the system, see eq.1.15. Then, Az is the variation of the chemical
potential for the solvent: :

Ap, = by = it =[8(AG, )/ BN, 1, px, (eq.1.3)
This is the derivative of eq.1.2 when 7, P and N are taken as fixed variables. AG,, and,

more importantly, Az will be utilized subsequently.
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1.3.1.2 Variations in the _;entropy and enthalpy of mixing in the lattice theory

FH theory is based upon a statistical description of the variation in the entropy of
mixing, A4S, a quantit§7 evaluated from the number of possible configurations
accessible to any randon:ll mixture of N; molecules of solvent and N, molecules of
polymer. AS,, is then obtained directly from Boltzmann’s law:

AS,, =—k, In(Q) | (eq.1.4)

where kp and Q respectively stand for Boltzmann’s constant and the combinatorial
estimate representing the number of configurations determined as being the total
number of ways to place N, polymeric units in a 3D lattice. From this, one can evaluate
the entropy of mixing, which corresponds to the difference between the entropy of the
mixed constituents, S,,, and the entropy of the constituents taken separately, S°:

AS, =8, -8’ =—k;(N,In(®,)+ N, In(D,)) (eq.1.5)

where ¢; and ¢, respectiv;ely represent the volume fractions of the two components of
the mixture, namely the sglvent and the polymer. The next step involves an evaluation
of AH,,, the variation of tl'ie enthalpy of mixing, by using three elementary interactions:
solvent-solvent, &;;; segrﬁent-segment, &2; and solvent-segment &), (see fig.1.7). The
formation of two interacti;.)ns of the /-2 type happens at the expense of one interaction
of the -1 type and one in§eraction of the 2-2 type. Thus, the energy associated with the
creation of a -2 type cointact, also termed the contact or interchange energy, 4,
becomes: "

!

Ag, =(&,+6p)/2-¢), (eq.1.6)

<—E-E>?¢E—>?

O
ig[:)en LJ

O O O

22

Figure 1.7: 2D representation of the lattice model comprising a short loop of segments

from a polymer chain surrounded by solvent molecules.




Using the interchange energy term derived above, we then consider that the total
variation of the heat of mixing simply results from the addition of the individual
interchange energy contributions'’:

AH, = p,Ag, (eq.1.7)
where p;; represents the r%umber of interactions of the /-2 type formed in the mix. The
following assumption is that each segment is surrounded by z neighbours in total;
hence, a polymeric chaifn can be split into x segments of equal volume. If the
characteristic volume for%a monomeric unit compares to the characteristic volume of
the solvent, x can be seen as the degree of polymerization of the polymer and as a cell
unit in respect to the lattice theory. Thus, p;, can be evaluated as follows; the number of
adjacent cells to those occupied by the polymeric segments for a whole chain equals'':
(z-2)x+2=(z-2)x f (eq.1.8)
If we then assume that the: mixture can be considered to be a homogeneous distribution
of its constituents, then /| (};2)x] ¢, adjacent cells will be occupied by solvent molecules.
This quantity also represexlnts the number of /-2 interactions per macromolecule. For N;
chains, the result is straigﬁtforward. It gives:

AH, = p,Ag, =(z—2)xN,D Ag,, (eq.1.9)
This quantity can be expréssed in a slightly different way since, from the definition of

¢, , we have'?:

xN,$, = N,o, | (eq.1.10)
Thus: .
AH_ =N,g,(z—2)As,, : (eq.1.11)

Another expression can bt obtained instead of this equation. In the case of an almost

apolar mix, one can consider the geometric average obtained from ¢;; and & )13

e, = (e, 12-+Jey 12)? (eq.1.12)

10 Gince the FH model does not take into account changes in volume, the variation of the enthalpy is
implicitly identified as being the variation in internal energy; hence (eq.1.7) takes this form.
! Macromolecules are consider}:d to be sufficiently long, that terms relating to the first and last segments

can be neglected.

2 g = NV, ANV, + NoWy) = N (N, + xN,) and ¢, = xN, (N, +xN,)

" From (eq.1.6), +/€,,E,, = &, - This relationship is valid when no secondary type interaction favours

bonding between the 1-2 contacts.
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Thus eq.1.11 can be rewriiten in the following form:

AH, =V® , (6, —52)2’: (eq.1.13)
where V stands for the volume of the mixture, provided that the solubility parameters
are defined as follows, where & represents the solubility parameter of each species:

5, =(6;(z=2)/207)"* | (eq.1.14)
We know from thermodynamics that, to dissolve a polymeric substance in a solvent,
the change in the free eniéhalpy of mixing, AG,, must be negative. From (eq.1.1), we
have: |

AG, =AH, —TAS, (eq.1.15)
where A4S,, stands for the change in the entropy of mixing, a quantity that is always
positive. If AH,, is negative, mixing is possible in all cases; in addition, assuming that
eq.1.13 is valid, mixing is also possible if AH,, is small, implying that the solubility
parameters of the mixing species are similar in values. This means that a good
polymeric solvent often exhibits a solubility parameter extremely close to that of the

polymer to be dissolved.

1.3.1.3 Introduction of a ;dimensionless interaction parameter

We can rearrange eq.1.11 éuch that a new factor appears in this equation'*:

AH, =RTy,N,¢, i (eq.1.16)
Here, y;,is a dimensionless factor known as the Flory-Huggins interaction parameter; it
derives its meaning from the expression:

2 =(z-2)(Ae, /RT) (eq.1.17)
where the product RTy;, physically represents the energy associated with the
interaction of one mole of solvent with the pure polymer (@,=1). At this point, we can

substitute the derived expressions for AH,, and AS,, into eq.1.15. Thus, the expression

for the free enthalpy of mixing becomes:

AG, =RT(N,Ing, + N, Ing, + x,,N.$,) (eq.1.18)
and:
Ap, = RT(In(1—¢,) + (1-1/x)$, + 7,,6;) (eq.1.19)

* NB: For practical reasons, :(eql.13) was multiplied by Avogadro’s number to deal with molar

quantities instead of molecular ones; and so forth for all the following equations.
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The behaviour of the quantity Ay, varies with both 7, @,, x and y;,. To illustrate this,
we have constructed the example shown in fig.1.8 using a value of 100 for x. If T is
fixed, the quantity A.,/RT can be studied as a function of @, where y;, can be viewed
as an adjustable parameter. When the interaction parameter strictly remains below a
critical value y;,c introduced further on, Au/RT decreases monotonically with @.
When y;, exceeds this critical value, the curve displays a maximum and a minimum
which are an indication of the presence of two phases. Between the two cases, for a
given temperature, one can find an inflexion point as shown in fig.1.8. The critical

value for y;; is obtained by solving the following:

A(Ap,)/ 0¢, = 3 (Ap)/ 0¢; =0 (eq.1.20)
which gives:
oo =0.5(1+x7°%)? (eq.1.21)

Fig.1.9 was generated from the latter equation to illustrate the fact that y;,c converges

towards 0.5 as values for x become larger'”.
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Figure 1.8: Influence of ;> on the variation of the chemical potential of the solvent.

'3 For x=100, z;2c =0.605.
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Figure 1.9: Variations of y;,¢ with the polymerization degree, x.

1.3.1.4 The limitations of the Flory-Huggins theory

The above theory contains a number of significant assumptions:

e Itis assumed that there is no volume change upon mixing the constituents.

e It is assumed that the arrangement of polymer segments conforms to the lattice
model, which is seen as a rigid framework. Also, specific interactions such as
polar interactions and thus hydrogen bonding, are not taken into account by the

model.

e The random aspect characterizing the appearance of the /-2 type contacts
depends solely on concentration, and not on specific interactions. Intrinsically,

the model does not hold for dilute solutions.

1.4 Experimental implications of the Flory-Huggins theory
We introduced extremely dissimilar materials earlier in this chapter. While LDPE is
strongly hydrophobic in nature, the very opposite is the case for our two

water-trapping materials. Since the propensity of our materials to bind with water



molecules are literally opposite, we decided to classify the physical behaviour of our
materials even further. Thus, the next section is specifically concerned with describing
the physics of dilute solutions of macromolecules, while the following one discusses
the mechanisms behind the swelling behaviour of gel-like materials. Finally, we add a
brief complementary description of how water molecules condense in LDPE-based

materials.

1.4.1 Dilute solutions of polymers-the concept of excluded volume

Strictly speaking, it is incorrect to apply the FH theory of mixing to dilute solutions of
polymers; the reason for this is that in a dilute solution, polymer chains occupy isolated
zones within the mixture such that the system loses its homogeneity and its random
character. This means that if a macromolecule is added to an existing dilute solution, it
will not be able to penetrate the domains already occupied by other macromolecules.
At this point, the Flory-Krighaum theory develops a complementary concept: the
_notion of excluded volume. The latter was primarily introduced to take into account
the impossibility of finding the centre of mass of one macromolecule in the vicinity of
another and we illustrate this in fig.1.10. The dimensional parameters shown on the
latter figure, namely Q and u, respectively correspond to the hydrodynamic radius of a
solvated macromolecule and to the excluded volume we are talking about. For this
spherical object, one can quantify the value for u:

u=(32/3)7Q° (eq.1.22)
In this case, the variation of the entropy of mixing takes into account the excluded
volume:

AS, =—RN,(Ing, — (N, u/2V,x)p, + o(d)) (eq.1.23)
where N, stands for Avogadro’s number, ¥; for the molar volume of the solvent, u the
excluded volume and higher order terms that will be neglected. Since we are
concerned with a dilute solution, we can neglect any thermal reactions. Since 4H,,=0,

eg.1.15 can be employed without considering this component and thus:

Ap, =—=RT(@, /x+(N,u/2V,x*)p; + o(¢)) (eq.1.24)
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Figure 1.10: Schematic representation of the excluded volume u.

At this point, we can define the solute’s concentration c;:

¢, =c,VixI M, (eq.1.25)
where M) stands for the molecular mass of the sample. Eq.1.24 then becomes:

Ap, =—c,RTV,(L/ M, + (N ,u/2M?2)c, + o(c,)) (eq.1.26)
This can alternatively be rewritten as follows:

A, =—c,RTV,> A, (eq.1.27)

where 4,=1/M> and A4, = N,u/2M . Importantly, the Flory-Krigbaum theory links
the excluded volume to the FH interaction parameter via:

u=201/2-y,)x’V,F(x)/N, (eq.1.28)
where F(x) is a strictly decreasing monotonic function of x. The difference between the

Flory-Huggins and Flory-Krigbaum theories solely consists of this additional term,

which accounts for the dilute nature of a solution. From the latter theory:

Ap, = —RT (¢, / x+(1/2 = y12)F(x)$; + o(¢))

(eq.1.29)

This expression is comparable to eql.19, since ¢, is small in a dilute solution, and

eq.1.19 then gives:

Ap, = —RT(4, 1+ (112~ 2,,)¢?) (eq.1.30)
From the previous expressions, we can see how the second virial coefficient A, relates

to x> and how the excluded volume depends on the latter parameter, and vice-versa.
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coefficients u and A; are positive. In such a case, the polymer/solvent interactions are
favoured. This provokes;coﬂ expansion and increases the excluded volume. When
x12=1/2, u=A;=0. The £§olvent is called a theta-solvent. At this particular point,
F(x)=1. The previous expressions derived from both the Flory-Huggins and Flory-
Krigbaum theories become identical. Finally, when y;,>1/2, macromolecules in

solution tend to form agglomerates since u becomes negative.

1.4.2 A short presentatien of swelling theory

The swelling theory given below is derived from work by Flory, which describes the
equilibrium swelling properties of swollen materials, but not swelling kinetics.
Swelling can be smnmaﬁzed thanks to a single equation that links the number of
crosslinks X present in a g;iven volume ¥, of collapsed network to V;, y;> and @»:

¢, = (XV IV, (1/ 2= 2,,)0)" (eq.1.31)
Since elastic forces op'pbse the osmotic force that tends to reduce concentration
gradients [44], the physical interpretation for this equation is that equilibrium
conditions are met when the elastic forces generated in a swollen network and the
osmotic pressure are balanced. Swelling depends on the type of solvent/polymer
interactions and structures, and, in this respect, we need to distinguish extreme cases
such as water swelling in bolyethylene and in our superabsorbent material. Unlike PE,
our superabsorbent swells'water to a great extent; it is a material that can be swollen by
up to a thousand times its own weight, without falling apart. We can define the affinity
of PE and water on the basis of the difference of their solubility, and since water and
PE exhibit respective solubility parameters of 47.4 MPa'? and 16 MPa'? [22], we can
already predict that their réciprocal affinity has to be very limited. This implies that the
only way to reduce the magnitude of AH,,, see for instance eq.1.13, is by considering
values for @, close to 0. Fedors [45] considered a limiting form of one of Flory’s
equations regarding the equilibrium solubility of water in hydrocarbon polymers:

¢, = exp(-1- y,) = exp(=1.34— (v, / RT)(, = 5,)°) (eq.1.32)
where @; is the volume fraction of liquid absorbed at equilibrium and »; the molar
volume of water. For ethylene-propylene rubbers, values for &; are ~2x10™ [45].
However, very often, Wfiter uptake greatly exceeds that expected for equilibrium
solubility [45], because polar impurities attract water molecules. Also, experimental

parameters such as oxidation levels and temperature have significant effects on
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solubility and water uptake levels. In practice, water solubility in PE appears also to be
linked to the level of oxidation within the material. Experimental work [46,47] has
shown that the overall permeability of branched PE remains constant, even under a
broad range of oxidation levels. Conclusions from the same studies show that if
solubility increases, diffusivity decreases accordingly, and, by chance, cancels out with
the solubility variations. i‘emperature variations are also reported to have strong effects
on the most hydrophobic materials [48]. For example, a series of three different
elastomers were found to exhibit a higher permeability when the temperature was
increased [49].

The accumulation of watei:r droplets leads to the formation of growing cavities and this

condensation phenomenon is also known as clustering.

1.4.3 Water clustering in polyethylene

Due to the extreme lack of polarity of polyethylene macromolecules, water molecules
develop a propensity to group into a finite number of clusters distributed throughout
the bulk. This behaviour has already been observed experimentally for PE [50], thanks
to optical evidence related to the opacity of the material. What tends to happen, in the
case of hydrophilic materials, is that once water starts diffusing into the bulk,
subsequent water molecules tend to agglomerate with either the previous ones or other
polar species, as a result of the lack of affinity between the two substances. Water
molecules group and interact with each other in their surroundings.

The equation quantifying ¢he interactions of water molecules is the following [48,51]:

Gy=[] Q+X fy+3. D fifu+-)dq
i i k= (eq.1.33)

It is sometimes called the.cluster integral (G,;) [52,53]. This equation is derived from
statistical thermodynamic concepts, where the f terms in it stand for the molecular
interactions in pairs and fﬁgher order terms represent the interaction of three or more
molecules at a time. This fequation can be used to evaluate the mean number of water
molecules in the neighbourhood of another water molecule. One can show that the
latter quantity is proportiohal to the following quantity, ¢,;G; [52,53]:

¢,G, =(1—<Dl)(61nd)1/c’s>lna1)”—1 (eq.1.34)
where ¢; and a; stand for the molar concentration and activity of water. Starkweather

[52] reports that the tendency of water to form clusters increases steadily with the
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global humidity level. In practice, it will also be important to know how damaging
growing cavities can be: Alternatively, it might be useful to know whether water
clusters formed in PE are large enough to exhibit the well-known characteristics of
bulk water for experimental purposes; to quote Ugalde et al. [54], a single water

molecule has neither a melting nor a boiling point.

1.5 Overview of the following chapters

This thesis is a detailed account of work carried out using model materials that
potentially represent two of the layers within a power cable; LDPE-based systems for
the insulation layer and _ftwo different water-blocking systems for a layer with this

purpose. The following is.a brief summary of the work presented in each chapter:

Chapter 2, provides essential information about sample preparation and our testing
techniques. We also introduce the nomenclature used throughout the following results

chapters.

Chapter 3, considers the morphology and molecular mobility characterizing our
LDPE-based systems.

|
Chapter 4, investigates -fexperimental diffusion kinetics of water in LDPE-based

materials and LDPE/EV A blends using both analytical and numerical methods.

Chapter 5, aims at quantifying, via viscometry, the hydrophilic character of guar

molecules subjected to acé:elerated ageing conditions.

Chapter 6, complementé. the data obtained by viscometry. Data obtained from
spectroscopic techniques such as Fourier-Transform Infrared and Raman spectroscopy

are discussed.

Chapter 7, comprises fhe analysis of the ageing behaviour of our synthetic

superabsorbent material. :

Chapter 8, finally, summarizes the above results, draws conclusions and contains a

proposal for future work based on the ensemble of our results.
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Chapter 2

- Experimental techniques and sample

preparation

2.1 Introduction

This section provides specific information about the experimental techniques, sample
preparation procedures and nomenclatures used throughout the subsequent results
chapters. The presentation of our different testing techniques has been arranged in such
a way that principal procedures are dealt with at first. Supplementary or preparation

_methods are described afterwards.

2.2 Main testing techniques

2.2.1 Differential scanning calorimetry (DSC)

Thermal analysis of synthetic polymers has been routinely performed with a
Perkin-Elmer DSC7 model. Our data were acquired and processed using Pyris
software. The majority of our experiments were carried out on LDPE-based

compounds to examine structural variations resulting from the thermal treatment of

such materials.

2.2.1.1 Principle of the method

A power-compensated DSC measures the enthalpy variations in a sample as a function
of temperature, or time, if the temperature is fixed. Fig.2.1 illustrates the key elements
of the instrument. This demonstrates that DSC employs two separate heating furnaces;
the latter being related to the sample and reference holders. In practice, sample and
reference specimens are heated simultaneously according to the same thermal program
and the temperature of each is determined separately. Any measured differences in
“temperature, reported as 46 in fig.2:1, form the basis of the DSC technique. Since both

sample holders possess separate heating and cooling systems, the system adjusts the
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sample’s heat flux so that temperature gradients are constantly nullified. It is this
constant feedback process that is referred to as the power compensation principle [55].
To normalize DSC data, it is important to measure precisely the sample mass, reported
asmin fig.2.1.

Thus, the DSC technique allows the measurement of endothermic and exothermic
processes, attributable either to chemical reactions or thermodynamic transitions
within the samples; the measured parameter being the rate of change of enthalpy H,
dH/dT or specific heat capacity C,, and the main input parameter the heating rate,
dT/dt. In view of this, it is necessary to calibrate the instrument prior to starting any

experiment so that experimental data can be confidently reproduced.

7
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Figure 2.1: Schematic representation of a DSC testing chamber (m denotes the sample

mass and 46 the measured temperature difference between furnaces).

2.2.1.2 Calibration and sample encapsulation

High-purity indium was used to calibrate the instrument, on a daily basis. This
operation was achieved by monitoring shifts in the indium melting peak along the
temperature axis. Calibration was always carried out using the same thermal program.
The temperature of the sample holder was initially set to 150°C, and, a sufficient

amount of time was left for the instrument to stabilize; and only then was the melting
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ramp initiated, up to a final temperature of 160°C". Since indium is expected to exhibit
a sharp melting peak at 156.6°C, one can use the temperature at which the melting
peak appears as a new calibration input, prior to reiterating the calibration process as
many times as needed until the peak’s temperature coincide with the literature value
for the melting of indium.

Routinely, samples were weighed prior to their encapsulation; their mass was adjusted
so that it ranged between 5 and 10 mg; whenever possible, samples were cut as thin

and even slices, to ensure optimum thermal contact with the sample holder.

2.2.1.3 Typical thermal programs and sample nomenclature

A sequence of thermal steps is required to form a comprehensive thermal program.
Since the complete thermal history of a given sample is not always known in advance,
a preliminary, melting step is generally needed to erase any previous thermal history?.

To crystallize a sample under isothermal conditions, a fast cooling stage is needed so

that the temperature is reduced-to that desired, in order to achieve crystallization;. . . .. .

obviously, a sufficient crystallization time is required to complete this stage, the former
time being temperature-dependent. Further crystallization steps can then be carried out
in a similar way, before the sample is finally quenched. Then, a heating stage can be
started at a chosen rate. A common value reported for this parameter is 10°C/min [55],
and this was the value we adopted for most melting scans.

Crystallization and melting steps were habitually implemented as successive parts of a
single thermal program. For a given material, crystallization temperatures will be
referred to as follows; for instance, (Mat.A/92C) indicates that Material A was
crystallized isothermally at 92°C, with no mention of the required crystallization time.
For obvious reasons, this nomenclature does not indicate explicitly that the sample was
subjected to an initial melting phase prior to crystallization. Material C’s nomenclature
requires complementary details, since the latter can be crosslinked and experiments
dealing specifically with crosslinking kinetics require a specific classification. Thus,
(Mat.C/200/0.5) indicates that Material C was heated at 200°C for a period of half a
minute. Then, (Mat.C/X/92C) indicates that a fully crosslinked sample of Material C

' For the calibration method, the heating rate was always set to 10°C/min.
"2 The melting trace of an unprocessed miterial freated “as received” also provides preliminary

information about its nature in terms of crystallinity and melting temperature.
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.was crystallized isothermally at 92°C. Where critical for interpretation, the significance

of this notation is reiterated at key points within the text.

2.2.2 Dynamic mechanical testing

Dynamic mechanical tests were carried out using a Rheometrics Solids Analyzer II
(RSATII) linked to a host computer running the Rhios software package. Most
experiments were executed on LDPE-based specimens whose thermal history was
controlled by reproducing crystallization conditions equivalent to those employed

throughout DSC experiments.

2.2.2.1 Principle of operation
The Rheometrics Solids Analyzer (RSAII) measures the viscoelastic properties of solid
materials. This method involves imposing an oscillatory strain (~10%) on a sample via

the cantilever testing geometry. The resulting sinusoidal stress is then measured and

-..correlated with.the input strain. If the sample behaves as.an ideal elastic solid, then the ..

resulting stress is in phase and proportional to the strain, according to Hooke’s law:
o=FE¢ (eq.2.1)
where 0 and ¢ respectively stand for the in-phase stress and strain; £ being Young’s
modulus. If the sample behaves as an ideal fluid, then the stress is proportional to the
strain rate according to Newton’s definition for shear viscosity:

o =n(de/dt) (eq.2.2)
where 7 represents the sample’s viscosity. In this case, the stress signal is out of phase
with the strain, stress preceding strain by an angle of /2. For viscoelastic materials,
the phase shift between stress and strain occurs somewhere between the elastic and
viscous extremes. Thus, the stress signal generated by a viscoelastic material can be
separated into two components: an elastic stress in phase with strain and a viscous
stress which is in phase with the strain rate (i.e. 7/2 out of phase with the strain). The
mechanical loss or loss tangent (fan(d)) is then obtained from the elastic and viscous
components of the complex modulus. This quantity can be defined in the complex
plane, being a composite quantity which contains contributions from both the elastic

and viscous moduli, £’ and £

E" = E'+jE" (eq.2.3)
The expression for the loss tangent is: )
tans = E"/ E' (eq.2.4)
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Figure 2.2: Schematic representation of the RSAII’s architecture.

Fig.2.2 shows the RSAII’s basic architecture. A sample is placed in a closed furnace

between an actuator and the transducer that measures the resultant force generated by
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sample deformation. The furnace’s temperature is controlled by the environmental
controller and rapid heating and cooling stages are achieved through forced convection
mechanisms. On the mechanical side, the actuator imposes an oscillatory deformation
upon the sample and the actual sample deformation is determined by measuring the
actuator and transducer’s relative displacements. The RSAIl’s two sensors are
physically identical, since they are both linear variable differential transformers
(LVDT); that is, position sensors. Fig.2.2 also shows how a LVDT operates. A
moving, inductive core generates a current across the outer coils®, which is post-
processed to provide the required quantities [56]. The strain actuator is electrically
configured to operate as a strain servo by applying a sinusoidal position command
whose amplitude and frequency corresponds to the user-defined strain and frequency.
Conversely, the stress transducer is operated in a so-called “force rebalance” mode,
using the LVDT position sensor to maintain a constant axial position during testing.
This means the electrical current required to maintain axial position is proportional to

wem oo oo —the force-transmitted by thesample... ... . o L ..

2.2.2.2 Dual cantilever geometry

The sample’s dimensions and modulus determine the choice of fixture geometry; our
data were therefore acquired with a dual cantilever fixture. This comprises a lower and
an upper clamp designed to hold a solid, rectangular specimen in a horizontal attitude.
When mounting the sample, the actuator grips the sample ends, while the transducer
grips the centre of the specimen, see fig.2.3. The initial adjustment of clamping
pretension to a zero initial static force is achieved by balancing a force-meter through a
potentiometer. Importantly, sample dilatation effects are compensated by spring loaded

clamps mounted onto the lower fixture, so that no further correction is needed during

heating/cooling cycles.

3 The central coil in fig.2.2 is a supply winding, whereas the outer coils are pickup windings [2.2].
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Figure 2.3: Dual cantilever testing fixture-taken from Greenway [1].

2.2.2.3 Sample preparation, nomenclature and testing methods

Samples were made from pellets placed between glass slides and pressed evenly on a
hot plate. Thickness control was achieved using lateral glass slides as spacers. Once
plaques were formed in this way and quenched either in air (SQ) or in water (FQ), they
were cut with a razor blade to conform to the required testing dimensions. Typically,
our strips were 5 mm wide and 2 mm thick. Then, annealing and crystallization
treatments were carried out directly in the RSAII’s furnace. In comparison to the
automated DSC cooling method, these samples could either be quenched in air or
water. Nevertheless, the crystallization and crosslinking protocols were derived from
DSC results, and, hence, sample nomenclature remains as above. In addition, we
distinguish (Mat.A/SQ) and (Mat.A/FQ) that respectively stand for a slowly or rapidly
quenched sample of Material A.

Both isochronal and isothermal testing methods were applied to test our samples.
Isochronal tests were generally carried out from 20 to 80°C, at a frequency of 1 Hz.
Unlike DSC experiments though, heating cycles are not continuous. Isochronal

methods require a choice of soaking time intervals, which we evaluated by probing the
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value of Young’s modulus as a function of time*. Isothermal tests were also
performed, which explore the response of the sample to a range of frequencies. Our
tests were carried out between 0.016 and 16 Hz and repeated at different temperatures,
i.e. 20, 50 and 70°C. Finally, graphical time-temperature superposition methods were

used to construct master relaxation curves.

2.2.3 Optical microscopy

A LEITZ Aristomet compound microscope was used in this study to examine the
different microstructures formed in our LDPE-based materials. This microscope
comprises a power-adjustable light source and an optional set of polarizers to observe
optically anisotropic entities. A JVC CCD camera is additionally linked to the
microscope such that microphotographs can be captured using Auto-Montage

software.

2.2.3.1-Birefringence and crystallinity.

There are different causes for birefringence, such as strain-induced, flow-induced or
structural birefringence [57]. However, we were exclusively interested in the last of
these, which is due to the formation of crystalline entities in LDPE. Specifically, PE
chains fold to form thin lamellar arrangements, whose thickness and probability of
occurrence are reduced by molecular branching [1]. Crystals generally consist of
ordered arrangements of atoms that are optically anisotropic, which means that they
have at least two principal refractive indices [58]. This forms the optical basis from

which birefringence originates.

2.2.3.2 Sample preparation and nomenclature

LDPE-based samples were pressed on a hot plate at sufficiently high temperatures, that
is, between 130 and 200°C, depending on the sample type. In practice, small amounts
of materials were placed on a standard glass slide and melted before being made
thinner by pressing down a cover slide placed on top of the sample. Crystallization and
crosslinking treatments were performed using a temperature-controlled Mettler hot

stage, and slow and fast quenching methods were carried out in a similar manner to

490 to 120 seconds were typically enough to reach constant values for E.
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that used for the RSAI’s samples. Hence, the sample nomenclature remains

unchanged.

2.2.4 Viscometry
Dilute solution viscometry was carried out with an Ubbelohde viscometer. This

instrument provided a way of probing the interactions between water and guar

molecules.

2.2.4.1 Principle of the method

A viscometer is a container with a standard-sized orifice that controls the rate at which
a given fluid flows. Thus, raw data derived from viscometry experiments are flow
times; these are alternatively called efflux times. Fig.2.4 shows a schematic
representation of an Ubbelohde viscometer immersed in a thermal bath. The
viscometer consists of three vertical tubes: the largest tube, situated on the left-hand
side of -the figure, is.connected to-a reservoir, which is initially filled with_the fluid to
be tested. The active element of the viscometer is the thin capillary on the right-hand
side of the diagram; the latter fills up a constant volume, including a bulb, which is
situated above the capillary and is delimited by lower and upper marks. It is these
marks that allow the efflux times to be recorded. In short, an Ubbelohde viscometer is
a vertical capillary in which the tested fluid is subjected to pure shear. Physical
parameters of interest can then be derived after measuring the efflux times for a series
of fluids diluted sequentially to varying concentration levels. Analysis also necessitates
a value for the efflux time of the pure solvent. Once the efflux times for the solution
and the solvent, ¢ and ¢#,, have been acquired, one starts by calculating the relative

viscosity of the fluid, 7y, using the following relationship’:

LIty =Ty (eq.2.5)
Definitions for inherent and reduced viscosities, rq and 7inn, can be established from
that of the relative viscosity:

My =D/ C =17, (eq.2.6)
In(77,5,)/ C = 1y (eq.2.7)

Here, C stands for the concentration of the tested solutions.

* This formula assumes that the ratio between the densities of the tested fluid and that of the pure solvent

is close to 1.
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Plots derived from reduced or inherent viscosity versus concentration relate
respectively, to analysis methods originally devised by Huggins and Kraemer [59,60].
Both methods are employed to derive a value for the intrinsic viscosity, that is, a
viscosity value extrapolated to zero concentration. Graphically, one can find the

intrinsic viscosity /7] and a constant k by fitting experimental data to:

77red/inh = k[77]2C+[77] (eq28)

Ambient pressure

Thermostat

Figure 2.4: Schematic representation of an Ubbelohde viscometer immersed in a

thermal bath.

2.2.4.2 Data acquisition

Recording efflux times from a viscometer is a straightforward task, and, in this study,
all efflux times were recorded manually using a digital timer. However, contamination
effects must be avoided, especially since multiple series of measurements were carried
out with similar series of dilute solutions. Furthermore, we had actively to manage the

fact that the viscometer could remain unused for periods of time.

2.2.4.2.1 Cleaning method and idle time management
An initial preparation of permanganic acid was first employed to rid the viscometer of
any organic contaminant. Subsequently, the viscometer was stored entirely filled with

the testing solvent, namely distilled deionised water (DDW), whenever it remained
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unused. By doing so, we wished to prevent any residue from drying and adhering to
the viscometer’s surfaces, since such contamination could modify the efflux time for
subsequently tested samples. Prior to starting any series of measurements with dilute
solutions obtained from guar and DDW, the viscometer was routinely filled and rinsed
three consecutive times with DDW. To check the grounds for this method, the efflux
time for DDW was occasionally measured and compared to initial DDW’s efflux
times. These DDW’s efflux times were measured at different temperatures since the

guar solutions were also tested as a function of temperature.

2.2.4.2.2 Dilution method and sample nomenclature

Guar solutions were tested only after being centrifuged, see section 2.3.2. Once
refined, we used equivalent “descending” dilution methods to perform series of
measurements with all our solutions, 17 in total. Every solution was tested at least five

flow temperatures (i.e. from 27.5°C to 57.5°C, at 7.5°C increments), apart from a

reference solution prepared from unaged guar, which was tested at 7 temperatures. In

practice, quantities ranging between 15 and 45 ml of solution® were taken from a
refined parent solution of ~250 ml. This quantity was then added to DDW to give an
initial solution sample of 50 ml’. Once the efflux time for this solution was
determined, the viscometer was carefully emptied before being rinsed with the precise
quantity of solvent required to bring the previous solution to the next concentration.
The above method provided a way of recovering the maximum amount of the previous
solution, by draining the viscometer’s content with a known quantity of DDW. This
method was repeated to give progressively more dilute samples. Typically, the final
concentration of the solution was eventually 5 to 10 times lower than that of the initial
50 ml specimen.

We classified 16 aged guar samples as a function of their ageing conditions, see
section 2.3.1.2. These were termed (G50/0;), (G50/N,), (G90/0;) and (G90/N,) in
reference to the gas composition and temperature they were subjected to; N, and O,
respectively standing for nitrogen and air. The duration of the ageing treatments was
also included in the nomenclature; (G50/0,/24W) is therefore a sample that has been

aged in air for 24 weeks.

§ A quantity that was generally augmented with the testing temperature but who also depended on the
initial concentration of the parent solution.

7 A minimal amount required to carry out a test.
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2.2.5 Fourier-transform infrared spectroscopy

A Nicolet FTIR spectrometer linked to a computer running the Omnic software
package was employed to collect infrared spectra. Infrared spectroscopy is a widely
used technique in organic chemistry and it is mostly used for its capacity to detect
IR-sensitive groups of atoms in organic molecules; in our case, this technique was
primarily used to explore chemical modifications caused by accelerated ageing to guar

molecules.

2.2.5.1 Description of the technique

A schematic representation of the optical bench used in direct transmission mode is
given in fig.2.5. An infrared beam is split by a beamsplitter into two beams, which are
directed along orthogonal paths to two distinct mirrors, to give an optical arrangement
similar to a Michelson interferometer. Thus, one beam is reflected off a stationary
mirror, while its counterpart is reflected off a moving mirror. The displacement of this
mirror makes the length of the optical path variable when compared to the fixed
distance between the stationary-mirror and the beamsplitter. When the rays recombine
at the beamsplitter, the time-dependent difference in path lengths creates constructive
and destructive interferences, which form the basis of an interferogramg. As such, the
latter contains all the frequencies that make up a time-domain spectrum. This
time-modulated signal goes through the sample which absorbs sample-specific
wavelengths. A sensor finally collects these variations and the signal is processed
using Fourier techniques, to give the final spectrum. Once processed, the final
spectrum is displayed as absorbance versus wavenumbe<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>