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As computing becomes ever more pervasive in everyday life, new interface
metaphors are urgently required. In this thesis, we consider the issues of realism,
naturalness, types of interaction, gestures and emotional expression in virtual ‘talking
head’ characters.

This thesis presents findings relevant to the design of anthropomorphic interfaces
and issues pertaining to the field of anthropomorphic interfaces are discussed.
Experimental results on the on levels of interaction, levels of abstraction, gestures and
emotions are presented. The applications to study these areas were a web browsing
assistant, a storytelling agent, a lecturer agent and a football commentator agent. We
are able to ascertain that partial interaction is a valid method for evaluating user’s
assumptions of on-screen characters, this finding is used extensively in this thesis to
design the experiments and greatly facilitates future research. Our conclusions and
findings provide a solid basis for researchers wanting to carry out further research on

these area or developers designing anthropomorphic interfaces.
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1 Introduction

For the last 20 years the dominant form of user interface has been the Graphical
User Interface (GUI) with direct manipulation. The increasing complexity of software
has introduced more options to the user. This seemingly increased control actually
decreases control as the number of options and features available to them overwhelms
the users and “information overload” can occur (Lachman 1997). This together with
the accelerating convergence of computer and communications technologies (Damper,
Hall et al. 1994) together with ever-increasing use of these technologies by non-
technical members of the public demand new interaction metaphors. One such

metaphor gaining popularity is that of the conversational partner or ‘agent’.

1.1 Possible scenario

Let us start by introducing the following scenario:
VICKI your personal agent wakes you up in the morning, “Dave you need to
wake up, remember you have that appointment with the bank manager at 10 this

morning an you asked me to wake you up early to go shopping before hand”

You thank VICKI and ask her for further details “Thanks VICKI, would you mind

finding out what I need to buy at the supermarket?”

VICKY replies “OK, let me as the fridge keeper. You are still on your high

protein diet, right?”
“Yes” you reply as you brush your teeth.
VICKY, gets your attention “Dave?”

You reply “Mmmm?”



VICKI informs you that she has carried out the task you asked “I’ve printed out a

3

shopping list for you.’
You say “thank you. Oh, did you remember to put toothpaste on that list?”
VICKI replies “Yes I did Dave.”

You quickly have a shower and get ready to go to the supermarket. Since it is a
big shopping trip and it’s a nice day for a drive you decide to take your solar powered

city car, you say to VICKI “1971 Hemi Cuda”
VICKI replies “is that the exhaust and engine sound you wish me to play Dave?”.

You answer and instruct VICKI to create 4 step on the continuously variable box

“Yes. Full classic sports car program with a 4 speed gearbox.”

Realizing that you don’t want to be disturbed during your drive to the
supermarket VICKI just beeps to let you know the settings are in place. It’s only a 10
minute drive to the supermarket and possibly quicker this early in the morning. You

make it there in 8 minutes and park close to the main door.

You rush around the supermarket and as you walk by the toothpaste stand you get
interrupted by an advertising agent “Hi David” says the agent smiling widely “I would
like to introduce you to the new Bollywood formula toothpaste. Now you too can have
teeth like the world’s most famous stars”... You actually growl and change the setting
on your personal communications and identification point (PCIP) to DO NOT
INTERRUPT. You don’t really like the supermarket much, but it is one of the few times

you get to drive your car and that’s why you don’t use the automatic shopping service

very often.

As you finish getting all the items on your list the dial on your cart and it reads
426.40 Euros. You go out to the car park and at the gate you vaguely hear your Nokia
PCIP  “Thank you for shopping with us, you have been charged by your chosen
method. If you would like to choose a different payment method please say so now”.

You proceed to your car ignoring the PCIP.



You put away your shopping get in the car and say to VICKI “I hate advertising

agents, you know?”.

She replies “I know Dave. I noticed you got annoyed at the Bollywood toothpaste

agent”.

“Yes, 1did growl... Do you think anyone heard me?” You ask looking down at the

monitor as VICKI.
Vicky has no way of knowing but tries to reassure you “Unlikely Dave”

“VICKI? Is it just me or is your hair pink? What happened to green?” you ask as
you drive out of the supermarket trying to keep your eyes on the road and not VICKI’s

pink hair.

“Yes it is Dave. A fabulous new hair colour range was released today, 1

downloaded it when you were in the supermarket” says VICKI.

“I see.” You reply sounding quite annoyed. “Well I was rather fond of green.
Change it back! And tune into BBC Latin digital”... “please” you add at the end
realizing you probably sounded rude. It doesn’t matter being rude to agents, they don’t
mind at all and even the ones that appear to get upset don’t have real feelings anyway.
But at the same time you sometimes feel awkward being rude, especially to VICKI. You
have been using the VICKI interface for a few years and it has been improved so much
that sometimes you feel awkward about ordering it around too much because it seems
so human. It is also annoying when it changes its appearance, there is no way of
stopping it. It is done that way so that you know a new appearance package has been
released, that is why you get annoyed every time VICKI suddenly appears onscreen

looking wildly different.
“Sure thing Dave” says VICKI smiling.

You arrive back at your houseboat just in time for your appointment with your

bank manager. You sit in front of your living room monitor and log in to the bank’s

3



website and the bank’s agent greets you “Welcome, nice to see you David, says the

automated bank manager”.

“I am here for my appointment with Mr. Oliveira” you say.

B

“I am afraid Mr. Oliveira is unavailable today...” says the agent.

“Sorry? I have an appointment, I have had to change my schedule around!” You
say interrupting the agent. You have come to realize that sounding slightly
melodramatic usually works well with shop keeping type agents, in all honesty they

respect the ‘customer is always right’ rule much better than human shop keepers used

fo.

“Sorry to hear you have been inconvenienced sir. I am here to represent Mr.

Oliveira today.” Says the agent.

“I want to ask for a loan, are you allowed to authorize a loan?” you ask

sounding puzzled and annoyed at the same time.

“No sir, I am not. My job is to forward all information and queries you might

have to Mr. Oliveira.” Says the agent.

“Stop calling me sir. I've read the information on marine mortgages and loans

on your website and I wanted to discuss this information with Mr Oliveira.” You say.

“Sorry sir. Mr Oliveira is unavailable today” says the agent.

“O.K.” you say trying not to loose your composure. “Have you received the

vessel’s valuation?” you ask.

“Yes Dave, Mr Oliveira received it.” he says.

“Did Mr Oliveira leave any messages for me?” you enquire.

“No Dave, he didn’t.” he says.



“Thank you. Now. Could I book another appointment with Mr Oliveira?” You

ask with a hint of sarcasm on your voice.

“Of course Dave. I'll negotiate a suitable time with your personal agent.” Says

the agent.

You close the window and say to VICKI “VICKI, most agents are useless”.
VICKI replies “I'll remember that Dave.”

You are not quite sure exactly what VICKI meani by that. You are honestly
beginning to think VICKI is just way too intelligent for an agent and that is beginning

10 scare you.

1.2 Issues

I wrote most of this story about half way though my PhD studies to help me
identify some of issues in the area of anthropomorphic interface agents. Here we can

observe several issues associated with the field of anthropomorphic interface agents:

e The first issue would users be willing to accept anthropomorphic agents? Dave
spent half his day talking to agents and didn’t communicate with a single
human. Would people be willing to depend on agents as much as Dave?

e VICKI identifies Dave’s emotions and acts on them, at the same time Dave is
worried about upsetting VICKI even though he knows that VICKI doesn’t have
real feelings. Dave is also unsure if VICKI has somehow been offended when
she says “I’ll remember that Dave”

e VICKI goes stays with Dave all the time, she monitors everything Dave does
even when she is quiet. Dave of course has the option to turn her off but this
brings up privacy issues. Agents would most probably be designed to protect
your privacy, however hackers could try and obtain your private information for
insalubrious purposes.

e  We saw how VICKTI’s creators can force her to look different when they release

new appearance packages, VICKI even spouts a little advert “A fabulous new
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hair colour range was released today”. This is a rather worrying problem,
companies could try to make the personal agent, which you trust, steer you
towards certain products or services.

Certain jobs are being replaced by agents, we have seen how the bank agent fills
in for Mr Oliveira and how there were no cashiers at the supermarket. Dave also
mentions that there are shopkeeper agents, which in some ways carry out their
job better than real shopkeepers in Dave’s opinion.

Dave gets annoyed at the bank agent when he realizes that it is of no use
whatsoever and describes it as useless to VICKI.

Dave seems willing to make conversation with VICKI, Dave attempts to start a
conversation on advertising agents with VICKI and then asks for VICKI’s
opinion. VICKI might be designed to always reassure Dave but still he asks for
reassurance for VICKI. Would humans really be willing to take a computer
program’s opinion on something?

Dave appears to respect VICKI but at the same time he tells her off when she
acts robotically like when she starts advertising new appearance packs. Dave
appears to appreciate VICKI’s intelligence and humanness to the point where he
doesn’t seem sure if VICKI has feelings or not. He is also intimidated and
scared of the prospect of VICKI being intelligent or even conscious. What
would happen when the lines between anthropomorphic interfaces and humans
are blurred? How would humans react to it?

Dave becomes annoyed when VICKI changes her look. Dave in a way seems
possessive of VICKI’s look, maybe he picked its physical characteristics or
maybe he has just gotten used to the way she looks. This brings up questions
like: What should agents look like? Should users define the look of the agents
or should agents be tailored to the application? This is the area that this research

concentrates on the most.

1.3 Aims

The aim of this piece of research is to investigate users reactions and assumptions

when interacting with anthropomorphic agents and how understanding these better can

aid us in creating better more efficient anthropomorphic user interfaces. Here we

consider how the level of anthropomorphism exhibited by the character, the level of
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interaction, gestures and facial expressions affect these assumptions. As more software
is released for general use with anthropomorphic interfaces there seems to be no
consensus of what the characters should look or behave like and these should be
changed according to the type of application. Some software and research opts for
realistic looking characters (Haptek-URL), others opt for cartoon characters (Microsoft
1999; Ruttkay and Noot 2000; Ruttkay, Noot et al. 2000) others opt for floating heads
(Koda 1996; Dohi and Ishizuka 1997; Takama, Dohi et al. 1998; Dohi and Ishizuka
1999; Koda and Maes 1999).

If we are able to ascertain what assumptions and characteristics users attribute to
anthropomorphic agents and how these vary according to the look and behaviour of the
character, we will be able to produce a strong basis for anthropomorphic character
design for different kinds of applications. Koda (Koda & Maes, 1996) has already gone
some way in accomplishing some of these goals using a poker game as a test bed for
experiments.

It is important to mention that this piece of research does not attempt to tackle the
artificial intelligence issues related to anthropomorphic interfaces, our scope is user

perceptions and assumptions.

1.4 Structure of thesis

This thesis investigates user assumptions and reactions to anthropomorphic
interfaces. Chapter 2 discusses different systems using anthropomorphic interfaces and
summarises research in the anthropomorphic agents field. Chapter 3 presents a review
of the main statistical concepts used in this thesis. Chapter 4 presents results on
experiments designed to investigate users reactions and assumptions to agents of
varying levels of anthropomorphism and how these reactions and assumptions change
with different levels of interaction. Chapter 5 reports on experiments designed to
explore how facial gestures affect the users’ perception of humanity exhibited by the
agent. Chapter 6 reports on experiments investigating how anthropomorphic characters
displaying accurate emotions affect user’s opinions and acceptance of anthropomorphic
characters. Chapter 7 summarises the key findings in our research, discusses issues

highlighted by these findings and discusses future work.






2 Literature Survey and Overview.

In this chapter we look at different systems and research pertaining to
anthropomorphic agents. We also look at descriptions of the different areas investigated
in this piece of research.

To accomplish this a literature survey was carried out, we particularly looked at
the area of believable agents and systems with anthropomorphic interfaces that have
been released into the public domain.

An analysis of the main reasons for carrying out this research as well as its

relevance is also presented.

2.1 Literature Survey

This section presents key related research and systems pertaining to the

anthropomorphic user interfaces field.
2.1.1 Microsoft Persona

The Persona project at Microsoft Research began in late 1992 to undertake the
construction of a /ifelike computer assistant (see: Figure 2.1), a character within the PC
which interacts with the user in a natural spoken dialogue, and has an expressive visual

presence.

e

Figure 2.1: Peedy, one of the characters created in the Persona project.

The Persona project is looking “ahead to the next major metaphor shift in
computing”, like many other projects so far the technology produced is not ready to
replace or even compliment current direct manipulation interfaces. The Persona project

is based on Nass et al’s (Nass, Steuer et al. 1994) social interface paradigm, where Nass



proposes that people apply social rules to human-computer interaction, even when

concerning direct manipulation interfaces.

2.1.2 Microsoft Bob and Clippy

Microsoft Bob was a commercial product designed to be a user-friendly interface
to Microsoft Windows version 3.1 based on Nass et al’s social interface paradigm
(Nass, Steuer et al. 1994). Microsoft Bob was an attempt to make an operating system
interface for the masses and it is largely seen as a spectacular failure. It was argued that
using a social metaphor helped the user to concentrate on a single source of information

without being overwhelmed by too many options (Ball, Ling et al. 1997).

Figure 2.2: The infamous Clippy in action.

Clippy or Microsoft paper clip (see: Figure 2.2) as it is more commonly known is
an anthropomorphic interface created to help users with Microsoft’s Office 97 and
2000 package. It can be argued that the infamous paper clip is perhaps the most widely
hated human-computer interface ever released to the public and is usually seen as
intrusive, irritating and generally best turned off or even killed (Microsoft-Press-

Release; Trott 1998).
2.1.3 MIT Media Lab’s ALIVE

The ALIVE system (Maes 1996) allows interaction between full-bodied
autonomous agents and humans through using the magic mirror metaphor: a person in
the ALIVE space sees their own image on a large-screen TV as if in a mirror.
Autonomous, animated characters join the user's own image in the reflected world.

Using a single camera (the same one used to create the video image), the vision-
based tracking system extracts the user's head, hand, and foot positions, as well as the
gesture information. The autonomous characters use this information along with their
own motivations to act in believable and entertaining ways.
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2.1.4 OZ Project

It has been recognised both by the AI community and animators that
appropriately timed and clearly expressed emotion are a central requirement for

believable agents (Bates 1994). Quoting from Thomas and Johnson:

“it has been the portrayal of emotions that has given the Disney characters the

illusion of life”

Bates argues that a believable character does not mean an honest or reliable
character, but one that gives the illusion, and thus permits the audience’s suspension of
disbelief. The way a character reacts to what is happening around it and displays

feelings and desires, makes us care about that character (Bates 1994).

The Oz project (Mateas 1997) is concerned with building a small simulated world
populated by self animating creatures, one of these worlds being the Edge of Intention
populated by creatures called Woggles, see Figure 2.3, based on the principles of
traditional animation as stated by Thomas and Johnson. When it comes to emotions the
Oz philosophy is:

“characters exhibit their own emotions and respond to the emotions of others in

personality-specific ways”.

Figure 2.3: Close-up of a few Woggles in the Edge of Intention.
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2.1.5 Newt

Newt (Sheth 1994) was developed at the MIT Media Laboratory as a personalized news
filtering system. In the Newt system the filtering agents have an anthropomorphic
representation, the clothes they wear represent their subject interest and their level of
interest in the topic the user is reading is represented by facial expression and posture.
The user can provide feedback on the topics retrieved by the agent. The agent is "~ alert”
when its News Window is currently open on the screen and is ““asleep” otherwise. It
makes a ~“thumbs-up" gesture when given positive feedback and “*thumbs-down" when
given negative feedback.

The main finding of interest to our research is that displaying the agent’s internal
state and explaining the internal workings of the agents is key for making sure that the

user can trust agents.
2.1.6  The Affective Reasoning Project

Clark Elliot experiments with agents capable of reacting emotionally to other
agents and to humans. Elliot uses a multi-agent simulation platform called the Affective
Reasoner as a test bed. The Affective Reasoner has an emotion engine, speech

recognition, music playback and facial representation generator.

Elliot has made a few findings relevant to our research:
o In some cases less realistic cartoon faces are better at conveying emotional
responses than realistic three-dimensional faces (Elliott and Melchoir 1995).
e Music is better than facial expression at helping subject identify the right
emotion; this is something filmmakers have known since the early days of

cinema (Elliott 1994).

Elliott has suggested that a poker game is a suitable platform to research
believability of agents through emotional expressions (Elliott 1994), this platform was

latter adopted by Koda (Koda 1996; Koda and Maes 1999).
2.1.7 Maxims

Maxims is an e-mail filtering application employing agents that collaborate to

overcome the problem of having to "learn from scratch." It is similar to Newt in that
12



anthropomorphic representation is used to convey an agent’s internal state. Again like
Newt, this study suggests that users that users can interact with agents more easily
when they can predict the agent’s characteristics and behaviour from their external

traits.
2.1.8 Ananova

Ananova (Ananova-URL) is the world’s first virtual newsreader, created to
deliver news on demand as a personal helper (see Figure 2.4). Ananova’s face is
intended to appear trustworthy, believable and appealing. It displays emotions whilst
delivering news reports, at the moment the news text is tagged using XML (Hopper
2000) to let the Ananova software know which emotions to use as she reads a news
item. It is planned that Ananova will eventually be fully interactive through digital
television and the next generation of high bandwidth mobile phones.

Ananova has already been a great success (Ananova-Birthday-Report 2001): over
30 million people saw her debut, she captivating a huge online audience everyday, she
has fans and many fan websites, she has appeared in Vogue twice and starred on the
Big Breakfast Show, SKY, CNN and was approached by The Oprah Winfrey Show.
There are many fan sites dedicated to her and she has received hundreds of Valentine
cards, marriage proposals and requests from schoolchildren for help with their
homework have flooded into Ananova’s headquarters.

Ananova is a great example of a useful and highly successful anthropomorphic

interface using today’s technology.

Figure 2.4: Ananova, the world's first virtual newsreader.

2.1.9 Koda’s agents with faces research

Koda has used a poker game setting (see Figure 2.5) as a test bed to study effects

on and interactions of users in a system with a personified interface (Koda 1996; Koda
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and Maes 1999). Koda used a highly abstract face, a cartoon dog, a male cartoon,

female cartoon and no face.
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Figure 2.5: Koda's poker game.
Koda has found that:

e The more realistic a human face, the more intelligent, likable and comfortable it
is.
e Animal faces are more likable than human faces.
e Personified agents are preferable in certain domains:
o Entertainment
o Education

o Training

2.1.10 The Impact of Anthropomorphic Interfaces on Influence, Understanding and
Credibility.

This study (Begntsson, Burgoon et al. 1999) by Bengtsson et al. is of great

importance in our area of study. They have revealed how face-to-face communication
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generates more positive social judgements and greater understanding than other forms
of communication.

Bengtsson et. al, carried out an experiment with 70 users, these users were
assessed under different conditions: Text-only communication between the computer
and the user, text and voice communication, text, voice and image communication, text,
voice and lip-synched animation communication, voice and lip-synched
communication, scripted face to face interaction with a human, and finally unscripted
face to face interaction with a human.

It was found that interaction with humans generated the greatest perceived

credibility, highlighting the importance and usefulness of humanness in the interface.

2.2 Areas investigated in this work

2.2.1 Anthropomorphic Interfaces

The strict meaning of anthropomorphism is the attribution of human form or
personality to a god, animal or object. When people refer to anthropomorphic agents
what is usually meant is software agents that uses a human representation on screen to
communicate with the user. As we see in this section, there are many levels of

anthropomorphism and in many cases resemblance of human form is not essential.

We will first consider the level of anthropomorphism that anthropomorphic
interfaces may exhibit. There have been some studies and papers investigating and
discussing whether software agents should be personified in the interface and what
inherent advantages and disadvantages they posses (Laurel 1997; Koda and Maes
1999), sometimes with conflicting conclusions. So it is still an open question if
personification makes an agent more usable. Some researchers are designing and
testing some very clearly anthropomorphic interfaces, for instance the Gesture and
Narrative Language Group at M.LIT. is working on displaying embodied agents on
screen (Cassell, Bickmore et al. 2001). These embodied conversational agents have
been defined as having the same properties as humans in face-to-face conversation,

including:

e The ability to recognise and respond to verbal and non-verbal input.
e The ability to generate verbal and non-verbal output.
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e The ability to deal with conversational functions such as turn taking, feedback, and
repair mechanisms.
e The ability to give signals that indicate the state of the conversation, as well as to

contribute new propositions to the discourse.

An interesting has been carried out at the Gesture and Narrative Language Group,
M.LT. (Thérisson and Cassell 1996; Cassell and Thérisson 1999). This study attempted
to prove that for embodied conversational agents, non-verbal behaviour related to the
process of conversation, which they called envelope feedback. They concluded that this
envelope feedback is much more important than other feedback, such as emotional
expression. This envelope behaviour includes gaze, manual beat gesture (Mulder 1996)
and head movements. They have concluded that this behaviour is significantly more
important to the users’ acceptance of the character/interaction, as well as to the
effectiveness of the dialogue, than emotional feedback. Therefore, they stated that
designers of interactive computer agents who ignore supportive behaviours relating to

communication, are likely to end up with less believable, less effective agents.

When we say ‘face to face conversation’ what we usually mean is body to body.
When we are having a conversation we are picking up on body language and facial
gestures. These non-verbal utterances help us understand the speaker and are an
integral part of human communication. This seems to give embodied (Thérisson and
Cassell 1996; Cassell, Bickmore et al. 1999; Cassell and Thoérisson 1999), agents a
clear advantage over other projects that use ‘talking heads’. The Microsoft Persona
Project (Persona-Project) seems to favour fully embodied agents and many different
characters are available free to use with the Microsoft Agent software, which we have

decided to utilise.

An example of a profoundly anthropomorphic, yet not embodied, agent is the
Visual Software Agent (VSA) (Dohi and Ishizuka 1997, Takama, Dohi et al. 1998,
Dohi and Ishizuka 1999). It has been used to assist the user with the operation of a
conversational Web browser (Netscape) as well as an interface for a guidance system.
They have achieved direct eye contact during conversation by having a flat panel
display mounted on a motorised pan and tilt base. They concluded that having
continuous eye contact during a conversation with the agent independent of the users

position, produces a more natural and intuitive interface. Another example of an
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interesting real application is a movie agent (Buck 1999) being developed at Aalborg
University. The movie agent is an anthropomorphic agent that helps the user select a
specific movie according to his or her tastes. The agent is represented in 3D and is a
human-like talking head. In this particular domain, the agent can present movie and
audio clips, pictures and trailers back to the user during discourse. Eventually a specific
movie can be selected and displayed. We can expect to see this sort of application in

the future as pay-per-view TV and video-on-demand increase in popularity and evolve.

Not all anthropomorphic agents have human form. For instance, the people
involved in the WebGALAXY project at M.L.T. (Lau, Flammia et al. 1997; Zue 1999)
have designed a multimodal, conversational interface for accessing selected
information on the WWW that does not display an animated character on screen for the
user to see. However, Leonard N. Foner classifies his agent Julia (Foner 1993) as an
anthropomorphic agent as in the given domain (a TinyMUD) Julia appears to be
human. Jupiter is WebGALAXY’s phone based conversational system that provides
up-to-date weather information to users over the phone via natural language queries. In
Jupiter guise WebGALAXY is arguably very anthropomorphic. Jupiter has a phone
interface and has a narrow domain, world weather reports. It can be argued that
although Jupiter processes no human form, in the given domain (a telephone weather
information line) Jupiter is in fact very anthropomorphic, as during a phone
conversation between humans the people involved are not aware of each others human
form. Although, it is always assumed that there is a human on the other end of the
phone line. The following is a transcript of a telephone conversation between Victor

Zue and the Jupiter system (Zue 1999):

Jupiter: Hi. Welcome to Jupiter, the M.LT. Lab for Computer Science Weather
Information System. This call is being recorded for system development.
You may hang up or ask for help at any time. How can I help you?

V.Z.: What is the forecast for Boston today? [The theme song of the television
show Jeopardy plays during a pause of seven seconds. Each of Zue's subsequent
questions is followed by a pause of one to three seconds.]

Jupiter: In Boston this afternoon, partly sunny and windy. High around 50.
Tonight, clear, lows around 35. What other information can I give you?

V.Z.: Will it rain tomorrow?

Jupiter: To my knowledge, the forecast calls for no rain in Boston tomorrow. Is
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there anything else?

V.Z.: How about Seattle?

Jupiter: To my knowledge, the forecast calls for no rain in Seattle tomorrow. Is
there something else you would like to know?

V.Z.: Is it sunny anywhere in the Caribbean?

Jupiter: Sorry, I am not sure what you said.

V.Z.: Is it sunny anywhere in the Caribbean?

Jupiter: I am sorry, I may not know the city you are asking about. Try asking for
the state or country. For example, what cities do you know about in Massachusetts?

V.Z.: What is the temperature in Montego Bay?

Jupiter: In Montego Bay today, high 86 and low 73. Is there something else?

V.Z.: Good-bye.

When referring to levels of anthropomorphism it is not important to realise a
highly realistic looking agent (Lee, Terzopoulos et al. 1995) does not equate to a highly
anthropomorphic agent. There is more to appearing human than looking human, the
term believable agent has been coined by people working on anthropomorphic
interfaces and other animated characters to describe characters that seem lifelike and
whose actions make sense (Bates 1994; Mateas 1997). An example of this given by
Mateas is that Bugs Bunny although not a realistic, is however, a believable character.
In fact, it has been argued that less realistic or more cartoon like faces have distinct

advantages over more realistic ones. Some of these are:

They have an artistic touch, which makes them more appealing than just seeing a

real face (McCloud 1994; Ruttkay, Noot et al. 2000).

e User expectations from less realistic faces are lower than from realistic faces
(Microsoft 1999; Ruttkay, Noot et al. 2000).

e Usually less computationally demanding (Ruttkay and Noot 2000; Ruttkay, Noot et
al. 2000).

e Exaggerated expressions are easier to achieve on less realistic faces and thus it is

easier to convey emotions (Ruttkay and Noot 2000).

Another point worth considering is what we could call communication paradigms.
When dealing with anthropomorphic agents we tend to think of ‘face-to-face’
communication as the only option, however, there are others. One interesting
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proposition is that of presentation systems where several agents interact with each other
on screen to convey information. Elizabeth André (André 2000; André and Rist 2000;
André, Rist et al. 2000) is heading research on automatically generating just such
performances for two different applications, car sales and soccer commentary. This
kind of presentation could prove very successful in the commercial world. Another
interesting development is the release of Ananova (Ananova-URL; Hopper 2000) as a
mainstream newsreader. Ananova is a computer-generated newsreader. Even though
Ananova is no more interactive than a cartoon, it is interesting that the makers of
Ananova have decided that the time is right to introduce a computer character in a
serious role that was only performed by humans before. It has proven to be a very
successful service and it would be of interest to see if similar projects appear in the near

future and how people react to them

2.2.2 Gestures

Gestures are small physical ‘activities’ that have certain characteristics, which
distinguish them from other kinds of activity (such as practical actions, posture
adjustments, orientation changes, etc.) (Kendon 1999). Gesture and emotion should not
be confused; gestures are voluntary actions, like spoken utterances. It is generally
thought that they can expand upon and clarify the ideas and information being

transmitted by speech.

There is research being carried out on automatically generating gestures from
speech data (Cassell, Pelachaud et al. 1994). There is, however, a lot of controversy
still surrounding the way in which gestures are related to speech and activity. Some
researchers appear to consider that gestures are simply a kind of symptom from the
effort of speaking, others argue that it helps the speaker to speak somehow, yet others
believe that they are intrinsically linked to the linguistic choices a speaker makes as he
constructs an utterance. Yet another view is that gestures are a separate and distinct
mode of expression which can be used together with spoken utterances to complement
each other (Kendon 1999). In any case, gestures are an integral part of face to face
communication and therefore something which we cannot afford to ignore in our
experiments. We will start by concentrating on learning and investigating the
interaction between speech and gesture (Cassell, Pelachaud et al. 1994) and how it

could be applied to on screen characters to make them more believable agents.
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An area currently being researched is the information encoded by gestures and
how this information helps the speaker (agent) communicate better (Efron 1972; Rimé
1991; Kendon 1999). Kendon lists the main ways in which gestures appear to be used,

these are:

e utterances on their own.
e they may be employed as components of utterances in alternation with speech.

e they may be employed in conjunction with speech.

Each of these will now be discussed briefly:

Gesture alone accompanied by no other utterance: When gestures are
employed on their own as an utterance they tend to be of a conventional form that is
understood by the whole community. These types of gestures tend to be dependent on

culture. For example, a nodding can be used mean yes by many cultures.

Gestures used in alternation with speech: Sometimes speakers can use
separate utterances during speech immediately after they finish speaking. Sometimes

the speaker might even leave a sentence unfinished and gesture to complete it.

Gestures in conjunction with speech: This is commonly known as
‘gesticulation’ and is what we will be examining more closely. We are especially
interested in the relationship between speech and gesticulation and how it can be
modelled to create systems which automatically generate facial and hand gestures

(Mulder 1996) for automated conversational agents.

These ‘gesticulations’ have been subdivided into categories as well, Cassell

gives the following classification (Cassell 2002):
e Emblems, these are culturally dependant gestures that may differ in interpretation
from culture to culture. Cassell gives the following example, the “V’ sign in the US

can be made with either with the palm or the back of the hand facing the listener. In
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Britain, however, a ‘V’ sign made with the back of the hand facing the listener is

rather rude. Other emblems include ‘thumbs up’ and ok sign.

e Propositional Gestures. These are conscious gestures that in some way describe
what the speaker is saying. For instance, if the speaker says “it was this big” and
signs the size with his hands, that is a propositional gesture.

e Spontaneous Gestures, these are the majority of gestures, those that are
unconscious yet serve as gestural vehicles for our communicative intent with other
humans. This group of gestures is the most important to study if researcher
endeavour to produce believable conversational agents. These types of gestures are
further divided into four categories:

e Iconic gestures depict some property or event. For instance a gesture to indicate
some sort of splitting or separation when the speaker says something like “it
branches out”.

e Metaphoric gestures, like iconic gestures, are also representational. The difference
is that they represent a concept that has no physical form. For instance the speaker
might gesture as though he is touching something solid whilst saying something
like “these ideas”.

e Deictics are used to locate things in the physical world. It usually involves pointing
to objects or people, not just finger pointing, head movements or pointing with an
open hand are commonly used as well.

e Beat gestures are small baton like movements that do not change in form with the
content of the accompanying speech. It servers to evaluate or accentuate the content

of speech.

We finally mention gaze. Gaze is sometimes thought of as being different from
gesture. However, I believe it might be considered as being the same or at least very
closely related to it. We are interested in finding as much as we can about how and
when real humans make eye contact during normal conversation so that we can as
closely as possible simulate this on our on screen characters. Complex eye contact
tracking systems like the Visual Software Agent (Dohi and Ishizuka 1999) begin to
touch the realms of robotics and are beyond the scope of our research. We will however
be implementing ‘human like gaze’ into our characters as best as we can with the

facilities available.
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2.2.3  Emotions

It has been recognised both by the Al community and animators that
appropriately timed and clearly expressed emotion are a central requirement for
believable agents (Bates 1994). Quoting from Thomas and Johnson (Thomas and

Johnson 1981):

“it has been the portrayal of emotions that has given the Disney

characters the illusion of life”

It can be argued that a character that does not display any emotion cannot be seen
by humans as anything more than a machine. The way a character reacts to what is
happening around it and displays feelings and desires, makes us care about that
character (Bates 1994).

Oz project (Mateas 1997) is concerned with building a small simulated world
populated by self animating creatures based on the principles of traditional animation

as stated by Thomas and Johnson. When it comes to emotions the Oz philosophy is:

“characters exhibit their own emotions and respond to the

emotions of others in personality-specific ways”

This emotional component of the Oz philosophy is key to creating believable
agents.

We have seen that emotion is considered to be key to creating believable agents,
however, emotion is one of the least well-understood aspects of psychology that we are
investigating in this series of experiments. Trying to give a definitive definition of
emotion is beyond the scope of this work, however, we place special emphasis on
Ekman’s basic emotion ideas (Ekman 1993; Ekman 1999) and the Ortony, Clore and
Collins (OCC) model of emotion (Ortony, Clore et al. 1988) both of which have been
widely used in the anthropomorphic agents ficld (Koda 1996; Pelachaud, Badler et al.
1996; Velasquez 1997; André, Klesen et al. 1999; Koda and Maes 1999).

Before examining basic emotions in more depth; let us first discuss how Ekman
views emotions. Ekman believes there are separate discrete emotions and that all
emotions are basic, this is in contrast to a different point of view which treats emotions

as being fundamentally the same, differing only in terms of intensity or negativity.
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Ekman has found that high agreement on how people interpret emotions across eastern

and western cultures and that the human face is key to identifying these emotions.

Ekman (Ekman 1993) has described characteristics, which enable us to
distinguish one emotion from another. He has also described characteristics shared by
all emotions, which are useful in distinguishing emotions from other affective
phenomena, such as moods or emotional trails:

Ekman believes that it was central to the evolution of emotions that the enlighten
conspecifics, without choice or consideration, as to what is occurring. For example if
you were about to walk into a building and you saw a group of people running out of
the building with an expression of fear on their faces you would not think they are just
popping out to lunch. He believes that emotions are crucial toward developing and
regulating interpersonal relationships. He gives the following examples, which seem to

indicate that an emotional component is probably crucial for generating fruitful

relationships between users and software agents:

Valenced Reaction To:

f

I
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Figure 2.6: OCC model of emotion.

People he has studied with congenital facial paralysis (Mobious syndrome) report
that they have great difficulty in developing and maintaining even casual relationships,
since they are incapable of displaying facial expressions.

Ross (Ross 1981) has found that stroke patients who can not properly identify the
prosody that is associated with speech or who are unable to generate the prosody that
accompanies emotion utterances, have severe interpersonal difficulties.

Moods and emotions do not have their own distinctive signals, but Ekman infers
these affective phenomena, in part at least, from the fact that they are saturated with the
signals of one or another emotion. For example, a high incidence of anger-related
signals could indicate an irritable mood or a hostile trait.

Even though it is crucial to the evolution of emotions to inform conspecifics of
matters of import, that is not to say that emotions cannot be hidden, masked or faked.
However, there is evidence that facial expressions differ in small ways when a smile
occurs involuntarily due to an enjoyable experience as opposed to a social or fake
smile. Ekman also points out that he suspects if research were carried out on other
emotions it would also be possible to distinguish faked emotions and facial expressions
from real ones.

The OCC model (See Figure 2.1) is designed to model the structure of emotion; it
provides a classification scheme for common emotion labels based on a valence
reaction to events and objects in the light of agent Goals, Standards, and Attitudes. And
it has been used in the anthropomorphic agents field as a computational model before
(André, Klesen et al. 1999).

Koda (Koda 1996) gives the following example: when we compare lottery
numbers to the numbers we have selected, this event leads to a pleased emotion if we
win or a displeased emotion if we loose. In the OCC model the world consists of
events, agents and objects. Valanced reactions to combinations of these factors results

in emotions, which can be either positive or negative.
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2.2.4 Creating the onscreen characters

To create the on screen characters in our work the Microsoft Agent (Microsoft
1999) software was used. Microsoft Agent is a set of programmable software services
that support the presentation of software agents as interactive personalities within the
Microsoft Windows environment. It has been designed to allow developers to
incorporate anthropomorphic conversational interfaces into their software. Early on the
possibility of scripting a (Verbot-URL) to create an on-screen character was
considered. This, however, proved unsuccessful as the scripting language that the
Verbot software uses is very limited and the only way to enable communication
between the Verbot and any other software is by using the command line, as the Verbot
has been given the ability to load other programs. This is unfortunate as the Verbot has
exceptional lip synchronisation and a wide range of facial expressions. As I was
impressed by the character design used by the Verbot software that I decided to capture
the frames and animate them using the Microsoft Agent software.

As there are no generally accepted guidelines for creating conversational,
anthropomorphic interface agents then this is an area we have investigating in this piece
of research. Microsoft has produced a set of guidelines for designing effective

conversational software agents (Trower 1997):

e Use good aesthetics. While it does not take much to elicit a social
response, people are accustomed to high quality output.

e Provide good feedback. Any well-designed interface requires on
providing good, appropriate, and timely feedback. Similarly, a
conversational interface, enhanced with recognisable facial features, arose
interaction and expectations.

e Be non-exclusive. Delegation and speech interface are not always the best
way to complete a task. Provide users with different options to interact
with the software (Multimodality).

o Be polite. Software often breaks simple rules of etiquette. In any social
context, humans expect reciprocity of politeness.

e Use praise. All of us respond to praise, even when it is not warranted.

o Be personal. Adapt to the user's personality type and work style.

e Create a team player. We work more effectively with others when we
feel we are matched as a team. Treat the user as a team mate.
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e Provide good error handling. Communications errors are unavoidable,
so an effective interface depends on how well you support error recovery.

e Clarify and limit choices to context. Speech technology rapidly breaks
down when an engine is expected to handle any utterance, yet natural
dialogue typically does not follow random paths. Where limitations must
be set, they must be clear to the user.

e Use natural dialogue techniques. Speech is a natural interface, yet basic

models of dialogue are often overlooked.

As mentioned earlier, these are not established guidelines, but they were given
consideration when designing the on-screen characters. In this thesis we endeavour to
extend these or design a new set of guidelines, backed up with solid research, for

interactive character design.
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3 Statistical background

3.1 Introduction

This chapter presents a review of the main statistical concepts used in this work (for
further details see (Siegel and Castellan 1988)). The concepts are primarily associated
with the area of nonparametric statistics for the behavioural sciences and were used in
this work to analyse the responses of the test subjects to the different experiments
carried out in order to study the user’s perception of anthropomorphic agents.

An important part of statistics is the concept of statistical inference. Statistical
inference is concerned with two types of problems: estimation of population parameters
and tests of hypotheses. It is the latter, tests of hypotheses, which will be our primary
concern in this work.

In statistical inference we are concerned with how to draw conclusions about
large groups of subjects, or about events, based on the observation pf a few subjects.
Statistics provides tools that formalize and standardize our procedures for drawing such
conclusions.

The procedures on statistical inference introduce order into any attempt to draw
conclusions from the evidence provided by samples. The logic of the procedures
dictates some of the conditions under which the evidence must be collected, and
statistical tests determined whether, from the evidence we collect, we can have
confidence in what we conclude about the larger group from which only a few subjects
were sampled.

A common problem for statistical inference is to determine, in terms of a probability,
whether observed differences between two samples signify that the populations
sampled are themselves really different. Now, even if we collect two groups of scores
by taking random samples from the same population, we are likely to find that the
scores differ to some extent. Differences may occur simply because of the operation of
change. How can we determine in any given case whether the observed differences
between two samples are due merely to chance or are caused by other factors? The
procedures of statistical inference enable us to determine whether the observed
differences are within the range that easily could have occurred by chance or not.

Another common problem is to determine whether sample of scores is from some

28



specified population. Still another problem is to decide whether we may legitimately
infer that several groups differ among themselves.

There are two main approaches to deal with this type of statistical analysis: one in
which it is necessary to make a series of assumptions about the nature of the
populations from which the observations or data were drawn. These statistical
techniques are called parametric. The other approach makes few assumptions about the
population from which the data has been sampled. These distribution free or non-
parametric techniques result in conclusions, which require fewer qualifications.

The use of one of the non-parametric approaches enables us to infer some
conclusions about the event regardless of the shape of the population. When we use any
statistical test, we implicitly make certain assumptions about the observations of the
event. Here we will describe the main assumptions implied by the tests utilized in this

work.

3.2 Statistical tests

In order to analyse how a user perceives an anthropomorphic agent according to
its look and behaviour a series of experiments were carried out. In each case a test
hypothesis was assumed, which synthesize the results of the experiment. Having stated
a specific hypothesis, which seems important, we analyse the data which should enable
us to make a decision concerning the hypothesis. Our decision may lead us to retain,
revise, or reject the hypothesis.

To reach an objective decision as to whether a particular hypothesis is confirmed by a
set of data, we must have an objective procedure for either rejecting or accepting that
hypothesis.

This objective procedure should be based on the information or data we obtain in
our research and on the risk we are willing to take that our decision concerning the
hypothesis may be incorrect.

Usually the objective procedure consists of the following steps:

i.  State the null hypothesis (Hy) and its alternative (H;). Decide what data to
collect and under what conditions. Choose a statistical test (with its associated
statistical model) for testing Hy.

In the decision making procedure it is necessary to state the null

hypothesis (Hp). The null hypothesis is a hypothesis of “no effect” and is
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ii.

iii.

1v.

usually formulated for the express purpose of being rejected; that is the negation
of the point one is trying to make. If it is rejected, the alternative hypothesis
(H,) is supported. The alternative hypothesis is the operational statement of the
experimenter’s research hypothesis. The research hypothesis is the prediction
derived from the theory under test. When we want to make a decision about
differences, we test Hy against H;. H; constitutes the assertion or hypothesis that
is accepted if Hp is rejected.

From among the several tests which might be used with a given research design,
choose that test the model of which most closely approximates the conditions of
the research in terms of the assumptions on which the test is based.

For most cases there is an alternative valid statistical test(s) which may be

used to reach a decision about a hypothesis. In the field of behavioural sciences
non-parametric statistics is most commonly used.
Specify a significance level (o) and a sample size (N). When the null hypothesis
and the alternative hypothesis have been stated, and when the appropriate
statistical test has been selected, the next step is to specify a level of
significance (o) and a sample size (N).

Our procedure is to reject Hy in favour of H, if a statistical test yields a
value whose associated probability of occurrence under Hy is equal to or less
than some small probability, usually denoted c. That probability is called the
level of significance. It can be seen, then, that o gives the probability of mistakenly
or falsely rejecting Hg.

Find the sampling distribution of the statistical test under the assumption that Hg
is true. The sampling distribution is a theoretical distribution. It is that
distribution we would have if we took all possible samples of the same size
from the same population, drawing each randomly. By knowing the sampling
distribution of some statistic, we can make statements about the probability of
the occurrence of certain numerical values of a statistic.

On the basis of (ii), (iii) and (iv) above, define the region of rejection for the
statistical test. The region of rejection consists of a set of small (i.e. equal to o)
that the sample we actually observe will yield a value, which is among them.
The probability associated with any value in the region of rejection is equal to
or less than o. The nature of the rejection is affected by the form of the alternative
hypothesis H;. If H; also indicates the predicted direction of the difference, then
a one-tailed test is used. If H; does not indicate the direction of the predicted
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difference, then a two-tail test is used. One-tailed and two-tailed tests differ in
the location (but not the size) of the region of rejection.

vi.  Collect the data. Using the data obtained from the sample(s), compute the value
of the test statistic. If that value is in the region of rejection, the decision is to
reject Hyo; if that value is outside the region of rejection, the decision is that Hg
cannot be rejected at the chosen level of significance. The reasoning behind this
decision process is very simple. If the probability associated with the
occurrence under the null hypothesis of a particular value in the sampling
distribution is very small, we may explain it by deciding that the null hypothesis
is false or, second, we may explain it by deciding that a rare and unlikely event
has occurred. In the decision process we choose the first of these explanations.

probability associated with the second explanation is given by c.

3.3 Statistical model

In order to choose an appropriate statistical test it is necessary to consider the manner in
which the sample of scores or data was drawn, the nature of the population from which
the sample was drawn, the particular hypothesis we wish to test, and the kind of
measurement or scaling that was employed in the operational definitions of the
variables involved, i.e. in the scores.

When we have asserted the nature of the population and the manner of sampling,
we have established a statistical model. Associated with every statistical test is a model
and a measurement required. The test is valid under certain conditions and a model and
the measurement requirement specify those conditions. Often the conditions of a
particular statistical model need to be assumed and they are called the assumptions of
the test. It is obvious that the fewer or weaker the assumptions that define a particular
model, the less we need to qualify the decision reached by the statistical test associated
with that model; that is, the fewer of weaker the assumptions, the more general are the
conclusions. If those assumptions are valid, tests based on these assumptions are most
the likely of all tests to reject Hy when Hy is false, in other words, when research data
may be analysed appropriately by a parametric test, that test will be more powerful than
any other. However, sometimes it is not possible to define at prior these conditions or

assumptions and it is necessary to use a more general non-parametric test. The most
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common conditions considered when dealing with statistical models associated with the
normal distribution are:

e The observations must be independent, i.e., the selection of any case from the
population for inclusion in the sample must not bias the chances of any other
case for inclusion, and the score that is assigned to any case must not bias the
score that is assigned to any other case.

e The observations must be drawn from normally distributed populations.

e In the case of analyses concerning two groups, the populations must have the
same variance (or, in special cases, they must have a known ratio of variances).

o The variables must have been measured in at least as interval scale, so that it is

possible to interpret the results.

These conditions are ordinarily not tested in the course of the performance of a
statistical analysis. Rather, they are presumptions, which are accepted, and their truth or
falsity determines the accuracy and meaningfulness of the probability statement arrived
at by the parametric test. When we have reasons to believe that these conditions are met
in the data being analysed, then we should certainly choose a parametric statistical test.
When the assumptions constituting the statistical model for a test are, in fact, not met,
then the test may not be valid, i.e., a test statistic may fall in the rejection region with a
probability greater than o. In those cases it is worthy to consider the alternative of non-

parametric statistics.

3.4 Parametric and non-parametric statistics

A parametric statistical test specifies certain conditions about the distribution of
responses in the population from which the research samplie was drawn. Since these
conditions are not ordinarily tested, they are assumed to hold. The meaningfulness of
these results of a parametric test depends on the validity of these assumptions.

On the other hand, a non-parametric statistical test is based on a model that
specifies only very general conditions and none regarding the specific form of the
distribution from which the sample was drawn. Certain assumptions are associated with
most non-parametric statistical tests, namely, that the observations are independent,
perhaps that the variable under study has underlying continuity, but these assumptions

are fewer and weaker than those associated with parametric tests. Moreover, unlike
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parametric tests, there are non-parametric tests that may be applied appropriately to
data measured in an ordinal scale, and others to data in a nominal or categorical scale.
Because behavioural scientists rarely have data satisfying the assumptions of the

parametric test, which includes achieving the sort of measurement permitting the
meaningful interpretation of paramefric tests, non-parametric statistical tests play a
prominent role in research in behavioural sciences.
The non-parametric tests used in this work are:

e Chi-square goodness of fit method.

e Friedman two-way analysis.

e  Wilcox-Mann-Whitney.

The main advantages of using non-parametric tests are:

e If the sample size is very small, there may be no alternative to using a non-
parametric statistical test unless the nature of the population distribution is
known exactly.

e Non-parametric tests typically make fewer assumptions about the data and may
be more relevant to a particular situation.

e Non-parametric statistical tests are available to analyse data, which are
inherently in ranks, as well as data whose seemingly numerical scores have the
strength of ranks. If data are inherently in ranks, or even if they can be
categorized only as plus or minus (e.g. more or less, better or worse), they can
be treated by non-parametric methods, whereas they cannot be treated by
parametric methods unless precarious and, perhaps, unrealistic assumptions are
made about the underlying distributions.

e Non-parametric methods are available to treat data that are simply classificatory
or categorical, i.e., are measured in a nominal scale. No parametric technique
applies to such data.

e There are suitable non-parametric statistical tests for treating samples made up
of observations from several different populations. Parametric tests often cannot
handle such data without requiring us to make seemingly unrealistic
assumptions or requiring cumbersome computations.

e Non-parametric statistical tests typically are much easier to learn and to apply
than are parametric tests. In addition, their interpretation often is more direct

than the interpretation of parametric tests.
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However, non-parametric tests can have the following disadvantages:

e If all the assumptions of a parametric statistical model are met in the data and
the research hypothesis could be tested with a parametric statistical test, then
non-parametric statistical tests are in these cases wasteful.

e Non-parametric tests are not systematic, whereas parametric statistical tests
have been systematized, and different tests are simply variations on a central
theme.

e Tables necessary to implement non-parametric tests are scattered widely and

appear in different formats.
3.4.1 Chi-square Goodness-of-Fit Test

Frequently research is undertaken in which the researcher is interested in the
number of subjects that fall into a certain category. For example, in the two-way
interaction experiment in Chapter 4 the users were asked to choose a favourite
character between three different characters with different level of anthropomorphic
abstraction, from very abstract to a realistic yet not human character. Amongst the users
one of the characters is picked out as being the favourite character more frequently than
the others. The degree of interest of a character may be categorized according to the
frequency that they were chosen as favourite by the users, the hypothesis being that
these characters will differ in frequency in a prescribed way. The experiment was
planned to test the hypothesis that the degree of interest of the characters differs in
frequency.

The chi-square test is suitable for analysing data like these. The number of
categories may be two or more. The technique is of the goodness-of-fit type in that it
may be used to test whether or not a significant difference exists between an observed
number of objects or responses falling in each category and an expected number based
upon the null hypothesis. That is, the chi-square test assesses the degree of
correspondence between the observed and expected observations in each category.

To compare an observed with an expected group of frequencies, we must be able
to state what frequency would be expected. The hypothesis Hp (the null hypothesis)
states the proportion of objects falling in each of the categories in the presumed
population, i.e., in our example each of the characters are considered to have the same
frequency 33.33%. It is important to remember that the null hypothesis is formulated

for the express purpose of being rejected. Therefore, we are looking for the possibility
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of popularity being different between the characters, i.e., our alternative hypothesis
(Hyp).

The chi-square technique gives the probability that the observed frequencies
could have been sampled from a population with the given expected values. The null

hypothesis Hy may be tested using the following statistic:

k _ 2
XZ :Z(Oi EEz)

i=1 i

Equation 1

Where O, = the observed number of cases in the ith category.
L; = the expected number of cases in the ith category when Hpis true.

k = the number of categories.

Thus Equation 1 directs one to sum over k categories the squared differences
between each observed and expected frequency divided by the corresponding expected
frequency.

If the agreement between the observed and expected frequencies is close, the
differences (O; - E;) will be small and, consequently, X° will be small. However, if the
divergence is large, the value of X* as computed from Equation 1 also will be large.
Roughly speaking, the larger the value of X°, the less likely it is that the observed
frequencies came from the population on which the hypothesis Hy and the expected

frequencies are based.
Although Equation 1 is useful for understanding the X’ statistic, it is often
cumbersome to compute because of the number of subtractions involved. After some

manipulation, a somewhat more convenient computing formula can be found:

Equation 2
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where N is the total number of observations.

It can be shown that the sampling distribution of X under H, as computed from
Equation 1, follows the chi-square distribution with degrees of freedom df = k- 1.

There are a number of different sampling distributions for chi-square, one for
each value of df, the degrees of freedom. The size of df reflects the number of
“observations” which are free to vary after certain restrictions have been placed on the
data. For example in our previous case df = 2, in general, for the one-sample goodness-
of-fit test, when H, fully specifies the expected frequency, df = k —I, when k is the
number of categories in the classification; 3 characters in our case.
To use chi-square in testing a hypothesis in the one-sample goodness-of-fit situation,
cast each observation into one of & cells. The total number of such observations should
be N, the number of cases in the sample. That is, each observation must be independent
of every other. For each of the k cells, the expected frequency must also be entered. If
Hp is that there is an equal proportion of cases in each category in the population, then
E; = N/k. With the various values of E; and O; known, one may compute the value of X
by the application of Equation 1. The significance of this obtained value of X’ may be
determined by reference to the chi-square distribution usually given in tables. If the
probability associated with the occurrence under Hy of the obtained X’ for df = k-1 is
equal to or less than the previously determined value of o, the Hy may be rejected. If
not, Hy cannot be rejected.
The result of the above experiment as well as other experiments that use the chi-square
test is given in subsequent chapters. The numerical analysis in these cases for this type

of test were obtained using SPSS for Windows (Statistical Package for Social

Sciences).
3.4.2 Wilcoxon-Mann-Whitney test

When at least ordinal measurements has been achieved for the variables studied, the
Wilcoxon-Mann-Whitney test may be used to test whether two groups have been drawn
from the same population. This is one of the most powerful of the non-parametric tests.

Suppose we have samples from two populations, X and Y. The null hypothesis is that X
and Y have the same distribution. The alternative hypothesis H; against which we test
Hy is the X is stochastically larger that ¥ — a directional hypothesis. We may accept H;
if the probability that the score from X is larger than a score from Y is greater than one-

half. That is, if X is one observation from population X and Y is an observation from the

36



population Y, then H; is that P{X>Y]>1/2. If the evidence supports H, this implies that
the “bulk” of the elements of population X are larger than the bulk of the elements of
population Y. Using this approach, the null hypothesis is Hy: P[X>Y]=1/2.

Of course, our hypothesis might instead be that Y is stochastically larger that X. In that
case, the alternative hypothesis H; would be that P/X>Y]<1/2. Confirmation of this
assertion would imply that the bulk of Y is larger that the bulk of X.

For a two-tailed test, i.e., for a prediction of differences which does not state the
direction of the differences, H; would be that P[X>Y] = 1/2.

Another way of stating the alternative hypothesis is that the median of X is
greater than the median of Y, that is, H;: 6>86,.In a similar fashion, the other
hypothesis may be stated in terms of medians.

Therefore this type of test can be used to determine the number of times a score
from one of the samples is ranked higher than a score from the other sample. If the two
sets of scores are similar, then the number of times this happens should be similar for
the two samples.

For example in Chapter 6, we compare how the users perception of a character is
affected by the characters display of emotions using two different sets of user samples
in which one of the sets the characters exhibits emotions and in the other it does not.

In this case the null hypothesis, Hy is given by the condition that the users’
perception is unaffected by the display of emotion, while the alternative hypothesis, Hj,
states that the character’s display of emotions does indeed affect users’ perception.

To apply the Wilcoxon test, we first combine the observations or scores from
both groups and rank them in order of increasing size, where m observations or cases
are from the group x and n from the group y. In this ranking, algebraic size is
considered, i.e., the lowest ranks are assigned to the largest negative values, if any.

To find W,, we first rank the score’s identity as either an X or Y score. In a similar
way the value of W, is computed. The sum of the ranks for the two groups should be

equal to the sum of the ranks for the combined group. That is,

Equation 3

If Hy is true we would expect the average ranks in each of the two groups to be

about equal. If the sum of the ranks for one group is very large (or very small), then we
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may have reason to suspect that the samples were not drawn from the same population.
The sampling distribution of W, when Hj is true known, and with this knowledge we
can determine the probability associated with the occurrence under Hy of any W, as
extreme as the observed value.

The Wilcoxon test assumes that the scores are sampled from a distribution that is
continuous. With very precise measurement of a continuous variable, the probability of
a tie is zero. However, with the relative crude measures that are typically employed,
ties may occur. We assume that the two (or more) observations which result in tied
scores are really different, but that this difference is simply too refined or minute to be
detected by our measurements.

When tied scores occur, we give each of the tied observations the average of the
ranks they would have had if no ties had occurred.

If the ties occur between two or more observations in the same group, the value
of W, is not affected. But if the ties occur between two or more observations involving
both groups, the value of W, (and W,) is affected. Although the effect is usually
negligible, a correction for ties is available and should be used whenever we employ
the large-sample approximation to the sampling distribution of W,. The effect of tied
ranks it to change the variability if the set of ranks. Thus the correction for ties must be
applied ti the variance of the sampling distribution of W,. Corrected for ties, the
variance becomes:

2 mn N*=N &t -t
o, = _ Z J J
* N(N-1 12 = 12

Equation 4

where N = m + n, g is the number of groupings of different tied ranks, and ¢ is
the number of tied ranks in the jth grouping.

When we do not correct for ties our test is “conservative” in that the associated
probability will be slightly inflated compared to that for the corrected. That is, the value
of the probability associated with the observed data when Hp is true will be slightly
larger than that one that would be found were the correction employed. In general it is
recommended that one should correct for ties only if the proportion of ties is quite
large, if some of the ¢’s are large, or if the probability obtained without the correction is
very close to the set value of d.

The steps in the use of the Wilcoxon test are:
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e Determine the value of m and n. The number of cases in smaller group (dented
X) is m; the number of cases in the larger group (denoted Y) is n.

e Rank together the scores for both groups, assigning the rank of 1 to the score
that is algebraically the lowest. The ranks will range from 1 to m+n=N. Assign
tied observations the average of the tied ranks.

e Determine the value of W, by summing the ranks in group X.

e Determine the associated probability of W, using the corresponding distribution.
For small values of m and # this value can be obtained from tables and for large
values it is possible to use the normal approximation.

e If the observed value of W, has an associated probability equal to or less than o,

reject Hy in favour of H;.

3.4.3 Friedman Two-Way Analysis of Variance by Ranks

When the data from k matched samples are in at least an ordinal scale, the
Friedman two-way analysis of variance by ranks is used to test the null hypothesis that
the k samples have been drawn from the same population.

Since the k samples are matched, the number of cases N is the same in each of the
samples. That matching may be achieved by studying the same group of subjects under
each k conditions.

The Friedman two-way analysis of variance by ranks tests the null hypothesis that
the k repeated measures or matched groups come from the same population or
populations with the same median. To specify the null hypothesis more explicitly, let &
be the population median in the jth condition or group. Then we may write the null
hypothesis that the medians are the same as Hy: 6, = & =... =&, The alternative
hypothesis is then H;. 6, g for at least two conditions or groups i and j. That is, if
the alternative hypothesis is true, at least one pair of conditions has different medians.
Under the null hypothesis, the test assumes that the variables have the same underlying
continuous distribution; thus it requires at east ordinal measurements of that variable.

In Chapter 4 a series experiments were performed designed to determine how
levels of anthropomorphism and interaction of three different characters, k=3, affects
user’s perception of anthropomorphic interface agents. The attributes examined were
friendliness, intelligence, pleasantness, how interest the characters are and helpfulness.
These were examined under three different experimental conditions; No interaction,
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one-way interaction and two-way interaction between the characters and the users. For
each of these experiments the null hypothesis was that the difference in the level of
anthropomorphism had no differential effect on the user’s perception of each of the
character’s attributes. The alternative hypothesis states that the difference in level of
anthropomorphism has differential effect.

The Friedman test determines whether the ranks totals (denoted R;) for each
condition or variable differ significantly from the values that would be expected by

chance. To do this test, we compute the values of the statistic, which we shall denote as

F..

k
F = Lwc(kﬂ);R }—3N(k +1)

Equation 5
where N = number of rows (subjects)
k = number of columns (variables or conditions)
R; = sum of ranks in the jth column (i.e. the sum of ranks for the jth variable)
k
And Z directs us to sum the squares of the sums of ranks over all conditions.
j=t
Probabilities associated with various values of F, when Hp is true have been
tabulated for various sample sizes and various numbers of variables. If one observed
value of F, is larger than the predicted value of F, from the distribution at the chosen
significance level, then Hp may be rejected in favour of H;,

When the number of rows and/or columns is large it can be shown that the
statistic F) is distributed approximately as ¥ with df=k-1.

When there are ties among the ranks for any given group (or row) the statistic F,
must be corrected to account for changes in the sampling distribution. Equation 6 gives
the value of F,, which is appropriate when ties occur. Although Equation 6 can be used
in general, that is, when there are no ties as well as when there are ties, the computation

is somewhat more tedious.
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;
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Nk(k +1)+ 7

Equation 6

where g; is the number of sets of tied ranks in the ith group and #; is the size of
jth set of tied ranks in the ith group. As is the case with other corrections for tied data,
the effect of tied ranks is to crease the size of the Friedman statistic F,.

When the obtained value of F, is significant it indicates that at least one of the
conditions differs from at least one other condition. It does not tell the researcher which
one, nor does it tell the researcher how many of the groups are different from each
other. That is, when the obtained value of F, is significant we would like to test the
hypothesis Hy: 6, = 6, against the hypothesis H;: §, # 6, for some conditions « and v.

There is a simple procedure for determining which condition or conditions differ. First

the differences [Ru —va for all pairs of conditions or groups most be determined.

When the sample size is large, these differences are approximately normally
distributed. However, since there are a large number of differences and because the
differences are not independent, the comparison procedure must be adjusted
appropriately. The hypothesis of no difference between the & condition or matched
groups was tested and rejected at the o significance level. Then the significance of

individual pairs of differences can be tested by using the following inequality. That is,

if
Nk(k +1)
2 Z ofk(k-1) “‘—g—

Equation 7

RM _RV

or if the data are expressed in terms of average ranks within each condition, and if

k(k+1)

2 Zofk(r-1) 6N

R -R.

Equation 8

then we may reject the hypothesis Hy: 6, = 6, and conclude that H;: 6, # 6,.
Thus, if the difference between the rank sums (or average ranks) exceeds the

corresponding critical value given in Equation 7 or Equation 8, then we may conclude
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that the two conditions are different. The value of z,,,_,, is the abscissa value from the

unit normal distribution above which lie &/k(k-1) percent of he distribution.
The steps in the use of the Friedman two-way analysis of variance by ranks are:

e Cast the scores in a two-way table having N rows (subjects) and k columns
(conditions or variables)

e Rank the data in each row from 1 to £.

e Determine the sum of the ranks in each column (R)).

e Compute the value of F, with Equation 5 if there are no ties or Equation 6 if
there are tied observations in any row.

e Determine the probability of occurrence when Hy is true of an observed value of
F,.

e If the probability yielded in the previous step is equal to or less that ¢, then
reject Hp.

e If Hy is rejected, use multiple comparisons (Equation 7 and Equation 8) to

determine which differences among conditions are significant.

As in the previous two cases the analysis of the Friedman test was carried out

using SPSS.

3.5 Statistical Package for the Social Sciences (SPSS)

To understand the results of any experiment it is necessary to carry out statistical
analysis of the resulting data. These calculations are relatively easily and quickly
carried out by hand when the data consists of a small set of low volume numbers and
when the statistics are comparatively straightforward. However, with larger sets of
numbers, the manual calculations are time consuming and may result in elementary
mistakes being made. This becomes serious when we need to employ more complicated
statistics. The advent of computers has led to the development of various computer
programs for calculating statistics. These programs don’t tend to be difficult to use and
carry out calculations very quickly. With the ready accessibility of these packages,
calculating statistics with the aid of a computer is generally efficient.

The different statistical analyses carried out in this work were performed with
SPSS (Statistical Package for the Social Sciences). The development of SPSS began in

1965 at Stanford University and continued in 1970 at the National Opinion Research
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Centre at Chicago University. It became a commercial organisation based in Chicago in
1975. SPSS is readily available on both mainframes and personal computers. As the
software is continuously being revised and the and the revisions take time to be
implemented in different institutions, various versions of it may be accessible at any
one time and these versions may be periodically replaced with new ones when these
becomes available.

The first version for personal computers was developed for the Apple Macintosh
and latter for Microsoft Windows. The earlier PC version was Release 4 for Windows,
we used Release 11 for Windows throughout our research.

For more information on SPSS, see (Cramer 1998).
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4 Levels of anthropomorphic abstraction

and interaction

This chapter reports on experiments investigating how levels of
anthropomorphism and interaction affect users’ assumptions when interacting with
anthropomorphic interface agents. User trials were undertaken under three different
experimental conditions: no interaction, one-way and two-way interaction.

It was demonstrated that the simpler experimental conditions replicated those of
the more complex conditions, enabling us to create simpler and quicker experiments for
future research.

A number of key patterns in the assumptions made by users as they interacted
with changing levels of anthropomorphic abstraction of an interface agent are
identified.

The users described the more realistic looking characters as being “scary”,
although, these realistic characters are seen as being more intelligent. While the users
scored the abstract characters as being more friendly and pleasant, they also described
them as being less interesting and boring.

The perceived value of each of the characters varied with the level of interaction.
From these results we concluded it is better to have no interaction with the characters
rather than only partial interaction. The character favoured by the users was one of

moderate abstraction.

4.1 Introduction

The aim of this section is to investigate users’ reactions and assumptions when
interacting with anthropomorphic agents. How the level of anthropomorphism
exhibited by the character and the level of interaction affects these assumptions is
considered. Characters of different levels of anthropomorphic abstraction, from a very
abstract character to a realistic looking character are compared. As more software is
released for general use with anthropomorphic interfaces there seems to be no
consensus of what the characters should look like and what look is more suited for

different applications. Some software and research opts for realistic looking characters
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(Haptek-URL), others opt for cartoon characters (Microsoft 1999) while others opt for
floating heads (Dohi and Ishizuka 1997), (Takama, Dohi et al. 1998), (Koda and Maes
1999).

On anthropomorphic abstraction Thoérisson (Thérisson and Cassell 1996) argues that
realistic computer animated faces look abnormal and repulsive. Similarly McCloud
(McCloud 1994) proposes that cartoon characters are more likely to be accepted by
viewers, because, when viewers see a cartoon character they see a reflection of
themselves. i.e. cartoons are like an empty shell that enables us to not just watch the

cartoon, but to “become it”.

The way the level of interaction between the user and the agent affects these
assumptions was also investigated. The results of this investigation are of particular
interest as this will assist in designing future experiments in this area. To realize this
three sets of experiments with different levels of interaction between the user and the

animated character were carried out:

e A set of four qualification tests (friendliness, intelligence, pleasantness and
interestingness) was carried out when no interaction was allowed between
the users and characters. Test subjects were just asked to rate the characters
with different levels of anthropomorphic abstraction on these four
characteristics only by judging their appearance from a still picture.

e The above set of four characteristics was tested for, plus one more
characteristic related to how helpful the users found the characters to be was
carried out by allowing one-way interaction from character to user. This
experiment consisted of a lecture using PowerPoint presented by animated
characters exhibiting different levels of anthropomorphic abstraction. Users
were then asked to rate these characters’ performance. It is important to
point out that the helpfulness characteristic was not considered on the
previous experiment since no communication was allowed between the user
and characters, making this question redundant.

o Finally the above set of five tests was performed allowing two-way
interaction between the user and the characters of different levels of
anthropomorphic abstraction; from user to character and vice versa. For the
user/agent interaction we developed a natural language web-searching
interface.
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All interaction during the two-way-interaction experiment was recorded in order
to ascertain changes in work strategy owing to the different levels of anthropomorphic
abstraction of the characters. A test is carried out to determine how politely users act
toward the agent, which is used for establishing to what extent users behave toward the

agent as they would toward a human.

4.2 Experimental procedure

This section describes the three experiments carried out in chronological order.
4.2.1 The on-screen characters

Three different looking characters were utilized for the first experiment (Figure
4.1), albeit, with exactly the same capabilities. The users were not aware of this, they
were simply asked to judge the capabilities of the different agents. See Appendix 1 for

frames of animation used for these characters in these experiments.

Figure 4.1: Characters used for the first experiment.

After negative user feedback on the first two sets of experiments concerning the
female character, she was described as being “scary” by a considerable number of test
subjects, we decided to change this character for another. This time we used Haptek’s

Virtual Friend character Erin, which is a smoothly animated 3D character (Figure 4.2)
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Figure 4.2: Characters used for the third experiment.
4.2.2 Pilot Experiment:

To test the experimental procedure and get user feedback concerning the usability
of the software created for the first experiment we carried out a pilot experiment with
three test subjects in order to highlight any possible problems with the interface,
procedure, experimental setting or instructions provided. This step was considered
critical to the success of experiments, as we wanted to minimize the likelihood of
setbacks or usability issues that could bias experimental results as much as possible.

For this pilot and the first experiment, code was implemented that works as an
interface for a web based search engine (see Figure 4.3) by using Sherlock plug-ins to
define the output of search engines so it can be parsed. In this experiment two-way
communication was allowed between the user and the character. The ability of this
system to target different sources can be exploited to give different capabilities to the
agent. For example, if the user asks the agent to find a photograph the agent would only
target archives that contain pictures. We restricted the software to a few simple
functions: ‘find website’, “find picture’ and ‘find links’. Originally we intended to
target several search engines at the same time and then analyse results and rank them in
order of relevance, however, this slows down the search process and since GoogleTM
(Brin and Page 1998) produces such good results we decided to only target Google™.
The find website function also targets Google™ but selects the most relevant website.
For the find picture function, the software targets the Altavista'™ image index.
However, at the time we found that it didn’t produce very good matches so we
deactivated this feature for the first experiment. Having these clear functions will
enabled the author to instruct users to carry out specific tasks without telling them
exactly what to do. For instance, you can instruct the test subject to find a book about a

subject that interests them or to find a picture of a pop star. For the first set of tests we
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are using the Google™ and Netscape™ search engines as our sole sources of links. The

natural language parser can handle three types of inputs:

e Commands to find a set of links
e Commands to find one page
e Keywords

The agent parses the first two types of commands and it forwards the search keys
to Google™ and waits for the results. A command that cannot be parsed is sent to
Netscape Search™, which accepts natural language queries. The agent can also parse
commands for finding pictures, however, as stated earlier we deactivated this feature

for the first experiment.

To facilitate possible future Wizard of Oz type experiments the test software has
been implemented in such a way that it can be remotely controlled by setting up a
server that does the language parsing. This server receives the natural language queries
typed by the user from the program controlling the character, and then sends it back a

command and parameters that lets it know what to do.

......

E R =redl 20 Prcpcl - Micowcht Vs [ Agent Test Comsole 1§ CHROY & r=2om

Figure 4.3: Screen shot of our onscreen conversational character running.
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A Wizard of Oz experiment is an evaluation method in which the user of the system is
made to believe that he or she is interacting with a fully implemented system even
though the some or all of the functionality of the system is controlled by a concealed

human, i.e.: the wizard.
4.2.2.1 Lessons learned from pilot experiment

Minor complaints about the software were addressed, users wanted to press enter
instead of having to use the mouse all the time to input their queries. It was realized
that written instructions were needed in order to make sure the experimenter was
consistent when instructing the users prior to the experiment.

It was initially intended to support speech recognition for this experiment,
however, it was finally decided not to support speech recognition because it was
thought that having an extra layer on the interface between the user and the agent,
might or might not work reliably. This would most probably compromise our results by
making the user feel uncomfortable with the interface. It is important to remember that
the purpose of these experiments is to examine the user’s reactions to different styles of
interactive characters and stay focused on this when designing the experiment.

Therefore, speech recognition really is not an integral part of this first trial.

4.2.3 Two-way interaction experiment

In order to observe if some of the features used were not necessary for simpler
experiments, we decided to perform the most complex of the experiments first (i.e. the
two-way interaction experiment), see Table 4.1 for user profile.

The software used for this experiment is the same as was used for the pilot
experiment; however, we addressed the minor complaint concerning the input button.
As mentioned earlier this software uses Sherlock plug-ins to define the output and the
input expected by different search engines. This ability was exploited to give different
capabilities to the software. For example, if the user (See Table 4.1 for user profile)
asks the character to find a photograph the software only targets archives that contain
pictures. The software was restricted to a few simple functions: find website, find
picture and find links. The find website function also targets Google ™ but selects the

first match which should be the site which GoogleTM rated most as being relevant. For
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the find picture function, the software targets the Altavista™ image index. However,
during a pilot experiment we found that it didn’t produce very good matches so we

deactivated this feature. Having these functions enabled us to instruct users to carry out

open-ended tasks (see Table 4.2).

The two-way interaction experiment
was advertised locally at the
Population information Department of Electronics and

Computer Science at the University

of Southampton.
Number of Users 11
Gender distribution 8 male and 3 female
Age distribution Age group 18-30

Table 4.1: User profile for the first experiment: two-way interaction.

The natural language parser can handle three types of inputs:

o Commands to find a set of links
o Commands to find one page

o Keywords

The software parses the first two types of command, extracting search keys and
forwards these to GoogleTM and waits for the results. A command that cannot be parsed

by our software is sent to Netscape Search, which also accepts natural language

queries.

Search for and browse sites on your academic/work interests.

Search for and browse sites on your hobbies.

Search for and browse sites on a music group(s) of your choice.

Search for and browse sites on your favourite sport(s).

Search for information on a company or product of your choice.

Search and browse sites on your favourite TV program(s).

Table 4.2: List of tasks for two-way interaction experiment.
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Attribute

Description

User-
friendly

interaction.

Friendly

A character for this application
should be of favourable disposition
and well wishing. Both of which are
characteristics, which are

encompassed by the word friendly.

Pleasant

Being pleasant is defined as having
pleasing manners, demeanour, and
aspect; agreeable, cheerful, good-

humoured.

Interesting

The author wishes to provide the
user with an interesting character to
interact with and look at. This is to
maintain user involvement in the

interaction

Fulfilling
the user’s
needs and

expectations

Intelligence

Is an important trait that has been
investigated before (Koda 1996); it
has been thought that matching the
anthropomorphic character’s
outward intelligence to its
capabilities is crucial if users are not
to be frustrated when the software’s
capabilities do not meet their

expectations.

Helpful

The author believes that it is vital
that an anthropomorphic assistant

appear helpful and eager to help.

Table 4.3: Attributes to be examined in the experiments.
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To ensure that the user’s opinion was not influenced by the tasks they decided to

carry out, their actions were restrained by the guidelines given to them.

To ensure that the tests were fair, it was decided to give test subjects a set of
searches that needed to be done by querying the software. In addition, to ensure that
the results were not influenced by the order in which these tasks were undertaken, the

order was randomised using a random table (Fowler et al., 1998).

A list of six open-ended tasks was produced, which were divided into three sets
of two tasks (see Table 4.2). These were printed out and handed to the users as
required, when they finished one set of tasks another was given. When the user finished
a set of tasks the next would be given to them and the next character they had to
interact with would be started. To further reduce the chances of the experimental
procedure affecting the results we randomised the order in which the characters were
presented to the users, once again using the random table. In this experiment the
characters used had a neutral expression all the time (i.e. they did not show any

emotion).

The users’ opinions were recorded using a questionnaire (see Appendix 2); this
was completed once they had carried out all the tasks as instructed. Here they were
asked to rate each character (see Figure 4.1) using a seven-point scale for each of the
attributes, 1 being the lowest (i.e. un-Helpful) and 7 the highest (i.e. Helpful).

In this experiment users were asked to rate a set of attributes. It was decided to
identify traits considered central to the application of a simple anthropomorphic web-
searching assistant. We concentrated on two goals that were thought to be essential
towards forming a fruitful relationship between the user and character and were

dictated primarily by its appearance (see Table 4.3):

o User friendly interaction: It was thought that interaction with the character should
be an enjoyable experience, to maximize these enjoyment it was thought the

character should seem to be friendly and pleasant.
o  Fulfilling the user’s needs and expectations of the software.

These attributes can be seen as soft-goals (Mylopoulos, Chung et al. 2001). Not all
goals can be defined clearly nor can they have clear-cut criteria to determine whether
they have been satisfied. Table 4.1 in other words represents a partial soft goal

hierarchy designed to satisfy user expectations.
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The experiment took place in a laboratory and the users were fully instructed (see

Appendix 3 for instructions given to users) on how to communicate with the characters

and how to interpret the results.

4.2.3.1 Lessons learned from the two-way interaction experiment

Some users commented on how the speech bubbles caused them to concentrate on the
text instead of looking and listening to the character. It was decided that for the
subsequent experiment speech bubbles would be omitted, as in these more expressions
would be displayed by the characters, which were important for the test subjects to see.
The practicalities of having the user stop to carry on with the test were discussed and it
was decided that it would be better to design the software so that there is no need for
the users to stop and request further tasks. For example, the software could provide the
user with the tasks to be carried out and it could change the character used for the

interface as the user completes each task.

4.2.4 No Interaction Experiment

The second experiment consisted of a web-based form where users (see Table 4.4 for
user profile) were asked to assess the characters just by looking at still pictures i.e. no

interaction.

The helpfulness attribute was omitted as it was thought that it wasn’t fitting to judge

how helpful a person was from a still picture.

The no interaction experiment was
Population
advertised across the University of
information
Southampton.

Number of Users | 31

Table 4.4: User profile for the no-interaction experiment.

The complete online form used for data collection in this experiment can be seen in

Appendix 4.
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4.2.5 One-way interaction experiment

The third experiment consisted of a lecture presented to undergraduate students (see
Table 4.5) by three different characters (see Figure 4.2). As described previously in
4.2.1 it was decided to change the realistic character for this experiment, as the
feedback from users for the previous two experiments was negative. The female
character was described as “scary” by a considerable number of users, both in written
and verbal comments after the experiment. To replace the character we used Haptek’s
Virtual Friend Eric character from Haptek’s Virtual Friend software. The main part of
the presentation was divided up into three parts. Part one took 12 minutes, part two
took 7 minutes and part three took 5 minutes. The first part was presented by character
A in Figure 4.2, part two by character B and part three by character C. It was decided
that each part should take less time than the previous one to prevent the students from
getting bored and irritated with the presentation. The attributes we examined for each
of the characters are shown in Table 3.

For this experiment we had two expressions: neutral and smile. The characters would
speak with a neutral expression and smile from time to time. Character C is slightly
different from characters A and B, Haptek’s character is rendered in 3D and has

smoother animation when compared to the other two.

In the one-way interaction experiment
users were obtained from a lecture on
Population Human Computer Interaction at the
information Department  of  Electronics  and
Computer Science at the University of
Southampton.

Number of Users | 79

Gender distribution | 77 male and 2 female

Age distribution | Between 18-25

Table 4.5: User profile for the third experiment: one-way interaction.

The attributes we examined for the characters were:

e Friendliness
e Intelligence

e Pleasantness
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o How interesting they are

e Helpfulness

Characters A and B have exactly the same voice and character C has a similarly
sounding voice. Haptek’s technology at the time did not allow for the use of different
text to speech engines whereas Microsoft’s Agent technology does, so we chose the
voice we thought sounded the most similar to Haptek’s choice of voice, Microsoft’s

text-to-speech engine Mike.

As all the characters did not have exactly the same voice an experiment was
carried out to find out how much the voice influences the test subject’s opinions. Three
voices were chosen; Microsoft text-to-speech engine Mike, Digalo’s (developed by
Elan) Gordon voice that has a British accent and AT&T Bell Labs adult male 1 (which
has an American accent). Three small summaries of the lecture were read by character
B, the cartoon character, (figure 1, 2) but with a different voice for each summary. We
asked the students to evaluate the cartoon character when the different voices were used

to assess how their appreciation of the character was influenced by the voice.

The use of a voice actor was considered as users reported that text-to-speech
(TTS) sounds unnatural and is unpleasant to listen to (Ralston, Pisoni et al. 1995).
However, we were also interested in determining if the TTS voices were suitable for a
teaching application, using TTS instead of recorded voice actors facilitates the quick
production of automated lecture material. There is strong evidence that although TTS
still does not match the clarity and prosody of normal human speech (Olive 1997),
however, word intelligibility scores for the best TTS systems approaches that of human
speech (Kamm, Walker et al. 1997) and can accurately manifest personality as well

(Nass and Lee 2000).
4.2.5.1 Lessons learned from the one-way interaction experiment

The nature of this experiment meant that we had to accept the fact we were more
likely to create small biases when compared to the previous experiments. For instance
there is nothing we could do about the order in which the characters were presented, the
characters presented different sections of the lecture and as the novelty effect wears out

the test subjects could get bored towards the end of the lecture.
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There were two mistakes on the printed questionnaire forms. The age group 46-
50 was missing, and a spelling mistake on the third page was evident (“your” instead of
“you’). Some users remarked that at first they were confused as the characters on the
forms were in a different order to which they were presented in the lecture. For any
future experiment we will run small pilots with two or three people to try and avoid
similar problems in the future. We also had a problem with the last question in the
questionnaire “How do you feel the voices affected your choice of character?” as some

users interpreted that as a general question of how voices affect opinions on people.

4.3 Results and analysis

This section presents the results from all the experiments. The results are
presented by comparing the results from each of the three experiments for each of the
attributes shown in Table 3.

The results of each test were analysed using the non-parametric Friedman two-
way test in order to see if the differences observed in the scores of each character in
each test were statistically significant. As required by the Friedman test the scales on
the questionnaire were given a weighting. The scale was weighted from one to seven,
the total scores were calculated for all the users and then these were normalized from 0
to 1.

Friedman analysis tests the null hypothesis that the k repeated measures or
matched groups come from the same population or populations with the same median.
The alternative hypothesis is then that at least one pair of conditions or samples has
different medians. Therefore, when the value obtained from a Friedman test is
significant, it indicates that at least one of the conditions differs from at least one of the
other conditions; in order words, in our case at least one of the average scores of one of
the characters is statistically significantly different from the average score of one of the
others. The test does not tell us which one of the results is different nor how many of
the groups are different from one another. In those cases where the value obtained from
a Friedman test was significant, we used a multiple comparison between the groups in
order to identify which of the sample were different from one another. In this work we
used non-parametric statistics since it was not possible to assume that the scores under

analysis were drawn from a population distributed in a certain way (distribution-free).
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In order to find the degree of confidence for the results for the choice of character we

used the chi-square goodness-of-fit method, which is normally utilized to analyse the

number of subjects, objects or responses, which fall into various categories. See

Appendix 5 for more detailed information.

4.3.1

Face Analysis

To analyse the results of all these three experiments, the scales on the questionnaire

were given a weighting. The scale was weighted from one to seven, the scores were

totalled up for all the users and then these were normalized from O to 1. The results of

each test were analysed using the non-parametric Friedman two-way test (see section

3.4.3), in order to see if the differences observed in the scores of each character in each

test were statistically significant.

4.3.1.1 Friendliness:

For this characteristic, two distinct patterns in the three experiments were clearly

observed:

1) In the one and two-way interaction experiments, it can clearly be seen that the

2)

friendliness rating was proportional to the degree of abstraction of the character,
the friendliest being the most abstract character (character A), then the cartoon
character (character B) and finally the least friendly character being the least
abstract character (character C) (see Figure 4.4 and Figure 4.5). In these two
experiments the differences observed between the average score of each
character was statistically significant with a confidence of more that 95%,
except for the difference between character B and C in the non-interactive
experiment where the confidence level was only 75%.

In the two-way experiment characters A and B were rated equal and both of
them were significantly friendlier than character C (see Figure 4.6). In this
experiment the difference between character C compared to A and B was

statistically significant with a confidence level greater than 90%.

58



Friendly Rating

Figure 4.4: Shows the normalized scores for Friendliness in the no-interaction experiment.

Friendly Rating

Figure 4.5: Shows the normalized scores for Friendliness in the one-way-interaction condition.

oY



Friendly Rating

0.80 T e T e e

0.70

0.60

0.48

0.50

0.40

0.30

0.20

0.10

0.00

Figure 4.6: Shows the normalized scores for Friendliness the two-way-interaction experiment.

It is important to observe that in the two-way-interaction experiment the cartoon
and the smiley characters were rated equally, while in the other experiments (no-

interaction and one-way-interaction) the degree of friendliness was always proportional

to the degree of abstraction of the characters.

The direct comparison between the scores obtained for the three experimental

conditions are tabulated in Table 4.6.

A B C
No Interaction 0.94 0.71 0.57
One-way Interaction 0.73 0.51 0.53
Two-way Interaction 0.73 0.73 0.48

Table 4.6: Shows the normalized scores for Friendliness in all the experimental conditions (no-

interaction, one-way interaction and two-way interaction).

Character A scored higher friendliness levels in the no-interaction experiment,

0.94. The users scored this character less, to 0.73, during the two interactive tests (one-

way and two-way interaction).

In the case of character B, the no-interaction experiment results in a score of 0.71,
which decreased in the one-way-interaction experiment to a value of 0.51, and then
significantly increased by the two-way-interaction experiment to its highest value of

0.73. This behaviour of the one and two-way interaction test (i.e. reduction followed by

60




an increase in the score) was frequently observed in the other characteristics evaluated
in this work.

Finally the degree of friendliness of character C was always inversely
proportional to the order of interaction of the test, with a score of 0.57 with no
interaction and 0.48 in the case of two-way interaction, suggesting that the users
became more disappointed with the character the more they got to know it.

One factor that remained constant throughout the experiments is that the realistic
characters were thought of as being less friendly than the more abstract characters, this
is in accordance with McCloud’s (McCloud, 1993) and Thorison’s (Thorison 1996)
proposals. The author considers that a reason might be that the realistic computer
generated characters might be intimidating users. This is supported by the following

omments made by the users:

e The following comments were given about the female character used for the
first and second experiments (two-way and no interaction):
o “was scary”
o “scares me”
o “is very scary!”
o “is SCARY!!!!!! She's staring at me. She has a pimple. I think she is
laughing at me.”
o “Cisevil”
o While regarding male character used for the third experiment (one-way
interaction); the following comments were given:
o “is far too scary...”

o "looks neurotic”

The author has considered a few possibilities for why this might be happening,
after the first two experiments (two-way and no interaction) it has also been considered
that it could either be that particular character was scaring the users, however the
alternative character used for the one way interaction experiment was also described as
scary. It was also considered that users might be expecting realistic looking characters
to move in a less cartoon like fashion and more like humans, if this was the case it was
something that would be improved by using the better animated character. This idea

that users expect more from the more realistic characters can be seen in a remark from
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one of the users when commenting about character C (see Figure 2) during the one-way

interaction experiment:
e "doesn't behave like a real human, eye movements, you get confused"

However, even though the other two more abstract characters did not “behave
like a real human”, no comments were made about behaving like humans as the users

did not expect them to behave as such.
4.3.1.2 Intelligence:

Another pattern identified was that the less abstract a character was the more
intelligence the users will attribute to it. This result was repeated in all three
experimental conditions (see Figure 4.7, Figure 4.8, Figure 4.9 and Table 4.6) and it
replicates Koda’s results (Koda & Maes, 1996). I think perhaps that apparent
intelligence is not necessarily something that designers of anthropomorphic
conversational interfaces should aim for. If the characters apparent intelligence greatly
surpasses its capabilities then users are likely to be disillusioned when their

expectations are not fulfilled.
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Figure 4.7: The normalized scores for Intelligence in the no-interaction condition.
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Intelligence Rating
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Figure 4.8: The normalized scores for Intelligence in the one-way-interaction condition.

Intelligence Rating

Figure 4.9: The normalized scores for Intelligence in the two-way-interaction condition.

A B c
No Interaction 0.45 0.57 0.72
One-way Interaction 0.44 0.56 0.60
Two-way Interaction 0.45 0.58 0.65

Table 4.7: The normalized scores for Intelligence in all the experimental conditions (no-interaction,

one-way interaction and two-way interaction)
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It was anticipated that users would see the more realistic characters as more
intelligent since they seem more human and less like objects. Intelligence being a
specifically human characteristic it is understandable that users see the more human
like characters as more intelligent.

Although it appears that the differences between the average intelligence scores
of each of the characters was well defined, it was observed from the non-parametric
tests carried out during the evaluation of the results, that only in the no-interaction
experiment is the difference in the scores of any statistical significance with a
confidence always greater than 85%, which is not enough to reach a firm conclusion
but it indicates that there might be an effect worth investigating further.

In the one-way interaction experiment the difference between character B and C
was not statistically significant and the differences between A and B and A and C were
significant with a confidence level greater than 95%. On the other hand, in the two-way
interaction experiment only the difference between characters A and C was found to be
statistically significant with a confidence greater than 90%.

In these tests no significant effects from the degree of interaction were observed
on the score obtained by each character. Each character had almost the same score in
each experiment except character C in the no-interaction experiment, where it scores

it’s highest value (see Table 4.7).

4.3.1.3 Pleasantness

A pattern was also identified with the pleasantness attribute that was a similar pattern to
the one observed for friendliness. This is where pleasantness is inversely proportional
to the level of abstraction. We observed this pattern in all three experimental conditions

(see Figure 4.10, Figure 4.11, Figure 4.12 and Table 4.8).
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Pleasant

Figure 4.10: The normalized scores for Pleasantness in the no-interaction condition.

Pleasantness Rating

Figure 4.11: The normalized scores for Pleasantness in the one-way-interaction condition.
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Figure 4.12: The normalized scores for Pleasantness in the two-way-interaction condition.

A B C
No Interaction 0.84 0.64 0.55
One-way
0.63 0.51 0.49
Interaction
Two-way
0.74 0.69 0.49
Interaction

Table 4.8: The normalized scores for Pleasantness in all the experimental conditions (no-interaction,

one-way interaction and two-way interaction).

Pleasantness, in the Oxford English Dictionary, is defined as the quality of being
pleasant. Pleasant is in turn defined as: having pleasing manners, demeanour, or aspect;
agreeable, cheerful, good-humoured. On reflection pleasantness and friendliness are
perhaps quite closely related. This association between friendliness and pleasantness
can be clearly seen in Table 4.6 and Table 4.8 as they follow similar patterns. Another
similarity to the friendliness attribute is that, in the one-way interaction experiment the
users gave this attributes its lowest scores. However, the score given by the users
increases during the two-way interaction experiment (see Table 4.8), showing again
that it might be better to not have any interaction with the characters if the only
interaction possible is merely partial. Once again the overall pattern of the scores is

preserved across the different conditions.
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The author also considered that it is likely that the more abstract characters leave more
open to the imagination and thus are less likely to be disliked. McCloud (McCloud,
1993) argues that when viewers see cartoon characters they see a reflection of
themselves. That cartoons are like an empty shell that enables us to not just watch the

cartoon, but to “become it”.

4.3.1.4 Interestingness

We have identified that the highly abstract character was classed as being less
interesting to look at than the less abstract ones. In all three experimental conditions the
abstract character is rated as considerably less interesting than the others (see Figure
4.13, Figure 4.14, Figure 4.15 and Table 4.9).

In this case the Interesting scores obtained for each character in each of the
experiments were very similar. However, as with other attributes, the users gave the

interesting attribute its lowest score in the one-way interaction experiment.

Interesting

Figure 4.13: The normalized scores for the interesting rating in the no-interaction condition.
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Interesting Rating

0.52

Figure 4.14: The normalized scores for the interesting rating in the one-way-interaction condition.

Interesting rating

Figure 4.15: The normalized scores for the interesting rating in the two-way-interaction condition.

A B C
No Interaction 0.49 0.61 0.61
One-way Interaction 0.45 0.52 0.50
Two-way Interaction 0.47 0.55 0.58

Table 4.9: The normalized scores for Interesting in all the experimental conditions (no-interaction,

one-way interaction and two-way interaction).
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The non-parametric tests showed that in the no and one-way interaction
experiments the differences observed between the characters A and B and A and C
were statistically significant with a confidence level of more than 85% only, which
makes it worthy of a mention but not enough to reach a firm conclusion. However, the
difference between the characters B and C was not statistically significant. However
none of the results obtained in the two-way experiment were found to be statistically
significant. For this characteristic it appears that users respond in a similar way

independently of the experiment carried out.

4.3.1.5 Helpfulness

As explained earlier this characteristic was not evaluated as part of the no-
interaction condition experiment due to the inconsistency of this attribute with this type
of experiment. It appears from the scores obtained in the two remaining experimental
conditions that users attributed slightly more helpfulness to the character B, the cartoon
character (see Figure 4.16, Figure 4.17 and Table 10). However, the non-parametric test
for all the experiments where Helpfulness was evaluated; shows that the difference
between the average scores was not statistically significant. It appears that this

characteristic is too subjective to be analysed by our experiments.

Helpful Rating
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Figure 4.16: The normalized scores for the helpfulness rating in the one-way-interaction condition.
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Helpfulness rating

0.60 0.57

Figure 4.17: The normalized scores for the helpfulness rating in the two-way-interaction condition.

A B c
One-way 0.52 0.57 0.53
Interaction
Two-way 0.55 0.57 0.53
Interaction

Table 4.10: The normalized scores for Helpfulness in two experimental conditions (one-way

interaction and two-way interaction).

4.3.1.6 Choice of character

During the one-way interaction experiment users were asked to choose a
favourite character and the overwhelming majority chose face B, the cartoon character
(see Figure 4.18). In order to find the degree of confidence for these results the chi-
square goodness-of-fit method was utilized, which is normally utilized to analyze the
number of subjects, objects or responses, which fall into various categories. This
analysis shows that the results given in Figure 4.18 are more than 95% statistically

significant.
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The overall scores for each of the characters in the one-way interaction
experiment (see Figure 4.19) were worked out by taking into account all the
characteristics considered in each experiment. These overall scores were surprisingly
close considering it was clear that most users preferred the cartoon character. We
propose the final success of the cartoon character is because it is a middle of the road
character that does not score too low or too high on any particular attribute. On the
other hand both the very abstract character and the realistic characters score very high
for some features and very low for others. We put forward the theory that the realistic
characters are proving to be too “scary” as people are expecting them to act like human
beings and not cartoons with text to speech voices. The very abstract character although

perceived as being friendly and pleasant, is not seen as being very interesting to look at.

Favourite face
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Figure 4.18: Favorite face on the one -way interaction condition as a percentage.
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Overall Score
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Figure 4.19: The overall normalized score for the three characters in the one-way-interaction

condition.

The author considers that the ‘scariness’ factor of the realistic characters is
something that could be overcome if the user expectations are fulfilled by the
character’s capabilities. These capabilities include artificial intelligence techniques,
realistic animation and human like voices, as this is what the user expects when
confronted by a very realistic looking character. The author sees this as merely a
technological barrier that once broken would allow us to create very realistic believable
agents (Mateas, 1997) (Bates, 1994) which people might not find so awkward to
interact with.

This is supported by user comments such as:

e "The more realistic the face the more you are expecting a more realistic voice.
When this doesn't happen you are less likely to listen as attentively to what is
being said"

None of the characters (see Figure 1 & 2) were perfect as demonstrated by the
user comments:

e "Face A doesn't really look like a face when talking, just lots of random blobs
flashing up. Face C is far too scary...”

e "Didn't like the eyes of A & B..."

e "Didn't like the mouth movements of face A"

e "Eyes on face B look freaky..."

e "...face B would have been more appealing without black eyes"
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between the scores for voices 1 and 2 and 2 and 3 were statistically significant, while

between 1 and 3 the difference was not significant.

Friendliness rating

Figure 4.20: Shows the normalized scores for friendliness score for the three voices in the one-way-

interaction condition.

4.3.2.2 Intelligence

In contrast with the previous test here the score for voice 2 was rated the lowest,
1 and 3 being rated identically (see Graph 1). As before in this case the only score that

was statistically significant was the one corresponding to voice 2.

Intelligence rating

0.60
0.53 0.53

Graph 1: The normalized scores for intelligence score for the three voices in the one-way-interaction

condition.
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4.3.2.3 Pleasantness

In this case it appears from the average values that voices 2 and 3 were almost
identical and rated with a higher score than voice 1 (see Figure 4.21). From the non-
parametric test it was found that the scores obtained by voices 1 and 2 were statistically
significant with a confidence level of only 85% and those from 1 and 3 only with a
confidence level of 70%, neither of which are significant enough to reach a firm
conclusion. The difference between the scores for voices 2 and 3 was not found to be

statistically significant.

Pleasant Rating
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Figure 4.21: The normalized scores for pleasantness score for the three voices in the one-way-

interaction condition.

4.3.2.4 Interestingness

This was the only case where the scores between the three voices were found to
be statistically significant and with a confidence greater than 95%, except between
voices 1 and 3 where the confidence level was only 70%, therefore we cannot conclude
that there’s any perceived difference between them. The highest score was obtained by

voice 2, followed by voice 3 and voice 1 being the lowest (see Figure 4.22).
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Interesting rating
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Figure 4.22: Shows the normalized scores for intelligence score for the three voices in the one-way-

interaction condition.

4.3.2.5 Understanding

Although voice 2 was theoretically the most advanced, it scored low in
understanding (see Figure 4.23). This could have been due to the voice braking up
towards the end of the presentation, as this particular TTS software is very CPU
intensive. As in most of the previous cases here only the score obtained for voice 2 was

statistically significantly different from the others.

Understanding rating
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Figure 4.23: The normalized scores for understanding for the three voices in the one-way-interaction

condition.
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4.3.3 User strategy

It was considered that it would be a worthy exercise to explore if there is any link
between how much like a human the test subjects treated the characters and the
following factors: their favourite character, the level of anthropomorphism displayed by
the character, the order in which the interaction took place and all the criteria examined
in the two way interaction experiment.

To quantify how much like a human users treated the characters, the author
devised a method where input from the test subjects is categorized in two categories.
One reflecting the sort of queries that you would expect a human to make to another
human and the other the sort of query you would expect a human to make to a robot.
The rules we used to differentiate from these two types of queries are shown in Table

4.11.

Type of user input which indicates that Types of user input which indicates
the Agent being perceived as a Search | that the Agent is being perceived as a
engine or Robot human or at least intelligent enough to

understand more complex commands

e Keywords e Questions

e Simple direct commands or e Complex commands or queries
queries.

e Insults e Any natural language input that is

not a set of keywords or a simple
command or query. For example

chitchat.

Table 4.11: Categories employed to work out the ‘rudeness rating’ of a set of user queries.

Keywords: We define keywords as any one word or group of words that does not
form a complete sentence.
Eg.:
e C(Cars
o Seaside villa
Questions: It was thought that a user who posed a question to the character
would be assuming a certain amount of knowledge from the character and thus this user
would be treating the character like a human.

Eg.:
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o What is the offside rule?
o Where did Elvis live?

Simple commands/queries and complex commands/queries: We define a
simple direct command or query as one that has a simple target without conditions or
unnecessary additional words used to make the conversation more polite.

Eg.:

o “Find a website about cars.’

This is a direct command.

o “Could you please find me a website about cars.”
This is not a simple direct command as the user was polite to the character by

saying “Could you please”.

e “Find me a website with technical information about the Corvette C5R Le-
Mans 24 hour winner.”
This is not a simple direct command as the user has specified a condition to the
query “technical information” and has provided extra information “Le Mans 24 hour
winner” which the user has assumed the character can understand and thus is assuming

a certain amount of intelligence.

Insults: An insult is anything considered to be rude too be said to a stranger
under similar conditions to the experiment, or in other words, anything the author
would find shocking or offensive if any of the test subjects were to say it to him.
Originally, the category insult was not included as it was assumed that test subjects
would not resort to insulting the character during these short experiments, however one
particular user made queries, which were considered to be rude, and thus the insult
category was created. This user made the queries “who [inveted] hypertext then you
squared jawed surfer boy.” and “My god you're ugly.”. The author would be offended
or at the very least rather shocked if a test subject he had never seen before called him
“a square jawed surfer boy“ or “ugly” so these queries were qualified as an insult.

Using these categories the ratio of ‘rude’ queries to the total number of queries is
calculated. We called this the ‘rudeness rating’. The rudeness ratings for all three
characters were calculated. For a complete listing of queries and how they were

categorized see Appendix 6.
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Rudeness rating
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Figure 4.24: Rudeness rating for characters A, B and C respectively.

It is important to note that the data shown in Figure 4.24 appears to be the reverse
of the data displayed on Figure 4.18, which shows users who picked a particular face as
their favorite on the one -way interaction experiment as a percentage. So perhaps if
instead of a rudeness rating we had a politeness rating then we would obtain a graph,

which matches the pattern shown on Figure 4.18 (see Figure 4.25).
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Figure 4.25: Politeness rating for characters A, B and C respectively.

Therefore it would appear that users treat their favourite characters more politely
than those characters, which they do not like as much. It is also worth noting that all the
‘rudeness ratings’ were high for all characters as no rudeness at all would be a zero and
these values were all above 0.5 and one was 0.73, which is close to complete rudeness
(1.0).

The author considers the approach described here as worthy of further

development. A fully automated system developed using this method could prove a

79



useful method for testing large-scale conversational interface acceptance without
implicitly designing user experiments. This would reduce costs incurred by companies

and institutions releasing these interfaces.

4.3.3.1 Summary

We have made the following observations during the course of our experiment:

The realistic faces were seen as less friendly and even scary: We propose the
scary factor is due to the character’s behaviour not matching the user’s expectations of
the human looking face. We put forward that this is a technological barrier that will be
overcome with time.

The more abstract a character the more friendly/pleasant it seems: It is possible
that less realistic more abstract characters leave more open to the imagination and thus
are less likely to be disliked. The friendliness/pleasantness attributes are inversely
proportional to the level of abstraction.

The more abstract the character the less intelligence users will attribute to it: It
was anticipated that users would see the more realistic characters as more intelligent
since they seem more human and less like objects. Intelligence being a specifically
human characteristic it is understandable that users see the more human like characters
as more intelligent.

The more abstract the character the less interesting it is to look at: It is not
surprising that users rate the simpler characters as less interesting to look at than more
complex ones.

The users favoured a moderately abstract character: The cartoon character is the
users favourite even though this is not reflected by higher overall scores than the other
two. We propose that its success is because it scores well in all characteristics as
opposed to the other characters, which score very high for some features and very low
for others.

Although partial interaction does lower the scores attributed by the users it does
not appear to change the overall patterns displayed. Therefore when developing future
studies the use of partial interaction could prove a useful tool in developing quicker
experiments.

On the issue of voice, subjects were not always aware that different voices were
employed during the experiment. This may be because subjects were focusing on other
aspects of the interaction instead of the particular voice used. It is also worth

mentioning that voice 2 scored lowest in understanding. It is thought this may be due to
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the voice skipping, as the laptop being used for the experiment sometimes could not
cope with that particular TTS engine. It appears that tailoring the software to the
hardware being used is the key to the success of the interface and the particular sound
of the TTS being used might be relatively unimportant.

The experimental results indicate that users treat their favourite characters more
politely than characters they do not like as much. This finding could be exploited to
build a system which analyses user and agent interaction to determine anthropomorphic
agent acceptance without carrying out user experiments.

The review of the papers detailing the no-way and two-way interaction
experiments (Power, Will et al. 2002) (Power, Damper et al. 2002) highlighted a
problem with the characters chosen, it was pointed out that having a mixture of male

and female characters added an extra variable which we weren’t accounting for.
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5 Gestures

This chapter explores how facial gestures affect the users’ perception of humanity
exhibited by the agent. User trials were performed to test whether adding gesticulative
ability to a character affects the way users perceive the character. To accomplish this a
storytelling setting with agents of two different levels of gesticulative ability was

utilized:

1. No gesticulative ability: The agent exhibits a neutral expression
throughout the experiment.

2. Some gesticulative ability: The agent still exhibits a neutral expression but
is capable of blinking, nodding, head shaking and glancing at areas of the

screen.

Throughout the experiment the agent displays a neutral emotionless expression, it
does however show emotion twice for each of the aforementioned two cases. The agent
smiles once when introducing himself and once again when saying good-bye to the
user. This limited show of emotion was deemed necessary as there was a risk of
making the agent seem to harsh and thus alienate or put off users.

We are unable to conclude what sorts of effect gestures have on users, however,
we do conclude that when an anthropomorphic agent is presenting the user with some
sort of graphical information users tend to look at this information and not at the agent
itself. Prompting us to ask ourselves the questions; when are anthropomorphic agents

necessary? And even, are they necessary at all?

5.1 Introduction

The aim of this chapter is to investigate users’ reaction and assumptions when
interacting with anthropomorphic agents and how these assumptions and reactions are
affected by gestures. A storyteller setting was used as a test bed for this experiment.
Two groups of test subjects were compared, one group exposed to a storyteller capable
of displaying gestures and a control group exposed to a character incapable of

displaying gestures.
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Cassell (Cassell and Thérisson 1999) has found that users rate agents displaying
nod and glance gestures more highly than agents with no gestures or agents with
emotional facial expressions. Cassell mentions possible flaws in the experimental
procedure and subjects that further research of the effect of “nod and gland” is required,
however she does conclude that “envelope feedback™ (gestures not directly related to
the content of the speech) may allow us to create anthropomorphic agents that work
better and are better accepted by users. As such we devised an experiment to try and
corroborate and expand upon Cassell’s findings.

Similarly to our previous set of experiments a set of four qualification tests
(friendliness, intelligence, pleasantness and interestingness) was carried out on two user
groups to evaluate the effect that gestures had on user’s opinions and expectations of
anthropomorphic agents.

The experiment was carried out with characters animated using Microsoft Agent
(Microsoft 1999) within a PowerPoint presentation in a similar fashion to the one-way-
interaction experiment in Section 4.2.5.

Taking into account complaints we had during the two-way-interaction
experiment in the previous chapter when the character giving the lesson was described
as being boring and monotone, it was decided to design a more entertaining setting for
this experiment. The storyteller setting was chosen as it was thought that it was a
setting that would not bore users, to further enhance user interest slides of the fable,

Aesop’s the Fox and the Grapes, were included to the PowerPoint presentation.

1.1 Experimental Design

This section describes the experiment carried out in detail.

5.1.1 Experimental setup

Given previous results (see Chapter 4) where there was little difference in results
between experiments of different levels of interactions we concluded that a storytelling
setting with limited interaction was suitable for this evaluation. Aesop’s “The Fox and

the Grapes” (see Figure 1) has been chosen as the story to be related to the listener.
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Figure 5.1: A slide from the presentation showing the storyteller and the fable illustration.

5.1.1.1 Users

The experiment was advertised locally across the University. We obtained 25 test
subjects divided into 2 groups, of 12 and 13 subjects respectively (see Table 5.1 and
Table 5.2). Individuals from group A had the story presented to them by the agent with
limited gesticulative ability whereas individuals from group B had the story presented

to them by the agent with more advanced gesticulative ability.

Number of Users 13

Gender distribution | 5 male and 8 female

Age distribution | Age group 20-37

Table 5.1: User profile for the first group.

Number of Users | 12

Gender distribution | 9 male and 3 female

Age distribution | Age group 19-30

Table 5.2: User profile for the second group.

5.1.1.2 Presentation

The presentation consisted of the user being presented with a title slide with an

arrow labeled “Next” for them to click on (see Figure 5.2).
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Figure 5.2: The first slide of the presentation.

Following that slide they are presented with another slide containing instructions

on how to ‘wake up’ the storyteller (see Figure 5.3).

.

Instructions
On the next slide wave your
magic mouse arrow over the
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