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The work described in this thesis is a study of the thermal decomposition of some
aliphatic azides and of the atmospherically relevant reaction between dimethyl sulphide
(DMS) and molecular chlorine. The aim of the work was to describe the mechanisms
with which these reactions take place, and to identify the most important parameters
influencing the reactions, such as decomposition temperature or reaction time.
UV-photoelectron spectroscopy (PES) and infrared matrix isolation spectroscopy have
been used to monitor the extent of the reaction and to detect intermediates and products,
and ab initio calculations have been used to facilitate spectral assignments and to provide
information on the electronic structure and the thermochemistry of the reactions studied.
In the DMS + Cl, reaction, evidence of formation of an unstable (CHs),SCI, species was
found; for the first time structural and spectroscopic information have been described for
this reaction intermediate.

The pyrolysis of ten aliphatic azides has been studied: two general modes of thermal
decomposition were observed which were interpreted in terms of two types of reaction
mechanism. In some cases the reaction involved formation of reaction intermediates: two

of them have been observed and characterized for the first time.
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CHAPTER 1

INTRODUCTION

The objective of this work is to study the reaction of dimethy] sulphide with molecular chlorine and the
thermal decomposition of aliphatic azides using spectroscopic methods.

The first reason for the choice of these reactions was the possibility- suggested by some results in the
literature [1,2]- that they could proceed via formation of reactive intermediates: the study of short-lived
species has in fact been a long-established field of research in the Southampton PES group.

In addition to this, the chemistry of dimethyl sulphide and of organic azides has been object of
increasing investigations, due to the importance of dimethyl sulphide as an atmospheric agent-
especially in the air above the oceans- and the new applications found for organic azides especially for
their capability of releasing energy when heated.

These studies were carried out by means of ultraviolet photoelectron spectroscopy and infrared matrix
isolation spectroscopy, with the support of ab initio electronic structure calculations.

The dimethyl sulphide-molecular chlorine reaction was stadied in the gas-phase in Southampton using
UV-photoelectron spectroscopy and using the high resolution FT-IR and FT-UV spectroscopic facility
at the Rutherford laboratory.

The study of the thermal decomposition of selected aliphatic azides is a continuation of joint research

between the PES groups of the Universities of Southampton and Lisbon.

This chapter will describe the importance and main applications of dimethyl sulphide and aliphatic
azides; it will also discuss why photoelectron spectroscopy and infrared matrix isolation spectroscopy
have been chosen to monitor these reactions. A more detailed description of the experimental and
underlying principles of these spectroscopic techniques will be given in Chapters 2 and 3. Chapter 3
will outline in detail the basic principles of the ab initio electronic structure calculations used, and the

reason why their use was of central importance in the outcome of the work.




1.1 DIMETHYL SULPHIDE

Dimethyl sulphide (DMS), CH3SCHj, is considered the main source of sulphur in the [Earth’s
atmosphere [3-7], contributing roughly 25% of the total atmospheric sulphur, and almost 50% of the
biogenic flux. It 1s mainly produced by biodegradation of algae in oceanic environments, but is also
produced from anthropogenic activities such as paper mills or fishmeal production [8].

In the atmosphere DMS is consumed by different oxidizing agents leading to the formation of aerosols
containing sulphur dioxide, sulphuric acid or methanesulfonic acid. These compounds play a crucial
role in climate regulation [9], as they contribute to the formation of cloud condensation nuclei (CCN)
above the oceans [4, 10] and to the acidity of rain. In fact, the contribution from marine salt parlicles is
not enough to reach the observed amount of CCNs at cloud height. Around these nuclet, liquid droplets
form providing suitable conditions for cloud formation and subsequent reduction of solar radiation
reaching the Earth’s surface.

The cooling effect produced by the DMS in the atmosphere is therefore of great importance. Also the
fact that a lower temperature above the oceans inhibits biological degradation of organo-sulphur
compounds, which is the main source of the DMS presence in the atmosphere, should be considered.
The mechanism of DMS formation - cloud formation = lowering temperature- is therefore a cyclic
mechanism, that can be represented as in Figure 1.1. An increase in DMS production by algae
degradation is reflected by a decrease of temperature which reduces algae degradation; on the other
hand, when the amount of DMS- and then of CCNs- is reduced, the solar irradiation causes an
increased biological activity of the sulphur containing algae and then an increase of DMS production.
Such an equilibrium is very delicate, and it is subject to fluctuations due for example to the actual
degree of production of CCNs from DMS oxidation. The main oxidising agents responsible for DMS
degradation above the oceans are OH and NOj; radicals, acting respectively at daytime and at night-
time [11-13]. The observed removal of DMS from the atmosphere cannot, however, be completely
explained by just these reactions: other sink processes have been proposed involving halogen or
halogenated radicals such as Br, Cl or BrO [14, 15]. Considering the role played by halogens, particular
importance must be given to the fact that high amounts of chlorine have been observed in coastal arr,
either as HCI produced by sea salt particles, from algae decomposition or from anthropogenic activities

[14, 16].
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Figure 1.1- The cyclic CLAW mechanism [5] for the role of DMS in climate control

An mvestigation of the reaction between Cl; and DMS is therefore important in order to provide a full
representation of the atmospheric degradation of DMS and thus of its effect on the solar radiation
reaching the Earth. Moreover, the early morning photolysis of molecular chlorine leads to the
production of atomic chlorine, which is also a possible oxidiser of DMS.

An initial PES study was made on the DMS+Cl, reaction at the University of Southampton [17],
indicating that a reaction intermediate is formed in the first step of the reaction, before decomposition

occurs to CH3;SCH,C1 + HCI.



1.2 ALIPHATIC AZIDES

The main characteristic of organic azides, characterized by the presence of a terminal —Nj; chain, 1s the

easy release of nitrogen [18, 19] following the overall reaction

R,(RYCN,—>>N, + R,C = NR

The reaction can occur with considerable explosive potential, due to the favourable nature of nitrogen
as a leaving group. Azides must therefore be handled with care, and this has set a limitation in the study
of their reactivity.

However, this characteristic represents also the most useful aspect of azides, because of the high encrgy
storage role they can play in different fields. They are in fact used both in organic synthesis |20], [or
example for preparing heterocycles [21] and for biochemical applications [22], and m morganic
synthesis [23], where they are used in low-temperature preparations of single crystals of gallium and
silicon nitrides on semiconductors substrates. They also find use in industrial applications, for example
in pharmaceutical processes [24], or as propellants [25], as seismic explosives [26], as photoresistors
[27] and as sources of gases for air-bags [28]. Such a variety of applications indicates that the nature of
the azide greatly affects its reactivity: this is an important way to control the potential dangers of azides
in order to make use of their characteristic of energy release.

The study of the decomposition of such class of compounds is therefore of interest, especially
considering that their intrinsic instability has often represented an obstacle for measurement of their
characteristics and for the practical use that can be made from them. Moreover, the first step in the
decomposition path offers an interesting challenge for electronic structure calculations, because it is not
certain if organic azides release nitrogen to form an imine directly via a 1,2-alkyl (or hydrogen) shift or

if first a nitrene is formed, which subsequently decomposes to the imine, as represented by
R, (RYCN, —2—> N, + R, (RYCN* = R,( = NI’

Pioneered by the works of Bock and Dammel [29], the study of organic azides has recently been
developed from both the theoretical and experimental points of view. Experimental work by Dianxun
at al. [30] suggested that, under particular conditions, surface effects can lead to the formation of the
nitrene intermediate, whose presence was expected from theoretical calculations [31]. In recent years

joint work [32] between the Universities of Southampton and Lisbon have focused on gas-phase




thermal decomposition of some organic azides, studied by photoelectron spectroscopy and infrared
matrix isolation.

The aim of the present work is to move forward in the understanding of the behaviour of this class of
compounds, in order to increase the number of aliphatic azides for which the major features of the
thermal decomposition reaction (reaction products, decomposition temperatures, reaction pathways

and, 1f possible, reaction intermediates) are known.

1.3 THE CHOICE OF PES AND IR MATRIX ISOLATION AS SPECTROSCOPIC
TECHNIQUES FOR THE STUDY OF REACTIVE INTERMEDIATES

Photoelectron spectroscopy (PES) provides a direct link to one of the crucial characteristics of the
molecule under study, the ionization energies from valence region orbitals (see Chapters 2 and 3 for a
more detailed treatment of the technique). It is one of the most useful experimental methods to provide
information on the electronic structure of a molecule, and it is a useful analytical tool for the detection
of compounds in gas-phase. For these reasons, the first studies on simple azide decompositions [29]
were conducted with PES: moreover, PES has the great advantage that it requires sample gas-phase
pressures in the region 10 10 mbar, so that the risk of explosions for such unstable compounds is
minimized. However, PE spectra of organic azides are generally characterized by broad bands, often
overlapping with each other in the high ionization energy region: this limits the ability of PES to study
decomposition of azides and means that a complementing monitoring technique is required.

Infrared spectroscopy offers a valuable alternative “fingerprint” characterization of a molecule. The
fact that PES can give information on the vibrational frequencies of the ion- if the experimental
resolution is sufficient- creates a bridge between the two techniques, and the combination of PES and
IR measurements offers an immediate link with results of quantum chemistry calculations. The number
of molecules for which IR spectra are known is very large, and this facilitates assignments when
thermal decomposition products are produced from aliphatic azides. The development of the matrix
1solation technique has opened a further possibility for IR spectroscopy, as most thermal excitations are
quenched at the low temperature of the matrix and the bands are more resolved and their energy value
better defined than in the corresponding room temperature gas-phase spectrum. The possibility of
accumulating sample molecules condensed with an inert gas on a detection window (see Chapter 2),
and the fact that the matrix is sufficiently rigid to successfully isolate molecules that would otherwise

react with each other, allows the detection of substances in very low concentration, such as short-lived
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molecules [33]. Also, the possibility of isotopic substitutions on C, H, N and O atoms provides the
possibility of unambiguous assignments for bands associated with any reaction mtermediate observed
and this should enable proposals to be made on the decomposition paths, once the experimental results
are combined with results of electronic structure calculations.

The combination of these factors has led to the fact that PES and IR matrix isolation are among the
most used characterization techniques for reaction intermediates. Their possibilities are fully exploited
if calculations are performed in order to determine valence ionization energies and vibrational
frequencies for molecules, in order to facilitate the assignments of the experimental spectra. They can
also allow a detailed description of the reaction path, by evaluating the relative energy values for
reagents, products, intermediates and transition states for a particular azide decomposition.

In this work all the reactions have been studied by UV-photoelectron spectroscopy and mfrared matrix
isolation spectroscopy, and ab initio electronic structure calculations have been performed on reactant,

products and intermediates at different degrees of sophistication to support the experimental work.
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CHAPTER 2

EXPERIMENTAL SECTION

This chapter presents the most important experimental aspects of the two spectroscopic techniques used
in this work- photoelectron spectroscopy and infrared matrix isolation spectroscopy- notably the
apparatus and the spectral acquisition procedures. A general itroduction to the basic features of the
methods used is given in this Chapter, with the underlying principles being described in Chapter 3.

The experimental apparatus used for Fourier Transform (FT) infrared and ultraviolet spectroscopy are

described in Chapter 4, as it has been used only in the study of the reaction between DMS and Cl,.

2.1 UV-PHOTOELECTRON SPECTROSCOPY

2.1.1 Basics of the technique [1]

Photoelectron spectroscopy is a technique aimed at determining the ionization energy of a molecule. It
can provide information not only on the first ionization energy, but on all possible higher ionization
energies obtained by removing one electron from any of the occupied molecular orbitals; according to
the nature of the photon source used in the process, the technique is given the name of (/}-
photoelectron spectroscopy (UPS, or more simply PES) or X-ray-photoelectron spectroscopy (XPS).
PES considers ionizations from valence molecular orbitals and is mainly used for gas-phase studies,
while XPS investigates ionizations from core and valence orbitals and is mostly used to investigate
solid compounds; as the name suggests, the discrimination is based on which kind of radiation source is
used to ionize the molecule, vacuum ultraviolet radiation or X-rays.

The most valuable aspect of photoelectron spectroscopy (hereafter “photoelectron spectroscopy”™ will
be referred to as PES) is the possibility of using the results from this method to build up orbital energy
level diagrams for the molecules studied, as the ionization energy- the energy to remove an electron
from a molecular orbital- can be linked to the negative of the orbital energy for a closed shell molecule.
Apart from the importance of the information itself, a valuable hnk to theoretical calculations can be
immediately established, as the orbital energy 1s one of the most readily available pieces of information

available from such calculations (see Chapter 3).




Photoelectron spectroscopy is not a resonance technique: it is not based on the absorption of a photon
with the same energy as the energy difference of two electronic states between which the molecule
moves as a consequence of the interaction with the photon.

Instead, it is a scattering technique; it occurs because the photon is energetic enough to directly ionize
the molecule by extracting an electron (called the photoelectron) from the molecule, as consequence of

the impact of the photon beam on the sample

A+hv>A +e (2.1)

The energy and angular distribution of the photoelectrons are characteristic of the orbital they were
ejected from; the technique gives information therefore about the electronic structure of the molecule
under observation.

It will be assumed that A is a molecule possessing some rotational and vibrational energy. Given the
fact that- due to the great difference in mass between the photoelectron e and the nucleus A - virtually
all the excess energy associated with photoionization will be associated with the electron, then the
energy conservation law for the process of extracting an electron from the molecular orbital | of

molecule A means that the photon energy (hv) can be written as follows:

hv = 1E; + KEg + AE, + AE (2.2)

where IE; 1s the j™ ionization energy of A, KEq the kinetic energy of the photoelectron produced and
AE.i, and AE, are the changes in vibrational and rotational energy between the molecule and ion on
photoionization. In practice, the experimental resolution in conventional PES can be reduced to around
200 cm™, a value that usually allows vibrational changes to be resolved but not rotational changes: the
change in rotational energy between A and A" will therefore be averaged and included in IE;". The

energy conservation expression becomes then
hv = IEJ" + KEg + AE, (223)

If a monochromatic source of radiation is used and the kinetic energies of the photoelectrons are
measured, it 1s possible to obtain IE;' + AE,;, for all the jonizations.

An observed spectral band does not therefore give just the ionization energy, it also provides
information on the change in vibrational state between the neutral and the cation: given the fact that the
energy scale for such a change is around 1/100 of the ionization energy, vibrational energy changes
will just cause sub-structure- or a broadening- of the band. Further details of the possible band shapes

anising from a photoionization process will be given in Chapter 3. At this time, it will just be stated that
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at room temperature most molecules are in the ground vibrational state, as the separation of the lowest
and the first excited vibrational state is usually much higher than AT, ie. at room temperature the
Boltzmann population of vibrational levels means that the lowest vibrational level is the most
populated. Therefore, all the changes in vibrational energy in the photoionization process can be scen
in the PE spectrum as ionizations from a v ”=0 state of the neutral A to a v'=0, 1...k state of the cation
A" If structure in the experimental band is observed, it will give information on the vibrational spacing

of the levels in the cation and not in the neutral.

In photoelectron spectroscopy only two selection rules apply [1]:

- only one electron ionizations are possible (one-electron selection rule)

- no change in the total spin between the 1nitial and final (cation plus free electron) states must be
introduced in the ionization process. To clarify this rule, it must be noted that the photoelectron is
obviously produced with s= "% so that to respect the AS= 0 rule, the cation and the neutral molecule
must differ in spin quantum number by /2. This means that from a neutral molecule n a singlet spin
multiplicity state only a doublet cation can be formed, and from a doublet neutral only a triplet or a

singlet cation will be formed.

Despite the fact that often no vibrational structure is observed in the photoelectron bands, the spectra

are nevertheless suitable for easy identification of the molecule studied, if a high enough number of

1onization bands is considered. This makes PES a valuable analytical technique, and a valuable source
of information about the electronic structure of the molecules examined.

Due to the very low pressures of operation, only a very limited amount of sample is required to record a

PE spectrum of a sample.

As already mentioned, for a photoelectron band, transitions to a number of vibrational states of an ionic

state are possible, and this could lead to a relatively broad band. The hmitations on the ability to

resolve such contributions have different sources [2], and the most important will be listed below.

- The most crucial factor is instrumental resolution. For this, the characteristics of the analyzer of the
spectrometer must be discussed. The photoelectrons pass through a pair of slits, and then into a
hemispherical analyzer chamber; with a procedure that will be presented in further detail in Section
2.1.2, the photoelectrons are directed towards another set of slits which focus them on the detector.
A schematic diagram of the hemispherical analyzer chamber of the PE spectrometers used in this

work 1s presented in Figure 2.1. The radius of the inner hemisphere is R1 and the radius of the outer




sphere 1s R2. The electrons travel between the entrance and the exit slits with a trajectory of radius

R, between R1 and R2.

entrance A exit
slits 15° sl‘ns
(source) (focus)

Figure 2.1- Section of the hemispherical analyser chamber of the photoelectron spectrometers used in the
Southampton PES group.

Instrumental broadening depends on the analyser geometry, notably the slit width and the radius of the
hemispheres. The instrumental resolution [2] can 1n fact be expressed by AE = E-(S/2R), where S is the
total slit width (the combined width of the entrance slits and the exit slits) and R the mean electron
orbit radius, and E 1s the energy of the photoelectron. Clearly, narrower shts will improve the
resolution but lower the intensity of the signal: a compromise between the two factors must be found
according to the particular experimental requirement. A longer radius of the analyser hemispheres leads
to improvement of the resolution; for this, i the Southampton PES group a spectrometer with R= 20
cm has been designed and built, and used in this project as well as one with mean radius of 10 cm.
Finally, it must be noted that the resolution AE is directly proportional to I£, which is the kinetic energy
of the electrons: therefore, ionizations from the highest molecular orbitals will have higher kinetic
energy and then broader bands than those arising from deeper orbitals and lower kinetic energy [3, 4].
For example, in O, Hel (21.22 eV) photoelectron spectrum, the bands at ~12 eV ionization energy are
broader than those at ~18 eV 1onization encrgy.

Instrumental broadening can contribute up to 15 meV for an analyser chamber with mean radius of 10

cm.



However, other factors can also contribute:

- the electron energy changes according to the velocity of the originating molecule, due to its thermal
motion (Doppler effect [1, 5]). The expression for this energy spread is AE = Z(E-khT-111c|/l\/[,m,l)”2

For example, in atomic argon (which is the sample normally used to test the resolution), this leads to an

energy spread of 5.6 meV at room temperature. Moreover, it can be seen that the resolution worsens at

increasing temperatures

- the ionizing radiation is subject to broadening. This 1s due for example to its lifetime, to Doppler
broadening (the radiating molecules are moving) and to self-reversal broadening (unexcited He
atoms absorb the He(l) radiation especially in the central part of the lamp: this increases the
intensity of the “sides” and causes broadening of the photon source). Of these, the last contribution

is the most relevant, causing broadening in the PE bands by about 1-2 meV

Further contributions to the broadening (due to assuming that the photoelectron does not take all the
angular momentum in the 1onization process, or to the effect connected to the lifetime of the cation) are
generally small; a much more important factor is the presence of stray fields, charge accumulation or
contact potentials in the analyser chamber. In order to avoid any charge accumulation which could
distort the photoelectron free path, and therefore affect the quality of the spectra, the internal walls of
the spectrometer are all made of aluminium alloy (dural) and are coated with a conductive layer of
graphite [6]. To eliminate distortions of the photoelectron paths due to the Earth’s magnetic field, the
spectrometer is placed inside a cage of three pairs of mutually perpendicular coils (Helmholtz coils).
Current 1s passed through each pair of coils to generate a magnetic field equal and opposite to the
Earth’s field 1n that direction. By tuning the three values of the currents, this local field can be changed
so that the characteristics of the spectrum (intensity, resolution and transmission) are optimized.

A careful choice of the magnetic fields produced by the Helmholtz coils to balance the Earth’s field,
and a good quality of the graphite layer in the ionization chamber and analyzer region is crucial: for
example, dirty or badly spread graphite can increase the resolution by at least 10 meV.

For all these factors, the overall expression [2] for the resolution can be written as

AE = ( ¥, AE)? (2.3)

where 3, AE;? is the sum of the square of all the contributions to the band width.
In practice even the most carefully assembled photoelectron spectrometer will give an overall
resolution of not less than 20 meV, as measured for the (3p)" ionization of argon with good intensity of

this band (3-10* counts/s).



2.1.2 Experimental apparatus

A schematic of the photoelectron spectrometer [6-8] used in this work is shown in Figure 2.2. Further
details of each single component will be given in the following paragraphs.

Sample vapours are ionized by a monochromatic vacuum ultraviolet photon beam in the ionization
region of the spectrometer. The photoelectrons generated pass through a pair of slits (entrance slits)
placed at 90° with respect to the photon beam, and from the slits they pass into a hemispherical analyser
chamber; by applying a uniformly changing potential between the two hemispheres, the electrons can
be focused onto the electron detector according to their kinetic energy. The detector is placed after
another set of slits (the exit slits).

The mean free path of an electron is inversely proportional to the pressure in the apparatus, and as a
result, in order that photoelectrons will not undergo any inelastic collisions, the analyser chamber, the
ionization chamber and the detector regions are evacuated to a pressure of at least 10 mbar. To avoid
contamination of the hemispheres, differential pumping is used; this involves the ionization chamber

and analyser region being pumped separately by diffusion pumps, each backed by rotary pumps.
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Figure 2.2- Main components of the PE spectrometer used in this work for the study of gas-phase samples
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The monochromatic UV source

As can be seen in the formula of energy conservation (equation 2.2a), a strictly monochromatic photon
source 1s needed if precise determinations of ionization energies are to be obtained and radiation
energetic enough to ionize electrons from the deepest valence orbitals is required. Therefore vacuum-
UV radiation 1s needed.

A widely used source 1s the one obtained by means of a d.c. discharge in helium. The process causes
emission of numerous wavelengths, in the visible region (they are not able to cause 1onizations, but are
a useful test to check the functioning of the lamp) and in the vacuum-UV region. Of these, the
predominant radiation is the one corresponding to the transition 'P (/s2p) > 'S (/s%). Its wavelength is
58.43 nm, corresponding to an energy of 21.22 eV; it 1s also called He(1)- or He(I)a- radiation because
it refers to the transition between the first electronic excited state of the neutral molecule and the
neutral ground state (if it is a transition in the cation, the label would be He(11)). There are other 'P
states obtainable from the /s np configuration if » = 3, 4. ; in this case the emitted radiations are
labelled He(1)B, He(I)y, etc [9]. The most intense, He(I)B, is however only 1.3/100 the intensity of the
He(l) o emission: in a PE spectrum this will be reflected by the fact that each band due to He(l) o
radiation has a “shadow” band 1.87 ¢V higher in electron kinetic energy (that is, lower in apparent
lonization energy), with intensity around 2% of the He(I) o band intensity.

A schematic representation of the helium discharge lamp used in this work is shown n Figure 2.3.

The differential pumping system (shown at “Gas out” in Figure 2.3) is necessary to prevent helium
being introduced into the ionization region and hence increasing the pressure there [10]: it is in fact
impossible to isolate the lamp from the 10nization region, as no suitable window materials are available
for radiation below 100 nm. Usually, a helium pressure of about 0.2 mbar is used, and the discharge
current is set at about 65 mA. Under these conditions, the heat generated by the lamp must also be

dissipated: this is why the body of the lamp is water cooled.
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Figure 2.3- Schematic of the Helium discharge lamp used in the UV-PES experiments in this work

The ionization chamber and the reaction cell

He(I) radiation passes from the lamp into a cell- called the reaction cell- where vapour from the samplc

is introduced from above. Photoelectrons produced travel in all directions; perpendicular to both the

radiation and the sample gas flow there is a pair of slits that selects some of the electrons and allows

them to pass into the electron analyzer. A schematic diagram of the reaction cell is presented in Figure

24,
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Figure 2.4- Schematic of the reaction cell of the UV-photoelectron spectrometer used in this work



After passing through these slits, photoelectrons pass through another double set of slits, the entrance
slits of the spectrometer analyser: in this way only a small sample of electrons enters the analyser
region. All the surfaces of the reaction cell, the slits, and the walls of the ionization chamber are coated
with a layer of graphite in order to mmimize distortions in the trajectories of the photoelectrons.

To avoid inelastic scattering of photoelectrons, the ionization chamber and analyser region are kept
under vacuum by means of two diffusion pumps (see Figure 2.2) which- in absence of sample vapours-
produce a pressure of less than 10” mbar in both regions. To obtain photoelectron spectra of acceptable
signal-to-noise, the total pressure in the ionization chamber after the introduction of the sample vapours

must be less than 10™ mbar.

The analyser chamber

Once the photoelectrons are sampled by the entrance slits, they enter a 150° hemispherical sector
region created by two concentric hemispheres [11, 12], one with radius R, and another with radius R,
covered in graphite; a schematic of the analyzer chamber has already been shown in Figure 2.1.

By applying an equal and opposite potential to the hemispheres, an electrostatic field is created in the
gap region where the photoelectrons move. Recalling that photoelectrons have a range of different
kinetic energies, it is possible to select a certain energy of photoelectrons to reach the detector by
selecting the voltage on the analysing hemispheres. From the characteristics of a hemispherical
condenser [13], it 1s found that by applying a +V potential to the inner sphere and a -V potential to the

outer sphere, the only electrons that can reach the detector are those with kinetic energy equal to
KE = - V-[(R;+R5) / (R»-R))] (2.4)

A hemispherical analyser is chosen because of its the double focussing property, that is the possibility
of an electron travelling from the entrance to the exit slits on numerous trajectories around the gap
between the spheres. In this way more electrons can reach the detector region, and then a stronger
signal-to-noise ratio is achieved: this is especially important for “slow” photoelectrons.

The exit slits are needed to focus the arriving photoelectrons onto the detector, in the same way as the
entrance slits focus them into the analyser region.

By linearly sweeping the voltage on the hemispheres (by means of a ramp generator), it is possible to
record the relative number of photoelectrons reaching the detector as a function of their kinetic energy.

A photoelectron spectrum can be therefore be recorded by acquiring the photoelectron signal while




linearly increasing the voltage on the hemispheres. It is possible to pre-select the speed of the lincar
voltage sweep: a slower acquisition will lead to more intense and better resolved spectra.

Given the fact that the parameter to be changed to record a spectrum is the potential applied to the
hemispheres, and as equation 2.4 cannot be used because of local charging effects, no direct
determination of the electron kinetic energies can be obtained from the voltages used: for this,
calibration is needed. This is usually achieved by introducing into the ionization chamber a standard
gas whose photoelectron bands are sharp and well established in 1onization energy, and which does not
interact with the molecules under study; methyl iodide and argon are among the most commonly used
calibrants, because of their sharp, intense bands [14].

To minimize collisions and to maximize the electron mean free path, the pressure inside the analysing
chamber must be kept to less 10 mbar: this can be achieved with a diffusion pump which pumps on
the analyser chamber, to ensure a pressure lower than in the ionization chamber. The presence of the

entrance slits is also a way to achieve this pressure difference between the two chambers.

The electron detector

The detector used is a spirally shaped channel electron multiplier. The front cone is earthed and the far
end has a voltage of +2.5 kV applied to it. This causes the electrons which impact on the cone to be
amplified by a series of cascade processes in the detector.

The signal is then passed to a pre-amplifier and then an amplifier. It is then transmitted to a rate-meter
(equipped with signal discriminator to minimize the noise) which is connected either to a PC or to a

chart recorder.
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2.2 HEATING SYSTEMS USED IN PES EXPERIMENTS

PES can be successfully used for pyrolysis studies, and the technique 1s a powerful tool to detect short-
lived molecules generated in thermal decompositions [15, 16]. In order to study solid or hquid
compounds having too low vapour pressure at room temperature to enable PE spectra to be obtained,
heating methods were used in this work to facilitate evaporation and increase the vapour pressure. In
addition to this, pyrolysis was frequently carried out: often the evaporation and pyrolysis region had to
be separated in order to avoid too fast or uncontrolled evaporations. According to the different
characteristics of the substance under investigation, different heating arrangements and/or heating
methods were used.

After an introduction of the fundamental principles on which the different heating methods used are

based, a detailed description of the heating apparatus used in this project will be reported.

2.2.1 General description of heating methods [17]

Different methods to evaporate solid samples for PES studies have been used by other workers and
they include resistive heating, laser heating or electron bombardment.

Laser radiation heating produces very localized heating, and no electrons and electromagnetic fields are
produced [18-20]. The problem 1s that few materials absorb at typical laser wavelengths; also,
extremely localized heating can produce rapid and uneven evaporations that give rise to a photoelectron
signal which is not constant with time.

Electron bombardment is another form of heating which could be used, but is not really suitable when
photoelectrons are to be detected [21-24].

The most suitable technique for use with PES for studying materials with very low vapour pressures is
undoubtedly resistive heating [25-28]. However, if temperatures above 700° C are required,

radiofrequency (RF) induction heating is the best choice.

When resistive heating was used in this work, an inlet system consisting of two coaxial quartz tubes
was used (Figure 2.5). A spiral of molybdenum wire is positioned on the final 12 centimetres of the
inner tube (which has an external diameter of 5 mm): it is connected to an external Variac voltage
supply via two metal feedthroughs placed in the Pyrex piece connecting the coaxial tubes (see Figure
2.5). The applied DC voltage causes a heating of the molybdenum wire proportional to the square of
the current circulating in it. A current through the helical winding of the wire produces magnetic fields

that could disturb the path of photoelectrons produced in the ionization region: to avoid this, the wire is
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wrapped around the inner tube in a non-inductive way, that is by having the wire wound back on itself
so that the fields from both windings cancel each other [29]. Inside the outer quartz tube a K-type
thermocouple is positioned, protected by an alumina sleeve and connected to a temperature reading unit
(voltmeter) via a second set of feedthroughs. The photon beam was approximately 1 cm bclow the
opening of the inlet tube, which allows an estimate of ca. 1 ms for the flight time of the sample vapours
from the pyrolysis region to the photon beam [30]: in this way the distance between the high
temperature region and the photon beam is reduced to minimize the possibility of re-deposition of the
molecules in a colder region and to maximize the flux in the photon beam. With this arrangement it
was possible to reach a temperature of 550 °C without any major loss of resolution of the UV-PLS
spectrometer signal (around 30 meV, measured on the ('?Sp)~1 Ar' “Pyp « Ar'S, photoelectron signal).
The top of the inner tube can be closed in different ways according to the type of substance studied. [ a
low vapour-pressure compound is to be studied, it is possible to place the sample in two small glass
vials held by some glass wool at roughly 2 centimetres above the region heated by the molybdenum
wire (see Figure 2.5): in this way the sample is in an intermediate temperature zone, therefore helping
the vaporization process and allowing some pyrolysis, but the time available for the acquisition of
spectra 1s relatively low compared to that for a high vapour pressure sample. The other possibility is in
studies of substances with quite high vapour pressure: in this case the inner tube is directly connected
to a needle valve and from this to a flask containing the sample to be pyrolysed. The vapour from the
sample is then continuously flushed through the hot region, and a longer acquisition time 1s obtained.
Resistive heating was used for all azides studied in this project, except for azidoacetamide, where

radiofrequency induction heating was used.
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Figure 2.5- A schematic of the resistive heating inlet system used in this work; this shows the arrangement with the
sample held in glass vials

The radiofrequency induction heating method used can be described as follows.

When pyrolysis temperatures above 600 °C are required, a water cooled brass shteld is placed around
the heating region in order to minimize heat losses, to collimate the vapour produced and to shield the
reaction cell and the 1onization region from the hot furnace; this 1s particularly important because, to
have the highest concentration of sample vapour in the ionization region, the pyrolysis region must be
positioned as close as possible to the reaction cell in which photoionization occurs. The pyrolysis
region 1s characterized by a circular exit aperture with a very narrow diameter a: in fact, in this case the

mean free path of an electron (inversely proportional to the pressure, that in this apparatus is very low)
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1s greater than the diameter of the tube. This condition- enhanced if the length of the tube, /., 1s much
longer than its diameter a- makes the vapour flow highly directional, and both the PE signal intensity
and the flow rate are proportional to the pressure in the vapour source. This is also known as molecular
effusive flow [31].

Alternating radiofrequency radiation (1 MHz), generated by an external supply, is passed through water
cooled copper coils which are wound in a spiral around a susceptor, which is the material to be heated
(see Figure 2.7). The current generates a fluctuating magnetic field (directed along the axis of the
coils), whose flux density is maximum near the cotls. Because of this, the susceptor is placed as close
as possible to the coils (“tight coupling condition™). This field induces eddy currents on the surface of

the susceptor, which is directly proportional to the rate of change of the magnetic field, B .

dB
j=— 2.5

” (2.5)
These eddy currents produce [32] a resistive heating effect in the susceptor which is proportional to the

square of the current. The heat generated, O, 1s given by:
Q:iz-Rziz-p(T)-il (2.6)

Eddy currents are especially strong on the susceptor surface. They penetrate the susceptor but their
value falls to 1/e of their value at the outer surface when they reach the skin depih.
This is given by

5= |2~ 2.7)

770

In this equation, u is the permeability of the material, p is its resisivity and o is the angular frequency
of the radiofrequency (RF) current in the coils. 86% of the power 1is dissipated in the skin depth. To
avoid parts of the susceptor being heated only by conduction, the susceptor thickness should be equal
or close to the skin depth, 5. The susceptor 1s positioned immediately adjacent to the coils in order to
maximize the heating [33]; it must not, however, be in contact with the coils, otherwise conduction
losses would arise and shorting between the coils would occur.
Radiative heat losses are minimized by surrounding the susceptor with a strip of carbon felt [32], which
1s a material with low thermal conductivity and Jow RF pick-up because of its fibrous nature.
To avoid a short circuit between the furnace or the carbon felt, and the RF coils, a ceramic cylinder is
placed around the carbon felt. This must be electrically insulating, refractory, have permanent shape,

high melting point and good resistance to thermal shock: usually Al,O; and BN ceramics have been
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used, the latter being more suitable for higher temperatures (>1500 °C), at which alumina can react
with the carbon felt|34]. However, in this work only alumina was used for the ceramic [35].

The furnace is the component in which the sample is held and heated; it is not necessarily the same as
the susceptor. The furnace need not be the same as the susceptor, if particular conditions of evaporation
have to be used (such as when the evaporation temperature of the sample must be different from the
pyrolysis temperature, see following paragraphs). Wherever the furnace is placed, however, 1t s held
by a ceramic rod by means of a tungsten pin (see Figure 2.7); this rod can be moved along its axis to
get the optimum position of the furnace inside the RF coils. An O-ring makes the vacuum seal between
the rod and the top flange.

Graphite 1s usually the best option as a furnace material [17, 35], if the sample does not react with it,
because it has a quite high resistivity, i1s a good refractory, relatively mexpensive, machinable to give
thin walls and it has a large skin depth. Alternatively, a stainless steel furnace can be used. Because of
possible reactions of graphite with the organic azides studied in this work, a stainless steel furnace was
used to acquire the azide PE spectra. The furnace used was closed at the top and had a capillary
opening towards the photon beam to collimate the sample vapours produced into the photon beam (see
Figure 2.7). Once the evaporation temperature of the compounds had been reached (usually around 120
°C), good quality PE spectra were recorded.

In the top flange and in the RF coils there is a cooling system (water passes through copper coils) to
keep their temperature as low as possible.

To avoid RF interference in the detection of photoelectrons, the RF supply is pulsed at a frequency of
50 Hz, and a gating unit allows a detection window 180° out-of-phase with the RF pulses, so that the
photoelectron signal is not affected by RF interference (Figure 2.6), i.e. photoelectrons are detected

when the RF is off.

Figure 2.6- Representation of the gating and pulsing of the RF used to avoid interference with the detection of
photoelectrons
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Chbloroacetamide and dimethyl-chloroacetamide studies

In the simplest arrangement the furnace corresponds to the susceptor, and it 1s placed iuside the RF
coils (Figure 2.7): this configuration was used to record PE spectra of chloroacetamide and dimethyl-
chloroacetamide, which are the synthetic precursors of azidoacetamide and dimethyl-azidoacetamide
respectively. It must be noted that these compounds could have also been studied by heating them with

the resistive method, as they did not need to be pyrolysed.
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Ceramic I
insulator /

I Sample

Figure 2.7- Diagram of the furnace arrangement used to record the PE spectra of chloroacetamide and
dimethylchloroacetamide

Azidoacetamide and dimethylazidoacetamide studies

When azidoacetamide and dimethylazidoacetamide were studied, it was found that with a simple RF
heating arrangement like the one described in Figure 2.7, these two azides, which at room temperature
are respectively a solid and a viscous liquid, would start to evaporate at temperatures at which little
decomposition occurred. If the temperature of the furnace was raised to values at which high degrees of
pyrolysis were expected, fast total evaporation of the sample occurred, thus leading to a short spectral
acquisition time. It was therefore necessary to separate the region m which the sample evaporated from
the region in which it was pyrolysed. A simple conductively heated furnace, in which the furnace
holding the sample to be evaporated is in contact with the susceptor (or radiator) placed a few
centimetres below (in the pyrolysis region) has the disadvantage that the pyrolysis region has a fixed

temperature difference from the furnace region. This does not allow full control on the evaporation
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process. For example conduction is so efficient that under these conditions the sample in the furnace
begins to evaporate when the temperature in the lower pyrolysis region 1s too low to achieve a high
degree of decomposition. On the other hand, when the temperature of the susceptor 1s set to the correct
value for a high degree of pyrolysis, then uneven and fast evaporations occur.

In this case, the heating region has been divided into two completely separate regions: the upper part 1s
where the sample is vaporized, and the lower part is where that vapour is pyrolysed (see Figure 2.8).

In the upper part, the furnace which holds the sample has been changed from the simple stainless steel
furnace to a stainless steel furnace wrapped with non-inductive wound molybdenum wire connected to
an external voltage supply via tungsten feedthroughs; the furnace was resistively heated by applying a
voltage from an external supply.

In the lower part, due to the difficulty in getting a high degree of pyrolysis in the RF heated region, the
residence time of the vapour in the pyrolysis region was increased by using as the susceptor a cylinder
with only a very small opening (1 mm diameter) at the bottom near the photon beam and a long
capillary inside it (Figure 2.8). The volume inside the susceptor (or radiator) has also been filled with
small tantalum pieces to increase the residence time of the vapour inside the pyrolysis region. The
vapour then reaches the lower pyrolysis region, whose temperature 1s regulated by the RF supply. This
system has permitted the recording of a series of spectra of azidoacetamide from zero to total
decomposition. Recording of the spectra of the unpyrolysed and pyrolysed parent azide has been
achieved by setting the temperature of the upper furnace approximately equal to 90 °C, while the
temperature of the lower region was increased from 0 °C up to 900 °C, so that the vapours produced
from the upper region could be increasingly pyrolysed.

With this system, the temperatures of evaporation and pyrolysis regions could be independently

controlled.
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Figure 2.8- Furnace arrangement used for PES acquisitions on azidoacetamide and dimethylazidoacetamide

2.3 EXPERIMENTAL PROCEDURE FOR PHOTOELECTRON SPECTRAL ACQUISITION

In the vaporization and pyrolysis experiments carried out in this work, the temperature calibration of
the pyrolysis region as a function of the applied voltage was achieved with a K-type thermocouple
placed very close to the heating wires (or to the susceptor) for each different heating configuration
used. In all configurations used the photon beam was only roughly 1 centimetre below the opening of
the heated region, or the mixing region for the DMS+Cl, experiments.

Spectra of pure compounds (such as the aliphatic azides or DMS, or pure products on which precise
calibration was needed such as methyl formate) were usually calibrated by first calibrating their first
band with methyl iodide added to the sample in the ionization region of the spectrometer: CH;l has two

characteristic strong and sharp bands at 9.538 and 10.165 eV [36]. Then full spectra of the compounds
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under study were acquired with argon added to the ionization region and the vertical ionization
energies (VIEs) of all bands were measured using the VIE of the first band and the known 10onization
energy of argon (the Ar” *P3, « Ar 'Sy (3p)”" ionization at 15.759 ¢V) [36].

In the azide studies, spectra of their precursors (chloro- or bromo-compounds) have been recorded and
calibrated in order to verify the absence of these precursors in the samples studied. Actually, all parent
azide spectra were free of any significant trace of the precursors used in the preparations. In azides of
high volatility, some solvent was sometimes present in the sample: the solvent was eliminated by
pumping on the sample connected to the inlet of the ionization chamber and exploiting the higher
volatility of the solvent with respect to the azide: after some minutes the intensity of the solvent Pl:
bands reduced to zero and the azide was then considered as virtually pure.

In the DMS+Cl, studies the reactants needed no purification, but to passivate the internal surfaces of
the inlet system it was necessary to eliminate HCI formed when Cl, was intially introduced into the
inlet system and reacted with water on the walls. Also in this case, after some minutes in which all the
system was kept under vacuum, hydrochloric acid was considerably reduced.

Photoelectron spectra were recorded in real-time while increasing the temperature of the pyrolysis
region (sce Chapter 5) or changing the mixing distance of DMS and molecular chlorine above the
photon beam (see Chapter 4). In the case of the azides, the onset of pyrolysis was marked by the
appearance of characteristic N, bands, an associated lowering of the parent azide bands and an increase
of bands associated with the pyrolysis products; the extent of the DMS+CI, reaction was marked by the
increase of intensity of the HCI bands, and a decrease of the reactant bands.

When the pyrolysis or reaction had started, the formation of products with clearly identifiable
photoelectron bands was exploited as internal calibrants, avoiding any introduction of further
compounds into the reaction cell.

Calibration of spectra obtained on pyrolysis of azides was normally achieved using the bands
associated with the first vertical ionization energy (VIE) of nitrogen (15.579 eV, [36]), of H,O, whose
traces were sometimes found on the inlet systems, (VIE 12.616 eV, [36]) or of HCN (VIE 13.60 eV,
[36]). In DMS+Cl,, the bands used were the first VIEs of DMS (VIE 8.72 eV, [37]), Cl, (VIE [1.82
eV, [37]) and HCI (VIE 12.75 eV, [37]).
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24 INFRARED MATRIX ISOLATION SPECTROSCOPY

2.4.1 Basics of the infrared technique

Infrared spectroscopy is- in contrast with photoelectron spectroscopy- a resonance technique.

Infrared photons absorbed by a molecule induce a transition from a low vibrational level to the next
vibrational level, their energy difference being the same as the photon energy.

Normally, at room temperature the separation between the lowest vibrational energy levels i1s much
higher than the average molecular thermal energy 4,7 | so only the ground vibrational state will be
occupied before the mfrared absorption.

The first selection rule for vibrational spectroscopy is that only transitions between adjacent levels are
possible or- in other words- that only transitions between states with vibrational quantum numbers
differing by +1 are allowed. Vibrational spectroscopy can then be seen as the absorption of photons
with energy corresponding to the energy gap between the ground and the first excited vibrational levels
for each possible vibration within the molecule under study.

In a molecule containing N atoms, there are 3N-6 vibrations (vibrational modes) m non-linear
molecules and 3N-5 vibrations in linear molecules; the remaining 6 (or 5) modes are associated with
the translational and rotational modes. However, not all of these vibrational modes are active in
infrared spectroscopy: the second selection rule states that only vibrations involving a change in the
dipole moment of the molecule on vibration are infrared active: if the internal co-ordinates are labelled
Q, this means that only transitions with du /0Q = 0 are active. A more comprehensive expression for
this selection rule [38] is that a vibration is infrared active if it has the same symmetry as one of the
cartesian displacement co-ordinates x, y or z.

For a diatomic molecule the potential energy curve plotted against the internuclear distance will look

like that shown in Figure 2.9.
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Figure 2.9- The schematic vibrational potential energy curve compared with the curve from the harmonic
approximation

2.4.2 IR matrix isolation

The matrix isolation technique has been developed to allow trapping of molecules, and infrared
spectroscopy has been used to study molecules trapped in the matrix. In this method, an effusive beam
of sample gas from a cell is dispersed in a large excess (nearly 1000:1) of an inert carrier gas (the
“matrix” gas), usually nitrogen or argon. The mixture is then frozen on a cold surface; a transparent
window 1s placed opposite the cryostat to allow spectroscopic investigation of the deposited sample in
the desired spectral region. The temperature of the cell from which the gas is introduced into the
chamber can be varied by an induction heater, so that vapour beams with different composition or
characteristics according to the temperature of the heater can be deposited. The material of the cell can
be changed, so that the interactions between the sample and the walls of the cell can be minimized. The

inert gas plays the role of isolating the sample molecules in the matrix. Elimination of interactions
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between molecules in the matrix, and the cooling of the sample, leads to IR spectra with much
narrower bands than the ones obtained in a high temperature vapour spectrum. As the molecules are
trapped at low temperature, the contribution of “hot bands”, background radiation and rotational-
vibrational structure is almost eliminated. Moreover, matrix isolation of the vapours eliminates the
requirement of having a suitable high vapour pressure of a sample for a short period of time, as a
matrix sample can be built over several hours of deposition. The only effect that must be taken into
account is the possible shift of the bands from their gas-phase values due to interactions with the

matrix.

In the present work, an instrument equipped with a Csl deposition window, transparent to IR radiation,
has been used [39]. As in the azide experiments nitrogen was one of the decomposition products, the
matrix gas was chosen to be nitrogen, in order to achieve a more uniform deposition of the species on
the cold window, which was kept at 10 K. Spectra were acquired at increasing temperatures of the
furnace. In the DMS+CIl, experiments, both nitrogen and argon have been used as matrix gases.

A schematic diagram of the matrix isolation infrared spectroscopy apparatus used in this work is shown
in Figure 2.10, while Figure 2.11 shows in greater detail the detection region of the matrix isolation
instrument. Sample vapours are introduced into the system by means of a needle valve, usually made of
PTFE. From this they pass into a 15 cm long silica tube (with internal diameter 5 mm) which can be
heated up to 1000 K by means of an RF heated furnace surrounding the tube. On leaving the tube, the
sample vapours are co-deposited with the matrix gas on the Csl window cooled at 10 K.

Cryogenic cooling is provided by an Air Products CSW-202 water cooled ‘Displex’ closed-cycle unit,
which uses helium as the refrigerant. The unit consists of two parts, a compressor and an expander
module which are connected by flexible, high pressure hoses. The expander is mounted in a high
vacuum chamber using a double ‘o’-ring seal. A Csl window is mounted at the base of the expander
unit to provide a cold deposition surface. The window frames and the connections to the expander
module are copper with indium gaskets to ensure good thermal conductivity. The copper radiation
shield ensures that the minimum temperatures are attained and this also protects the expander from
contamination by the sample.

The lower section of the vacuum shroud has two Csl windows to permit the passage of the infrared
beam. The beam is perpendicular to the direction of the vapours, so the windows are rotated by 90°
after a suitable amount of sample has been deposited on the window: in this way, IR spectra can be
obtained. The matrix gas inlet pipe and a brass fitting for mounting samples are also situated in this part

of the apparatus.
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The vacuum chamber is maintained at low pressure, ca. 1x10° mbar, using an Edwards ‘Diffstak’ unit
comprising oil diffusion and rotary pumps and a liquid nitrogen cold trap. These vacuum conditions are
essential to prevent the condensation of atmospheric gases on the cold window during the course of an
experiment. High purity argon and nitrogen are used as matrix gases, the deposition rate being
controlled by a needle valve and monitored via the overall increase in system pressure due to
incomplete condensation.

The vacuum shroud and the cryostat are mounted in the sample cell of a Perkin Elmer 983G (5000-180
cm™) infrared spectrometer. The instrument is fitted with a Perkin Elmer CD 3 purger unit in order to
improve spectral quality in the lower wavenumber region. The spectrometer 1s interfaced to a Perkin

Elmer 3600 data station to allow manipulation and storage of experimental data.

In the study of azides, usually a series of IR spectra of the parent azide were recorded first by switching
off the heating unit and adjusting the flow rate. Subsequently the heating temperature was increased,
and spectra were recorded after allowing a suitable deposition time of the vapours on the window
(typically 30 to 90 minutes). [R spectra of pure samples of the species produced in the azide
decompositions were recorded- where available- in order to have a better proof for the assignment and
to confirm the frequencies of the bands from the literature. Spectra of the precursors of the azides were

also recorded to check if some precursor was still present in the azide sample.
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Figure 2.10- Schematic representation of the different sections of the infrared matrix isolation spectrometer used in
this work
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Figure 2.11- Detailed scheme of the “Displex” cryogenic cooling unit of the IR matrix isolation spectrometer used in

this work
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CONCLUSIONS

In this work, UV-photoelectron spectroscopy (PES) and IR matrix isolation spectroscopy have been
used in both the studies on azides and on DMS+CIl,. This Chapter described only the spectrometers
used for these studies: the FT-IR and FT-UV instrumentation used only for the DMS+CIl, study will be
presented in Chapter 4.

In PES, two different spectrometers have been used: their difference consisted in the mean radius of the
hemispheres of the analyser region. Because the study was focused on the thermal decomposition of the
azides, radiofrequency induction heating and resistive heating were used to vaporize and pyrolyze the
samples. The different experimental arrangements- choice of the furnaces, the heating arrangements,
positioning of the sample, temperatures reached - for these heating methods have been described.

In IR matrix isolation spectroscopy, the same apparatus has been used for all the studies: the
fundamentals of infrared spectroscopy and the experimental set-up used for the deposition of a sample
in the cold matrix have been presented.

For both techniques, the procedure for spectral acquisitions that was usually performed in this work has

also been described.
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CHAPTER 3

THEORETICAL METHODS

3.1 INTRODUCTION

The DMS+Cl; reaction and the decompositions of organic azides have been studied by UV-
photoelectron spectroscopy and nfrared matrix isolation spectroscopy. Both spectroscopic methods can
provide very important information about the molecule under investigation: PES gives information on
the electronic structure, IR spectroscopy gives information on the vibrational modes of the molecule.
IR is a resonance technique: a molecule absorbs photons having the exact energy corresponding to the
excitation energy of the different vibrational modes in the molecule. Experimentally, the intensitics of
the IR radiation before and after it has passed through the sample under study are measured: when the
intensity of the radiation transmitted through the sample is lower than the mtensity of the incident
radiation, absorption has occurred. By comparing the intensities of the incident and the transmitted
radiations at different wavelengths, it 1s possible to obtain the IR spectrum of a molecule. Therefore, in
IR spectroscopy the energy and the intensity of the absorbed radiation are the essential parameters.

On the other hand, PES is not a resonance technique: in this method molecules are irradiated with high
energy photons. They do not induce a transition between electronic states, but they cause
phototonization to take place, that is the ejection of an electron from the molecule and the production
of a positive ion. Experimentally the intensity of electrons is measured as a function of electron kinetic
energy. The difference between the energy of the photon and the measured electron kinetic cnergy
gives the sum of the ionization energy and the vibrational energy change between the molecule and the
ion (see Chapter 1). In photoelectron spectroscopy the intensity and energy of the bands are not the
only important spectral parameters: the different type of molecular orbitals from which the electron 1s
extracted and the presence of vibrational excitation on ionization lead to different shapes and
appearances between PE bands.

The basics of the technique have already been described in Chapter 1, while the experimental apparatus
used in this work has been described in Chapter 2; this chapter will deal with the possibility of linking

the information obtamed from these spectroscopic techniques- notably the measured ionization
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energies and vibrational frequencies- with the intrinsic properties of the molecule studied. The
relationship between experimental spectroscopic measurements and molecular properties 1s established
via a suitable theoretical method.

Such theoretical methods are crucial for spectral interpretation, as i a lot of cases this i1s not
straightforward: notably in PES, the impossibility of resolving the vibrational structure of the bands of
large molecules- such as the azides or DMS- reduces the chances of a reliable assignment. This
inconvenience is particularly important for reaction intermediates, and more generally for molccules
for which no spectroscopic data are available from the literature. A correct assignment of spectral
bands 1s crucial for analytical purposes- indicating for example which products are formed on
decomposing a starting material.

In addition to this, it is possible to describe the potential energy surface for the molecule with an
electronic structure method: this allows the determination of the molecular geometry, which
corresponds to the minimum energy position. The method is not restricted to equilibrium geometries,
but can also be extended to determine a reaction co-ordinate: this allows the location of transition states
for a reaction, helping in understanding the mechanism of the reaction and providing important
indications on the thermodynamic values of the reaction (heats of formation, activation energies).

In this work all the experiments have been supported by electronic structure calculations; however,
only limited use of relative band intensities has been made, so in the description of the calculations
only the problem of spectral assignments will be discussed and no mention will be made of theoretical

treatment or use of experimental band ntensities.

The electron distribution of a molecule 1s the crucial factor to determine all its relevant characteristics.
Calculations aimed at determining the equilibrium geometry of a molecule, its vibrational frequencies,
the ionization energies and all the other molecular properties obtainable quantitatively from
experimental spectroscopic data must describe the molecular electron distribution first, which comes
from the molecular orbital wavefunction. This leads to these theoretical calculations being termed as
molecular orbital calculations.

The starting point of the theoretical description of the molecular electronic structure is that it can be
expressed in terms of the electronic structure of the constituent atoms. Molecular orbital calculations
can be based either on first principles- basically the Coulomb interactions between negatively charged
electrons and positively charged nuclei- without any consideration of the chemical characteristics of the
molecule studied, or they can use theoretical expressions depending on the nature of the atom, with the

introduction of parametric expressions in which the parameters change according to the chemical
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properties of the molecule. In the first case, the calculations are defined as ab initio calculations, and
are mostly based on the Hartree-Fock method [1-3]; in the second, they are defined as semi-cmpirical
calculations. As a bridging technique between these two categories, Density Functional Theory (DFT)
uses empirical functionals but is closer to ab initio methods in the principles on which 1t 1s based: 1t 1s
therefore considered as a semi-ab initio method [4-7].

Ab initio methods have the great advantage of being universal; they can be used on both open- and
closed-shell molecules and fast methods to optimize the molecular geometries and harmonic
vibrational frequencies are available. While in DFT calculations if a mathematical expression of a
quantity, called the density functional, does not give acceptable results, it must be changed by a new
expression to be found and tested empirically, in ab initio calculations the degree of sophistication in
the approximations used in the molecular orbital expressions is defined without any reliance on
parametrizations. Moreover, modern computation power rapidly increases the feasibility of «h initio
calculations for large systems: the ab initio method is therefore the most important class of theorctical
calculations. The DFT method 1s nevertheless a widely used method, because of its rapidity: it has been
found in particular that transition metal systems are quickly and accurately described by this method.

In this project, only ab initio molecular orbital calculations have been performed to support the
experimental spectroscopic results: it will therefore be the only method described. The programs used
were Gaussian98 or Gaussian03 [8] for geometry optimizations, vibrational frequency and ionization
energy determinations at the MP2 level, when CCSD(T) energies were calculated, the MOLPRO 5.0

program was used [9].

3.2 SCHROEDINGER EQUATION AND BORN-OPPENHEIMER APPROXIMATION

When a molecule in its ground electronic state X and ground vibrational state v"=0 is irradiated with
vacuum-UV radiation or X-rays, 1t can be ionized to a cation in the generic electronic state X, A, B,

C... and vibrational state v' following the scheme
AXv'=0)+hv D> AT (X, A, B..;vV)+e (3.1)

This process is the basis of photoelectron spectroscopy. In general, spectroscopic techniques are based
on perturbation of the molecular stationary state by radiation: the consequence of this perturbation is a

change in the probability of finding the molecule in the initial state.
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In quantum mechanics [10] the state of a molecular system is described by a wavefunction . The
product of the wavefunction with its complex conjugate (¥*) with a volume element dV gives the
probability of finding an electron in that volume element. When stationary states of the molecule are

considered, ¥ must obey the time independent Schroedinger equation
HY = E-W¥ (3.2)

where E is the energy of the system and H 1s the Hamiltonian operator. The Hamiltonian contains the
kinetic energy of the N electrons and M nucle1 within the molecule, plus the Coulomb interactions
between all of these M+N particles. The nucleus a- nucleus b repulsive energy is expressed by
+Z,7:6% /R, in which Z is the charge of the nucleus and R is the internuclear distance, while the
nucleus a- electron j attractive energy is expressed by -Zaez/Raj and the electron /- electron ; interaction
is expressed is expressed by e’/r;;

Because of this latter term, it is only possible to solve the Schroedinger equation exactly for a system
with only two particles [11], such as the hydrogen atom-like system (H, He", Li*", etc). To extend its
application to all the other possible systems such as many electron atoms or molecules, it 1s therefore
necessary to mtroduce approximations in the terms considered in equation (3.2).

The fundamental approximation made in molecular orbital theory is to consider that the time scale of
the nuclear motions is much longer than the electronic motions, due to the great difference in mass of
these particles: this allows the motions of electrons and nuclei to be separated. This is commonly
referred as the Born-Oppenheimer approximation [12]. Such an approach gives rise to a partitioning in

the total wavefunction expression. This can be written as
¥ (rs R) = Wnucl(R)' \Uelec(r, R) (33)

-where r and R are the electron and nuclear coordinates respectively- for each electronic state of the
molecule. Assuming that the translational and rotational modes are fully separable from the internal
molecular motions, the molecular Hamiltonian can be separated into a term operating only on the

nuclear co-ordinates and one operating only on the electronic co-ordinates. This means that
H= Hnucl + He/ec (34)

It is then possible to solve an electronic Schroedinger equation for the electronic state £,

HelecWelec( F,R) = EL’IUC /w"\ut'/éc( l‘,R) (3 5)
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with the nucler kept in fixed R positions. It must be noted that wy...(r,R) is related only to the
possibility of locating the electrons in r after fixing the nuclei in R, and not to the possibility of
locating the nuclei in R.

Having obtained E... R) at different values of R by solving equation (3.5), it is possible to solve the

nuclear- or vibrational- Schroedinger equation

Hnuc[szc'l(R) = Ermc//\"an-[(R) (36)

E.ec {R) in fact in the nuclear Hamiltonian plays the role of a potential energy affecting the relative
positions of the nuclei, and can be therefore labelled U,(R). The index £ is reported because the nuclear
wavefunctions will be different according to the electronic state: in fact there 1s a potential energy
surface for each electronic state.

Once the electronic state has been found, it is possible to write one equation H,c\fumc(R) = Ee
Wi R) for each electronic state k. The eigenvalue for a single equation is the sum of the electronic
and vibrational energy for the electronic state k¥ and vibrational state u.

Then, in the Born-Oppenheimer approach the y,...(R) functions are the solutions for the vibrational
Schroedinger equations in which the kinetic energies are those of the nuclei and the potential energy 1s
the electronic energy of the state .

A different formulation for the Born-Oppenheimer approximation, called the adiabatic approximation,
is that W, .(R)-We.{r,R) is a good solution of the molecular Hamiltonian if no couplings between
different electronic states are considered. Given the fact that such couplings are possible, corrections
must be introduced nto the adiabatic wavefunctions: usually this is done as perturbative contributions
to the adiabatic term, which are then called non-adiabatic corrections. If the non-adiabatic perturbation
couples a state k, u (k refers to the electronic state, u to the vibrational one) with a state /, v then this
correction is usually negligible when the ground electronic state (k=0) is involved; for a highly
distorted molecular geometry- that is, a highly excited vibrational state- the non-adiabatic contribution
is however more important, and the Born-Oppenheimer approximation is consequently less accurate.
For excited electronic states, it is more probable that the non-adiabatic interaction couples such a state
with a lower electronic state but high vibrational excitation: this means that the energy can be
transformed from electronic to vibrational in an internal conversion (IC) process which is associated

with a non-radiative transition between the two states involved.
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3.2.1 Potential energy surfaces and vibrational motions

The nucle1 make small oscillations around the equilibrium positions- with energy U ,in(R)-, the minima
of U(R) determining the molecular geometry for the electronic state k. When two minima on this
potential energy surface are connected so as to follow the path with minimal energy, the reaction co-
ordinate 1s located. The highest point in energy on this path is a saddle point whose U;*(R) energy
defines the activation energy of the process, defined by E;* = U *(R) — U,n(R). When the vibrational
energy Ej, 1s higher than E* the system can move from one minimum to another minimum (reactant
> product). The process needs first a vibrational excitation from a low to a high » value: this can
happen in a thermal reaction, as a consequence of collisions with other molecules which can efficiently
convert translational energy into rotational or vibrational energy. The reaction can be a simple
isomerization if the two minima of the surface are separated by a low energy barrier.

For every specific vibrational motion, however, if the vibrational excitation is raised above a certain
value it can become higher than U,(e), which is the energy towards which the potential curve tends
asymptotically at an infinite distance between the vibrating nuclei: this means that at energies above
U,(o0) the two nuclei are not bound anymore and the molecule can dissociate. In this case the reaction
co-ordinate passes from a vibrational co-ordinate within the molecule to a translational co-ordinate
between the two new fragments and the state 1s defined as dissociative.

A first approximation to express the molecular vibrations would be to consider the vibration of a
diatomic molecule as that arising from a spring of force constant k, equilibrium distance r,, and mass
equal to the reduced mass of the system, w: this approximation is called the harmonic approximation,
and leads to the potential between the nuclel being expressed by a parabola, V = 1/2-1<(r-rm,)2 and it
assumes that on displacement the restoring force is proportional to the displacement. Substitution of
this expression into the vibrational Schroedinger equation leads to an expression for the vibrational
energy levels given by E.;, = hw(v+ '2), in which A is the Planck constant, v the vibrational quantum
number and ® the frequency of that vibration.

In this model, the vibrational levels are equally spaced by an energy amount of 4®, and the lowest state
1s characterized by a zero point energy (ZPE) of V2 ho.

In a molecule containing N atoms, there are 3N-6 vibrations (vibrational modes) in non-linear
molecules and 3N-5 vibrations in linear molecules. Ui(R) can be expanded in Taylor series around one
of its minima, U, If the expansion is truncated at the second-order term (harmonic approximation),
the co-ordinates can be chosen so to that the potential expression for a molecule is given by 3N-6 terms

depending on a single co-ordinate,



Uk X) = Unin + Vo2,0,°X,* (3.7)
At the same time, the vibrational wavefunction y,(R) can be expanded as a product of 3N-6 terms

Yu(X) = TTwi(X,) (3.8)

so that every w, is solution of a mono-dimensional Schroedinger equation. In the harmonic
approximation, the eigenvalues given by the Schroedinger equation for each of these co-ordinates are
equidistant in energy and the gap represents the vibrational frequency on that co-ordinate.

The total vibrational energy is given by
Evipr=h27 2 (1, * '2) 0, (3.9)

where u, is the vibrational quantum number for the harmonic vibration on the co-ordinate X, (and
assumes integer values 0, 1, 2...) and «, is the frequency of that vibration. For high quantum numbers
u, the vibration has larger excursions along the nuclear co-ordinate and the system can be in a broader
X, range: the harmonic approximation is therefore not accurate at high vibrational excitations.

The harmonic approximation is satisfied only near the equilibrium: a better approximation for the

potential energy curve is given by the Morse equation [13], which express the potential as

V = D (1-¢* Ty (3.10)

The equation, though good at equilibrium (where is approximates a parabolic potential) and at
dissociation distances, does not describe correctly the curve for »=0; nevertheless, its properties are
overall much better suited for a description of the potential curve than the harmonic potential.

D. 1s the depth of the potential curve- as can be seen by setting » as infinite- but the dissociation energy,
Dy, is given by considering zero point energy, i.e. Dy = D, — ZPE. a is a constant related to the second
derivative of the curve at equilibrium distance, 1.e. the force constant.

By substituting the Morse potential into the vibrational Schroedinger equation and solving, the

expression of the vibrational levels of a diatomic molecule becomes [14]
Evib = ho(v+ ) [ 1-x,(v+ 14)] (3.11)

where x, is a constant known as the anharmonicity constant- related to a- which takes into account the
deviation from a parabolic potential; with this contribution the vibrational levels are not equally spaced,
but their energy gap becomes narrower with increasing quantum number. Near the dissociation limit,

the distribution becomes virtually a continuum.



When anharmonicity is considered, the expression of the vibrational energy of a polyatomic molecule
1s given by

Evibr = 2 @i(vit V2)-[1- Zisi i vit+ V2)] (3.12)

Using this expression [14], in some cases it is possible to obtain the values of both ® and 7, in an ionic
state from the vibrational spacings within a photoelectron band; hence, D, and a can be calculated.
Consideration of anharmonicity implies that the potential curve increases more slowly than in the
harmonic approximation, where a parabolic curve describes the potential, and the energy levels become
more dense at higher quantum number, that is their energy separation decreases. Moreover, if the
harmonic approximation 1s not followed, it 1s not possible to completely separate the vibrational
motions of different normal co-ordinates: this means that the \y, in y,(X) = [|,\(X,) are no longer
correct stationary states but just approximations.

Another consequence of anharmonicity- and of the not strict separation of the vibrational motions- 18
that 1t can couple bound states to dissociative ones when the energy E,;, 1s higher than U,{(c0). With this
coupling it is possible that bound states in which the excitation quanta are all below the U,(o0) limit can
evolve to one in which all the excitation quanta are concentrated on a single bond, so that under the

effect of a constant perturbation, such an infrared absorption, a vibrational dissociation is possible.

3.3 SELECTION RULES IN PHOTOELECTRON SPECTROSCOPY

By irradiating a molecule in its initial state ", a perturbation V is introduced in the unperturbed
Hamiltonian so that

H=H"+V (3.13)
and therefore the molecular state becomes expressed by W'. The transition between the two states can

be possible if the mtegral that describes the coupling between the initial and the final state 1s non-zero.

This 1s expressed by

[+ v dr=0 (3.14)

where dt spans on all spatial and spin co-ordinates.

In case of a photoionization process the expression becomes
[ Wy u P de (3.15)
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u 1s the electric dipole moment operator, and the sum runs on all nuclei a and electrons /. The intcgral
1s named the transition moment integral.
As consequence of the Born-Oppenheimer approximation, the dipole moment can be separated into an
electronic and a nuclear part, p. and p,. This separation and the fact that electronic wavefunctions of
different electronic states are orthogonal lead to a simplified expression of the transition moment
integral, given by

J Y/'(R)* W,"(R) dR - J Y (r,R* 2ipe We'(r,R) dr (3.16)

The photoionization probability is given by the squared modulus of the integral,

pP= H PV(R)* W,"(R) dR - I e (r,R)* Yipe We'(r,R) dr’ (3.17)

The process has therefore the capability of coupling the two states V' and " only if both the integrals
JP/(RY* P, (R) dR (3.18)
and [o(rR)* Sipe Wo'(r,R) dr (3.19)

are not zero. This sets the basis for the photoionization selection rules 14, 15].

3.3.1 Electronic selection rules
It can be demonstrated that the electronic integral J‘Pe‘*(r,R) 2ie W."(r,R) dr does not vanish only if

there is no change i the overall spin of the system. The photoelectron is obviously liberated with s= 5,
so to respect the AS= 0 rule between the neutral and final (1on plus free electron) states the cation and
the neutral molecule must differ in spin by 2. This means that from a neutral molecule in a singlet spin
multiplicity state only a doublet cation can be formed, and from a doublet neutral only a triplet or a
singlet ion can be formed, and so on. This is the first photoionization selection rule.

In addition to this, it is possible to show that the integral vanishes if excitations or ionizations other

than one-electron ionizations are considered; this is the second photoionization selection rule.

3.3.2 Vibrational selection rules
For the vibrational integral J‘PV'(R)* ¥,"(R) dR to be non-zero, the direct product of the irreducible

representations of the initial and final wavefunctions ¥,' and ¥,” must be equal to the totally
symmetric representation of the molecular point group. Given the fact that at room temperature kT is
around 209 cm™ (0.60 kcal.mol™), a value usually much lower than the typical energy separation

between vibrational states, for the great majority of the molecules at room temperature only the totally
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symmetric vibration ground level with v"'=0 is populated. This means that only transitions leading to
totally symmetric ionic vibrational levels are allowed. In practice, the fact that the product of W.'(R)
and W,"(R) must be totally symmetric, with ¥,"(R) totally symmetric for the ground state, leads to
vibrational selection rules in PES of polyatomic molecules.

When the ionization involves a geometry change between the neutral molecule and the ion, the
selection rules apply only to the symmetry elements common to the point groups of the molecule and
the ion. If the geometry change can be associated to a particular vibration within the molecule, this

vibration is the one most likely to be excited in the photoionization process.

3.4 PHOTOELECTRON SPECTRA

Probably the most important piece of information obtainable from a photoelectron spectrum are the
jonization energies associated with each band and their relative intensities. Each photoelectron band is
associated with the energy necessary to produce an ion in a particular electronic state: the first band is
associated with the ionization to the ground 1onic level, the second band to the first excited 1onic state,
and so on. PES is not usually able to resolve rotational structure in a band, but it is often possible to
resolve the different vibrational transitions associated with the ionization process associated with the
PE band; in this case, the band is resolved into different vibrational components. The lowest in energy
of these components is defined as the adiabatic ionization encrgy (AIE), while the most mtense
component is called vertical ionization energy (VIE).

The adiabatic ionization energy of a band is the energy necessary to ionize a molecule in its ground
electronic and vibrational state to the lowest vibrational state of the ionic electronic state related to that
particular PE band. In other words, both the molecule and the ion are in their v=0 vibrational level; the

adiabatic transition 1s also referred as the 0-0 transition. The vertical transition is the transition for
which the overlap of the vibrational wavefunctions of the molecule and the ion, given by I‘PV‘(R)*
Y."(R) dR, is a maximum. The relative intensities of the vibrational components of a photoelectron

band is expressed by the Franck-Condon factor (FCF), which is proportional to the squared modulus of

this integral.
FCF o« | WU(R)* W," (R) dR |2

The most probable vibrational transition in an ionization process is related to the strongest component

of a PE band, and the vertical transition is the one for which the FCF is maximum. The VIE and AIE
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coincide only if the most intense component of the band is the lowest in energy, or in other words if the
ionic vibrational wavefunction that produces the highest overlap with the v"=0 wvibrational
wavefunction of the neutral molecule 1s v'=0. In general, however, v'=0 and v' #0 for the most intense
component.

Considering that at room temperature the neutral molecule would be in its ground vibrational level, the
spacings observable in a PE band are associated with the vibrational spacings of the ionic clectronic
state reached with the ionization associated with that particular PE band.

Along with the AJEs, the VIEs and the energy separation between vibrational components, the other
important information obtainable from a PE spectrum is the shape of the band: if this shows resolved
vibrational structure, the relative intensities between these components can provide useful information.
It is important to emphasize that the vibrational structure of a photoelectron band reflects the
vibrational spacings of the ion produced, and not of the neutral molecule: in fact, the vibrational
intensities are due to the different relative probabilities of reaching different vibrational states of the ion,
as in the molecule the starting vibrational state 1s almost always the ground state (v"=0).

Supposing that photoionization from the neutral to the ion involves also a vibrational excitation along a
normal co-ordinate separable from all the others in both the states, and that the mitial state 15 in the
ground vibrational state (v"=0), then the intensity of the transition depends on the relative positions of
the minima of the potential curves of the neutral and ionic states along the co-ordinate axis. In practice,
the most intense transition to a vibrational state of the ionic configuration is the one in which the states
are connected by a vertical line on the potential energy diagram: this explains the definition of vertical
given to the most intense component in the band.

If vibrational structure is present, then different types of photoelectron spectra are possible according to
the nature of the electronic states involved in the transition. Figure 3.1 helps in illustrating these cases.
The first possibility (reported as A in Figure 3.1) is that the neutral and ionic potentials have their
minimum at around the same co-ordinate X,: this often happens in large molecules. Such a situation
implies that by tracing a vertical line corresponding to the equilibrium geometry for the neutral state,
this line will also connect the maxima of the wavefunctions y,~ and ... [n this case the largest Franck-
Condon factor is the one related to the lowest vibrational states, \,» and \,, where all the others
involving higher vibrational states of the ionic state are increasingly weaker. The result is that the
spectrum displays a strong band corresponding to the v'=0>v’=0 energy (the adiabatic transition) and
much less intense bands at higher energies, related to the v'=0=> v’=1, v =02 v’=2 etc. transitions. The
vertical transition is here coincident with the adiabatic transition: the vibrational spacing observed is

expected to be very similar to the vibrational frequency of the neutral molecule, and the ionization
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mvolved 1s from a non-bonding orbital in the neutral. This is the case, for example, with the first

photoelectron band of water.

The second possibility (marked as B in Figure 3.1) is that the two potential curves have minima which
are displaced along the co-ordinate X,. In this case the maxima of the vibrational wavefunctions for
v"=0 and v'=0 are shifted, so the overlap between the wavefunctions for v'=0 and v' is greater when a
higher v' state is reached in the photoionization process. In particular, the Franck-Condon factor is a
maximum for a vertical transition corresponding to keeping the nuclei fixed to the initial co-ordinate
X,“. The adiabatic absorption v'=0-> v'=0 in this case is not the most intense, and the spectrum will be
given by a series of bands increasing in intensity until the vertical transition energy, obtained for a state
with a certain V' value. The intensities of the bands related to transitions to states with higher V'
decrease, so the overall intensity pattern after the vertical transition will be a decrease.

This distribution pattern reflects an 1onization involving a bonding molecular orbital. The vibrational

spacing will be smaller than that of the neutral molecule.

Finally, the possibility that the ionization produces an electronically dissociative state must also be
considered: in this case a continuous absorption band will be observed, as only translational levels will
be accessed, which are very closely spaced. Even if a dissociative state is accessed, the maximum of
the absorption will still be given by the transition with highest Franck-Condon factor, that is the

vertical transition.
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Figure 3.1- The different probabilities of PE bands according to the relative positions of the minima of the potential
energy curves of the neutral and the ion produced by photoionization; the PE band is reported on the right hand side
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3.5 THE HARTREE-FOCK METHOD

As it was stated in Section 2.2, the Schroedinger equation H¥Y= E-¥ cannot be solved analytically for
atoms with more electrons than hydrogen-like atoms and molecules with more electrons than H,". As
stated earlier, the Born-Oppenheimer approximation [12] leads to the partition of the total electronic
wavefunction as follows:

LP([",R) = kpvib(R) \Peh!c(r,R) (320)
and the Schroedinger equation can be separated into an electronic equation for the state k
Hetee Vi(r,R) = Eeec {R)- ¥i(r,R) (3.21)

and into a nuclear (or vibrational) equation for each vibrational state u associated with the electronic
state k

Hvibr\le(R) = Epuer lm'LPIm(R) (322)

The notation has been slightly changed from the one used in Section 3.2 m order to simplify the
expression of the two partial Schroedinger equations.

In order to obtain a method to describe the molecular electronic distribution, the electronic
Schroedinger equation plays the central role. To handle this task, another approximation 1s necded, that
1s to describe the motion of each electron by just a one-electron function. Such a function is called a
spin-orbital, and this approximation is labelled the one-electron approximation. For each spin-orbital-
indicated with A- it 1s possible to separate the spatial term from that associated with the spin

wavefunction of the electron. In the case of a single electron, the wavefunction can be factorized as

AMr,s) = ¢(r)-o(s) (3.23)

The ¢(r) spatial factor is called a space orbital and is associated with the volume of space where there
exists a probability of finding the electron, while the o(s) factor is called a spin factor. The spin
variable s represents the component of the electron spin along a certain axis and can assume only two
values, +'4 and %, denoted as a and 3.

The total electronic wavefunction ¥, is approximated by an antisymmetrized product of spin-orbitals,

in order to satisfy the Pauli exclusion principle [16] which states that the total wavefunction must be

antisymimetric on interchange of electrons (or that no two electrons can have the same set of quantum
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numbers). To satisfy this condition, the electronic wavefunction of a system with » electrons 1s

expressed by an antisymmetrized determinant:

(1) A1), (D)
Qe = 1NRY - | A1) 22(2).... An(2) (3.24)

}L1(I7) )\2(1’1). e }‘vn(l’l)

A; are the spin-orbitals, and the determinant in the above expression is called the Slater determinant |3,

11]. In a more compact expression, the wavefunction can be written as

@ (1,2..n) =" (1P hi(ky) Aa(ka). .. Aa(ka) (3.25)

where p is the number of electron exchanges to obtain a two-electron permutation (a system with »

electrons allows n! possible permutations: k;, k... ky).

3.5.1 The Variational theorem [11]

The total energy of a system associated with a wavefunction ¥ 1s given by the Rayleigh-Schroedinger
ratio

(PIH| W)
E=—"T"" (3.26)
(Y9

According to the variational theorem (11), if a trial wavefunction is used this ratio always gives a value
higher than the true total energy for the ground state. In other words, if ¥y is the true solution of the
Schroedinger equation for the ground state of the molecule, its eigenvalue E, can then be seen as the
lower limit of the Rayleigh-Schroedinger ratio. For any other trial wavefunction W, giving a total

energy Eiia, it can be shown that

(Vi | HI W i) (Yo HIWo)

Etrial =

v

= E() (3 27)
(Wt W) (Wo | Wo)

In fact, if the trial wavefunction is expressed as a linear combination of the true solutions of the system

Yiria = 2 ai- Vi (3.28)
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then the total energy difference between the system described by this trial wavefunction and by the true

ground state wavefunction can be written as

2iai*a;(Ei - Ey)
Euial — Eo = (3.29)
Yiai*a

With E, being the total energy of the ground state, E; > Ey and also a;*a; > 0, therefore, Eyiy > Eo.

The immediate conclusion of the variational theorem is that the best trial wavefunction describing the
system is the one producing the lowest total energy. Usually, the search for the “best™ wavefunction is
carried out by minimizing the ground state energy of the system by varying the parameters a while
keeping the ¥, fixed. An accurate choice of ¥, is therefore crucial for the success of the method.

An advantage of the variational principle is that- despite being valid only for the lowest state of a given
symmetry- it gives solutions also for excited states. It is important to remark that the theorem is valid

only for the total energy of the system, and not for other properties.

3.5.2 The Hartree-Fock equations |17|
As already mentioned in Section 2.2., applying the Born-Oppenheimer approximation the electronic
Schroedinger equation can be written as Hg'We = Eg-W, in which the molecular Hamiltonian is given
by

Ho =-% SV - Ta¥i Zae™/ Ry + X335 €%/ (3.30)

The first term is the kinetic energy of the electrons, while the following two terms are respectively the
electron-nucleus attractions and the electron-electron interactions. The kinetic energy of the nuclei is
assumed as negligible compared to the kinetic energy of the electrons, and the nuclei-nuclei repulsion
is initially omitted and only subsequently added to E.

With the definition of Hy given above, and the @, expressed by the Slater determinant, it is possible to
obtain E¢ with the variational method [17, 18]; in the case of a closed-shell molecule the expression for

the total energy, Eo, is given by

Ea=%T+ 22T - K) (3.31)

in which the energy integral I’;, the Coulomb integral J’;; and the exchange integral K’;; are respectively

defined as



U= ¥ [V - Y Zaftial Mi(1) de (332)
i = Barn#@) () M()A(2) do (3.33)

K25 = I (D*(2) [1rg] A(DA(2) de (3.34)

In these formulae, the integration involves both spatial and spin co-ordinates.
If integration is carried out on the spin components, the expressions of the operators depend on ¢, rather

than on A, Le.:

L= [0 [-4VA(1) - Za Zufra] 0i(1) dr (3.35)
3 = [0 (D8*() (1] 0:(1)i(2) dr (3.36)
Ky = [ (Do) [1/r] i(1)6:(2) dr (3.37)

and the total energy of the system is given by
Eer =221 + 2 2 (05 ~ Kyp) (3.38)

These equations are called Hartree-Fock equations [17]: the sum runs over all the occupied molecular
orbitals. E includes the electronic kinetic energies and the Coulomb electron-nucler attraction in the
term I- which can therefore be seen as the sum of the energies of each electron moving in the orbital i
under the effect of the potential of the nuclei. The electrostatic interactions between electrons in
orbitals i and j are taken into account in the term J, which is referred as the Coulomb operator. K,
which has no straightforward physical analogue, it is called the exchange operator, as it swaps spin-
orbitals with the same spin function: it vanishes for pairs of electrons having opposite spin.

An alternative- and simpler- expression for the operators 1s to express them in terms of one-electron

integrals
3 (1) = [0*(2) (i) 4i(2) dr] o) (3.39)
Ki(1) (1) = [Jo*(2) (1) 42) dr] (1) (3.40)

In this way J;; and Kj; assume the form

Ti = (DKM [4i1)) = @) 1121 62)) (341)
Ky = (DK o1y = (052 | K 432)) (3.42)



From them, it is possible to obtain a diagonalized form of the » x n Hartree-Fock matrix: in this way

the final expression for the Hartree-Fock equations is given by

Fo; = €-¢; (3.43)

in which F is called Fock operator, defined as F(1) = H;(1) + 2 (2J;(1) — Kj(1)) where the sum runs
over all the occupied spin-orbitals. H is itself the one-electron equivalent of the I; operator (defined as -
‘/sz - 20 Zo/Tie), and g; is the energy of one of the n occupied molecular orbitals. Its full expression is

therefore given by

=L+ Zj (QJl‘j — K,‘j) (3.44)

Both the J and K expressions contain the wavefunctions to be calculated. Therefore the Hartree-Fock
equations are a so called pseudo-eigenvalue problem and they have to be solved iteratively.

A way to start the search of accurate wavefunctions for the system is to choose an initial set of orbitals
¢;: from this a mean Coulombic potential can be derived for each electron. If this Coulomb potential is
added to the kinetic energy of all the electrons, a Fock operator can be built, and used to solve the
electronic Hartree-Fock equation Fo¢; = g;-¢i. In this way, more accurate orbitals are found and used to
re-calculate the mean Coulomb potential for the electrons in the system. The procedure s iterated until
no difference in the molecular orbitals (or in the total energy) can be found as consequence of an
additional optimization cycle: this condition of self-consistency has led to the name of the method as

the self consistent field (SCF) method.

3.5.3 The Hartree-Fock-Roothan method [17]
A powerful tool for the solution of the Hartree-Fock equations is to expand the molecular orbitals ¢; as
a linear combination of basis functions

bi = 2k Cik- Xk (3.45)

If the functions yx are chosen as atomic orbital functions, the method of expressing the molecular
orbitals is therefore called LCAQ (linear combination of atomic orbitals).

The Hartree-Fock equations are then written as
2k Cik Fogx = €2k Cik Xk (3.46)

and finally- after multiplication by y* and integration- the Hartree-FFock-Roothan (HFR) expression is
obtained
Yk Cik'(Fpq - €i-Spq) = 0 (3.47)
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In this expression, S, is defined as the overlap integral
Spq = Jxp*xq dr (3.48)

and Fpq as
Fpq = 115 Fxq dr = Log + 3 1265 (Dxa(1) (1r12) 15 Q)x:(2) dr = [ * (11 (1r12) %5 2)(2) dir]

The method is equivalent to the Hartree-Fock method: it is based on minimization of the encrgy by
changing the coefficients cix keeping fixed the atomic orbitals yx, and is a pseudo-eigenvalue method
that can be only solved iteratively. First the coefficients cy are estimated, and from them initial F,,, and

Spq Integrals are calculated. From them, €; are obtained by solving the equation

det | Fyq - £Spql =0 (3.49)

and a new set of c; is re-calculated for each & from 2 cu(Fpyq - €i-Spq) = 0 until self-consistency is
reached.

The method- used for closed-shell molecules- is usually referred as LCAO-SCF; when the expansion of
the molecular orbitals ¢; is as an infinite set of yx the result is the same as in the HF-SCF procedure.
For practical reasons is nevertheless necessary to make use of a finite number of basis functions vy,
when a very large number of functions 1s used, and the total energy does not change with a further
increase of the number of functions- this is defined as the Hartree-Fock limit. The accuracy of this set
(commonly named as basis set) 1s a factor of the greatest importance to give results of good quality.

This aspect will be discussed in more detail in Section 3.5.6.

3.5.4 Koopmans’ theorem and ASCF method

lonization energies are probably the most important pieces of information obtainable in a photoelectron
spectrum: it is therefore necessary to be able to calculate them (and assigning the molecular and 1onic
states associated with such ionizations) independently from the experimental results. If the ionization is
thought as leaving unaltered the molecular geometry (vertical ionization), and if the Hartree-Fock spin-
orbitals are considered to apply both to the neutral and the ionized molecule, then Koopmans ' theorem
[19] states that the energy necessary to ionize a closed-shell molecule by extracting an electron from
the spin-orbital Ax 1s equal and opposite to the energy of the spin-orbital Ay itself calculated at the
Hartree-Fock limit.

IE = En — Exp = -& (3.50)

where IE is the vertical 1oni1zation energy.
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Koopmans’ theorem is based on a number of approximations: the single determinant i the Hartree-
Fock equations, the neglect of electron correlation change between the molecule (a more detailed
discussion on the electron correlation problem will be given in Section 3.6) and the ion, and the neglect
of orbital relaxation (the change of the spin-orbitals when passing from the neutral to the cation).
Because of these approximations, it sometimes fails to correctly reproduce the correct order of the 1onic
states, as happens for example in molecular nitrogen.

In fact, the “true” VIE is related to the VIE predicted by Koopmans’ theorem by the relation
VIE = VIEx1 - R+ C (3.51)

where R is the term considering orbital relaxation and C the term considering correlation energy
change between the molecule and 1on. The electron correlation change on ionization and the orbital
reorganization often tend to compensate each other, so Koopmans® theorem sometimes obtains
fortuitously the experimental VIEs with a good approximation [20]. The fact that very often

Koopmans’ theorem overestimates the true VIE 1implies that R > C.

An alternative approach to calculate vertical ionization energies (VIEs) is to calculate the energy of the
cation at the neutral equilibrinm geometry and to subtract from this energy the energy of the neutral
molecule: this is called the ASCF method [21], and it takes into account the effect of orbital relaxation.
As the cation has one electron less than the neutral, the ASCF method often leads to calculated vertical
lonization energies which are too low as no allowance has been made for electron correlation in each

state. Normally ASCF VIEs are lower than the experimental ones, while Koopmans’ values are higher.

3.5.5 The unrestricted Hartree-Fock method (UHF) [22]

[t must be kept in mind that the HF-SCF and HFR-SCF methods described above are valid only for
closed-shell molecules: in those cases the calculations are referred as spin-restricted, as they assign the
same spatial function to the o and P electrons paired within the same molecular orbital. If
wavefunctions of open-shell molecules- in which at least one of the spatial orbitals ¢ 1s singly
occupied- are studied, the initial estimate ® can be made by a Slater determinant with a different
number of spin-orbitals A(a) and spin-orbitals A(B): the o and P electrons do not experience the same
Coulomb or exchange potential and so the two sets will have different energies and spatial distribution.

This aspect is exploited in the theoretical treatment of open-shell molecules because it does not
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mtroduce any restriction on the spatial distribution of the molecular orbitals to be obtained: the method
[22] 1s then called unrestricted Hartree-I-ock (UHF) in contrast to the restricted method (RHF) used for
closed-shell molecules.

For a molecular system of » electrons in a-type molecular orbitals and m (#1) electrons m B-type

molecular orbitals, the expression for the two sets of molecular orbitals can be written as

d)ia = Zp Cdpi'Xp and d)iB = XP CBPI'XP (3.52)

Two separate SCF calculations must be carried on the two sets, using the same procedure described for
the spin-restricted methods.

The UHF method has the advantage of providing a lower total energy with respect to RHF mecthods;
however, the problem in UHF calculations is the fact that the different spatial nature of the spmn-orbitals
introduces spin impurities in the resulting wavefunction. For example, doublet states can be
contaminated with quartet states. This arises from the fact that a single open shell configuration can fail
in being an eigenfunction of the spin operator, S*: the S? value obtained at the end of the calculation
must always be checked in order to estimate if the spin contamination is acceptable.

In this work, UHF calculations have been carried out on the ions needed for ASCF calculations: in

these cases, the S” value will be reported along with the total energies obtained of the ions.

3.5.6 Basis sets

In the choice of the basis set with which the molecular orbitals are expressed, two important factors
must be considered. A larger basis sets usually decreases the total energy of the system, then- as stated
by the variational principle- it describes better the system; there i1s a lower energy hmit, called the
Hartree-Fock limit, beyond which an increase of basis functions does not cause any energy lowering.
The Hartree-Fock limit is defined as the “true” total SCF energy of the system in the specific symmetry.
Therefore, on one side the results given by the basis set must be as close as possible to those obtained
at the Hartree-Fock limit; to reach this degree of accuracy, a large set of basis functions must be used.
On the other side, the computational time needed for a calculation with a very large basis set can be
prohibitive: the number of two-electron integrals- the most demanding calculational effort- rises as »”

where » is the number of basis functions.

Two main types of basis functions have been commonly used to describe atomic orbitals, Gaussian-

type orbitals (GTO) and Slater-type orbitals (STO).
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STOs [23] are represented as

% (1,0,0) = N-Y i (8,0) 1" e (3.53)

in which N 1s a normalization factor, n, 1, and m are the principal, azimuthal and magnetic quantum
numbers respectively, and Y),,(6,d) 1s a spherical harmonic. £ 1s an orbital exponential tactor depending
on the nature of the atom and on its state, and can be chosen so that each atomic orbital 1s expressed by
a single STO; the £ value is usually obtamed via independent calculations and left unaltered in the
molecular orbital calculations. STOs reproduce satisfactorily the whole “real” electronic distribution,
including the cusp shape of the electronic density near the nuclei. However, the two-electrons integrals

they produce cannot be solved analytically but only numerically, with a high computational effort.

The GTO [24] expression 1s given by
% (1,0,0) = N*ox'y "2 exp(-our?) (3.54)

a, b, ¢ are here integers whose sum is equal to the azimuthal quantum number /. The absence of any
dependence on the principal quantum number » 1mplies that the shape of single s, p, d... orbitals
produced by GTOs is the same whichever their n value. GTOs cannot satisfactorily reproduce the
proper electronic distribution both near the nuclei and at large r, but two-electrons integrals ivolving
GTOs can be evaluated analytically, because a product of Gaussian functions centred on different
points can be expressed by an equivalent single Gaussian centred on a third pomnt. Considering the
numerous and complicated integrals in the Roothan-Hartree-Fock equations, GTOs have a formidable
advantage over STOs, and they are widely used in LCAO-MO ab initio calculations. The problem of
their inadequate physical description of real AOs near the nucleir and at large r 1s solved by combining
some of them together [10], to produce what is called a contracted Gaussian-type orbital (CGTO); the
coefficients for such a combination are not optimized in the LCAO-MO procedure but are initially
chosen and kept fixed. In this way [25], a much larger basis set necessary to obtain the same quality of

calculation as the Slater-type orbitals can be used without losing too much computational time.

The basis set choice is very important, and the development of accurate basis sets is one of the most
crucial fields in quantum chemistry. An ideal basis set should be able to afford accurate orbital energies
in a reasonable computational time, and be applicable to a particular atom no matter its environment or
charge. Within the basis set, different functions are included to take into account different aspects of

the electronic distribution of the specific molecular state. Care must also be taken about the
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computational time required by large basis sets, especially when electron correlation (see later) must be
treated in cases where a high number of spin-orbital configurations are used.

The basis set must firstly correctly reproduce the core and valence electronic distribution: for this
purpose, a basis with the same number of CGTOs (or STOs) as the coretvalence atomic orbitals
(minimal basis) is usually not accurate enough. A double or triple number of CGTOs with respect to
the number of formally occupied atomic orbitals should be used: in these cases, the basis sets arc
labelled double-zeta (DZ) or triple-zeta (TZ). Zeta refers to the exponential term £ in the STO and GTO
expressions: double-zeta means that that two CGTOs (or STOs) are used to represent a single atomic
orbital, triple-zeta means that three CGTOs are used, and so on.

A type of basis set widely used is the split-valence K-LM G basis set [26, 27], in which each core
orbital is described by one CGTO resulting from contraction of K GTOs and the valence space is
represented by a double-zeta basis in which the first (or inner region) CGTO per valence function
comes from a contraction of L GTOs and the second (or outer region) by M GTOs; the advantage of
this basis sets 1s the balance between relative time economy and the flexibility for different atomic
states.

The valence space can be also described at the TZ level: for example, in the 6-311G basis set, the third
CGTO of the valence space is a simple GTO.

The electron density produced in this way needs to be augmented to take into account more angular
electronic distribution: this i1s useful to express the distortion in electron density arising from bond
formation, and is particularly important when the molecular geometry requires (such as in strained
rings or when double or triple bonds are present) flexibility in the electron density to cover the region
where the bonds must be formed. This is achieved by adding polarization functions to the coret+valence
functions of the single atom: these functions have usually an angular momentum one unit higher than
the valence orbital of the atom but with the same radial size. For example, for carbon the polarization
functions will be d-type orbitals. In the K-LM G basis sets, the presence of polarization functions of
this type is indicated by the presence of an asterisk (e.g. 6-31G*); if these polarization functions are
introduced also on the hydrogen atoms a double asterisk, as in 6-31G** 15 used.

Finally, for light elements or weakly interacting systems an additional contribution is given by diffuse
functions, in order to increase the radial distribution: diffuse functions are characterized by a lower
angular momentum quantum number than the valence functions. Their presence in a K-LM G basis set
is indicated by the presence of a + sign, as in 6-311+G**. Again, a double + indicates that diffuse

functions centred on the hydrogen atoms have been included.
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All these different contributions must be balanced m a reasonable way in the basis set expression: for
example, a very large polarization function on a reduced valence region size would lead to unreliable
results.

Numerous types of basis sets exist, and are constantly improved while new ones are developed: large
basis set libraries are available [28-31] | allowing the choice of those more suited for the study of the
system under observation.

Apart from the K-LM G type, a widely used type of basis sets was recently developed by Dunning [32-
34] and found very valuable in electron correlation calculations, due to their balance and their relatively
low computational time cost. They are made by contracted GTOs, and they have been developed up to
the quadruple-Z or quintuple-Z level. Moreover, for this class of basis set an extrapolation of the total
energy values obtained with the number of basis functions (DZ, TZ, QZ, etc.) can be carried out
order to obtain the complete basis set (CBS) limit, which indicates the “true” energy of the system. For
their reliability in considering electron correlation, they have been labelled as correlation consisient
(cc) basis sets, and they are labelled as cc-VXZ, where X reflects the number of basis functions used
for each formally occupied atomic orbital (cc-VDZ, cc-VTZ, etc.).

They can be used with polarization functions; it was found that the degree of accuracy improves when
polarization functions of more than one unit higher / number than the valence functions are included
(for example, for first row elements also ¢ and f functions can be included). In correlation consistent
basis sets, the presence of polarization function is indicated by a p prefix (e.g. cc-p-VDZ): this
corresponds roughly to the polarization functions presence marked as ** in the K-LM G basis set type.
For second-row elements, the presence of two maxima in the radial electron distribution of the 3p
orbital requires the introduction of an additional d polarization function to take into account also the
mner maximum; the presence of this additional function, defined as a tight polarization function, is
reported in the basis set labelling in the exponential part, as for example in cc-pV(T+d)Z.

The presence of diffuse functions is in this case represented by the aug prefix, as in aug-cc-pVDZ.

3.6 ELECTRON CORRELATION

The greatest limitation of the SCF methods described so far is that with the SCF method electron-
electron interaction is treated as an average Coulomb potential felt by an electron as well as an
exchange term between electrons of parallel spin; this is different from the instantaneous spatial

interaction experienced by electrons in a real system. As electrons are not properly correlated in the
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SCF method, this problem is called electron correlation. A consequence of this can be immediately
seen in the case of molecular hydrogen, when the Hartree-Fock treatment- without considering the
correlation between the two electrons- predicts that at dissociation an equal amount ot ions and atoms
are formed, while in reality the dissociation produces only atoms.

Two types of electron correlation can be distinguished: dynamic electron correlation [35] 1s a short-
range effect depending on the instantaneous motions of the single electrons, and a non-dvinamic
electron correlation [36], which arises from the fact that a wavefunction based on a single
configuration is madequate to describe particular systems where near-degeneracies in the electronic
configuration are possible. Non-dynamic correlation varies with the internuclear distance, and its effect
is particularly relevant at the dissociation lumit.

These two factors constitute the general electron correlation effect; only by adding correlation energy
to the Hartree-Fock energy it 1s possible to obtain the “true” total energy of the system under
examination. Even if the net correlation energy is a small fraction of the Hartree-Fock energy, it
assumes particular importance when energy differences (such as in ASCF calculations of 1onization
energies) are to be evaluated. In particular, as well as at equilibrium (where it also causes a lowering in
the total energy and an increase in band length), the effect of electron correlation is important at
dissociation, where the energy calculated by the Hartree-Fock method 1s always greater than the true
total energy. Moreover, clectron correlation also affects other calculated properties, such as the
frequencies of the vibrational modes of the molecule.

To reach a high chemical accuracy, effective ways to take into account electron correlation have to be
considered. Different methods have been developed to tackle the electron correlation problem, and they
find extensive application for ab initio calculations: the choice of method depends on the particular
class of molecule to be studied, and to the degree of accuracy of the results required related to the
computational time needed to perform the calculation. Tn this work, only two methods- Moeller-Plesset
perturbation theory (MP) and the coupled cluster method (CC)- have been used: they will therefore be

described in some detail.

In general, a single Slater determinant is not capable of satisfactorily representing a molecular
wavefunction: this approximation is too crude to take into account electron correlation.
The wavefunction should be expressed instead as a combination of single-determinant HF
wavefunctions of proper spin and angular symmetry obtained by single and higher excitations from a
reference determinant, i.e.:
¥=3B;-¥ (3.55)
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All the possible configurations with the same total angular and spin momentum as the reference one
can be used m this expression, considering also spatial orbitals that are usually considered vacant. In
this case contributions from excited configurations are included into the wavefunction expression. The
leads to the formation of new polarized orbitals [10] obtained by the combination of two spin-orbitals
n LPOJ-: the amount of such a combination is given by the relative value of their coeftficients, which itself
depends on the coupling magnitude between the different configurations, <LPUJ‘ HIW'y), and on the
energy difference between them.

Inserting the electrons into polarized orbitals allows a reduction of the electron Coulomb interaction
because they are spatially different between each other. Polarized orbitals are not the same as hybrid
orbitals, as each of them host only one electron (in hybrid orbitals there are two electrons) and they do
not necessarily extend along a bond of the molecule, as happens for hybrid orbitals. The introduction of
excited configurations allows dynamic electron correlation to be treated satistactorily.

The real energy of the system is obtained by using a complete active space method (CAS-SCF) 1in
which all the possible configurations arising from all the electron permutations in a selected group of
molecular orbitals are included in the expansion; if also a complete basis set 1s used, the result 1s the
exact solution of the Schroedinger equation. In practice it is necessary to truncate both the LCAO and
the multiconfiguration expansions to a certain point, given the fact that otherwise millions of
configurations would arise; considering that the computing time depends on the square or the cubic
power of the number of configurations, CAS-SCF is usable only for small molecular systems.

The methods of incorporating electron correlation in the Hartree-Fock method can be broadly divided
in two main categories [10]: those based on the variational theorem and those based on perturbation

theory.

3.6.1 Variational methods

Two main variational-based methods are used in ab initio calculations, the multiconfigurational self-
consistent field method (MC-SCF) and the configuration interaction method (CI). The advantages of
the variational treatment is that it does not rely on one particular configuration, and that it can “bracket”
the true energy of the system, so there will always be a true energy value between two calculated ones.
The weakness lie mainly in the fact that they are usually very computationally time-consuming (often
tens of thousands of configurations must be taken into account to afford good chemical accuracy) and
they are not size-extensive, in the sense that for the variational approach two fragments at very long

distance do not produce twice the energy of a single fragment.
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The MC-SCF method [10] minimizes the Rayleigh-Schroedinger ratio by varying the LCAO
coefficients ¢; at the same time as the multiconfiguration coefficients B; are varied; this method 1s
particularly important to treat non-dynamic electron correlation, but it depends heavily on the quality of
the choice of the configurations to be included in the procedure, and usually the number of excited
configurations is not high enough to completely describe non-dynamic electron correlation.

The CI method [37, 38] first determines the LCAO coefficients by using a single-configuration spin-
restricted SCF, then expands this configuration (reference configuration) with new ones arising from
substituting occupied orbitals with wvirtual ones (excited configurations), the coefticients for this
expansion are determined by applying the variational treatment to the Rayleigh-Schroedinger ratio. As
the first step, the single-determinant Slater expression @y is used to solve the Hartree-Fock equations;
the wavefunction 1s then re-formulated as a combination of single-determinant HF wavefunctions- of
the same spin and angular symmetry- obtained by exciting one or more electrons from occupied MOs
to virtual ones in the reference wavefunction. According to the number of electrons removed from
occupied MOs, single, double, triple... excitation functions @; will be formed (their number is /7, while

the number of electrons 1s n). The total wavefunction is then expressed as
® = B,Dy + 2 B D; (3.56)

Variational treatment leads, as in the HF-SCF method, to secular equations
2 (Hjr - E-8;:)-Bpe =0 (3.57)

in which H;, = [JOH®, d1, dts ... d1, (3.58)

The most used option is the one using just single and double excitations, CISD: in this way an
approximate contribution of just single and double excitations on the total correlation energy, AEcsn, 1S
obtained. A useful formula [39] to approximate the real energy correction due to electron correlation is
given by

AE¢ com = (1- Bo®)-AEcisp (3.59)

where By 1s the coefficient of the reference determinant in the multiconfiguration expansion. In this

way part of the correlation energy is taken mto account.

62



3.6.2 Perturbative methods [40]

The other important category is based on the perturbation approach; even if the coupled cluster method
(CC) 1s not strictly a perturbation method, its results are quite similar to those produced by properly
perturbation treatments like MP2 and it 1s therefore presented with them [41].

Perturbation methods are size-consistent, because the energy of two equal fragments at infinite distance
is equal to twice the energy of the single fragment, and the equations for the two (or more) fragments
are separable. The drawbacks of the MP2 and CC methods are the fact that the energies they give are
not necessarily an upper limit of the correct energy: they can be lower than the true energy. Moreover,
the results arise from corrections of an initial reference wavefunction: in cases of inadequacies in
choosing this reference- or situations in which more than one reference wavefunction are neccssary to
describe the system, such as in interactions between electronic surfaces- the results are often unrehable,
especially in open-shell molecules.

Moeller-Plesset perturbation theory (MPPT) is one of the most used molecular orbital ab initio
methods [42]; it starts by assuming the sum of all the Fock operators for every electron within the
molecule as the unperturbed Hamiltonian Ho. A perturbation treatment is then applied by expressing
the exact Hamiltonian H as:

H, = Hy + AV (3.60)

where A is a numerical parameter and V is the perturbative operator. From perturbation theory [40], the
exact wavefunction is then formulated as

@), = T -0 (3.61)
in which the ® are the i-th order contributions to the wavefunction. In the same way, the total energy
is given by

E, = Y ALED (3.62)
These expansions may be truncated at a certain order: according to where this truncation occurs, the
perturbative series is defined as MP1, MP2... MPn.

Recalling that
@ = @, and EP=Y¢ (3.63)

it is possible to show that the MP1 energy E + E" is equal to the HF energy

EQ + D = [[oHdD, d1, d1s ... d1, (3.64)
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The second order contribution is given by
E? =% (B - B+ Vi ? (3.65)
The sum runs only over double substitutions. Vi, is expressed as

Vio = JJXI*(l)X_l*(z)(l/rlj)[’x,d( I )Xb(2) - Xb(] )Xu(z)] dr dr,

Concerning the wavefunction expression, the first-order correction consists just of double excitations
(two virtual spinorbitals replace two occupied ones), while in second order wavefunction corrections
also single and triple excitations appear.

It is possible to consider higher order contributions to the total energy and the wavefunction;
nevertheless, truncation at the second order (MP2) already takes into account between 50 and 80% of
electron correlation, with a relatively small computational time. This 1s why MP2 is one of the most
successful methods in quantum chemistry- and the more extensively used in this work: its main
advantage is the relative economy in computational time, and the fact that after choosing the inttial
reference wavefunction no other assumptions must be made on the other configurations because they
are directly determined in the method.

In the Moeller-Plesset method, the first and second derivatives of the energy are obtained analytically:
this has an advantage for the location of stationary points and for the calculation of the harmonic
vibrational frequencies, and this is why all the geometries and vibrational frequencies in this work have
been calculated at the MP2 level. Not being a variational method, oscillations have been observed in
the MPn energies for increasing #: the true energy of the system could be extrapolated from the
asymptotic value for MPw; the method has been observed to work better when a large basis set 1s used
because in the perturbation approach a good description of the virtual spin-orbitals is particularly
important. In this case, it has been calculated that in general around 75% of electron correlation has

been taken into account already at the MP3 level.

The coupled-cluster method (CC) [41] adopts a different approach of expressing the correlation-
corrected wavefunction not as a combination of single-determinant wavefunctions but by multiplying
the SCF wavefunction by e', i.¢.:

Y=c'®

where the operator T acts to introduce excitations on the single-determinant SCF wavefunction ®.
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Its analytical expression 1s given by

T= Zi,m t[‘M+ + Zi,mj,n tij'M++ + ..

In this expression, M is the operator producing a virtual spin-orbital n from an occupied one 7, while
operator M"" causes a double excitation from spin-orbitals / and ; to spin-orbitals m and #, and so on.
The coefficients ¢ are to be determined just as the coefficients C had to be determmed in the other
methods. The CC equations to be solved are quartic functions of the coefficients  and must be solved
iteratively. This implies that a good choice of the initial approximate wavefunction is needed. If only
the terms linear in 7 are considered and no coupling between doubly-excitation configurations arc
allowed, the coefficients become very similar to those of the MP wavefunction: these have been proved
to be a good starting point, and offer a valuable link to the Moeller-Plesset method. The most used
class within CC methods is the one considering only single and double excitations, plus triple
excitations evaluated using perturbation theory, 1.e. CCSD(T): this method has the lmitation of being
quite time-consuming with respect to MPn, but it 1s considered as the best single-reference method, as
it can lead to good results even if the initial reference wavefunction may not be particularly accurate.

However, the lack of an analytical expression for the energy gradient in CC calculations still makes
MP2 the most suitable method to carry out the geometrical optimization for large molecules, as well as

the calculation of their harmonic vibrational frequencies.

3.7 DETERMINATION OF MINIMUM ENERGY GEOMETRIES AND VIBRATIONAL
FREQUENCIES

To calculate the minimum energy geometry of a molecule and its harmonic vibrational frequencies [43-
48], 1t must be recalled that the nuclear energy of a molecule 1 a certain electronic state as a function
of the internuclear co-ordinate can be seen as a multidimensional potential energy surface: in this case,
a minimum has a zero first derivative of the energy on all the » internal co-ordinates, while all the n*
second derivatives must be positive. In the case of a fransition state, all the second derivatives are all
positive but one, indicating a saddle point along that particular co-ordinate on which the second

derivative is negative.
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The first derivatives form a n-long column vector called a gradient and all the negative of its elements
(that 1s, the negatives of the first derivatives) are called forces; the second derivatives form a n-i7 square
matrix called a Hessian matrix, and its terms are defined as force constants.

For the location of a minimum on the potential energy hyper-surface, the analytic gradient method is
normally used; in it, the first step is to formulate an initial approximate geometry. Then an expression
for the Hessian matrix is estimated, allowing the Hartree-Fock energy to be calculated at the mitial
geometry, and from this an analytical expression of the gradient vector g = AE/ dr is obtained. At this
point, the Hessian matrix can be obtained from numerical differentiation of the gradient vector or by
being simply updated using available formulae such as the BFGS algorithm [49]. From the starting
geometry, steps are moved in different directions and the one producing the lowest energy 1s followed
as the direction to obtain the new geometry. The process is then reiterated until both the step size and

the forces become lower than a value fixed at the beginning of the geometry optimization procedure.

Once the minimum energy geometry has been located, the forces are analytically derived and
subsequently numerically differentiated to obtain the force constants Hj. Considering that in the

harmonic approximation [14] the energy near the minimum is given by
UlR) = Upin + V22 Hij AR; AR;
then it 1s possible to change variables so that it becomes
UKR) = Upin + V220,'R,”

The Hessian matrix can therefore be diagonalized and the harmonic vibrational frequencies obtained.

3.8 CONCLUSIONS

Calculations aimed at determining the molecular electronic distribution- and the most relevant
characteristics of molecules, such as their minimum energy geometry, ionization energies, vibrational
frequencies and total energy- can be divided in two major classes: ab initio calculations and density
function calculations. For their general validity, systems without heavy atoms are usually preferably
approached by means of ab initio calculations: with this category, the Roothan-Hartree-Fock method is

the most commonly used. The method 1s based on the use of a Slater determinant description of the
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molecular wavefunction, and the calculations are carried out by minimization of the total energy of the
system, using the Variational theorem. This operation is conducted by optimization of the coetficients
used to express the atomic orbitals as a linear combination of a pre-determined set of functions (the
basis set). The approximation introduced by using a finite set of basis functions 1s compensated by the
improvement of the basis functions quality, by including contributions from polarization and diffuse
functions. The problem of electron correlation 1s tackled either by variational or by perturbative
methods, and is based on the use of more than one Slater determinant to express the molecular
wavefunction.

In this work, calculations were needed to facilitate the assignments of the experimental photoclectron
and infrared spectra recorded for studies on the DMS+Cl, reaction (Chapter 4) and on organic azide
decompositions (Chapter 5); moreover, they were needed to establish the mechanism for these
reactions. Calculations at the MP2 level have been used in all the geometrical optimizations and the
calculations of total energies, harmonic vibrational frequencies and vertical ionization energies (VIEs),
both for the azides and their decomposition products and for the DMS+Cl, system. For the azide
calculations only the 6-31G** basis set has been used, while the DMS+Cl, system has been described
by means of different basis sets, which will be presented in Chapter 4. The total energies at fixed points
on the DMS+CIl, potential surface have been determined also by means of single-point CCSD(T)
calculations at geometries obtained at the MP2 level. Given the more accurate values provided by the
CCSD(T) method with respect to the MP2 method, this was necessary because- i contrast with the
azide systems- the formation of a reaction intermediate between DMS and chlorine was observed only
by PES without the alternative fingerprint provided by IR matrix 1solation spectroscopy. Also for
CCSD(T) calculations different basis sets have been used, as will be reported in Chapter 4.
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CHAPTER 4

A SPECTROSCOPIC STUDY OF THE ATMOSPHERICALLY RELEVANT
REACTION OF DIMETHYL SULPHIDE WITH MOLECULAR CHLORINE

4.1 INTRODUCTION

While the reaction between DMS and Cl atoms has been subject of numerous experimental | 1-3] and
theoretical [4, 5] studies (recently, also PES experiments have been conducted at Southampton
University, and the results are currently under analysis [6]), the reaction between DMS and Cl, has
been less studied: spectroscopic studies have been conducted in the liquid phase [7], and in a matrix [8,
9], but questions on the actual reaction mechantsim have been left unresolved.

When DMS and molecular chlorine were co-deposited in a matrix, in fact, evidence was found of a
reaction intermediate [8]- which decomposed when irradiated by a mercury lamp- characterized by a
strong vibrational band at around 360 cm™, but no assignment was given for the intermediate, and the
overall reaction mechanism was not determined.

In the gas-phase, the reaction has been the subject of a study by photoelectron spectroscopy by the
Southampton PES group: along with PE bands associated with the reagents and the products,
monochloro-DMS + HCI, two unassigned bands with VIEs at approximately 9.6 and 10.5 eV were
observed: the dependence of their intensities on the mixing distance of DMS and Cl, above the photon
beam suggested they are associated with an intermediate of the reaction, but no convincing assignment
has been given. Moreover, a more systematic investigation of the experimental conditions (mixing
ratios and times, and partial pressures) was needed in order to fully characterize the compound

associated with these bands.

The aim of this work was to give a deeper insight into this reaction, both from the mechanistic and the
kinetics point of view. For this, it was decided to perform also FT-IR and FT-UV studies on the
reaction in the gas-phase, in order to provide additional “fingerprints” for the monitoring of the

reaction, and for the formation of highly chlorinated species. The work presented here will focus on the
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mechanistic aspect, as a measurement of the rate constant of this reaction in the gas-phase at room
temperature has been carried out by Dr. Ghosh in the Southampton PES group [10].

In the present work, the DMS + Cl, reaction was studied in Southampton by UV-photoelectron
spectroscopy and by infrared matrix isolation spectroscopy, and at the Rutherford Appleton Laboratory
by FT-infrared and ultraviolet spectroscopy. The most important difference between the expertments at
Southampton and at the Rutherford Laboratory is the fact that in Rutherford the spectroscopic
measurements were conducted in a static cell in which the gases were mixed, while in Southampton the
UV-photoelectron spectrometer was equipped with an inlet system in which the gases were
continuously flowing: this- and the possibility of changing the distance between the detection and the
mixing point, see following section- meant that PES measurements could be performed at lower
reaction times with respect to those in the FT-IR or UV experiments, where the closed cell led to the
formation of reaction products under equilibrium conditions. In the matrix isolation expcriments
performed in Southampton, the gases were also pre-mixed prior to deposition in a matrix.

The data obtained from the different techniques provided evidence about how the reaction proceeds
under different conditions.

Supporting the experimental work, ab initio calculations have been extensively used to interpret the
PES results and to obtain a relative energy diagram and to elucidate the mechanism for the reaction,

particular for the first steps in the chlorination of DMS.

4.2 Experimental section

4.2.1 UV-photoelectron spectroscopy

The 10 cm analyser radius single detector photoelectron spectrometer- specifically built for the study of
reaction intermediates [11]- was the same one as used in the azide project. This has been extensively
described in Chapter 2.

The only change for the DMS+ Cl, study was the use of a gas-inlet system. A system of two concentric

glass tubes was used, as represented in Figure 4.1.
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Figure 4.1- The inlet system used for the PE study of the DMS + Cl, reaction

In Figure 4.1 the external tube 1s T-shaped. One end fits into the top of the reaction cell inside the
ionization chamber of the spectrometer, so that its opening lies 0.5 cm above the photon beam. The
side-arm of the tube is connected to a needle valve via a short Teflon tube. The needle valve is
connected to a chlorine cylinder via a regulator. The inner inlet tube 1s also connected to a needle valve,
which in turn is connected to a flask holding a DMS sample via another short Teflon connection. In
order to passivate the internal surface of the glass inlet and of the Teflon tubes, it was necessary to
flush DMS through the system (DMS 1s a liquid of high enough volatility to allow a stable vapour flow
by simply opening the needle valve to the vacuum of the ionization chamber) for some minutes. The
surfaces were considered passivated once the photoelectron signal of DMS showed no trace of
mmpurities, and when the pressure recorded in the chamber by the ion gauge showed no fluctuation
leaving the needle valve setting unaltered. The distance of the inner tube relative to the end hole of the
outer tube could be easily adjusted so that PE spectra can be recorded as a function of mixing distance

(time). Different outer tubes have been used: they differed in the diameter of the exit hole. Tubes with
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openings of 0.5, 1 and 2 mm have been used, along with an “open” one in which the opening was the
maximum possible for fitting inside the reaction cell (approximately 1 c¢m). Different openings mean
different mixing times, because as the exit hole gets smaller the longer the gases stay inside the mixing
volume inside the outer tube. The open tube allows the molecules to be pumped efficiently towards the
photon beam by means of the pumping provided by the diffusion pump below the reaction cell (sce
Figure 4.1); on the other hand, the 0.5 mm hole increased the probability of collisions between
molecules inside the outer tube. In the case of such small openings, the situation approached that of a
static cell, in which the gases are mixed. These were the conditions used n the FT-IR and UV
experiments at the Rutherford laboratory.

The mner tube could be moved inside the outer one through a Teflon seal without allowing any air to
enter the system. By varying the distance between the openings of the outer and inner tubes, the
reaction times could be varied: when the two holes were together (0.5 ¢cm above the photoionization
point) the two gases had virtually no space to mix and therefore to react with each other, while as the
inner tube was raised above the outer one, this space increased allowing a higher probability for the two
gases to mix and react. A maximum mixing distance of 45 cm was used in these experiments.

In this way, two parameters were used to control the extent of the reaction: the outer tube opening and
the distance between the ends of the two tubes. It was assumed that there was a direct relation between
this distance and the contact time between the two gases: for an open outer tube, a distance of I ¢m
corresponded- considering the pressure gradient between the ionization chamber and the mner inlet
tube- to a contact time of roughly 0.5 ms [12]. From now on, the distance between the opening of the
inner and outer tube will be therefore referred as the mixing distance, which is itself related to the
reaction time.

Studies were conducted by varying the mixing distance for a fixed outer tube opening. For example,
when the 1 mm hole for the outer tube was used, spectra at mixing distances varying from 0 to 45 cm
(and vice-versa) were acquired, with usually four spectra being obtained at each distance; the same
operation was then repeated for an outer tube with a different opening. The two extreme situations were
a mixing distance of zero using the open outer tube (in this case the two gaseous substances had
virtually no time to be in contact and react, even if the mixing distance is still 0.5 cm above the photon
beam) and a mixing distance of 45 cm with the 0.5 mm outer tube, where a long volume of the outer
tube was available as a mixing volume for the gases, and the small opening made the reaction time very
high.

It was preferred to introduce Cl, along the inner tube. Chlorine was introduced by directly connecting a

cylinder of the pure gas to a needle valve. Also 1n this case, it was necessary to flush chlorine through
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the system for some minutes, in order to get rid of the hydrochloric acid produced by reaction with
residual water. This operation was monitored by recording the first photoelectron band of HCI, which
1s an easily recognisable strong, sharp band with VIE at 12.75 eV [13]. The surfaces were considered as
satisfactorily passivated when the intensity of this band was around a hundredth of the first band of Cl,,

which 1s a broader band with VIE at 11.69 eV [13].

The choice of the operating pressure was controlled by two main factors:

- the DMS partial pressure in the ionization chamber could not exceed 4-10” mbar.

- DMS should always be in excess or approximately in equal molar concentration to Cly, in order to
study the first chlorination mechanism and to avoid the presence of higher chlorinated DMS

species.

Given the similar molecular weights (62 am.u. for DMS, 71 a.m.u. for Cl,), it was assumed that the
molar ratio between the gases was directly proportional to the ratio of their partial pressures, and that
the total pressure increase read by the ion gauge in the ionization chamber was the sum of the partial
pressures of the gases introduced. Typical experiments were performed with a base pressure of 1.0-107
mbar; then DMS was introduced until a total pressure of 4.0-10° mbar was reached. Chlorine was then
introduced until a total pressure of around 7.0-10” mbar was obtained. The stability of the pressure of
chlorine in the system proved to be less easily reached than for DMS: routinely, the pressure of Cl, was
periodically checked (and readjusted to the pre-set value) every few minutes by closing the valve of
DMS and reading the pressure both on the ion gauge in the ionization chamber of the spectrometer and
on the regulator on the chlorine cylinder.

Calibration of the spectra was usually performed using the well known VIEs for the reactants (DMS,
first band with VIE at 8.72 eV, Cl,, first band with VIE at 11.69 ¢V, second band with VIE at 14.40
eV), or for the HCI produced (first band, VIE at 12.75 eV) [13]. These bands were usually easily

recognized, due to their imtensity and shape, without major overlap with bands of reaction products.

4.2.2 Infrared matrix isolation spectroscopy

The apparatus used for infrared matrix isolation spectroscopy is the same as used for the azide project,
and has been described in Chapter 2.

Nitrogen was used as the matrix gas. DMS and Cl, were mixed in a cell with usually a 1:2 molar ratio,

as evaluated by their partial pressures. The total pressure was typically set at 10 mbar.
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Deposition times of the condensed mixture ranged between 30 and 90 minutes: no major changes were
observed in the spectra between these tumes, indicating that the reaction is fast enough to reach an
advanced stage after 30 minutes after the mixing of DMS and Cl, in the cell.

The DMS/CI; molar ratio and the long deposition times made the IR matrix isolation experimental
conditions more similar to those of the FT-IR and UV measurements in the Rutherford laboratory
rather than those of PES experiments: while the PES measurements were more focused on the early
stage of the DMS + Cl, reaction leading to the production of mono-chlorinated DMS, the matrix
isolation and the Fourier Transform IR and UV studies were more focused on the subsequent steps,

which lead to the formation of highly chlorinated DMS species.

4.2.3 Gas-phase FT-IR and UV spectroscopy

These experiments were conducted at the Molecular Spectroscopy Facility at the Rutherford Appleton
Laboratory.

The pure reactants were introduced into a mixing cell via a vacuum line, which 1s shown schematically

in Figure 4.2.
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Figure 4.2- Schematic diagram of the vacuum line used to introduce DMS and Cl, into the FT-IR/UV spectrometeyr

The mixing cell was a glass cylinder 22.85 centimetres long- measured between the internal surfaces of
the circular windows, which had a diameter of 5 centimetres. The windows used were made of KBr,

when radiation between 400 and 40,000 cm” wavenumbers was used, while for radiation between
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40,000 and 50,000 cm™ windows of CaF, were used. Each window had a wedge shape in order to
minimize fringes in the radiation transmitted. The outer surface of the cell was covered with alumimium
foil to minimize external effects of temperature or radiation on the cell, and ethanol was flowed in a
Jacket around the cell to avoid heating.

The mixing cell was connected to a Bruker IFS 66V/S Fourier Transform Spectrometer, which
provided a spectral coverage from 370 to 50,000 cm™ with a resolution of 0.12 ¢cm™. An overall
representation of the spectrometer is given in Figure 4.3.

Radiation was produced i the UV region by a Xenon lamp, while in the IR region it was produced by
a glowing filament of silicon carbide; the beam was collimated to a gold-coated paraboloid mitror
which reflected 1t towards the cell. After passing through the cell, the radiation enters the detection

chamber.
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Figure 4.3- Schematic diagram of the FT-IR/UV spectrometer used in the study of the DMS+Cl, reaction

The beam can be oriented towards different detectors by adjusting the mirror positioned at the entrance
of the chamber; once oriented, the radiation beam is collimated towards a specific detector by another

gold-coated paraboloid mirror.
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For IR radiation, an indium antimonite (InSb) detector was used for the 1800-6000 cm™ region, while a
mercury cadmium telluride (MCT) detector was chosen for the 500-8000 cm™ region. For the UV
region, the detectors were either a silicon photodiode (between 9,000 and 25,000 cm™) or a Gallium
phosphide detector (between 25,000 and 52,000 cm™).

All the volume where the radiation passes (except for the mixing cell) was kept at low pressure- at
around 10~ mbar- by means of pumps connected to different sections of a stainless steel cell which

comprises all the radiation path.

DMS was first frozen by lowering the flask holding the sample into liquid nitrogen and pumping away

any residual air or impurities by opening the flask to a vacuum line. A freeze-pump-thaw procedure

was repeated several times, chlorine was directly connected from the cylinder, but the section between

the cylinder and the vacuum line was first evacuated to eliminate air or other volatile impunities.

The experiments were conducted by first filling the cell with a certain pressure of one of the reactants,

then evacuating the rest of the vacuum line after having closed the connection to the cell. The vacuum

line was then filled with the second reactant and the connection to the mixing cell was opened, letting

the two gases mix and react.

The pressure of the first gas introduced in the cell 1s known with certainty, because it 1s the one read by

the ion gauge connected to the vacuum line; concerning the second gas, no direct measurements of its

partial pressure were possible. The facts that had to be considered were

- the initial pressure of the second gas read by the 1on gauge refers to the one n the vacuum line
before the opening of the connection to the mixing cell

- the final total pressure is affected by the expansion of the first gas initially contained in the cell

- as consequence of the reaction, new products can be formed which alter the molar ratio in the
gaseous mixture in the cell

Therefore, an 1deal behaviour of the reacting gases was assumed. After an initial measured pressure x

of gas B was introduced in the vacuum line, by opening the connection between the vacuum line and

the cell this pressure clearly drops to y: this is the therefore the pressure of gas B in the cell. From

assumed 1deal behaviour, the ratio y/x between the mitial and final partial pressures is unaltered by the

content of the cell, but is only due to the ratio between the initial and final volume available for the gas.

This y/x ratio was determined by averaging several different measurements, and set as K. In practice,

this was done for DMS and the ratio of the volume of the line to the volame of the cell was found to be

1:1.8. Supposing that a pressure ! of gas A 1s already present in the cell when the connection to the

vacuum line 1s opened to introduce gas B, the partial pressures of A and B in the cell can be calculated
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knowing the ratio of the volume of the line to the volume of the cell. So for gas A initially in the cell at
a pressure Py, the final pressure is Pa+(1.8/ 2.8). For B, introduced into the line with the valve to the

cell closed, the initial pressure P gives a final pressure in the cell of Py-(1/2.8).

The mtensity of the lamp emission was subject to considerable fluctuations, especially in the first hours
after 1t had been switched on. It was therefore necessary to record background spectra on the empty cell
before and after every mixing, then to average these background spectra and subtract them from the
one obtained for the reaction.

Typical acquisition times before obtaining the spectral results were set as 30 seconds: longer times
provide better quality spectra, but the speed of the reaction required faster scans to monitor the actual

increases or decreases of bands with time as consequence of the mixing and reaction of Cl, and DMS.

4.2.4 Chemicals used in the experiments

In all the experiments, commercially available compounds were used without any further purification.
The commercial samples were

- DMS: 99+ %, Aldrich

- Cly: 99.9 %, Air products

- CH;SCH,CI1 (monochloro DMS): 95 %, Aldrich, hereafter referred as MDMS

- CH;SCHCI, (1,1-dichloro DMS): 95 %, Aldrich, hereafter referred as DDMS

1,1,1-trichloro DMS (CH;SCCls) was prepared following a method in the literature [14], that i1s mixing
DMS with SO,Cl, at room temperature with a molar ratio roughly 1:3.5, and subsequently degassing
the yellow liquid obtained for few hours. Characterization by mass spectrometry showed that the
mixture obtained 1s mostly composed of 1,1,]1-trichloro DMS (hereafter referred as TDMS), with a

small amount of DDMS. Infrared and UV-photoelectron spectra will be presented in Section 4.4.

1,1,1,1°-tetrachloro DMS (CICH,SCI;) was prepared by mixing DMS with SO,Cl; at room temperature
with a molar ratio around 1:4.5. The orange coloured liquid obtained was characterized by mass
spectrometry and showed that it consists mostly of 1,1,1,1°-tetrachloro DMS (hereafter referred as
TrDMS), but not negligible amounts of TDMS were still present. IR and PE spectra will be presented

n Section 4.4.
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4.3 Spectroscopic characterization of DMS and stable chlorinated DMS

compounds

4.3.1 DMS

Dimethyl sulphide infrared, ultraviolet and photoelectron spectra are well known in literature [14-16];
nevertheless, for the sake of compatibility between the experiments, IR, UV and PE spectra were re-

acquired and calibrated in this work.

FT-infrared spectroscopy

The Fourier transform infrared spectrum of gas-phase DMS is reported in Figure 4.4. Below 900 cm™
and above 3100 cm” no significant bands were observed. The most significant bands experimentally
observed are listed in Table 4.1, along with the normal mode with which they are associated (results

taken from ab initio calculations on DMS, see Sectton 4.6).
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Figure 4.4- The FT-IR spectrum of DMS in the gas phase (approx. pressure 20 mbar)
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Table 4.1- Vibrational frequencies measured for DMS with the associated normal mode

IR frequency (cm'l) Normal modes
966

1016 C-H; wagging
1039
1314
1428
1437
1457
2926
2969 C-H; stretching
2997

C-Hj scissoring

FT-ultraviolet spectroscopy

The Fourier Transform UV spectrum of gas-phase DMS at different pressures is reported in Figure 4.5.
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Figure 4.5- The FT-UV spectrum of DMS in gas phase at pressures of 0.2, 0.5, 1.0, 1.5 and 2.0 mbar
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The spectrum 1s in good agreement with that reported in the literature: the most intense peaks in the UV
spectrum recorded in this work are at 227.9 and 214.2 nm, compared with literature values [14] of 228

and 213 nm.

Photoelectron spectroscopy
The literature UV-PE spectrum of gas-phase DMS [16] 1s reported in Figure 4.6, while Table 4.2 lists
the calibrated values for the vertical ionization energies (VIEs) of the bands, which are numbered in

Figure 4.6.
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Figure 4.6- Hel-photoelectron spectrum of DMS with numbering of the bands

Table 4.2- VIEs of the PE bands of DMS reported in the literature (see Figure 4.6 for the numbering of the bands)

Band 1 2 3 4 5 6 7 %
VIE 8.72 11.30 12.68 14.07 14.73 1525 15.70

(£ 0.02 eV) ‘ |
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4.3.2 MDMS (CH;SCH,(C))

Monochloro DMS is a pale yellow liquid, for which no UV absorption spectra have been reported in
the literature, and photoelectron spectra had been recorded only in the early studies of this project [17].

Infrared, ultraviolet and photoelectron spectra will be all summarized in the next pages.

FT-infrared spectroscopy

The Fourier Transform IR spectrum of gas-phase MDMS in the 600-3100 cm’™

range (no bands are
present outside this range) is reported in Figure 4.7, and Table 4.3 lists the most significant vibrational
frequencies, along with the normal modes derived from ab initio calculations (see Section 4.6). Clearly,
the spectrum displays more bands than the DMS infrared spectrum (Figure 4.4), due to the C-Cl
vibrations, visible in the 660-760 cm™ region.

The IR spectrum acquired in the liquid phase is in good agreement with the gas phase spectrum; the
two sets of vibrational frequencies are compared in Table 4.3.
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Figure 4.7- The FT-IR spectrum of MDMS in the gas phase (pressure around 20 mbar)
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Table 4.3- Vibrational frequencies measured forr MDMS with the associated normal mode

Liquid phase IB Gas phase IR_1 RO TS
frequency (cm ) frequency (em™)
646 666
696 704 S-C-Cl stretching
749 757
961 962 .
978 983 C-H; wagging
1117 ,
1151 1155 C-H, wagging
1222 . .
1226 1929 C-H; scissoring
1421 1411 . .
1234 1436 C-Hj scissoring
2852
20933 C-H stretching
2993

FT-ultraviolet spectroscopy

The Fourier Transform UV spectrum of gas-phase MDMS at different pressures is shown in Figure 4.8.
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Figure 4.8- The FT-UV spectrum of MDMS in the gas phase at pressures of 0.5, 0.8, 1.25, 1.6 and 2.0 mbar

The introduction of a chlorine atom nto the CH;SCHj structure to give CH3SCH,Cl is reflected by the
presence of the broad band in the 40,000-45,000 cm’ region which has its maximum intensity at
around 42,800 cm™ (233.8 nm), while a series of sharper bands at higher wavenumbers are observed-
more similar to the DMS spectrum, Figure 4 .4- with the highest frequency being the one at 47,200 cm’

(211.9 nm).
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Photoelectron spectroscopy
The UV-PE spectrum of gas-phase MDMS is reported in Figure 4.9, while Table 4.4 lists the calibrated
VIE values- obtained by averaging the VIE values from eight spectra- for the bands, labelled as in

Figure 4.9.
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Figure 4.9- Hel-photoelectron spectrum of MDMS with labelling of the bands

Table 4.4- Calibrated VIEs of the PE bands of MDMS (see Figure 4.9 for the labelling of the bands)

VIE
(+ 0.02 eV) 9.17 10.98 11.21 12.06 13.42 14.25 14.84 ‘

The main difference between this PE spectrum and the PE spectrum of DMS is the strong band with
components at 10.98 and 11.21 eV: this is due to the contribution from the lone pair on the chlorine
atom, as can be seen both from results from ab initio calculations and from comparison with other
chlorinated alkanes, which all display [16] a band in the 10.5-12.0 eV region associated with a

molecular orbital centred on the chlorine atom(s).
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4.3.3 DDMS (CH;SCHCL,)

Dichloro DMS (DDMS) is a yellow liquid. For DDMS no UV or PES spectra have been reported i the
literature. In the present work, infrared and photoelectron spectra have been recorded on a

commercially obtained sample (95%, Aldrich). These results are summarized in the next pages.

Liquid phase infrared spectroscopy

Spectra have been acquired in the liquid phase; the main bands are shown in Figure 4.10. No major

bands were displayed in the 1500-2500 cm™ region.

70 80 -
r‘ﬁ-\\‘
e VoY
st M f
hendi™" \

- R e e . ‘J
~ 7] foA™ A | &
P i ! : b / \ - i '\".. A | |
5 ) \ B A b i RS R
@ 60 " \ Al & 60 ‘ Lo \ | L [ |
= | Vo4 e | W v 0 |
[0} [\ [) | v || | AT
2 Voo s | ‘ [

c Vo] c i \ SRl
@ \ 8 1 - 1Y ,
= \ f" | / = | \; !“ ‘: |
E \ | E 904 | | I
& y ‘é’ | ¥ || T“q
(] « L |
= =
50 40
T T T T T T ) 30 T T T T T T T T
3200 3100 3000 2900 2800 2700 2600 2500 1500 1400 1300 1200 1100 1000 800 800 700
-1 -
Wavenumbers (cm) Wavenumbers (cm™)

Figure 4.10- IR spectrum of liquid-phase DDMS, in the ranges 3200-2500 and 1500-600 cm’™'

The main vibrational frequencies are listed in Table 4.5.

Table 4.5- Vibrational frequencies measured for liquid phase DDMS

IR frequency IR frequency IR frequency
(cm™) (cm™) (em™)
644 937 1319
695 967 1419
709 1030 2825
734 1182 2921
766 1208 2994
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Photoelectron spectroscopy

The UV-PE spectrum of gas-phase DDMS is reported in Figure 4.11, and Table 4.6 lists the calibrated
VIE values- obtained by averaging the values of seven spectra- for the vertical ionization energies
(VIEs) of the bands, labelled as in Figure 4. 11. The band at 12.63 eV in Figure 4.11 presents a double

peak because of a small contribution from HCI.
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Figure 4.11- Hel-photoelectron spectraum of DDMS with labelling of the bands

Table 4.6- Calibrated VIEs of the PE bands of DDMS (see Figure 4.11 for the labelling of the bands)

Band A B C D E F G H
VIE 9.32 11.18 11.75 11.92 12.63 13.90 14.88 15.35
(£ 0.02 eV) . . ‘ . ) . . 5

As well as changing the VIEs of the bands, the introduction of an extra chlorine atom in the molecule is
reflected by an increased intensity of the bands in the 11.0-12.5 eV region; in particular, band D is
much more intense than in MDMS (c.f. Figure 4.9), and band C overlaps with bands B and D and not
just with band B as occurs in MDMS.
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4.3.4 TDMS (CH;SCCl;) and TrDMS (CICH,SCL)

Trichloro-DMS and tetrachloro-DMS will be presented together because- not being commercially
available products- they have been synthesized in this work: no complete separation between these
different chlorinated products could be achieved, as shown mainly by mass spectrometry
characterization (see Section 4.3). For these samples, IR and PES spectra will be presented (no UV
spectral measurements were made on these compounds) with the assumption that contributions from
higher or lower chlorinated DMS can be present, even if the dominant compound will be TDMS in the

first case and TrDMS in the second.

The batch where TDMS was prepared showed initially, in PE spectra, traces of DMS and MDMS: the
bands associated with these low chlorinated DMS species disappeared after degassing the sample for
some minutes- also, the liquid turned to a darker tone of yellow. Such an operation was not conducted
before IR spectra were acquired, so it is likely that the PE spectrum will be more representative of
genuine TDMS than the TR spectrum, where contributions from lower chlorinated species can be more
significant.

The IR spectrum of TDMS is shown in Figure 4.12, where it is compared with spectra of MDMS and
DDMS in the two most significant regions of the infrared.
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Figure 4.12- Comparison of the liquid phase IR spectra of MDMS (black line), DDMS (blue line) and the liquid
obtained in Batch 2 (red line) which is mostly TDMS, in the 1600-850 and the 900-600 cm™' regions
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From a comparison of the spectra, it is evident that- even by taking into account the possible
contributions from MDMS and DDMS, vibrational bands associated with TDMS should be those at
709, 766, 808, 967 and 1433 cm™.

The PES spectrum obtained after degassing the sample is reported in Figure 4.13.
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Figure 4.13- Hel photoelectron spectrum of TDMS obtained after degassing of the initial liquid product

The VIE values obtained after averaging the bands from seven different TDMS spectra are listed in

Table 4.7

Table 4.7- Calibrated VIEs of the PE bands of TDMS (see Figure 4.13 for the labelling of the bands)

Band A B C D E F G H I

VIE
(£ 0.02 eV)

9.47 11.17 | 11.39 | 11.59 | 12.13 12.49 12.87 13.90 15.63

Despite some similarities with the DDMS spectrum, the photoelectron spectrum of TDMS shows an
increased complexity in the 11.0-13.0 eV region, where photoelectron bands associated with molecular

orbitals centred on the halogen atoms are expected.
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Transmittance (%)

The orange liquid obtained when TrDMS was prepared proved- according to mass spectrometry data-
to contain not negligible amounts of TDMS; in this case, no major changes were noticed in the PE
spectra when the liquid was degassed. This is due to the fact that TDMS and TrDMS are expected to
have relatively similar vapour pressures at room temperature.

Figure 4.14 compares the most significant region of the IR spectra of the liquids contained in Batch 2

(red line, mostly TDMS) and Batch 3 (dark yellow line, mostly TrDMS with some TDMS).
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Figure 4.14- IR spectra of the liquids contained in Batch 2 (mostly TDMS) and Batch 3 (mostly TrDMS)

A comparison of the spectra of the two batches allows TrDMS bands to be identified at 666, 730, 790,
852, 1261 and 1388 cm™. Also the band at 1231 ¢m™ should be associated with TrTDMS, as it has no
correspondent in the TDMS spectrum (red line in Figure 4.14) but it is possible that- because of its
strong intensity- it could be due to a residual MDMS (which in the liquid phase displays a strong band
at 1226 cm™).

The photoelectron spectrum obtained after degassing the TrDMS sample is reported in Figure 4.15 (no
major changes were observed as a consequence of this operation, however), and the calibrated values

of the VIEs of the bands (obtained by averaging 11 different spectra) are listed in Table 4.8.
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Figure 4.15- Hel photoelectron spectrum of Batch 3, containing mostly TrDMS

Table 4.8- Calibrated VIEs of the PE bands of TrDMS (see Figure 4.15 for the labelling of the bands)

Band A B C D E F G H I

VIE

~ : : : : . . 4. |
(0.02ey) 053 [ 1123 ] 1145 11162 [ 1224 | 1254 | 1296 | 1429 | 1587

Also 1n this case, the difference with the photoelectron spectrum of the lower chlorinated DMS species
(TDMS) 1s small: the bands appear in almost the same positions. The most immediate difference, as
can be seen by comparing Figures 4.15 and 4.13, is the diminished intensity of band B (at 11.23 eV).

To visualize the changes in the Hel-photoelectron spectra of DMS at increasing level of chlorine
substitution, the PE spectra of MDMS, DDMS, TDMS and TrDMS are reported in Figure 4.16. Apart
from the already observed increase in the complexity of the 11.0-13.0 eV region, it must be noted that
with the increase of chlorine atoms in the molecule, the first band moves slowly towards lower
energies. To have an estimate of the relative intensity of the first bands of all the chlorinated DMS
compounds, spectra have been acquired at the same pressure for all of them. The relative mtensities of

the first bands for DMS / MDMS / DDMS / TDMS / TrDMS were found as 1 /3.11 /2.81/1.05/0.91.
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Figure 4.16- Comparison of the Hel-photoelectron spectra of increasingly chlorinated DMS: monochloro-DMS
(black line), dichloro-DMS (blue line), trichloro-DMS (red line) and tetrachloro-DMS (dark yellow line)

One final observation must be reported. The IR spectroscopic characterization (liquid phase and matrix
isolation studies) of samples obtained from the reaction between DMS and Cl, with different mixing
ratios confirm what 1s reported in literature [7]- that chlorine substitution on DMS always occurs first
on the same carbon atom. That is, when dichloro DMS is forimed, the two chlorine atoms are attached
to the same carbon atom. Subsequent chlorination still occurs on the same carbon atom, and the other
methyl group is only attacked when all the protons from the first methyl group have been substituted,
that 1s when 1,1,1-trichloro DMS is formed.

IR and PE spectra of commercially available bis-dichloro DMS (CICH,SCH,Cl) have also been
recorded and compared with those obtained for samples from Batches 2 and 3: although they are not
reported here, the spectra are not the same as spectra of these liquid substances. It is then important to

remark that the chlorination mechanism of DMS- at least in liquid phase- proceeds via a mechanism

CH3SCH; = CH;SCH,Cl = CH;SCHCI, - CH3SCCly = CICH,SCCl4

and not via bis-dichloro DMS (CICH,SCH,CI).
91



4.4 SPECTROSCOPIC STUDY OF THE DMS + Cl, REACTION

The gas-phase reaction between dimethyl sulphide and molecular chlorine has been studied (1) by IR
matrix isolation spectroscopy, (2) in a closed cell, monitored by FT-IR and UV spectroscopy, and (3) in
a continuously flowing inlet system, monitored by PES.

As already mentioned, these different types of investigation allow study of different stages of the
reaction, as- for a fixed mixing ratio- mixing the gases in a closed cell involves an equilibrium
condition to be reached because of long contact times between reactants, while mixing the gases in a
flowing system (with DMS:Cl, ratios with DMS 1n excess or equal to Cly) allows the study of the carly
stage of the reaction, that is the mechanism of the first chlorination of DMS.

The results will be presented in the above order, presenting for each type of spectroscopic investigation

the different parameters chosen for the reactions, 1.e. molar ratios, mixing distance or acquisition times.

4.4.1 FT-INFRARED (GAS PHASE) RESULTS

The DMS+CI, reaction has been monitored by IR spectroscopy by varying the different experimental
parameters that affect the extent of the reaction. It was found that of all the possible parameters (molar
ratio, mixing order, total pressure, acquisition time), the most crucial one 1s the molar ratio. In the case
of IR monitoring, it was found that total pressures around 20 mbar are the most suited for a clear
detection of a noise-free spectrum, while the introduction order did not affect the quality of the spectra
that much.

The results will therefore be presented considering the molar ratio as the most important paramecter.

a) DMS in excess
The most significant regions of the IR spectrum obtained by mixing DMS and Cl; in a 1.8: | molar
ratio and total pressure 20 mbar are reported in Figure 4.17, along with the IR spectra of pure MDMS

and DMS shown to assist the assignment.
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Figure 4.17- IR spectrum (blue line) of the DMS+CI, reaction monitored starting with a 1.8: 1 molar ratio and total
pressure 20 mbar. Spectra of DMS (pink line) and MDMS (red line) are shown for comparison

[t is clear that the spectrum of the reaction consists of unreacted DMS plus MDMS initially formed (the
bands at 1230 cm™ and below 800 cm™). In the infrared spectra, bands associated with HC! can also be
observed (the very sharp peaks in the 2650-3050 region, which show a P-branch between 2650 and
2875 cm™ and a R-branch between 2900 and 3075 cm™).
IR data therefore indicate that in excess DMS, the first step of the reaction is the formation of MDMS
and HCI following the reaction

CH3SCH; + Cl; = CH3SCH,Cl + HCI
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b) DMS and Cl; in equal proportion
Figure 4.18 reports the most relevant region of the infrared spectrum obtained when mixing DMS and
chlorine in 1:1 molar ratio, with a total pressure of 25.5 mbar; DMS was first introduced in the cell, and

Cl, added later.
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Figure 4.18- IR spectrum (blue line) of the reaction of DMS and Cl, mixed in equal proportion and total pressure
25.5 mbar. Spectra of DMS (pink line) and MDMS (red line) are reported for comparison

The pattern reflects the one obtained for the DMS in excess situation (Figure 4.22), but here the
reaction 1s more advanced, as can be seen by the stronger intensity of the bands associated with HCI

and MDMS and the corresponding lowering of the contributions from unreacted DMS.
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¢) Cl;in excess
The IR spectrum of the mixture obtained starting from chlorine and DMS in 1.8: | molar ratio (total

pressure 20 mbar) 1s reported in Figure 4.19.

1.0

Absorbance Units
0.4

0.2
A

| [y
| b

T ST - S TR S 00 g S
T T T T
800 1000 1200 1400
Wavenumber cm-1

00

15 20

Absoroance Units
1.0

0.5

|
J

lJu-JL-.LL-d

00

| »

T T T T
2700 2750 2800 2850 2900 2950 3000 3050
Wavenumber cm-1

Figure 4.19- IR spectrum of the reaction DMS+CI, (blue line) mixed in 1:1.8 molar ratio and total pressure 20 mbar.
Spectra of DMS (pink line) and MDMS (red line) are shown for comparison

The spectrum radically changes when an excess of chlorine is the initial condition: in the 2800-3000
cm’ region there are just very weak bands due to C-H stretching modes, compared with the strong
signals due to HCl. The lower energy region of the spectrum clearly indicates that both DMS and
MDMS are not present in the mixture (no signals are found at 1230 and 1440 cm™ where MDMS and
DMS have strong bands), and the pattern of bands between 700 and 850 cm™ clearly indicates the
formation of a new chlorinated form of DMS. The latter is the most significant feature to allow

identification of the new species: a comparison with the spectra of DDMS, TDMS and TrDMS
95



(reported 1n Figures 4.12 and 4.14) strongly indicates TDMS as the obvious candidate for the
assignment of the unknown bands. Both the positions and the relative itensities of the bands in the
850-700 cm™ region reproduce well those obtained for the liquid contained in Batch 2, which was
mostly TDMS. The small differences between the two spectra can n fact be due to the presence of
residual MDMS- and maybe DDMS- 1n Batch 2: if all possible peaks due to MDMS (at 696 and 749
cm'I) or DDMS (at 783 cm'l) are climinated from the spectrum of Batch 2 (Figure 4.12), an almost
perfect match with the spectrum obtained for the DMS + Cl; reaction of Figure 4.19 1s obtamed.

It is noteworthy that the HCI bands are not stronger than in the 1:1 molar ratio situation (Figurc 4.18):
this seems to suggest that the formation of TDMS is not accompanied by an increased amount of HCl
compared to the one formed together with MDMS. From this, an initial suggestion for the reaction path
can be expressed as

DMS + Cl, = HCI + MDMS

followed by MDMS + Cl, > TDMS + H,

instead of DMS + 3Cl, = 3HCI + TDMS

If TDMS is the product observed, it is evident that an excess of chlorine on DMS largely favours
formation of the tri-chlorinated compound compared to the di-chlorimated compound, whose presence
cannot be confirmed among the reaction products. A further discussion of the experimental data and a

proposal for the substitution mechanism will be given in Section 4.7.
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4.4.2 INFRARED MATRIX ISOLATION RESULTS

Matrix isolation experiments were carried out at just two different mixing ratios, that is either
equimolar DMS/Cl, mixtures, or a 2:1 molar ratio with chlorine in excess. The gases were pre-mixed
before samples were trapped in a matrix for spectroscopic study. The two mixing ratios were studied
with a different choice of the matrix gas: for the 2:1 ratio nitrogen was chosen, while for the 1:1 ratio
the matrix gas was argon. Spectra of DMS and MDMS have also been recorded to facilitate the
assignments and to provide reference spectra; for DDMS and TDMS assignments have been made by

using the vibrational frequencies for the species trapped in matrix reported in the literature [18, 19].

a) DMS and Cl; in 1:2 molar ratio

Figure 4.20 reports the low wavenumber regions of the IR spectra of DMS, MDMS, DDMS and of the
products obtained by mixing DMS and Cl,, and MDMS and Cl, both 1n a 1:2 ratio. The high
wavenumber regions of these spectra are presented in Figure 4.21.

Nitrogen was chosen as the matrix gas; the deposition time was 30 minutes for all the spectra.
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Figure 4.20- Low wavenumber IR spectra of DMS (blue line), MDMS (green line), DDMS (dark yellow line) and
mixtures obtained from DMS:CIl, (pink line) and MDMS:Cl, (wine red line) in 1:2 molar ratio in a nitrogen matrix

97



— 2239 59

T ap3zay
29715

— 2098556

g

—2766 98
—2794 37

|
|
]
!
|
323035
I

2139 3
A\,
E
&
o704 37
,«/’
>4
TGS

=~ i et e e A AR N . e N s i AP A — A

I 1 I T T
2200 2400 2600 2800 3000

Figure 4.21- High wavenumber IR spectra of DMS (red line), MDMS (green line), DDMS (dark yellow line) and
mixtures obtained from DMS:Cl, (pink line) and N[DMnf;gizx(wine red line) in 1:2 molar ratio, isolated in a nitrogen
The first important evidence is that the spectra obtained for the reaction between DMS with Cl, and for
the reaction between MDMS with ClI, are different, consistent with different products being formed
from the two reactions after the same amount of time. It would be reasonable to expect a higher
concentration of highly chlorinated DMS species if MDMS is chosen as starting reactant instead of
DMS. Despite this, an important spectral observation 1s that while the spectrum of DMS+CI; bears no
traces of residual DMS, the spectrum of MDMS+CI, still shows bands associated with MDMS, such
as, for example, those at 775 or at 14441 cm. All the main MDMS bands can be traced in the
MDMS+CI, spectrum, even if with a much lower mtensity. For the bands at 702, 1526 or 2850 cm‘l,
MDMS contributes only partially- as can be seen from the intensity of other MDMS bands like those at
657 or 1235 cm™' . Therefore, the bands observed from the MDMS + Cl, reaction whose wavenumber
values have been reported in Figure 4.25 and 4.26 are due also to a reaction product being formed.
Finally, in the DMS+CI, spectrum the contribution of DDMS is negligible, as can be seen by the
absence of the bands at 705 and 2851 cm™.

Table 4.9 reports the most significant bands of the DMS+CI; and the MDMS+CI, spectra and compares
them with the literature values for DDMS and TDMS [18, 19].
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Table 4.9- Frequency values of the most intense bands measured in a nitrogen matrix for the DMS+CI, and
MDMS+C], reactions, compared with the MDMS, DDMS and TDMS frequencies

DMS+Cl; exper. | MDMS+CI, exper. | MDMS exper. DDMS exper. TDMS literature
frequencies (cm™) | frequencies (cm’') | frequencies (cm™') | frequencies (cm™) frequencies (cm™')
655 653 -
702 702 704 -
721 721 722
| 754 756
772 773 773 774
791 793
813 815 815 B
983
1104 o
1235 1218 _
| 1420 1429 1425 1420
1435 1440 1444 1442 1435
1684
2139 2139
2326 o
2848 2851 2851
2933

It is clear that all of the most intense bands observed in the spectrum of the DMS+Cl, reaction can be

associated with TDMS. On the other hand, among the most intense bands observed from fhe

MDMS+CI, reaction, there are some bands attributable to DDMS and even some to unreacted MDMS:

it is quite surprising to observe how the latter reaction seems to proceed more slowly to give TDMS

than the DMS + Cl, reaction. However, as was pointed out earlier, the correspondence between the

bands observed from the MDMS + Cl, reaction and the MDMS or DDMS bands does not mean that

there are no new products being formed which share vibrational band positions with MDMS or DDMS.

[t 1s possible that highly chlorinated DMS species can present very similar IR patterns.
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b) DMS and Cl; in equimolar ratio
The IR spectra recorded for MDMS and for DMS+CI, when the reactants were initially in a [:1 molar
ratio are reported in Figures 4.22. In these experiments, argon was used as the matrix gas, and the

deposition time was 30 minutes for both spectra.
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Figure 4.22- IR spectrum of the DMS+CL, reaction starting from a 1:1 molar ratio (red line) compared with the
spectrum of MDMS (pink line) recorded in an argon matrix after 30 minutes of deposition

As can be seen immediately, the results of the reaction between DMS and Cl; reproduce what was
obtained in the gas phase, that 1s the formation of MDMS and HCI as the only reaction products. In the
spectra, the only difference- apart from the absorptions due to water present in the MDMS sample
(band at 1525 cm™)- is the presence of two broad bands centred around 2600 and 2800 c¢m™', which
could be attributed to HCI polymers [20].

For an equimolar ratio, DMS+CI, leads therefore mostly to MDMS, as has already been found by FT-

IR and UV measurements in the gas-phase (see Sections 4.5.1 and 4.5.2).

100



4.4.3 FT-ULTRAVIOLET RESULTS

The different parameters that can be chosen for this study are the molar DMS:Cl, ratio, the introduction
order into the mixing cell, the total pressure and the time allowed before measuring a spectrum of (he
mixture.

The order of introduction is important mainly for spectra acquired at low mixing times: after that, the
effect of the equilibrium makes mixtures in which DMS 1s introduced first almost indistinguishable
from those where Cl; is introduced first, and only the molar ratio becomes important.

For a constant molar ratio, the total pressure affects mostly the mtensity of the band associated with the
gas in excess. It was found experimentally that total pressures above 20 mbar are less favourable than
those between 10 and 20 mbar, because longer times were needed at the higher pressures to reach the
same extent of the reaction: this created problems in the stability of the background, and therefore
produced a spectrum affected by a higher level of noise.

For a chosen molar ratio and total pressure, spectra acquired at different times after the gas mixing will

be reported to give an idea of the extent of the reaction.

a) DMS in slight excess

A FT-UV spectrum acquired when a DMS:Cl, ratio of about 1.4: 1 was studied is reported in Figure
423, The acquisition of the spectrum lasted for 12 minutes after mixing the gases, and the {ofal
pressure was set at around 3 mbar.

To facilitate the assignment, FT-UV spectra of DMS and MDMS have been added to the graph: they
are reported respectively in pink and red line.

No significant bands were observed below 40,000 cm™ or above 47,000 cm™ (where the noise affecting
the signal was very strong).

From the spectrum it is evident that under these conditions the mixture consists mostly of monochloro
DMS, plus a small amount of unreacted DMS, as can be seen from the presence of the sharp band at
around 43,800 cm™. Spectra acquired for shorter times after the mixing are not reported, as the signals

of the products are weaker.
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Figure 4.23- FT-UV spectrum of the DMS+Cl, reaction (blue iine) acquired for a 1.4: 1 DMS/Cl, molar ratio, after a
period of 12 minutes after the mixing of the gases. DMS and MDMS spectra are shown as pink and red traces
respectively

b) Cl, in slight excess

A FT-UV spectrum acquired in the 29,000-47,000 cm™ region for a mixture of Cl,: DMS with a molar
ratio approximately 1.4: 1 1s reported m Figure 4.24. The total pressure was set at 3 mbar, and the
acquisition lasted for 9 minutes after the mixing of the gases.

Also 1n this case, spectra of MDMS (red line) and DMS (pink line) have been added to the figure to
facilitate the interpretation of the spectrum of the mixture (blue line). MDMS is still the predominant
species, but a small amount of chlorme i1s still visible (the weak band at around 30,000 cm"); despite
the high level of noise above 43,000 cm™, no bands associated with unreacted DMS can be clearly
found. It can also be noted that the weak plateau between 36,000 and 38,000 cm’’ indicates an initial

formation of a product of the reaction: evidence for the identity of this feature can be obtained at higher

Cl,:DMS ratios.
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Figure 4.24- FT-UV spectrum of the DMS+Cl, reaction (blue line) acquired for a 1.4 Cl,/DMS molar ratio, for a
period of 9 minutes after the mixing of the gases. DMS and MDMS spectra are shown as pink and red traces
respectively

¢) Cl,in large excess

A FT-UV spectrum of a Cl,:DMS mixture with molar ratio of about 1.8: 1 is reported in Figure 4.25.

Absorbance Units

T T T T T T T T
42000 40000 38000 36000 34000 32000 30000 28000
‘Wavenumber cm-1

-0.1

Figure 4.25- FT-UV spectra of a Cl,/DMS mixture with initial molar ratio 1.8: 1 and total pressure 15 mbar acquired
at increasing times (from 2 to 20 minutes) after the mixing. A spectrum of MDMS is reported for comparison (red
trace)
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The red line represents the spectrum of MDMS, inserted for comparison with the other bands. The dark
yellow spectrum 1s the one acquired for the first two minutes immediately after mixing the gases, then
all the other spectra were acquired successively every two minutes, until the dark blue spectrum,
acquired 18 minutes after the mixing was obtained.

As can be seen from Figure 4.25, successive spectra show a marked decrease of the Cl, band at around
30,000 cm™, and in parallel there is a steady increase of the band centred at around 39,500 cm™ which,
from a comparison with the superimposed red spectrum, cannot be assigned to MDMS, or to DMS. The
assignment of this latter band will be discussed later.

It 1s worth noticing that chlorine 1s still present as an unreacted molecule even 20 minutes atter mixing
it with DMS and that the band associated with the product slowly increases in intensity. This indicates
that at the pressure used in this experimment (total pressure 15 mbar) chlorine consumption is
unexpectedly slow. The reaction advances almost to completion in 14 minutes if a lower total pressure
1s investigated: Figure 4.26 represents the spectra obtained for the same Cl,:DMS molar ratio (1.8: 1)

but with a total pressure of just 8 mbar.

05
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Figure 4.26- FT-UV spectra of a Cl,/DMS mixture with initial molar ratio 1.8: 1 and total pressure 8 mbar acquired
at increasing times (from 2 to 16 minutes) after the mixing. A spectrum of MDMS is reported for comparison (red
line)

To definitely highlight the different nature of the product arising from the DMS+Cl, reaction from
DMS and MDMS, Figure 4.27 compares the spectrum from the reaction with those of MDMS and
DMS in the 46,000-38,000 cm™ range.
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Figure 4.27- FT-UV spectrum of the DMS+Cl, reaction (blue line) acquired for a 1.8: [ Cl/DMS molar ratio, for a
total pressure of 4 mbar. DMS and MDMS spectra are shown as pink and red lines

In the absence of any direct UV spectral information on chlorinated DMS species with more than one
chlorine atom, it is impossible to assign the band arising from the DMS+ClI, reaction to dichloro DMS,
trichloro DMS or tetrachloro DMS. It might be expected, if a Cl;:DMS molar ratio below 1.5 yields
mostly MDMS, the next compound to be formed and detected should be DDMS, which then should be
responsible for the observed broad band with maximum between 39,500 and 40,000 cm™.
Nevertheless, IR data- see Sections 4.5.1 and 4.5.2- recorded for the reaction under the same
experimental conditions seem to indicate that TDMS is the predominant species produced in a closed
cell when DMS and chlorine are mixed, with Cl, in excess with a molar ratio close to 1: 2.

It 1s therefore concluded that the reaction proceeds to MDMS for molar ratios Cl,: DMS below 1.5,

while above this value TDMS is preferably formed.
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444 PHOTOELECTRON SPECTROSCOPY RESULTS

The gas-phase PES experiments used a different inlet system and mixing arrangement: instcad of
mixing the gases in a static cell and then acquiring the spectrum of the mixture at different times, the
gases were continuously flowed towards the photoionization point, and this situation, even when an
inlet system with a small opening to connect the mixing volume and the photolonization region was
used, allowed the study of the mixture under conditions in which the degree of the reaction was much
lower because the detection occurred few milliseconds after the molecules were effectively mixed. It
was assumed that in the pressure range used, a mixing distance of | cm corresponded roughly to a
contact time of 0.5 ms with an open outer inlet tube.

Studies with PES have focused mostly on DMS+Cl, with a slight excess of DMS. Under these
conditions, the first chlorination step, DMS+Cl, 2 MDMS+HCI, was studied.

The results will be presented first with a constant initial DMS:Cl; ratio, as determined by their partial
pressures: this ratio was set at around 1.3 (1.0 for the 0.5 mm exit hole system), so as to have a slight
excess of DMS in order not to go past the first chlorination step. The total pressure was sct between 7
and 8-10” mbar, as measured by the ion gauge on the side of the ionization chamber: even if the
pressure in the reaction cell is expected to be in practice ca. 5-10™ mbar [21], this value is still several
orders of magnitude lower than i the other gas phase spectroscopic measurements (Sections 4.5.1-
4.52).

Each set of results is obtained with a particular exit hole aperture of the inlet system, with spectra
acquired at different mixing distances superimposed in the same figure to observe clearly the changes

in intensity of the PE bands.

a) 0.5 mm exit hole

This is the narrowest aperture for the inlet system used in this work; it is expected that the largest
contact time of the gases can be achieved with this arrangement, especially for long mixing distances.
A series of photoelectron spectra at different mixing distances is reported in Figure 4.28; for this inlet
system, the initial DMS:Cl, ratio was set as approximately 1.0.

The first evidence is that under these conditions there 1s almost no change in the band intensities when
the mixing distance 1s changed. The only change is the dropping to zero when the distance passes from

0 to 10 cm of the very weak bands with VIEs at 9.7 and 10.6 eV. This is an important result and the
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behaviour of these bands will be clarified when spectra with larger exit holes are considered (sec next
paragraphs). All the other bands remained constant with changing distances.

The band at 8.72 eV i1s assigned to unreacted DMS, while the out-of-scale band centred at 12.70 eV is
due to HCI being formed from the reaction.

The band with VIE at 9.36 has a shoulder at about 9.18 eV, while that with VIE at 11.20 eV has a
shoulder at ca. 10.97 eV. Finally, the band with VIE at 11.96 displays a shoulder at around 1 1.71 eV.
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Figure 4.28- PE spectra of DMS+CI, mixtures with a 0.5 mm exit inlet system at different mixing distances

All the observed PE bands can be assigned to MDMS and DDMS: comparing the spectra obtained
(Figures 4.10, 4.12 and 4.17) and the values of the calibrated bands (Table 4 4 and 4.6), it can be seen
that the spectra obtained for the 0.5 mm mixing distance can be seen as a superimposition of DDMS
and MDMS. The band at 9.36 eV can be identified as the DDMS first band (VIE at 9.32 eV) with the
shoulder at 9.18 eV corresponding to the MDMS first band (VIE at 9.17 eV); the band at 11.20 eV
arises from an overlap of the DDMS second band (VIE at 11.21 eV) with the MDMS third band (VIE
at 11.18 eV), while the shoulder at 10.97 eV is attributed to the MDMS second band (VIE at 10.98 e¢V).
In the same way, the band at 11.96 eV is assigned to the DDMS fourth band (VIE at 10.92 eV), while
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the shoulder at 11.71 eV can be attributed to the DDMS third band (VIE at 11.73 eV) as well as to
some unreacted chlorine.

All the spectra can be then interpreted as composed of DDMS and MDMS, plus HCl and some
unreacted DMS. For very short mixing distances, two additional weak bands at around 9.7 and 10.6 eV

are observed.

b) Exit hole 1 mm
A series of spectra at different mixing distances recorded using a | mm exit inlet system is reported in

Figure 4.29.
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Figure 4.29- PE spectra of DMS+Cl, mixtures with a 1 mm exit inlet system at different mixing distances

In this situation the spectral changes are more evident when the mixing distance is changed between 0
and 20 cm; at mixing distances greater than 20 cm the spectra show no change. For this wider aperture
in the inlet system, it is expected that the signals of the reagent gases will be seen at short distances: in
fact the DMS signal (VIE at 8.72 eV) is strong at 0 cm and- though diminishing in intensity- is still
present at long mixing distances. At 0 cm Cl, is also clearly visible (strong band with VIE at 11.69 eV):
however its signal drops to almost zero already at a distance of 5 cm. This s not surprising, given the

1.3: 1 excess of DMS over chlorine.
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The spectrum at 0 cm (red line) also displays the first HCI band (sharp doublet with VIE at 12.75 and
12.82 eV) and broad bands with VIEs around 9.40 eV (with a shoulder around 9.20 eV) and 11.20 ¢V.
These bands can be attributed to a MDMS/DDMS mixture. Finally the bands centred at 9.70 and 10.60
eV are more intense than with the 0.5 mm exit hole arrangement. Their intensity decreases but docs not
vanish when the mixing distance 1s increased.

The spectra at longer distances (black and blue lines) show no Cl, contribution, while the bands
associated with HCl increase regularly and those of DMS decrease regularly; also the unassigned bands
at 9.70 and 10.60 eV decrease regularly. The bands centred at 9.40 and 11.20 eV, on the other hand,
change their shape as they increase in intensity when the mixing distance is changed: at long mixing
distance the first band has VIE at 9.18 eV with a shoulder around 9.36 eV, and the sccond is centred at
10.97 eV with a shoulder around 11.20 eV: this appearance 1s the reverse of that observed with the 0.5
mm exit tube.

The indication is that in this case MDMS is the predominant species, with a lower contribution from
DDMS: the result is consistent with the fact that a wider aperture (and also a higher DMS:Cl; ratio)
should lead to a lower extent of molecular reaction, therefore towards single chiorination of DMS.

A plot of the relative intensities of the bands with increasing mixing distance is reported in Figure 4.30.
The plot has been obtained considering the areas of the bands: this was possible by simulating the
bands with Gaussian profiles and measuring the integrals for such simulated bands. The simulation was
conducted by first fitting the Gaussian functions for each component separately (DMS, MDMS, etc.):
the operation involved choosing the number of functions, their centred position and their width. The
fitting was carried out using the OPUS program. The error bars reported in the graph in Figure 4.30
were obtained by simply considering the variation of the integral values for the band intensities from
the four spectra that were acquired for each condition (exit hole size and mixing distance).

The overall results for the 1 mm exit inlet system suggest that for these conditions the main product-

with HCI- of the DMS+CI, reaction 1s MDMS.
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Figure 4.30- Plot of the relative areas for the bands of the species involved in the DMS+Cl, reaction studied by PES
with a 1 mm exit size inlet system

¢) Exit hole 2 mm

A series of spectra at different mixing distances recorded using a 2 mm exit inlet system is reported in
Figure 4 31.

The results for the 2 mm inlet system are probably the most important, especially with respect to the
unassigned bands: it can be seen that- in contrast to what happened with the T mm exit hole- these
bands increase in intensity as the mixing distance increases from 0 to 25-30 cm, until they reach a
maximum intensity. The calibration of these bands gives VIEs at 9.69 and 10.62 eV.

The other important evidence is that when the mixing distance increases from 0 to 25 cm, these bands
are the only ones that increase m intensity, even more than the HCI first bands (the doublet at 10.75 and
10.83 eV), whose increase is much less pronounced. Considering the fact that the first band of HCI has
a high phototonization cross section (by measuring spectra of the single compounds at the same
pressure, it was found that HCI bands are three times more intense than MDMS bands), such a low

signal suggests that HCI 1s formed in very limited amount for mixing distances shorter than 25 cm. On
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the other hand, a constant decrease of the DMS and (not reported in Figure 4.31 due to the scale
chosen) of Cl, signals are observed.

The clear indication is that for the early stages of the DMS + Cl, reaction, assured by the wide exit hole
and by the short mixing distances, no HCI or MDMS are formed. The consumption ot DMS and
chlorine is then due to the formation of a DMS-Cl, reaction intermediate characterized by Pt bands
with VIEs at 9.69 and 10.62 eV.

This species is a reaction intermediate: in fact, its bands decrease for mixing distance above 25 cm.
After this distance, bands of MDMS (VIEs at 9.18 and 10.97 ¢V) and HCI start to appear and grow in
intensity- first rapidly then much slower- while the bands of DMS and Cl, decrease dramatically.

Still, the fact that the reaction intermediate 1s observed at very long mixing distances and n an open
tube (see following section) shows that such an intermediate has a very long lifetime (tens of
milliseconds, according to the 1cm=0.5 ms relation [12] for the conditions used); this tends to exclude
that it is a weakly bound complex, such as DMS:Cl, as suggested in the literature from matrix isolation
evidence [9].

A plot of the relative intensities of the bands with increasing mixing distance is reported in Figure 4.32.
From Figure 4.32 it is evident the behaviour displayed by the bands associated with the DMS-Cl,
species is consistent with a reaction intermediate, while bands of MDMS and HCI show a typical
behaviour for stable reaction products (the slight decrease for the HCI integral at fong distances 1s a

statistical error due to the difficulty of fitting such a narrow, doublet-shaped band).
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Figure 4.31- PE spectra of DMS+Cl, mixtures with a 2 mm exit inlet system at different mixing distances
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Figure 4.32- Plot of the relative areas for the bands of the species involved in the DMS+Cl, reaction studied by PES
with a 2 mm exit size inlet system

The trends of the relative band intensities with mixing distances in Figure 4.32 matches the trends
observed for the 1 mm exit tube: in that case it was seen that the bands associated with a reaction
intermediate diminish at increasing distance while the MDMS and HCI bands increase. Empirically, it
1s possible to view the plot for the 1 mm exit hole as a continuation of the 2mm plot on the long
distance side: if this assumption is made, it is possible to extrapolate the behaviour of the bands to very
long mixing distances. In that case, the bands associated with a reaction intermediate will disappear
while the MDMS bands will increase until they will decrease due to DDMS formation (as it was seen
for the 0.5 mm exit hole). The HCI signal will keep on increasing until all the protons on the DMS
structure have been removed.

Support for this hypothesis will be presented by the behaviour of the relative band intensities for a

wider exit hole, that is for the low mixing distance side of the plot of Figure 4.32.
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d) Open tube
To study the behaviour of this reaction at short reaction times, a tube with no restriction at its end was
used: this was equivalent to a 1 cm opening. A sequence of spectra obtained with this open tube for

Increasing mixing distances 1s reported in Figure 4.33.
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Figure 4.33- PE spectra of DMS+CI, mixtures with a open exit inlet system at different mixing distances

The spectra show almost unchanged DMS bands (VIEs at 8.72, 11.29 and 12.66 eV), a moderate
lowering of the second band of Cl, (VIE at 14.40 eV; the first band is the one out of scale one at VIE
11.69 eV), and a marked increase of the intensity of the intermediate bands at 9.69 and 10.62 eV
occurs. Significantly, no bands of MDMS and HCI (apart from a small trace beyond 30 c¢cm) can be
found. This confirms that the first product of the reaction is not MDMS or HCI but a different
molecule.

A plot of the relative areas of the bands as a function of the mixing distance is reported in Figure 4.34.
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Figure 4.34- Plot of the relative band areas of the species involved in the DMS+CI, reaction studied by PES with an
open exit inlet system

The behaviour expected for the low distance side of the plot of the 1 mm exit hole (see Figure 4.32) is
a slow decrease of the reactant bands (DMS and Cl,), no formation of the stable products (HCI and
MDMS) and a steady increase of the intermediate species. Considering the negligible the amount of
HCI formed, the only unexpected part of the experimental plot 1s the stability of DMS signal (with a
slight increasing fluctuation); nevertheless, this is not completely a genuine result, as for the open tube
the control on the pressure of the reacting gases was more difficult. The plot therefore does not
contradict the expected behaviour for DMS, that is a slow decrease as the reaction intermediate is

formed.

e) Variable molar ratio and fixed mixing distance
Instead of keeping fixed the molar ratio and varying the mixing distance, an experiment was carried
out by keeping the mixing distance fixed and altering the molar ratio: this was achieved by keeping the

DMS pressure fixed and increasing (and subsequently decreasing, to check the reproducibility of the
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results) the pressure of chlorine to cover a wide molar ratio range. The spectra- reported in Figure

4 35- were acquired with the | mm opening inlet tube, at a mixing distance of 25 cm.
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Figure 4.35- PE spectra of the DMS+CI, reaction monitored- using a 1 mi exit hole system at a fixed mixing
distance of 25 em- by changing the Cl, pressure keeping fixed the DMS one

The results follow the expected behaviour: by increasing the chlorine pressure, the band of DMS (8.72
eV) decreases. The bands of Cl, (11.69 and 1440 eV) slowly increase, because even if introducing
more Cl, involves the start of the reaction, the additional Cl, introduced is not totally consumed. The
initial slow decrease of the DMS bands is accompanied by the growth of the bands associated with the
intermediate at 9.69 and 10.62 eV. This growth slows down markedly (and DMS decreases faster)
when MDMS begins to be formed, as can be seen by the bands at 9.18 and 10.96 eV. For the highest
values of the Cl,:DMS pressure ratio, the bands of the intermediate show no increase in intensity,
while MDMS signals are still growing.

No traces of DDMS can be seen: it is possible that the broadening of the first MDMS band can be due
to the initial formation of DDMS (whose first band VIE is at 9.32 eV), but it must also be considered
the overlap of this band with the low energy side of the first intermediate band: this can introduce an

asymmetry in the MDMS first band by increasing its intensity on the high energy side.



4.4.5 SUMMARY OF THE EXPERIMENTAL RESULTS

By studying the reaction at different contact times and molar ratios, different stages of the DMS + Cl,
reaction have been monitored in the gas-phase and in matrices with the UV, IR and PE spectroscopic
methods.

For the gas mixed in a closed cell (ie., a long contact time between DMS and Cl, before the
detection), it was found that

- when DMS is in excess or when the two reactants are in equal ratio, monochloro DMS (MDMS) is

the only reaction product clearly detected
- when Cl; is in excess, trichloro DMS (TDMS) 1s the main product of the reaction, while probably

just a small amount of dichloro DMS (DDMS) 1s observed

In the PES studies, where a continuous flow of the reagent gases was used, earlier stages of the
DMS+CI; reaction are probed: this was always achieved by introducing DMS in a slight molar excess
over chlorine. By varying the size of the exit hole of the inlet system and the distance between the
mixing and the photoionization points, it was found that the reaction initially proceeds through an
intermediate which is formed without any formation of MDMS or HCI. The bands associated with this
intermediate (with VIEs at 9.69 and 10.62 eV) decrease just after HCl and MDMS begin to be formed
and they are almost totally consumed when DDMS begins to be observed. From the experimental
evidence, it seems that DDMS is preferentially formed from MDMS, and not from the intermediate,
due to the fact that the major part of the intermediate is consumed when MDMS is the only specics

being formed. This suggest a stepwise mechanism

DMS +Cl, = intermediate = MDMS + HC] - DDMS + HCl > TDMS + HCI

Concerning the characterization of this intermediate, the absence of partner products suggests the
formation of a structure of formula DMSCl,,. This formula does not imply that a more rearranged
structure is forbidden: it is possible that the intermediate can be due to a MDMSHCl,,. structure.
Given the fact that HC1 + MDMS are observed as products, it is likely that the intermediate is duc to a
complex between the reactants (DMS:Cl,) or between the products (MDMS:HCI), or to a product with
the same overall formula.

The assignment of the unknown bands can be achieved only with the support of ab initio calculations

on all these possible structures.
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4.5 RESULTS OF THE AB INITIO CALCULATIONS ON THE REACTION
INTERMEDIATE

The most obvious candidates for the reaction intermediate in the DMS + Cl; 2 MDMS + HCl reaction
are

- amolecular complex between DMS and Cl,, CH;SCHj5:Cl; (a reactant-type complex)

- amolecular complex between MDMS and HC!, CH;SCH,CI:HCI (a product-type complex)

- a sulphurane-like structure in which two chlorine atoms are co-ordinated on the sulphur centre,

(CH;),SCl,.

In this work, geometry optimizations of these structures have been performed at the second order
Moeller-Plesset perturbation (MP2) level of calculation [22], using different basis sets. While no
problems arose for the optimization of the DMS:Cl; and MDMS:HCI structures, some basis sets uscd
could not locate a stationary point with all real vibrational frequencies for the (CH3),SCl, compound.

When a suitable geometry was optimized, calculations with this optimized geometry with the coupled-
cluster (CC) method [23]- at the CCSD(T) level- were performed in order to obtained more accurate
determinations of the total energies; also in this case two different basis sets have been used. For a

more complete description of the basis set characteristics, see Section 2.5.

All-real frequencies structures of (CH;),SCl, have been obtained at the MP2 level using the basis sets
- 6-31G**: optimized in the C; point group

- 6-311-++G**; optimized in the C; point group

- 6-31++G(2p,2d): optimized in the C,; and C,;- point groups

- 6-311++G(2p,2d):  optimized in the C,;- point group

- aug-cc-pVDZ optimized i the C,;- point group

- aug-cc-pVTZ optimized in the C»;- point group

The basis sets that were considered more suitable for the description of the potential energy surface of
the DMS + Cl, reaction were 6-31-++G(2p, 2d), aug-cc-pVDZ and aug-cc-pVTZ. In the section dealing
with (CHj3),SCl, (Section 4.6.3), the differences in results obtained with these basis sets will be
presented in more detail. In the sections dealing with DMS:Cl; and MDMS:HCI, the results will be
given on the assumption that the “best” basis set is the aug-cc-pVDZ basis (because of the rclative
energy it gives for the intermediate compared to DMS+CL,), and equilibrium geometries, vibrational
frequencies and ionization energies have been obtained with this basis set.
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45.1 DMS:Cl,

Two different structures were optimized at the MP2/aug-cc-pVDZ level for the complex between

dimethyl sulphide and chlorine, which differ in the relative orientation of the two nteracting

molecules.

The first structure is characterized by a CI-Cl bond perpendicular to the C-S-C plane, and oriented so

that the chlorine atoms and the sulphur atom are almost collinear. Each chlorine atom is equidistant

from the two carbon atoms, so the symmetry point group is Cs. The geometry of this structure, which

1s labelled o, 1s reported in Figure 4.36; Table 4.10 reports its most significant geometrical parameters.

Cl10

Cli1

Figure 4.36- Optimized geomefry of o-DMS:Cl, at the MP2/aug-cc-pVDZ level, with labelling of the atoms shown

Table 4.10- The most significant geometrical parameters for o-DMS:Cl, optimized at the MP2/aug-cc-pVDZ level

Bond Distance (A) Angle Value (°)
S1-C2 1.820 C2-S1-C3 98.87
C2-H4 1.099 H4-C2-S1 107.17
C2-H5 1.100 C2-S1-Cl110 93.42
Cl10-CI11 2.190 C2-H4-Cl10 68.31

Cl10-S1 2.552 S1-Cl10-CIT1 174.55
Cl10-C2 3.222 H4-C2-S1-C3 174.49
Cl10-H4 3.462 H4-C2-S1-CH0 80.49
CI10-H5 2.974 C2-S1-Cl10-ClI11 49.56
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The second structure optimized for DMS:Cl, 1s characterized by a CI-Cl bond perpendicular to the
direction it has in the structure o this time the CI-Cl bond is aliost parallel to one of the C-S bonds
and parallel also to the C-S-C plane. One chlorine atom is still equidistant from the two carbon atoms,
while the second one is displaced along the same line of the C-S bond, but in the opposite direction:
this means that- referring to Figure 4.37- if the chlorine molecule is projected on the plane of DMS
then CI 11 would overlay on S1 while Cl 10 will be at 180° with respect to C2. The overall structure
lacks of any symmetry element, despite the fact that the DMS molecule retains Cy symmetry (and its
geometrical parameters are almost unchanged from free DMS); therefore the point group of the
complex is C;. This structure, labelled B-DMS:Cl, 1s presented in Figure 4.37, while its most important

geometrical parameters are listed in Table 4.11.

S1

Cl110

Cl11

Figure 4.37- Optimized geometry of 3-DMS:Cl, at the MP2/aug-cc-pVDZ level, with labelling of the atoms shown

Table 4.10- The most significant geometrical parameters for B-DMS:Cl, optimized at the MP2/aug-cc-pVDZ level

Bond Distance (A) Angle Value (°)

S1-C2 1.821 C2-S1-C3 97.47
C2-H4 1.100 H4-C2-S1 107.74
C2-H5 1.101 C2-S1-Cl110 107.71
Cl10-Cn1 2.037 H4-C2-CI11 109.63
CI110-S1 3.781 C2-H5-Cl11 130.35
Cl11-S1 3.853 S1-C110-CI11 72.59

Cll1-C2 3.585 S1-C2-Cll11 75.31
CI11-H5 3.039 H4-C2-S1-C3 178.84
H4-C2-S1-C110 -109.33

C2-S1-Cl110-Cl11 5.74
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Structure B is a looser complex than structure o this can be seen from the much larger distance
between the chlorine atom closer to the DMS frame and the sulphur atom in this structure. Moreover,
the CI-Cl bond is shorter than i conformer o, where the proximity between Cl 10 and the sulphur
atom allows an attractive interaction between these atoms, so that Cl 10 is attracted towards the
sulphur atom increasing the CI-Cl bond to 2.19 A. This will have implications on the vibrational and
electronic characteristics of the two complexes: therefore, the two different structures o~ and -
DMS:Cl, should be considered as two different complexes.

The total energies of structure o- and structure B of DMS:Cl; have been calculated at the MP2/aug-cc-
pVDZ level as respectively -1396.4914622 hartrees and as -1396.4816631 hartrees: o-DMS:Cl; 1s
therefore more stable by 6.149 kcal/mol.

Harmonic vibrational frequencies at the MP2/aug-cc-pVDZ level have been calculated for the two

structures: the vibrational frequencies which show the most intensities are reported in Table 4.11,

while the two computed IR spectra are shown in Figure 4.38, assuming a Gaussian shape for the bands.

Figure 4.38- Calculated IR spectra for the a- (left) and pB- (right) DMS:Cl, complexes at the MP2/aug-cc-pVDZ level

The IR frequencies are very similar between the two complexes. The only significant difference is the
presence of a very strong band in structure a, which is due to the stretching of the CI-CI-S system, due
to the proximity of the chlorine and the sulphur atoms: this mode is absent in structure 3 due to the
different dispositions of the DMS and Cl, molecules.

However, the intensity pattern is very different for the two structures, a-DMS:Cl; being dominated by
the CI-S-Cl band at 440 ¢cm” which is absent in B-DMS:Cl,. The latter spectrum exhibits much

stronger C-H stretching bands around 3000 cm™.
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Table 4.11- Computed vibrational frequencies for the structures of DMS:Cl, optimized at the MP2/aug-cc-pVDZ

level (intensities of the bands are reported in brackets)

a-DMS:ClL, B-DMS:Cl, Normal mode
frequencies (cm™) frequencies (cm™)

440.7 CI-CI---S stretching
(121.85)

737.0 739.3

(2.48) (2.33)

10233 1020.1

(7.88) (7.80)

1079.8 1076.3

o (1305) (12.69)

1386.7 1385.0

(1.37) (2.09)

1412.6

(6.68)

1470.0 1468.5 C-H scissoring
(17.00) (14.03)

1487.5 14933

(12.65) (10.96)

1499.5 1504.2

(2.06) (1.86)

3076.1 3071.7

(28.81) (34.92)

3079.8 30751

(19.53) (28.00)

31714 3161.0 :
(9.95) (29.12) C-H stretching
3189.0 3182.4

(7.00) (10.55)

31899 3183.5

(1.53) (4.24)

These results are particularly important, because in the literature [9] experiments involving co-
deposition of DMS and Cl, in a matrix have shown the presence of a strong band around 360 cm™ in
the IR spectrum due to a complex which is decomposed as consequence of irradiation from a Hg lamp
(no suggestions on the structure of this complex have been given). Considering the expected error in
the calculated vibrational frequencies due to anharmonicity and partial allowance for electron
correlation in the calculations, it is expected that for a-DMS:Cl, a band should be experimentally
detected around 400 cm’'. This could make @-DMS:Cl, a suitable candidate for the reaction
intermediate observed in the DMS + Cl, = MDMS + HCI reaction, while the computed IR spectrum

of structure B does not give good agreement with the experimental IR spectrum for the intermediate.



Concerning vertical 1onization energies (VIEs), the results obtained by applying Koopmans’ theorem
to the molecular orbitals obtamned at the Hartree-Fock level for the two structures of DMS:Cls are

listed in Table 4.12.

Table 4.12- VIEs of the two DMS:Cl, structures calculated with Koopmans’ theorem at the HF/aug-cc-pVDZ level

KT calculated VIE (eV) | KT calculated VIE (eV)
a-DMS:ClL, B-DMS:Cl,
9.626 9.093
11.401 11.772
11.427 12.198
12.601 12.243
13.826 13.257

Bearing in mind that the PE bands experimentally detected have VIEs at 9.69 and 10.62 ¢V, these
results exclude B-DMS:Cl, as a possible candidate as the reaction mtermediate, as its first calculated
VIE is too low. The VIEs in Table 4.12 are in fact expected to be too high because of the
approximations involved in Koopmans’ theorem: if the values are scaled by the widely used 0.92
factor, the energies for the two first bands become 8.86 and 10.49 eV for the « structure and 8.37 and
10.83 for the B structure.

For a more reliable energy determination for the VIE of the first band of a-DMS:Cl,, calculations at
higher degrees of approximations have been conducted [24]. Coupled-cluster calculations with
inclusion of the triples contribution (CCSD(T)) led to a VIE of 8.83 eV with the aug-cc-pVDZ basis
set, while the estimate with the aug-cc-pVTZ basis set was calculated as 8.93 e V.

These values are too low compared to the experimental VIE of 9.66 eV. Therefore, computed VIEs for
o-DMS:Cl; do not reproduce the experimental VIEs for the reaction intermediate. Despite the possible
reasonable agreement for the IR spectrum, such a complex does not satisfy completely the

requirements of the observed reaction mtermediate in the PE spectrum.
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4.5.2 MDMS:HCI

Three different structures have been obtained for the CH;SCH,CI:HCI complex, according to the
relative orientation of the HCl molecule with respect to the chlorine atom of MDMS. The three
structures are presented in Figure 4.39. In this case, their differences are merely in orientation, so they
can be considered as conformers of the same complex, in contrast with DMS:Cl, where the two
complexes showed more marked differences in bond lengths and electronic and vibrational
characteristics. The structures have been labelled ortho-, meta- and para-MDMS:HCI, to distinguish

the relative positions of their HCI and CH,Cl groups.

Figure 4.39- Optimized structures of MDMS:HCI at the MP2/aug-cc-pVDZ level. Left: ortho, centre: meta, right: para

The total and relative energies calculated for the three structures are reported in Table 4.13; structure

para was found to be the most stable one, while structure mefa is the least stable one.

Table 4.13- Total and relative energies of the three minimum energy conformers of MDMS:HCI calculated at the
MP2/aug-cc-pVDZ level

Structure Total energy Relative energy
(hartrees) (kcal/mol)
Ortho-MDMS:HCI -1396.5423365 +0.756
Meta-MDMS :HCI -1396.5395915 +2.479
Para-MDMS:HC] -1396.5435419 0

Figure 4.40 presents in more detail the geometry of para-MDMS:HCI, and Table 4.14 lists its most
significant geometrical parameters. There are no major differences in parameters between the
conformers, apart from the angles of the chlorine atom to the MDMS unit: the only difference is
structure ortho where, due to steric hindrance between the chlorine atoms, the HCI unit is moved
higher above the sulphur atom. The two S-C bonds are here slightly different, due to the presence of

chlorine near one of them, while the H-Cl bond is just slightly longer than in free HCI (1.274 A).
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Clé

Figure 4.40- Optimized geometry of para-MDMS:HC! with the labelling of the atoms

Table 4.14- The most significant geometrical parameters for para-MDMS:HCI optimized at the MP2/aug-cc-pVDZ

level
Bond Distance (A) Angle Value (°)
S1-C2 1.810 C2-S1-C3 98.23
S1-C3 1.824 Cl6-C2-S1 113.57
C2-H4 1.098 C2-S1-HI10 87.54
C2-HS5 1.099 S1-H10-CI11 161.70
C2-Cl6 1.805 C2-H5-Cl11 114.40
H10-S1 2.228 H5-C2-S1-C3 -53.17
Cl11-H10 1.315 H5-C2-S1-HI0 | 3718 |
CI11-H5 3.124 C2-S1-H10-Cl11 -47.92
C2-H10 2.782 Cl6-C2-S1-H10 158.74

Harmonic vibrational frequencies have been calculated at the MP2/aug-cc-pVDZ level for the three
conformers. The complete spectra (presented with a Gaussian shape for the bands) are reported in
Figure 4.41, while the vibrational frequencies with the largest calculated intensities are listed in Table
4.15.

The spectra are dominated by the H-CI stretching band: this can vary considerably in frequency (100
cm’ separate the peak of ortho structure to that of meta structure) according to whether the vibrational
mode is close to the H-Cl value stretching for free HCI (calculated at 3084 cm™ using the same basis
set). It is evident that even if the computed spectra show a relatively strong band in the 350-450 cm™
region, the full spectra cannot fit the experimental spectrum in the literature for the intermediate [9],

where as a consequence of co-deposition of DMS and CI; in a matrix, a strong band was observed at
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360 cm™ with much weaker bands at 1035 and 1331 cm™ . Moreover, in FT-IR spectra acquired in this

work (Section 4.5.1), the HCI bands are observed at the frequencies of free HCI, while according to
calculations MDMS:HCI should absorb around 150 cm™ lower.

Figure 4.41- Calculated IR spectra for the MDMS:HCI conformers: above, ortho (left) and meta (right); below, para
at the MP2/aug-cc-pVDZ level

Table 4.15- Calculated vibrational frequencies for the structures of MDMS:HCI (intensities of the bands reported in
brackets)

ortho-MDMS:HCI | meta-MDMS:HCI | para-MDMS:HCI Normal mode
frequencies (cm™) | frequencies (cm™) | frequencies (cm™)

395.1 (44.19) 407.3 (90.67) B

4243 (62.88) 422.7 (18.22)

7093 (8.44) 457.6 (3547) 710.7 (5.33)

753.2 (23.39) 748.6  (3.22) 755.0 (21.68)

8024 (50.27) 828.6 (37.84) 802.5 (55.19) S-C-Cl stretching

863.1 (1.87) 918.6  (1.50) 863.5 (2.29)

1005.8 (3.27) 1008.2  (4.47) 1008.8 (3.39)

10258  (9.14) 1015.1  (4.85) 1026.0 (7.78)

12173 (2.30) 12204 (1.05)

15177 €35.03) 13222 (51.76) 1319.8 (38.01)

14052  (1.84) 1404.5 (1.88)

14404 (3.56) 14414 (2.29) T el
14671 (9.88) | 14633 (9.70) | 14683 (§0.51) G-t St
14936  (9.17) 14992 (7.27) 1495.0 (8.94)

2905.0 (504.64) 2809.6 (621.5) 2837.6 (621.12) CI-H:--S stretch
3086.6 (14.38) 3079.4 (18.90) 3085.1 (13.22)

31274 9.08 31117 (11.85 31244 (6.68 ;
3187.1 ((4.98)) 31762 (5.903 3185.4 E3.35; el siemning
31961  (1.32) 3189.0 (2.66) 3198.6  (1.10)

126



From the computed vibrational intensities and frequencies, it is therefore not likely that MDMS:HCI
could be the intermediate in the DMS + Cl; > MDMS + HCl reaction observed experimentally.
The vertical 1onization energies (VIEs) calculated with Koopmans’ theorem for the three conformers

of MDMS:HCI are reported in Table 4.16

Table 4.16- VIEs of the three MDMS:HCI structures calculated with Koopmans’ theorem at the HF/aug-cc-pVDZ

KT calculated VIE (eV) | KT calculal:evslvm (eV) | KT calculated VIE (eV)

ortho-MDMS:HCI meta-MDMS:HCI para-MDMS:HCI
10.266 10.271 10.307
11.975 12.103 12.027
12.291 12.333 12.301
12.358 12.516 12.638
12.370 12.572 12664
13.245 13.036 13.264

Considering the usual overestimate made by Koopmans’ theorem of the VIE value, the prediction for
the first band is quite realistic: if a 0.92 scaling factor is used, the computed value for conformer ortho
becomes 9.44 eV, compared to an experimental value of 9.66 eV. The four following VIEs are very
close to each other: experimentally it would be possible that they all contribute to the same PE band;
considering the 0.92 scaling factor, the value for the second VIE would be 11.02 eV. Even if this value
1s not be far from the observed VIE at 10.62 eV, the energy separation between the first and second
band is too large (1.6 eV, compared to 0.9 eV experimentally). This problem was encountered also lor
calculations run on ortho-MDMS:HCI at higher levels of approximation [24]: despite the VIE of the
first band being computed by coupled-cluster calculations to be at 9.42 eV (double-zeta basis set) or
9.53 eV (estimate at the triple-zeta basis set level), the value for the second VIE (not calculabie with
CCSD(T) because of the C, symmetry of the complex) was found to be above 11.2 eV with CIS,
CASSCF and EOM-CCSD methods.

Therefore, even if the first computed VIE is in satisfactory agreement with the one observed in the
PES experiments at 9.66 eV, no clear bases for the assignment to the second band of MDMS:HCI, with
VIE at 10.62 eV, can be found. It 1s therefore unlikely that MDMS:HCI can be associated with the

observed reaction intermediate.
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4.5.3 (CH;),SCl,

(CHj3),SCl, was also considered as a possible candidate as the reaction intermediate observed in the
PES experiments. When the structure was optimized at the MP2 level, it was found that the sulphur
centre does not exhibit a tetrahedral or square-planar co-ordination, but instead it exhibits a pseudo
octahedral co-ordination, in which two axial positions are unoccupied.

The computed structure for this sulphurane-like structure is reported in Figure 4.42, along with the

atom labelling.

Cl11

Figure 4.42- Structure of (CH;),SCl; optimized at the MP2/aug-cc-pVDZ level

Even if slightly distorted (the angle CI 10-S1-Cl 11 1s not exactly 180°, and the angle C2-S1-C3 is not
exactly 90°), the structure posses 2 planes of symmetry and a C, axis passing through the sulphur
atom: its point group is therefore C,y. The most relevant geometrical parameters are listed in Table

4.17.

Table 4.17- The most significant geometrical parameters of (CH;),SCl, optimized at the MP2/aug-cc-pVDZ level

Bond Distance (A) Angle Value (°)
S1-C2 1.828 C2-S1-C3 100.32
C2-H4 1.099 H4-C2-S1 106.08
C2-HS 1.096 C2-S1-CI 10 90.79
S1-C1'10 2.322 C110-S1-CI 11 178.11
Cl11-H5 3.508 H4-C2-81-C3 180.0
H4-C2-S1-H10 -90.0
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It 1s noteworthy that the DMS unit is practically unchanged on bonding with the two Cl atoms, as its
bond lengths and angles are almost identical for those of isolated DMS calculated at the same level
(MP2/aug-cc-pVDZ).

The geometry of (CH;),SCl; is very similar to the geometry calculated for (CH;),SCI at the UMP2/DZP
level [5]: (CH;),SCl 1s the intermediate observed in the DMS + CI reaction [1, 3]. In that case, the
molecule is almost identical as (CH;),SCly, only with one of the chlorine atoms removed from the
sulphur. For example, the angle C-S-Cl is identical between the two structures, while the C-S and S-Cl
distance are slightly different (S-Cl is longer in CH;),SCl, while C-S is longer in (CH3).SCl,).
Moreover, the structure of SCl; has been studied by means of ab initio calculations [25], and its
geometry is very similar to the geometry of (CH;),SCl,, as both show a pseudo octahedral co-ordination
around the sulphur atom.

The total energy calculated for this molecule (which is not a complex, as are the two (CH;),S:Cl,
structures previously described) i1s —1396.5182567 hartrees. The energy is therefore intermediate
between those of DMS:Cl, and MDMS:HCI: at 0 K the most stable conformer of MDMS:HCl is 15.87
kcal/mol lower, while the most stable structure of DMS:Cl; is 16.81 kcal/mol lower.

Harmonic vibrational frequencies have been calculated at the MP2/aug-cc-pVDZ level for (CH3),SCl,.
The frequencies are listed in Table 4.18, and the full computed IR spectrum is reported in Figure 4.43,

which was obtained assuming a Gaussian contour for the bands.

Figure 4.43- The IR spectirum of (CH;),SCl; calculated at the MP2/aug-cc-pVDZ level
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Table 4.18- Harmonic vibrational frequencies calculated for (CH;),SCl,

(CH;),SClL Intensities Normal mode
frequencies (cm™) (km/mol)
3534 398.97 Asymmetric CI-S-Cl stretch
9724 1.95
1035.8 2523
1090.6 7.14
1411.8 2.94
14401 12.49 C-H scissormg
14747 10.58
| 14792 10.44
32458 1.96 C-H stretching

The spectrum is clearly dominated by the S-Cl stretching band at 353 cm’™, plus weak bands at around
1036 and 1475 cm™. The overall pattern is in very good agreement with the literature matrix isolation
infrared evidence [9] that indicates that an intermediate produced by co-deposition of DMS and Cl, is
characterized by a strong band at around 360 cm™ and two weak bands at 1035 and 1331 em™. The
calculated value for the S-CI band is slightly lower than the experimental one; nevertheless, this
frequency is very dependent on the basis set chosen in the calculations. For example, when a 6-
311++G(2p, 2d) basis set is used, the S-CI stretching frequency increases to 373.6 em™, a value that
considering neglect of anharmonicity and partial allowance for electron correlation is in particularly
good agreement with the experimental value of 360 cm™.

Therefore, (CH3),SCl, has a calculated IR spectrum in very good agreement with the experimental
matrix isolation spectrum recorded on co-deposition of DMS and Cl,, both in band positions and

intensity distribution.

Vertical ionization energies calculated with Koopmans® theorem are listed in Table 4.19, along with

the values corrected by a 0.92 scaling factor.

Table 4.19- VIEs of (CH;),SCl, calculated with Koopmans’ theorem at the HF/aVDZ level

KT calculated VIE 0.92-KT calculated VIE
(eV) (eV)
10.218 9.400
11.715 10.778
11721 10783
11.774 10.832
11.789 10.845
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The second to the fifth calculated VIEs are very close: experimentally they would merge into the same
photoelectron band. In fact, the molecular orbitals involved in these 1oni<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>