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One of the key components common in integrated receiver designs is a RF local oscilla-
tor. This particular block is implemented as a phase-locked loop frequency synthesiser
in many published high frequency architectures. A sub-block of this loop is the fre-
quency divider, which sits in a feedback loop between the phase detector and voltage
controlled oscillator (VCO). It is this block, along with the VCO, that operate at very
high frequencies, and will therefore be heavy consumers of power compared with low

frequency blocks.

This thesis brings together the results of an investigation into frequency division. with
a particular emphasis on high frequency dual-modulus dividers intended for fabrication
in a CMOS process. The motivation behind this research is driven by the continuous
demand for low power high speed circuits, as justified above. The static source-coupled
logic forms the basis of the high frequency divider cells, and investigation into its be-
haviour and attempts to ascertain what restricts its high frequency characteristics. After
a review of some published dividers, attention is turned to the phase selection architec-
ture and a glitch-free control scheme that will play a key role in the design of two
dual-modulus dividers. One such divider is the divide-by-64/65, which also demon-
strates a new circuit topology in which stacking and current re-use exploit SOI CMOS
technology. The second is a divide-by-16/17 circuit implemented in bulk sub-micron
CMOS again with current-steering, but with the omission of stacking and thus makes
for a useful comparison. This second divider also plays a crucial role in tlie design of a
subsequent integer-N programmable divider (divisors 513-544), intended for use within
a frequency synthesiser as part of a wireless IEEE802.11a complaint receiver IC, and it
is detailed in the penultimate chapter. Another divider circuit developed in this work
is a fixed divide-by-2 bulk CMOS cell capable of operating beyond 10GHz, intended for
the very same wireless project. All divider circuits have been fabricated and successfully

measured with results given in ecach of their individual discussions.
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Chapter 1
Introduction

For the next generation of mobile communications, IC designers are called upon to design
in a higher frequency regime. A key component is the radio transceiver that provides the
signal path interface for data to and from a resident signal processor. It is typically the
smallest block in a communications chip but tends to consume the most power per unit
area and requires the most design time. As the need for more channels to exist simulta-
neously becomes important (with each channel accommodating a larger bandwidth), the
specifications and performance required become tighter and greater respectively. Chips
are required to be manufactured at a low cost, and designs using standard CMOS pro-
cesses always attract attention owing to their integratability. Alternative technologies
such as bipolar and BiCMOS technologies have been known to deliver radio sections
capable of operating at high speeds, and in the present day, bipolar processes have fewer
mask stages, whilst BICMOS processes have slightly more masks than very short channel
CMOS processes. Where availability and integratibility are issues when deciding upon a
technology (especially where ‘logic’ is needed), then plain CMOS would seems the best

choice.

This chapter starts with a brief look at down-conversion schemes. As all of the design
work has been performed in CMOS, a section follows describing the current CMOS
technology, both in bulk and SOI. The last section puts the design of frequency dividers
into context, explaining the roles of each sub-block in PLL-based CMOS frequency

synthesisers, as well as supplementing each with examples of published designs.

1.1 Radio architectures and current implementations

Before starting this section, it should be emphasised that there is no intention to de-

scribe in detail radio architectures for IC implementation. Whilst. frequency synthesisers

1
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are present in wireless front-ends, they are not restricted to local oscillators, and can be

used in clock recovery, and coherent frequency demodulation.

The aim of the front-end is to take a digital signal that has been converted to analogue
and then up-convert this baseband signal to a higher band where it can be transmitted
with enough power via an antenna. The methods by which to achieve this are not re-
stricted to one particular up-conversion scheme, but characteristics associated with the
standard usually dictate the choice of one arrangement over another. The Superhetero-
dyne receiver, such as that seen in Figure 1.1, is the general structure for most common

front-ends with the frequency planning determining the number of channels.

Mixer
I
ADC >
Antenna
Mixer Data
Image IF Demod |Out
Filter Filter
LNA Mi
LO, ixer _QJ
(fCarricr - fIF) ADC >
90°
LO,
(fi)

FIGURE 1.1: Block diagram of a Superheterodyne receiver, tailored for digital wireless
transmission.

After a low noise amplifier and image reject filter, a mixer is usually encountered, driven
by an RF input and a local oscillator (in the case of a receiver). During this mixing stage,
the RF input is down-converted to an intermediate frequency(IF), whereupon a channel
select filter will attenuate out-of-channel interferers. The trade-off has to be whether
to choose a high IF or low [F. Assuming high side injection, where the local oscillator
frequency is above the RF signal (for the purpose of a relaxed tuning range), a high IF
will mcan that the image reject filter should attenuate an image band 2 x IF higher and
hence not downconvert it to the IF together with the desired channel. However, any
signal close to the desired channel (perfectly acceptable as it is in-band) will need to be
suppressed using a tight channel select filter operating at a high frequency and this is
a major problemi. By having a low IF, the image reject filter doesn’t usually suppress
any image band as much as it should and thus mixes down to the IF with a greater
power (in this image baud) thau iu the previous setup. The advantage is that a tighter
chanuncl sclect filter response can now be realised operating at a lower frequency. A high
IF incidentally has need for a local oscillator (LO) with a lower fractional tuning range

149][11].
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Ficorn 1.2: Two image-reject architectures.

By using a dual-conversion architecture. the trade-off above can be dealt with in two
parts. By down converting to a high IF. the problem of inmage rejection can be tackled.
whilst a second mixing stage will down-convert to a sccond and lower IF. where the
channel select problem can be dealt with., Finally. a high-speed high precision data-
converter can be used to produce a digital version after which advanced digital signal

processing will use algoritluns to perform I/Q) demodulation.

One other solution to the hmage-rejection problem is to use a so-called image-reject
architecture. Two comnmon arrangeients are the Weaver archittecture and the Hartley

architecture. The strategy with both is to down-convert the desived band into two paths
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whercupon further processing will adjust the image component in one path. The aim
here is to have the pliase of the image band rotated through o radians so that. when
added together, the image band is cancelled out and the desired band is boosted in
signal power. Both look to mix the REF input with equal LO frequencies. that differ in
phasc by % radians. After low pass filtering. the Hartley arrangement shifts the phase
of one of the paths by 5 radians before adding the signals in both paths together. re-
stlting in an IF output without the image band. In the case of the Weaver architecture.
the input is mixed with a quadrature LO. low-pass filtered and then mixed again with a
sccond quadrature LO. after which the pair of signals are sumimed together to cancel the
image band. Unfortunately. such theoretically trivial solutions are not without serious
drawbacks when considering a practical inplementation. The problem in the case of the
Hartley architectire is the need for a constant-gain. frequency-independent phase shifter
and building such cirenits on chip is somewhat difficult. It is obvious that a 5 cohercncy
is needed between the two paths in such an architecture. and this must be maintained
over a broad frequency band. With the Weaver architecture, there is a strict need for
perfeet gain matching between botlh paths and also perfect quadrature operation in both

LOs. Botl architectures have heen illustrated in Fig. 1.2

Oue last method of bringing the desired band down to baseband is to use a LO at the
same frequency as the desived band. Straight away. it should be apparent that this direct-
conversion techuigne (also known as zero-IF) is beneficial because the image band is the
desired signal band. The sselling” point of this mode of conversion is that the system
architect can do away with the image reject filter and IF SAW filters. and can instead
nse a low-pass filter with baseband amplifiers all on the same chip. Unfortunately. for
this sclicme to be ciployed. the problemns of DC offset. 1/Q mismatch. flicker noise and
LO leakage must all be taken into account and modelled to sce if they can be controlled

to a1l acceptable level. A block diagram of a zero-1F recelver is given in Fig, 1.3.

The zero-IF and low-IF methods have become more iniportant as wireless standards
move to higher frequency bauds and tighter channel spacing. For both down-conversion
schenies (which incidentally use quadrature wmixing). the local oscillator is at the sane
frequency as (or close to) the centre of the desired channel or frequency band of interest.
However. the VCO usually runs at twice or even four times the centre frequency of the
band. depending on the method of quadrature generation. If one assumes that in both
cases. the wethod of quadrature generation relies on the master-slave action of either
a pair of latches or Hip-Hops. then a VCO ruming at twice the desired local oscillator
frequeney with o master-slave Hip-tHop (confignred as a divide-by-2 civenit) will show
less ity to phase mismateh in its guadrature outpnts (owing to its sensitivity of
the mark-space ratio of the inpnat). than a VCO ranning at four times the local oscilla-

tor frequency with a syuchronons divide-hy-4 civenit generating the required quadrature
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FTGURE 1.3: Block diagram of a direct conversion receiver. tailored for digital wireless
transiissio.

outputs.

A major driving point for the rescarch described in this thesis is that any frequency
divider investigated later must have the least possible munber of stages ruuning at the
highest operating frequency. In doing so. the overall power consuiption of any receiver
design will be lowered. As will be elear in the latter half of this thesis. the dual-modulis
dividers have been designed with thie least possible loading on auy signal source. as well

as only one divide-by-2 stage running at the input frequency.

To end this section. a couple of examples have heen given to show the viability of CNOS
silicon techuology to compete with mwore exotic SiGe technologios and bipolar processes
in this area of analogue signal processing. Oe of the first complex gigalierty cliips inple-
nented the DCS-1800 standard in 0.25an hulk CNOS [35]. Using the same phase seleet
architecture (used in the desigu of the dividers in this thesis) for programmable division.
a fully integrated transceiver (minus the antenua. autenna filter. PA. and basebad pro-
cessor) hias shown the capability of this digital” process for high perlormance analogne
signal processing. Running on 2V, the circuit cousimmies 191mW in receive niode. whilst
ouly taking 160mW during the trausmit mode. The integrated frequency synthesiser
holds a 16 modulus divider. a quadrature VCO awd an active-passive combination [lter
to realise the fourth order type-II PLL. The VCO wses a centre-tapped 3 turn indnctor
with a Q-factor of 9.

More recently. designers are increasingly showing HGHz radio frontends in R CANOS
. ~E ~
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Fraune 1.4 Frequeney plan of the down-conversion method in an example 5GHz wire-
less LAN receiver [36].

processes with a particular example given in [36]. Concentrating on the front-end and
not the digital baseband (which in this case is a separate chip). a dual-conversion archi-
fecture is employed in both the transmit and receive paths. In the case of the receive
chain, a 4GHz LO down-converts the filtered 5GHz band to a 1GHg IF. before finally
downconverting to baseband. This frequency plan (see Fig. 1.4)is chosen as there is
only need for one frequency synthesiser designed to give a 4GHz output. The 1GHz
local oscillator is derived by tapping the output of the 4GHz oscillator to drive a divide-
by-4 prescaler, with quadrature LO. The transmitter works in the reverse manner with
a power amplifier integrated on chip too. delivering an output power of 22dBm. The
fransmitter chain has been characterised to dissipate 790mW whilst the receiver con-
stmmes 250mW. with the synthesiser taking another 180mW (2.5V with 3.3V I/0 in

0.25nn bulkk CMOS).

1.2 Bulk CMOS technology

Over the past ten years, ageressive scaling of MOS devices and interconnects has de-
livered prodiets with civenit elements running bevond 5GHz. Advancements in both
processing and lithography has enabled scaling of their gate lengths to sub-100mm lev-
els. Phase-shift mask technology. choices i reticle material and available light sowrces

vield these feature sizes both in trausistors and metallisation.

[able 1.1 shows the projections made inoa 2000 ITRS road map. on the whereabouts
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2001 | 2003 | 2005 | 2007 | 2010 | 2013 | 2016
‘Techu()l()gy node (1m) ‘ 130 ‘100 |80 ‘65 |45 |32 |22 |

TABLE 1.1: Timeline of technology nodes [1].

of CMOS techuology in those years. The term ~Technology node’ is alniost synony-
mous with the "DRAM half pitch’ (which incidentally refers to the closest separation
between two metal lines in adjacent DRANM cells.) The actual mininnun” gate length of
a MOSFET in cvery node is sialler than this value. However, as tinie has progressed.
amendments to this table have resulted in the following roadmap. citing the technology

of the past, present and future (Table 1.2.)

1997 | 1999 | 2001 | 2003 | 2006
Technology node (nm) | 250 | 180 | 150 | 130 | 100 |

TaBLE 1.2: A revised table of the transistor gate lengths [32].

In terms of circuits produced. CMOS digital circuits reap the benefits of scaling. With
the arrival of the 3GHz processor in production. ultra large scale integration deinon-
strates the complexity and packing density achicved with today’s processing tools. With
memory sections exploiting the small footpriuts for cacli transistor as well as clever lay-
out. a myriad of functions can be retained on the sane picce of silicon without the need
to couple many dice externally. Even in mixed sigual IC's. the CMOS digital section can
casily be distinguished by the regularity and grannlarity of the regions nulike analogue

sections such as those found in today’s trausceiver chips.

At present. 3.2GHz processors ave in production (Iutel Corp). fabricated using o 130mn
process [26]. Advanced Micro Devices (AMD) has given a roaduap illustrating the teeli-
nology of future processor failies aud architectures, with a wigration from bulk [30mm
CMOS process to SOT 130 CMOS process [5]. This strategy is used to step away
from the reliance on the progress of lithography. until it is available and wature. The
SOI gives some performance gain in power aud speed. though Intel Corp have contested
any gains associated with the technology at such fine levels of geometry, Another keyv
indicator of the adhierence to the scmiconductor roadmap. is the density inwmemory. par-
ticularly DRAM. Cowmpanics such as Hynix. Micron and Sawmsung have IGBit DRANM]
chips (not modules) at the production stage. with sonwe nusing 100w technology on

S00mm diameter wafers.

I recent thmes. the importance (and reward) in realising analogue functions in plain
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CMOS optimised for digital applications has become greater and greater. Resisting
the temptation to move to a slightly more expensive technology such as bipolar and
BiCMOS can pay dividends in terms of power and cost when designing a mixed-signal
[C. There are a number of products on the market offering analogue and mixed signal
processing clements fabricated in CMOS technology ranging from filters and op-amps
to data-converters and radio transceivers. Such products not only incorporate the basic
MOS transistors. but also passives such as poly resistors. metal-metal capacitors and
spiral indnctors. Unfortunately, it is the requirement for such elements that results in
the lag of analogue/mixed signal products because characterisation and extensive device
(active and passive) modelling must be completed before any schematic can be simu-
lated. Also, with high frequency design, the complex behaviour of the substrate and
interconnects has frequently called for a munber of fab runs with standalone elements
and even design iterations. One last point to note is that sub-micron MOS devices tend
to hiave poor signal performance such as high noise Hoors (main reason being the jl
noise, whilst the thermal noise is comparable) and low current drives compared with
bipolar technology. This is one reason for the lack of investment in high specification
analogue MOS cirenit design. Nevertheless, this has not stopped the emergence of high
performance designs such as a 10GHz PLL [16] and a transceiver IC for a 5GHz wireless

LAN [36] appearing in professional publications.
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Fravre 1.5 Graph showing the number of technology parameters vs the vear a model
or its revision was introduced [14].

As with any hipgh performance IC, the emphasis placed on accurate, fast. robust active
cotponent models has never been greater. With each fabrication run costing many tens
of thousands of US dollars (excluding the mask set). mistakes in peformance cannot

be tolerated. and this is the reason behind activity within the industry to address the
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needs of non-quasistatic effects for example, albeit a little late in time. Models such
as BSIM [39], EKV [13] and MOS Model 9 [44] are regularly referenced in the circuit
design and modelling communities, but with such fine geometry, the ability to predict
even DC transconductance characteristics with models such as BSIM [39] can result in
notable discreancies when choosing transistor dimensions considerably off those used for
parameter extraction. A quick and dirty solution is to ‘parameter bin,” but at the ex-
pense of a hideous number of parameters and then the model becomes distantly related

to any physical model.

The graph shown in Fig. 1.5 captures the evolution of models, in particular those for
MOSFETs. The so-called first generation models were the Level 1, 2 and 3 (SPICE)
models. The legend in this graph makes reference to ‘geometry parameters’ and these
are included in some models to reduce the error between a simulated value and an actual
measurement, even at large channel widths. One such parameter is geometry dependent
mobility degradation. However as the graph shows, there is a marked rise in the number

of model deck parameters, as well as the device model becoming less physical.

The first model, occasionally referred to as the ‘Shichman-Hodges’ model, had the chan-
nel length modulation as the only geometry dependent effect. Other features were the
gradual channel approximation and square-law for the saturated drain current. Unfor-

tunately, no model for the sub-threshold current existed.

The second model makes up for the lack of sub-threshold conduction in the first, as well
as accounting for velocity saturation, vertical field mobility degradation, and describing
in more detail the depletion and threshold regions of their operation. The third model

is more efficient mathematically and takes on a semi-empirical approach to modelling.

For the second generation of models, BSIM 1 [9] and 2 [47] were two examples at the time.
Verison 1 was more of a digital model, being a mathematically tailored to break its oper-
ation into distinct regions, without much care at the transition point. Threshold voltage
and mobility modelling were key to the model as well as a detailed sub-threshold current
expression. In version 2, the addition of output conductance as well as modifications

to the threshold voltage and mobility models made this version a more ‘analogue’ model.

The third and current generation, includes BSIM3, EKV and MOS model 9. The first
incorporates a lot of smoothing functions for well-behaved model equations and their
derivatives. MOS model 9 is a Philips Research model with compact, clean and ro-
bust modelling, again using smoothing functions. but has the advantage over BSIM 3

that there are few parameters in the model deck. The EKV model is geared towards
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low-power low current analogue circuit design. Its developer claims to have used a new
and clearer method for analytical modelling as well as drawing in some of the other 3rd
generation mode! features. By moving the reference point from the source node to the

substrate, such a model is useful where symmetrical device behaviour is called upon.

In the context of RF design, particularly for transceivers, it is important for the models
to incorporate more of the parasitic effects observed with laying out the devices, and to
model drain/source implant resistance and gate resistance in order to account for them
at the circuit simulation stage, especially during the characterisation of phase noise
performance of MOS-based oscillators. The MOS model 9 with an RF extension is one
such model and has been used during the design of the bulk CMOS dividers reported in
this thesis.

1.3 Silicon on Insulator CMOS technology (SOI)

Gate

Oxide Oxide

P’ Substrate

Gate

N* N*
Oxide Oxide

Buried Oxide (BOX)

P Substrate

FIGURE 1.6: Cross sections of an NMOS {ransistor on Bulk (top) and SOI (bottom)
wafers.

1.3.1 Devices

SOI technology has been used in many special applications such as radiation-hardened
and high-voltage integrated circuits [12], owing much to the buried oxide. With con-

siderable elfort in process technology and wafer manufacturing, SOI is now starting to
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become a serious option for applications demanding high speed and low power char-
acteristics. One of the designs presented in this report is targetted for fabrication on
SOI wafers. These wafers give rise to CMOS devices that no longer require wells for
isolation between the different types due to the underlying oxide layer [48]. The lack of
wells prevents ‘latch-up’ (improves short channel effects and soft error immunity) and
can eliminate the need for well contacts, therefore resulting in a higher packing density
as well as the bonus of fewer masks (less costlier mask sets)!. The oxide layer also serves
mixed-mode circuits by minimising the noise from digital partitions that may affect any

analogue partitions.

The isolation also serves to maintain the threshold voltage of individual devices be-
tween the power supply rails. Unlike bulk CMOS designs, placing say an NMOS device
immediately on top of another NMOS device, keeps their threshold voltages the same

(assuming the bodies are tied to their respective source terminals.)

As the electronics industry creates mobile devices, the need for low power consumption
devices becomes more important. With fabrication on SOI wafers, the source and drain
junctions extend all the way to the back oxide layer (Fig. 1.6), giving a reduced para-
sitic capacitance and therefore faster device operation. Lower power is partly attributed
to the lower static leakage currents through the lower junction areas, as well as lower
CV?2F terms (where C,V and F are the gate load capacitance, the difference between
high and low logic levels on those capacitance terminals, and the frequency of operation,

respectively.)

Saying this, the CMOS devices on bulk Si wafers are simlilar to those fabricated on SOI
wafers, such as PMOS devices still requiring wells (assuming a p~ doped top substrate.)
Ignoring body contacts, layout of transistors and their interconnects remain identical

between both technologies.

1.4 Wafer fabrication

Before any device fabrication can take place, a wafer must be acquired. After slicing a
cylindrical ingot, wafers for bulk CMOS processing are polished and a thin single crystal
silicon layer is grown epitaxially. However, SOI requires a buried oxide layer within the

wafer. This can be achieved by:

e implanting oxygen atoins into the silicon wafers at high energies (SIMOX),

'This is not true where MOS body tied devices are incorporated
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e growing oxide layers on two wafers, implanting one with Hydrogen ions from
the opposite wafer face to the oxide, bonding the wafers together, before using
a SmartCUT® process to split the wafers at the Hydrogen implantation depth(as
licensed by SOITEC in their UNIBOND® product family),

o two wafers with oxidised top layers are bonded, after which one side is polished

down to the required silicon film thickness (Etchback).

Once a buried oxide is established, the top silicon layer must be polished and possibly

annealed, before gate stacks, implant regions and interconnect layers can be formed.

1.4.1 Device configuration

SOI MOSFETSs appear in three configurations: partially depleted floating body (PDFB),
partially depleted body tied (PDBT) and fully depleted (FD) [34].

The partially depleted transistor (both floating body and body tied) is produced using
thick silicon films (typically >150nm) where the depletion region of a strongly inverted
MOSFET fails to reach the back oxide, eliminating any coupling between the back- and
front gate oxides. This type of device has the advantage that the Vr is tailored through
the choice of channel doping profile (see FD device). The main disadvantage lies with

the PDFD configuration which is susceptible to floating body effects.

The FD devices usually have a thinner silicon film (or lower doping concentration) where
the whole body region is depleted and the back gate influences the operation of the de-
vice. This configuration of device allows the threshold voltage to be reduced without
unduly increasing any off-state leakage currents (crucial to low power devices). FD
MOSFETSs are considered to possess improved short channel behaviour whilst eliminat-
ing floating body behaviour, but reduced source/drain junction depth that delivers the
improved short channel behaviour comes at the price of source/drain series resistance.
Also, the requirement for the silicon film to be thin poses a problem in controlling the

Vir of the device due to its sensitivity to process and thickness variations.

SOI technology also comes with other problems. For example, in a PDSOI device, the
lack of well contacts implies the body region to be unconnected or ‘floating,” where any
charge injected into the body will cause fluctuations in the body potential. Also, the back
oxide plays the role of a thermal wsulator, resulting in localised heating (self-heating).
Paramcters such as mobility g and Vp are affected, forcing device characteristics to

deviate from their ambient temperature operation on a dvnamic basis. Digital CMOS
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circuits tend to have low power dissipation per device compared with analogue circuits

which constantly dissipate power due to their biasing.

1.4.2 Body contacts

Unlike bulk CMOS desigus, transistors fabricated on SOI wafers are not electrically
connected under the field oxide that isolates adjacent transistors. Charge injected and
removed from this “body’ region is usually transported via a body contact, though this
does not have to be the case (see subsection 1.4.3 - *Floating bodies™). With ‘Body tied’
configurations. it is important to keep the channel-to-body contact resistance as simall
as possible, thus allowing fast transport of charge into and out of the isolated body.
This is achieved by placing body contacts at one or both gate ends of a device. The
design rules. used for the dual-modulus 64/65 divider. dictate how close and how many
of these contacts should exist. as well as the maxinmun gate width for a specific gate
length transistor which will explain why in that design. gate widths have been purposely
capped to 7pm and 15pm for < 0.7 and > 0.7um gate lengths respectively. Where
transistors have larger widths than these, the required transistors are broken into smaller

transistors to make a “finger’ structure.

A 4

Source/Drain Source/Drain

(a) T-Giate (h) H-Cate

Frcure 1.7 Two examples of MOS transistor layouts.

As there are H-gate and T-gate layout arrangements (Fig. 1.7}, there also exist varions

styles of body contacts. They can be:

e standalone - coutact that exists outside the active region and is electrically con-
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iected to a node by the first metal line (Fig. 1.8(a)).

e cuibedded - a highly doped region of an opposite type to the source implant regions.
which is electrically connected by cutting into the source under a confact (Fig.

1.8(b)),
e gate end tie-downs - like the previous version but is instead placed at either or

both of the gate ends, with the opposite type implant lying under the gate end

(Fig. 1.8(c)).

.4' Body Contact

Gate
End

[mplant

A | :. . ”-'._

A i
Source/Drain

(b)) embedded body contact (¢) gate end tie-downs

{a) standalone body contact

Fraunre 1.8 Various body contact configurations.

1.4.3 Floating bodies

As the dnal modulus design uses the Hoating body confignration in its high speed stage,
a brief look at a device's behavionr will be given. Floating body PDSOI devices have
their body regions nnconnected to any terminal and thus are allowed to Hoat electrically.
Unfortunately, there are two resulting concerns associated with foating bodies in par-
tially depleted devices, namely the “Kink' effect and parasitic bipolar effect. Other side
effects include breakdown voltage degradation and hysteresis during dynamic operation

[42].

!

When the de -V characteristic of such a configuration is examined (see Fig. 1.9). a
prouounced kink is observed for low gate biases whereby an increasing drain voltage
would proditce a larger than anticipated drain cuervent. In the case of an nMOS transis-
tor i its saturation mode, electrons will collide with the silicon lattice if there are high
drain fields (impact jonisation). This generates many electron-hole (e-l) pairs. whose
clectrons travel iuto the drain implant and the holes migrate to the point of lowest po-
tentinl. With Hoating bhodies. these holes build up (though some do leak away) and raise

the overall potential of this body, With reference to the ‘body effect” or “back bias™ effect
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observed in bulk CMOS, the drain conductance increases, which in turn causes more
e-h pairs to be created and so on. There is, however, a point where the ‘body-source’
diode becomes forward biased, injecting electrons from the source into the body, and
recombining with the stray holes. The I-V characteristic then behaves in an expected
manner to that of short channel transistors (channel length modulation or drain induced
barrier lowering). One major implication of having devices exhibiting a kink effect is
that the output resistance of a device can drop which ineans the internal gain is also

reduced.

Increasing the drain bias further would highlight the second effect, parasitic bipolar ac-
tion. The silicon film under the gate stack can be thought of as a floating base terminal
and the current into this base is again a result of impact ionisation. This parasitic de-
vice is turned on by the buildup of charge in the floating body. By using source/drain
extensions, the effective collector/emitter areas are reduced, thus reducing the current

gain of this parasitic device.

The characteristics described above prove useful when designing analogue circuits in a
PDSOI CMOS process. However, this technology has been cited as a contender for high
speed IC applications. Therefore, it is crucial to understand the effects of switching in
actual circuits, and to note any key observations that may be attributed to floating-body
action [42][33][46]. Authors of publications reporting their findings on the effects of float-
ing bodies have concentrated primarily on digital CMOS topology circuits. Although
our SOTI divider design (Chapter 5) is based on a SCL circuit topology, it is possible to

apply some of their findings, albeit with a little manipulation.

An immediate observation in the context of CMOS circuits is that their transient anal-
yses show signals to operate rail-rail. As there is an inevitable delay between any rapid
change on a device’s input and its response at its output terminals, it is feasible to
conclude that the transistors will be subjected (momentarily) to parasitic bipolar ef-
fects, and hence a rise in output conductance and current [42]. This previous study has
concluded that the speed advantage delivered by floating-body devices is due to three

characteristics:

e less source/drain junction capacitance (regardless of floating-body)
e dynamic ‘kink’ effect
e dynamic ‘V;’ due to capacitive coupling.

When the body is tied to the source terminal, any speed advantage observed is at-

tributed to the reduced junction capacitances at the drain and source implants, whilst
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Ficure 1.9: Floating body effects.
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the dynamic ‘kink’ effect, due to body charging, is a small contributor to any increase
in speed. Dynamic kink behaviour is similar to its static counterpart, except the effect
is now a function of switching time and its frequency (alternatively, the body region’s
carrier generation and recombination time). The authors responsible for the results [33]
acknowledged their difficulty in gauging how much of an effect the dynamic ‘kink’ had
on the speed and kept the initial DC body voltage constant throughout their entire

simulation.

Capacitive coupling is responsible for the third mechanism and can be broken into two
sub-groups: current overshoot and dynamic loading. The first of these improves the
switching speed by increasing the forward Vgg of the drive transistor in a CMOS in-
verter (due to gate-body coupling), giving a higher switching current. The second case
decreases the forward Vg and/or increases the reverse Vpg of the load transistor, with
the help of the drain-body coupling. When observing the transient behaviour, the body-
source voltage follows the gate voltage due to the gate-body coupling. When the inver-
sion layer forms, the body-source voltage will follow the drain voltage by means of the

drain-body coupling.

As will be seen, there is a notable difference between the CMOS-style circuit and the
SCL circuits, both in their circuit topology and the electrical behaviour. Nevertheless,
the above account provides suggestions as to what is happening in the transistor bodies
of those devices that are switching in the forthcoming frequency dividers. An effort
is made in Chapter 5 to understand why the two highest speed divider circuits in an

asynchronous chain may operate faster when their transistors have floating bodies.

1.4.4 Self-heating

The term above refers to the disadvantage of having a buried oxide for electrical isolation,
whereby localised heat cannot dissipate as easily into the back side of the wafer. If a
small device is operated with a low frequency signal, the silicon film can heat up if
current density is high, degrading the I-V characteristics of the circuit. Self-hcating is
an important issue that must be accounted for when designing in sub-micron technology.
To model a CMOS rail to rail LSI analogue circuit without this effect would result in
gross discrepancies between silicon and simulation. In a high speed NMOS logic design,
the problem is not as pronounced (assuming 50% or less duty cycle) because the device
is off for a comparable amount of time as it is on {after a certain frequency, the designer
should look at RMS current, as would be done in high frequency interconnect design).
In the case of CMOS logic, power dissipation occurs during the transition between logic
levels. Hence, a design operated at low frequency should dissipate less power than a

circuit operating at a higher rate over the same length of measurement timne.
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1.4.5 Circuit simulator models

To go about designing circuits for ICs, circuit simulators become an essential tool. How-
ever, models are needed to describe the transistor behaviour when operating in certain
conditions and configurations. For SOI, models such as BSIMSOI [38] and UFSOI
[40] exist. However, specifically for the SOI dual-modulus divider, the ‘Southampton
Thermal Analogue’ model or STAG [34], together with a Honeywell 0.8um and 0.35um
parameter set, have been used for the design work. This model uses a surface-potential
technique as opposed to traditional threshold voltage based techniques, relying on a sin-
gle expression that is continuous for all regions of operation, making this very suitable
for any analogue designer. Modelling a characteristic with more than one expression can

lead to ‘jumps’ in the simulated performance and thus anomalous results.

As designers move further into the gigahertz range, the argument for better RF models
becomes stronger. There is a dearth of robust compact RF models [30] for both analogue
and digital design in any wafer technology. The importance of how designs operating
in such a frequency range can affect system characteristics such as bit error rate (BER)
and propagation path cannot be stressed enough. Models need to reflect the RF per-
formance in foundry processes. Simulations of low frequency signal must be done in a
high frequency environment. Interconnects are also ignored at schematic level, which
is disastrous at such frequencies. Layout driven designs could possibly help achieve a
closer estimate of the final realisation. Even though SOI aims to minimise iz, substrate
coupling is never eradicated and needs to be attended to, possibly with a layout driven

approach.

1.5 Review of CMOS frequency synthesisers

In the majority of designs reported, a stable and accurate local oscillator is needed to
down-convert a channel(s) to a lower intermediate frequency or even baseband, as well
as up-converting baseband data to a higher intermediate or even transmit frequency.
The emphasis on ‘stable’ and ‘accurate’ stems from the need to select the whole of a
desired channel. One way of achieving such a function is through the use of frequency
synthesisers. They must meet certain specifications such as low phase noise and low
power consumption. The stringency of these requirements is dependent on the type
of application, for example, a single chip satellite tuner will call for a low phase noise
oscillator compared with wireless LAN oscillators. However, power consumption is not a
design priority in satellite tuner designs as it is usually mains operated, unlike portable

wireless LAN devices.

A frequency syuthesiser can be either incoherent, coherent direct. coherent indirect.
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Ficure 1.10: Block diagram of a basic frequency synthesiser based on a PLL.

coherent direct digital [50]. For the rest of this section, only the coherent indirect
synthesis and more specifically, the phase-locked loop with a programmable divider
will be described. This type of loop contains a phase detector/comparator (generates
a slowly varying ac signal when not in frequency lock, and then a steady dc¢ output
whose amplitude and polarity reflect the phase difference between its two inputs), a
loop filter (that removes higher order products resulting from the phase detector), a
VCO (generating the desired frequency) and a programmable frequency divider (used to
obtain a frequency close to the reference frequency). A charge pump is usually inserted
between the phase detector and loop filter in order to deliver charge to the loop filter,
lessening the burden on the phase detector. Another reason for its inclusion is that the
static phase settles to zero, giving the characteristics of a ‘Type-1I" PLL (PLL with two
integrators in the loop - the VCO being one), without having to actually add one [18]. In
the context of high speed applications, the loop is configured as a frequency multiplier,
so a very stable reference exists at low frequency, but the VCO is driven to run at a
much higher frequency. The multiplication results because of the frequency divider in

the loop and the output frequency is given by the following simple expression:

fout :N-f;;f~ (11)

where N is the division ratio within the loop, M refers to any prescaler present before
the input to the phase detector, f.. is the frequency of the source at the input and fou
is the frequency of the output after the VCO. Six key characteristics exist for frequency

synthesisers:

e phase noise

¢ frequency stability

output frequency range
¢ frequency increment
e switching time

e spurious output
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The specifications for these requirements determine the cost, power consumption, and
size of an IC synthesiser. Phase noise is a figure of merit that demands attention,
especially in applications that require tight channel spacing. Having the power from
the carrier leak into adjacent channels can be detrimental to the performance of the
transceiver. As the channel spacing requirement is relaxed, the ‘skirts’ either side of the
carrier may be more prominent depending upon the application. Figure 1.11(a) shows
the prinicpal behind ‘reciprocal mixing’, where signal power from the unwanted adjacent
band can interfere with the desired band. Figure 1.11(b) highlights the effect of phase

noise ‘masking’ an adjacent signal in a desired group of frequencies.

1.5.1 Phase detector

The phase detector, as its name implies, quantifies the difference in phase between its
two inputs. With signals of sine wave characteristic, an analogue multiplier, such as
the Gilbert cell (figure 1.12), is a very common implementation. After multiplication, a
DC term and double-frequency term emerge, with the latter being removed by a sub-
sequent low pass filter. Such a cell gives a zero average output when the input phase
difference is § radians (regardless of tlie sense of phase difference.) This aspect forms
part of the specification of the loop arrangement. Also, the lock range (where the loop
is frequency locked, but not necessarily phase locked) is between 0 rad and 7 radians
phase difference. In the case where one or both inputs are square waves, a commutating
multiplier can be the answer. The important difference between this and the last phase
detector is that the square wave at the input(s) has spectral components other than the
fundamental. This implies that there is a possibility the loop will lock on to one of the
harmounics. This can be useful in producing super-harmonic locked oscillators (see later)
to produce a ‘divided’ output. However, when undesirable, the VCO tuning range must
be restricted to prevent such locking. The spectrum of a square wave does fall off with
a } behaviour and thus becomes harder to lock to higher harmonics. Saying this, it
must be attended to in practical loops based on such a detector (by means of aggressive
filtering).

In many transceiver designs, digital logic blocks are frequently used for such functions.
The exclusive-OR gate (talked about in the previous paragraph as a Gilbert cell, but
driven hard with large signals) is such an example. When driven with square wave sig-
nals, the output is related to the input by an XOR relationship, with the only difference
being tlic DC level on the output.

The above multiplier-based detectors are in fact quadrature detectors (they indicate a
phase difference of %radi:ms) and there are instances where a need for zero phase differ-

ence locking exists. This can be achieved using a sequential phase detector, providing a



Chapter 1 Introduction 21

Desired <\ Unwanted

signal signal

»-
®

Mixer

Firs o : )
Downconverted ®
signals
(a) Reciprocal mixing
RF input
Mixer
L
=
B 3
< =
&
<
Wy e s
»~
LOi ith ol ) Phase noise masks the
WL AR Ehase ke lower amplitude signal
o e
E]
fh
<

(b) Phase noise can mask the adjacent signal when needed

FIGURE 1.11: Two problems of phase noise on the local oscillator during down-
coversion.

0 rad (or even 7 radians) phase difference condition in lock, with some having outputs
that are proportional to differences greater than 27 radians. The drawbacks associated
with such detectors is their sensitivity to transitions and add a sampling operation into
the loop [49]. In its simplest form, the SR flip-flop (Fig. 1.13(a)) can implement such a
function with the output showing a ‘sawtooth’ characteristic as a function of the input
phase difference over many multiples of 27 radians cycles. One problem (depending on

the topology,) is that speed difference can result in static phase error with the average
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I'IGURE 1.12: Example of an analogue multiplier, with the specific schematic of a
Gilbert cell.

output being a result of a phase difference other than = radians. As mentioned, sequen-
tial detectors can have an extended detection range, spanning more than one period.
This can be realised using an arrangement of D-type flip-flops and this circuit also re-
moves the problem of static phase error. Such a simple detector can yield a detection
range spanning 47 radians with a constant phase detector gain equal to the SR flip-flop
solution, but a 0 rad phase difference lock point is necessary for a maximum lock range.

Occasionally, it is important to have information on the difference in frequency be-
tween the two inputs. Scquential detectors, especially those based on D-type flip-flops
(Fig. 1.13(b)), can provide such information, indicating both the direction (through sig-
nalling one of two outputs) and magnitude (manifested through their duty cycles), and
are known as phase-frequency detectors. One problem with this type of detector is that
near the zero phase error mark, the gain may differ from what is actually expected as
the up-dowu signal pair are ‘impulses’ around that lock point. Also, there is a sensitivity
to missing edges, and the repercussions are to correct this error. The former problem
can be solved with the aid of a DC offset (thus a static phase error), greatly suppressing

the nonlinearities.

1.5.2 Loop filter

Following the phase detector is a loop filter, which serves to remove the double-frequency

product term. Frequently. a charge-pump sits between these blocks and delivers a charge



Chapter 1 Introduction 23

Latch — ouT -
SR Q -’f an
VIN2
“¥Ym
(a) RS Latch based phasc dctector
VDD
D [9)3
VINl QA O AVOUT
o—> A
Vol -1
RESET «»—C AVour 2 T a9
- J ! 2n
=TT
VINZ > l /‘
o_ ---------
QB 0 _Vm
D DOWN

(b} D-type phase frequency detector

FIGURE 1.13: Two examples of the phase detectors and their respective transfer char-
acteristics.

proportional to the phase error to the loop filter. Such a component has three output
states: positive current, negative current and no current. The amount of charge delivered
can be minuscule depending on the difference in phase with an impulse often resulting
close to lock. A loop filter converts this train of pulses into an average value. A simple
implementation has already been mentioned in the paragraphs on phase detectors using
D-type flip-flops, and it is here that a charge-pump is often integrated with the phase

detector.

The loop filter is the component that sets the order of the loop and is thus a key factor
associated with the loop dynamics. Technically, there is no need for an explicit filter.
In such a case, the PLL would be classed as a first order loop with a low-pass transfer
characteristic (taking the output before the entering the VCO.) After linearising the loop.
as pictured in Fig. 1.15, it is found that the loop bandwidth is dependent on the phase
detector gain and the so-called VCO ‘gain’; which has dimensions radians per sccond per
volt (and maybe some other gain stages around the loop.) Unfortunately, the output of

a multiplier phase detector contains sum- and difference frequency components, both of
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FIGURE 1.14: Charge Pump attached to a phase frequency detector.

which are fed directly to the input of the VCO and thus run the risk of locking to a higher
frequency if within the VCO tuning range. Another problem is the out-of-band signals
present on the input reference frequency, that are also passed to the VCO, without any

attenuation.
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FIGURE 1.15: Linearised model of a PLL.

‘laking a closer look at various configurations (with the help of Fig. 1.15,) no loop filter

would yield the following transfer function:

Vour Ko Kp L
Wyef —S+IX’0~K’D Ko’

(1.2)

The closed-loop transfer function is shown in Fig. 1.16, where Ky is in fact Ko-Kp.
This configuration is unconditionally stable, with there being a % rad phase shift in the

loop. for frequencies greater than Ky rad - s~
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FIGURE 1.16: Transfer function of PLL with no loop filter.

This can be improved by adding a simple single-pole RC filter, thus generating a second
order PLL. When designing the loop, it is desirable to have a low cutoff frequency
associated with this block, but has to be capped to a value so that there isn’t excessive
peaking in the frequency response. One problem (depending on the application) is that
the loop bandwidth is dependent on the loop gain and so too is the locking range. The

transfer function for this second order PLL is:

Vour 1 1

- s 2 I
Wre f 1+m+w‘1-Kv Ko

(1.3)

where Ky is the same as before, wy is the product R-C (components of the filter.) The

transfer characteristics of this arrangement is given in Fig. 1.17.

VOUT .
D

ref

A

ref

(Log scales)

Fi1cURrE 1.17: Transfer function of PLL with 1st order loop filter.

The 3dB bandwidth of this structure is v2 - Kyrad - s7! and therefore w; is set as low
as possible (to reject out of band signals) before peaking becomes a problem. It is usual
to have a maximally flat low pass configuration with the complex conjugate poles placed

at 7 rad from the negative real axis.

By adding a ‘zero’ to the transfer function of the filter (Fig. 1.18(a)), the pole frequency

can be lowered without the risk of under-damping. This filter has a pole at w; =
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o2 R11+R2) and a zero at wyz = C_JJE The phase margin, with such a modification,

improves so long as there is enough margin for the phase response to recover beyond
7 rad (see Fig. 1.19.) With this solution, the loop bandwidth and loop gain are now
independent of one another, thus allowing flexibilty in design.

In modern PLL design, it is usual to have a charge-pump before the loop filter and this
removes the resistor, R; (Fig. 1.18(a)) from the loop filter (the input voltage source
and Rj, are replaced with a current source and its internal resistance). Another point
is that a shunt capacitor is placed across the remaining RC filter, resulting in a sec-
ond order filter and a third order PLL. Its sole purpose is to remove spurs present on
the VCO input line and its associated pole is usually placed some distance away from

the dominant pole, so as to keep the steady-state response the same as the 2™¢ order PLL.

1.5.3 Voltage controlled oscillator

The next and probably most challenging block is the VCO as, by default, it operates at
the highest frequency within the loop. This function can be implemented in a number
of ways with each having their merits and flaws. The examples include LC-oscillators
and ring oscillators (both shown in Fig. 1.20). The specifications of the PLL /frequency
syntlesiser dictate the choice of topology. Ring oscillators [10] tend to be easier to de-
sign, and can be analysed with a cascade of equations and a rudimentry feedback path.
However, in the newly emerging wireless applications, the call for cheaper, yet high
performance radio chips translates into the need for oscillators with high specification
spectral purity running at high operating frequencies. LC-tank oscillators [10] have been
studied and characterised to deliver a low phase noise output at high frequencies; this

explains their attention in recent publications [10]. Modern monolithic processing has
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(a) first order filter with a zero
(b) transfer function

IFFloure 1.18: Loop (ilter and the corresponding characteristic of the configured PLL.
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FIGURE 1.19: Bode plots of the PLL.

enabled passive structures such as spiral and ‘horseshoe’ inductors to be fabricated on
the same die as MOS and bipolar circuitry [49]. By analysing the process steps, a little
imaginative layout can generate useful (occasionally parasitic) devices such as varicaps,
also found in VCOs. Although possessing poor Q-factors compared with discrete res-

onators, monolithic integration is certainly possible.

Ring oscillators based on CMOS-style inverters are easy to design and imiplement as
their behaviour has been characterised and described using large-signal functions. The
oscillation frequency can be set by modulating the tail current in the case of an inverter
based on a differential pair (static logic) or by modulating the power supply of the in-
verter chain in the case of inverters based on a classical CMOS inverter (dynamic logic.)
As for its performance, they tend to have a wide tuning range, low silicon arca and
their behaviour across process, power supply and temperature is modelled well owing
to good MOS models. Power supply and substrate noise tend to be an issue, but can
be minimised by employing a differential inverter topology. However, the output swing

remains a concern with such a circuit.

The LC-tank based oscillators, if a perfect resonator (ie with no losses) were allowed,
would have energy flowing between the electrical and magnetic storage elements at the

rate of the calculated resonant frequency:

(1.4)

Wy =

]
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Such a network should yield an infinite Q factor, with the definition given by:

0= (stored magnetic energy) + (stored electrical energy) . (1.5)

energy dissipated per cycle

Unfortunately, reality shows the resonator to possess a finite @ factor. In the context of
LC-tanks, the value depends on a number of issues such as materials, frequency of oper-
ation and physical design of the various components in the tank. In a monolithic silicon
implementation, the degradation in @ factor is an aggregate of various loss mechanisms
from skin effect in the conductor of the inductor to eddy currents in the silicon directly
below a planar inductor design. Inductors fabricated in foundry silicon processes have
Q factors of 5-10 at 2GHz [20] versus Q factors in the 100’s for sub-100MHz discrete
components. Such ‘losses’ are modelled electrically in the tank as resistive, with the
series resistance of the inductor being captured in another resistor, in parallel with the
parallel LC network. The losses are usually compensated for by matching it with an

active negative transconductor (effectively a negative resistor.)

LC-tank oscillators tend to give a larger output swing and can operate at higher fre-
quencies than ring oscillators, but have the downsides that they consume a great deal
of area, require very accurate models (which can imply large complex models for the
passives and stresses the need for better models) and has a narrow tuning range (due to

the varactors), though switching out discrete capacitors can alleviate this.

The Q-factor degradation poses a problem for receiver designs as it translates into a
spreading of the carrier power into the neighbouring sidebands which is captured in the
performance metric ‘phase noise.” From a channel selection point of view, the density
of channels within an allocated band depends on this noise power at an offset to the

resonant frequency of the local oscillator.

This is a good point to promote one of the main themes of this thesis, namely the
reduction of power consumption in the high frequency analogue sections of a receiver.
By loading the VCO with the mixer and frequency divider, the loaded Q-factor of the
resonant tank will degrade. Such loading provides additional mechanisms by which en-
ergy in the tank is lost and therefore, more power must be consumed by the negative-gy
stage. This is another reason why the dual-modulus frequency dividers discussed in later
chapters only have one divide-by-2 flip-flop loading the VCO outputs, whilst running at
the highest frequency.

To be able to quantify and control this phase noise in oscillator design relies on knowing

how its output is modified and identifying any distinct regions in a representation of
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FI1GURE 1.21: Power spectral density of the phase noise of a feedback oscillator (assume

log scales for both axes). Region 1 is attributed to the flicker-noise of the active devices,

whilst the characteristic in region 2 is due to the Q-factor of the oscillator. The last
region quantifies the system noise floor.

its output. One of the first models to talk about phase noise is based on a feedback
oscillator model [17], and through a heuristic approach, the power spectral density of

the phase noise Sg(wy,) has been described as:

_2FET wo \° Wi

where w,, is the offset from the centre frequency of the resonator, F' is a device noise

factor (empirical), k is Boltzman’s constant, T' temperature in Kelvin, Ps is the ab-
solute power of the resonant frequency wy,, w 2 is the corner frequency distinguishing
the u—)l-; and Jlg regions, and lastly () is the lgad Q-factor. With there being an em-
pirical parameter in the equation (obtained by fitting parameters to device data, and
applying also to the device flicker noise corner frequency) this is not a reliable model to
explain the shaped noise. Saying this, the white noise and ﬁ regions are predicted well,
though the w—lg corner frequency should not be assumed to be equal to the device flicker

noise corner frequency [4]. A representative plot of the asymptotes are given in Fig. 1.21.

It seems appropriate to break this equation down into the various regions and relate
them to various metrics of the general oscillator. The large noise power seen rolling off
at a rate inversely proportional to the cube of the offset frequency (region 1) is attributed
to the device noise of the active elements. As onc moves further away from the carrier
(after what was thought to be the device flicker noise corner [17]). the poor Q-factor of

the oscillator becomes an issue. shaping the noise power with a roll-off that is inversely
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FI1GURE 1.22: General representation of an oscillator in a closed-loop feedback arrange-
ment.

proportional to the square of the offset frequency. This approximation continues until
half the feedback bandwidth (2—5—?:”-> [17] is reached, after which the combined system
noise floor becomes dominant. This is not only due to the oscillator components, but also
any amplifiers attached to its output, and even measurement equipment. PLL designers
tend to design for large output swings to give a low phase noise output [10]. There
can be instances where poor matching between transceiver stages can yield a noise floor
that swamps the lower offset regions of the spectrum. Likewise, it is possible to have

excellent Q-factors in a design such that the composite spectrum shows no w—lr region.

LC-tank based oscillators are known to be less noisy than inductorless versions [10][3].
However, ring oscillators have played an important role in microprocessors and due
to their differential operation and ease of operation, such oscillators can also play an
important role in transceiver design. It is important to characterise the phase noise
associated with this type of oscillator and though no explcit tank exists, a Q-factor for
this style can still be defined. The derivation is purposely omitted and the result is

shown below (‘open-loop’ Q is how much the closed-loop system opposes a change in

wo dAN?  /de\?
o-s2/() - ()" o

where A and ® are the magnitude and phase responses of a linear transfer function,

frequency):

H(jw) (see Fig. 1.22.) The noise power spectral density is then shown to be shaped by

the following transfer function:

2 1 wo 2 »

Three types of noise have been identified for this oscillator and shown to have their

2l + )

power spectral densities shaped by that transfer function [10]. Additive noise is simply
a direct addition of noise (power) components to the output and hence the total noise
at an offset frequency is the sum of those components each generated by a noise source
at a frequency near the oscillation frequency. HF multiplicative noise arises hecanse
nonlinearities associated with the oscillator can cause an injected component to ‘fold’
around the carrier. therefore doubling the noisc power at an offset from the carrier tone

(twice the power calculated for the additive noise component.) LF multiplicative noisc
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is where noise power close to DC is upconverted to and around the carrier frequency.
In a static current ring VCO, the frequency of oscillation is changed by changing the
tail current over each cell, and any noise on this input line is frequency modulated to

around the carrier, again being shaped by the transfer function of the oscillator.
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FIGURE 1.23: Concept of the ‘impulse sensitivity function’ used in the analytical model
of phase noise, showing the principle of time-variance with an impulse injected at two
different instances of a simple periodic signal.

In recent times, a study has been performed on high performance silicon oscillators, hop-
ing to understand and model phase noise without the reliance on an empirical model.
One important model, again general to all types of oscillators, moves away from linear
time-invariance theory, as it is found that the phase noise response is dependent on the
instance in an output cycle when a perturbation occurs [4]. If disturbed during the crest
of the output waveform, the oscillator should settle back with very little effect on the
phase. However, if disturbed in the vicinity of a zero-crossing, then the effect is more
pronounced. These points are captured in Fig. 1.23. An ‘impulse sensitivity’ function
is defined for the different types of noise (as well as being specific to the style of oscil-
lator) and the advantage is then the removal of empirical parameters giving rise to an
analytical expression. The study goes on to show that noise near integer multiples of
the oscillation frequency is the major contributor to the low offset frequency noise seen
around the carrier tone. Asymmetry in the output waveform can affect the upconversion
of the low frequency noise, thus allowing the ﬁ corner frequency to be lower than device

flicker noise corner frequency.

The obscrvant reader will note the great deal of attention paid to the noise concerning

the zcro-crossing instants and not the noise resulting in amplitude variations. In modern
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day receiver designs running in GHz bands, any such noticable amplitude modulation
is most likely to be of a lower frequency and should thus be attenuated by the loop
bandwidth of a PLL-based frequency synthesiser. The variation will alsc be limited
by the low power supply encountered on common IC implementations. If the varia-
tion is large, then the local oscillator waveform will suffer ‘clipping’, but the resulting
distortion should occur at multiples of the fundamental tone (desired VCO output fre-
quency), again attenuated by the loop bandwidth of the PLL. Another reason for the
lack of concern is that in most phase modulation/demodulation schemes, a switching
mixer is employed. This type of mixer is only concerned with the ‘instant’ at which a
local oscillator input crosses its mean value and hence any amplitude noise is not signif-

icant.

1.5.4 Synthesisers

So far, only a PLL has been described. However, by adding a divider (programmable
or fixed-ratio) between the VCO and phase detector, the properties of this loop can
be changed. For example, by having a fixed divider in the loop, the PLL becomes a
frequency multiplier where the output frequency is the reference frequency multiplied by
the division ratio. In the case of the programmable divider, one has the output frequency
varying in multiples of the reference input arriving on the phase detector input. This last
category can be broken up into two PLL types: integer-N and fractional-N synthesisers.
Both are illustrated in Fig. 1.24.

Modulus togglel

divide-by-N ’{ divide-by-(N+1)
—————— — s
'Q' output cycles of

'(P-Q)' output cycles
dual-modulus divider *-Q putey

A
Y

'P' output cycles of
dual-modulus divider

Avcrage division ratio over 'P' cycles is:

(QNYHP-OYN+D)
P

FiGure 1.25: The principle behind fractional-N division, based on a dual-modulus
divider.

The integer-N PLL is where the division ratio is an integer and hence the output fre-
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quency is synthesised as an integer product of the reference frequency, not necessarily
starting at zero. The fractional-N synthesiser has the same blocks as the integer-N syn-
thesiser, but the divider now has fractional moduli, between one integer modulus and
a consecutive integer modulus. A very simple implementation exists and in fact is the
same for both. Depending on where the output is taken, one can have either. By hav-
ing the output of the dual-modulus divider acting as the output of the programmable
divider yields a fractional-N synthesiser. With the help of Fig. 1.25, it can be seen
that the number of output cycles is counted and compared against a programmed value,
and when equal, the division modulus of the dual-modulus divider is toggled for the
remaining cycles of the fixed modulus counter. The average value is usually a fraction
between N and N+1. In the case of the integer-N synthesiser, the output is the most
significant bit of the fixed modulus counter. So now, the output truly is a multiple of
the number of input cycles. More elaborate sigma-delta loops (Fig. 1.26)are often found

owing to their averaging and noise-shaping characteristics.

Phase Charge
Detector ~ Pump
ref fout
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2A-Modulator

Clock

FIGURE 1.26: Block diagram of a fractional-N synthesiser, with a delta-sigma modu-
lator controlling the dual-modulus divider, so as to randomise the error before shaping
the noise out of the band of interest.

The design and implementation of fractional-N synthesisers is pursued by those requir-
ing a local oscillator with a low phase noise output and a fast settling time. As designs
target higher frequency bands and demand a relatively high frequency resolution (to
squeeze more channels into a band) so the integer-N architecture becomes unworkable,
because a lower reference frequency (relating to a finer resolution) would dictate a nar-

rower loop bandwidth thus giving a synthesiser with a poor settling time. It is usnal
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to have the reference frequency of the PLL equal to the channel spacing of specification
(usually done using a standard crystal oscillator which is subsequently divided down us-
ing a prescaler). When multiplying this frequency, there is a 20log;o(N) degradation in
phase noise performance at the output (phase noise of the VCO experiences a high-pass
filtering action with the dominant corner frequency equal to the loop filter bandwidth).
So by lowering the division ratio, N, the result is an improvement in phase noise (though
other contributors may swamp any performance gain due to this parameter). The prob-
lem with dividers in terms of phase noise is that if the phase detector is not the major
source of noise then any input variations will appear on the output multiplied by the
division ratio N. Therefore, the output spectrum of the phase noise at low offset frequen-

cies will be a factor of N? higher in power than the phase fluctuations at the input [31][2).

With the ability to choose fractional division ratios (between two or more integers that
aren’t necessarily consecutive,) the design can use a higher reference frequency. This
allows the loop bandwidth of the PLL to be increased, thus changing the dynamics
to give a faster settling time. Increasing the loop bandwidth can indirectly lead to a
lower phase noise degradation in the context of passive loop filters, as it is possible to
have lower value resistors (assuming a RC based filter). With narrow loop bandwidth
PLLs, the time constant of the dominant pole must be large, thus implying a large
value of resistor and resistor noise to go with it. However, a problem cited concerns the
phase detector. For every decade increase in reference frequency, the phase noise on the
output tends to degrade by 10dB, hence overall gain in performance is approximately
10logio(N).

One of the major disadvantages in using fractional-N synthesisers is the spurious content
on the output. Reference spurs occur on the output owing to mismatches in the charge
pump negative and positive current branches, as well as non-ideal phase frequency detec-
tion and imperfections in the compensation circuitry. The result is small pulses emitted
at a rate equal to the reference frequency multiplied by the division resolution. In the
case of integer-N division, this resolution is simply 1. For the fractional-N divider, this
is equal to the minimum fractional step. The ramifications are that it modulates the
VCO control input, and is hence upconverted around the carrier tone. The power of
this tone may be comparable, if not larger than, the ‘wanted’ tone leading to an error
in the modulation/demodulation of the channel. Loop bandwidths, as a rule of thumb,
are usually set 10 times lower than the reference frequency, to give approximately 20dB
suppression (first order passive filter assumed) to this spur before it reaches the VCO
control input. In the case of [ractional-N synthesisers, this spur is even harder to sup-
press as it is at a fraction of the reference frequency. This has prompted the design of
higher order loops in such synthesisers (by nieans of higher order loop filters) [8]. There

is also a reluctance amongst designers to go down the route of fractional-N synthesis, as
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it usually involves the need to design a good delta-sigma modulator as well as the PLL

itself.

Practical examples of synthesisers have become more numerous, as previous investment
in studying these structures is now aiding circuit designers involved in radio frequency
design and planning. One such design is based on a 5GHz wireless LAN standard [20]
[23](Fig. 1.27.) This chip is a frequency synthesiser fabricated in 0.24um bulk CMOS
and runs with 1.5V and 2.0V power supplies for the analogue and digital sections re-
spectively. The fabricated circuit consumes 25mW, of which ~16% is accounted for by
the VCO and first divide stage. A key block in this circuit, attributable to this low
consumption is an injection-locked frequency divider. A superharmonic injection-locked
divider [21] works by having the incident frequency as a harmonic of the oscillation fre-
quency. If one considers a feedback loop that is unconditionally unstable with zero input
and has its own free-running oscillation frequency, then by having a nonlinear block in
such a configuration, harmonics are generated, and appropriate filtering removes all ex-
cept the desired harmonic. This harmonic is fed back to the input and compared with
the incident frequency (Fig. 1.28(b)). This idea is implemented with an appearance
similar to a LC-tank based oscillator with more spiral inductors used to realise the
tank (Fig. 1.28(a).) The difference is the current to this oscillator is modulated by the
VCO output and it is found the common source connection is a good place to inject

the incident signal. Subsequently, a pulse swallow frequency divider is used to achieve
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FiGURre 1.27: Block diagram of a 5GHz frequency synthesiser with an injection-locked
frequency divide-by-2 [20].
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FIGURE 1.28: Superharmonic injection-locked divider.

the programmability, by using a divide-by-22/23 unit to achieve a programme ratio of
220-227 inclusive (similar to the arrangement in Chapter 8, except that a fixed counter
of 10 and a 3-bit comparator are used). Incidentally, the dual modulus divide-by-22/23
is built upon a cascade of divide-by-2/3’s. The synthesiser runs on a 11MHz reference,
and has a LO spacing of 22MHz.

One last example of how far standard bulk CMOS can be pushed is with the demonstra-
tion of a 10GHz PLL [16](Fig. 1.29). Using a 0.18yun bulk CMOS process, a third-order
PLL has been realised. In this example, a standard LC-tank based oscillator is designed
with PMOS energy restorers and together with a varicap in parallel with a fixed capac-
itance delivers a tuning range of around 700MHz. However, in order to drive further
stages (dual-modulus divider and quadrature generator) a buffer is used, with low Q
inductors in their loads. With division ratioes of 1024 and 1028, the PLL draws 34mA
from a 1.8V supply.

1.6 Summary

This introductory chapter is written with the intention of preparing the reader with some
of the terminology to be encountered as well as giving some justification for how the
later designs have been tailored. Examples are given demonstrating the applicability of
a digital CMOS process to a high perfomance complex analogue problem. The chapter
introduces the reader to the radio receiver architecturcs commonly used in modern IC
implementations. This helps the reader appreciate the enthusiasm for low power circuits
and understand the context in which terins such as ‘channel selection’ arise. Though

the circuits designed have never deviated from frequency division, there has alwayvs



Chapter 1 Introduction 39

Input 10GHz External
Buffer vVCO buffer
PFD || Charee] . i 0SC
10MHz pump | : .
0 : : Buffer

:E -—D—v OSCB

Quadrature
PR R . generator
: =1
— =4 |« 256/257 |« >
. . Q
e T Swallow
Dual-modulus prescaler counter

FIGURE 1.29: Block diagram of a 10GHz frequency synthesiser [16].

been an application in mind, so as to put performance values attained into perspective,
thus allowing a comparison against other published designs. The application has been
frequency synthesisers for local oscillator generators in radio transceiver design. This
brief section justifies the role of the frequency synthesiser (and eventually the frequency
divider) but deliberately stays away from the rigorous maths showing modulation/de-
modulation, as well as showing how effects such as phase noise can mar the transceiver’s

performance.

A look at bulk CMOS technology is then given, showing its current state, followed by
the same treatment for SOI CMOS technology. In the case of SOI CMOS technology,
the various operating modes are also brought to light, as is the individual trausistor’s
structure, that have allowed the concept of the stacking to be realised in Chapter 5. An
explicit section exists on the importance of good transistor models that enable designers

to produce circuits in sub-micron geometries.

By looking into the various blocks of the synthesiser, the reader can begin to appreci-
ate some of the decisions made that have shaped the divider designs to be seen. By
explaining the operation and necessity of each PLL component, it can be shown how
each interacts with the others. From the discussion. it can be seen that a lower division
modulus is desirable, with designers taking the steps to implement fractional moduli so
as to get the same frequency granularity, but with a higher reference frequency. It is
also imperative not to load the VCO with too mucli input capacitance as the output
frequency is a function of the capacitance on the output. This is clearly scen in a later
chapter where a bulk CMOS divide-by-2 loads a VCO and carcful interaction hetween
the designer of each must be present to target the desired range of operating frequen-

cies. This, however, is first seen and realised in the SOI divider where the decision
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to go with that circuit topology was largely due to the initial cascading of divide-by-2
stages, before arriving at the rest of the dual-modulus divider. Other divider’s (some of
which will be shown in Chapter 3) have been tried but were thought to load the VCO
too much or consume too much power. The decision to go for an integer-N divider in
the bulk CMOS programmable divider was made based on the fear of fractional-spurs.
Rather than investing more time in designing a high order delta-sigma modulator, it
was felt that the integer-IN divider would suffice, and the finished design together with
measurements justify this course of action. Although it results in a synthesiser with a
higher phase noise at low offset frequencies, the wireless system specification was gener-
ous enough to dictate a high phase noise at 10MHz (channel spacing.) This may not be
the case in another application, however such as digital satellite tuner designs, where a

more stringent phase noise specification exists.

1.7 Outline of the thesis and extent of originality

This thesis has been compiled into a number of chapters, describing various designs as

well as looking at aspects of source-coupled logic and other divider circuits.

As the majority of the work has been in SCL, Chapter 2 presents a review of this form
of logic. Example circuits, simulations, and predictions accompany discussions on the

DC and AC characteristics of the basic inverter.

Chapter 3 will then review some of published divider circuits. Examples of high per-
formance fixed-, dual- and multi-modulus dividers are given, looking into their circuit

topology and their architecture.

One of the key parts of the work conducted is captured in Chapter 4. Without making
explicit reference to the process, a description of the modified phase select architecture
is given. The chapter coneentrates on the suggested phase-selector and looks at how its
elegant implementation allows broadband error-free operation. Whilst the phase selec-
tor architecture is attributed to work by Dr. Jan Craninckx and Prof. Michael Steyaert
[28], the method of controlling the selected plase with an 8-state controller so as to
eliminate erroneous outputs at high frequencies is the worlk of this dissertation’s author,

as was the circuit topology of the current steering phase-selector.

The SO1 dual-modulus divider is described in some detail in Chapter 5. The concept of

stacking and current re-use is strongly promoted, and should convince a reader of the
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feasibility of a higher power supply. Schematics, layout, simulation and measurements
all accompany the clever use of PDSOI MOS transistors. The idea behind stacking SOI
circuit blocks was based on initial ideas of Craig Easson and Prof. Willlam Redman-
White. It has been developed for divider circuits by this author to the stage mentioned
in this chapter. The integration of the current steering phase selector is also the work
of this author. The complete design and chip testing was performed at the University

of Southampton.

The second phase of the circuit research was undertaken using bulk CMOS technology,
and this is made clear in the subsequent three chapters. The bulk dividers, which were
fabricated by Philips NV, for the 5 GHz wireless LAN project are illustrated in these
chapters. With the chosen receiver architecture to be direct-conversion, the quadrature
generator of Chapter 6 shows the schematics through to layout with measurements of
the 10GHz (and higher) divide-by-2 cell. The author has developed this circuit from a
standard circuit topology to that with optimised performance in the desired frequency
band, targetted for a process that is predominantly digital. Succeeding this block in the
actual frequency synthesiser comes the programmable divider. Specific to the wireless
LAN project is a divide-by-513 to 544 block, based on a divide-by 16/17 dual-modulus
divider. The dual-modulus divider is again based on the current steering phase-selector
circuit developed for the SOI process, but without any stacking. The complete dual-
modulus divider has again been developed and completed by the author, with some
assistance on its inclusion in the multi-modulus divider by engineers Nenad Pavlovic
and Dr. Domine Leenaerts. All these dividers have been fabricated in 0.18um bulk
CMOS technology, with measurements (performed by the same Philips engineers) show-

ing satisfactory operation.

After the conclusion, an Appendix has been added to describe the design of the high
frequency testboard used to characterise the SOI divider die.

Before ending this chapter, Figs. 1.30(a) and 1.30(b) show the fabricated dividers of this
work compared against other published designs [24][15][37](25](6](28][45][43][7][41]|22][29](19]|27].

In both cases, the maximum input frequency for a particular technology node shows how

the designs discussed in this thesis fair against a sample of other designs. Although the
design in Chapter 5 doesn’t compare favourably against state-of-the-art designs, its cle-

gance and novelty are sadly overshadowed by other circuit cells necessary in its testing.
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Chapter 2

Source coupled logic (SCL)

theory and examples

2.1 Introduction

Throughout the succeeding design chapters, it will become apparent that the fabricated
circuits are predominantly designed using a basic source coupled logic (SCL) topology.
This chapter serves to describe such logic signalling and the methods to implement logic
functions to handle such signals. A SCL inverter circuit forms the basic cell used to
analyse the DC and transient behaviour associated with this differential logic signalling,
as is often done when performing the equivalent analysis for CMOS topology circuits.
Whilst the section on DC behaviour is fairly straightforward, the transient analysis of
the circuit’s behaviour relies on simple equations generated by other authors, collecting
data from simulations for various permutations of circuit and device parameters. With
each set of data, an effort is made to link the results with the small-signal behaviour of
the inverter, so that any trends can be verified. Before the chapter ends, a look at some
other SCL logic functions is presented, as well as the dependency of the switching speed
on the common-mode input of a multi-input gate. The chapter ends with a look at the

classic SCL topology master-slave flip-flop.

It must be reiterated that the study in this chapter refers to ‘CMOS’ as a process
technology, accounting for the fact that it is a complementary MOSFET process. It can
also refer to the schematic arrangement of PMOS and NMOS transistors giving a rail-
rail logic swing, whereby the output node of any logic function is pulled ‘up’ to the Vipp
power rail when a particular combination of logic (’s is present on the gate terminals
of the PMOS transistors, and the output node is pulled ‘down’ to digital ground when
a particular combination of logic 1’s is present on the gate terminals of the NMOS

transistors. This definition is not central to this chapter.
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2.2 Source coupled logic

This logic style has been used in its sister form, emitter coupled logic (ECL), for many
years where high speed logic circuits are required. Compared with CMOS or TTL
topologies, the SCL style permits differential signalling as well as allowing high speed
charging and discharging of output nodes. In the case of our divide-by-2 cell, a CMOS
rail-rail topology divider would employ both p- and n-channel MOSFETS, where the
p-type FETs present a considrable load on the previous circuit (VCO or maybe another
divider). Although CMOS rail-rail dividers have a lower static power consumption
compared with those used in these designs, SCL based designs offer a greater degree of

control on switching and current consumption, as well as operating at higher frequencies.

Figures 2.1 (a) and (b), show the difference between a SCL and CMOS rail-rail com-
binatorial gates where the SCL version sits on a current source. The output is a pair
of complementary outputs whose voltage difference is set by the tail current and one
of the load resistor values. Immediately, the benefits of SOI emerge, because modern
bulk CMOS technology insists on the n-wells and substrate being tied to the highest
and lowest potentials respectively. The well known back-bias effect manifests itself here,
forcing different threshold voltages as the number of MOS devices stacked on top of a
like MOS device increases. The buried oxide found in SOI designs electrically isolates
devices on the same die, thus allowing the relative Vp to remain constant, paving the
way for many devices to be stacked. However, stacking is ill-advised when considering
cascading such gates. If the output of gate (n-1) is to feed the bottom-most input of a 3
input NAND gate, level translation of some sort is required to give the right biasing, and
this can degrade the performance if the voltage translation is large. This incidentally,
is achieved using either a coupling capacitor between stages and setting the bias with
a resistive divider on the input of the subsequent stage, or by using a source follower.
The former can add significant load capacitance to ground on the output of the logic
gate, through a parasitic capacitance to ground, whilst the latter is single-ended and
consunes more power (in bulk CMOS circuits, the body-source transconductor in the
source follower arrangement is active, reducing the transistor’s current drive capability
and thus slows down when charging any load capacitance on its output node). Also, as
the number of inputs on the SCL gate rises, the delay in response to changes on the
lower differential pair increases, and this is due to the extra load that must be switched

through each switching level above the input in question.

Below is an analysis of the electrical characteristics of the SCL gate structure. This has
been broken down into the reasonably well understood DC behaviour, as well as the less

well analvsed AC and transient behaviour.
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FIGURE 2.1: Schematic diagram a SCL NAND gate (a) and a CMOS NAND gate (b).

OUTPUT

2.2.1 DC behaviour

The properties and operation of a SCL gate can be illustrated with the help of an
inverter. The scliematic in figure 2.2 shows such an inverter with a capacitive load that

represents another stage.

Vdd _
Previous
Stage RL C1 C2 RL
A )—l—¢ B
Itail Vint
Le | '
"Ma M3’

Firauiris 2.2: Schematie diagram a SCL Inverter.

When the inputs are fully switched. the outputs are cither Vi, (High) or Vi — Tpagg Iy,
both with respeet to 0V, Frowt the simple saturation drain current expression for a single

NMOS transistor: )
iin - Cox - W

2-n-L

we see that the mininunn differential iuput voltage (AV),) required to switeh the ontpats

Ins = (Virg — V)2 (2.1)

is given below:

Ipa Ry > AV, = | —————.
Pty N
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where Woand L are the gate width and length of each MOS device in the long tail
pair, respectively. €', is the gate capacitance per unit area, n is the subthreshold slope,
whilst gz is the mobility in an n-channel. So, by increasing the aspect ratio of the
device (and the g,,). there is an increase in the DC gain and hence the differential
inverter can switch earlier. Unfortunately, high sensitivity can be a penalty too, where
erroneoits operation can hamper decisions further along, even though signals propagate

using differential signalling.

.+ .
AV A S R [l
Ficure 2.3: DC characteristes of an SCL inverter.

An interesting point to note is that the output swing must be limited so that the MOS
devices do not operate in triode region, leading to a higher capacitance seen on its gate
terminal, When the active devices M1 or M2 have enough drain-source bias to allow
them to operate as current sources. the maximum current is sunk through one MOS
transistor or the other (ideally) and the load capacitances (C1 and C2) are charged
at the maxinunn rate. Where there is a high output swing. there will be less voltage
dropped across either M1 or M2 (determined by the transisitor whose gate terminal is at
Vop). and assmning the same gate bias. the device that is ON may be in triode region,
pulling less current to charge the output capacitive loads, and thus a lower rate of change
i output voltage. Devices operating in the triode region also tend to exhibit a higher
capacitance on their gate terminals, which would present a problem for a previous stage

it it were to operate at high frequencies.

[u the case of a ring oscillator [2], identical SCL-inverters are DC coupled where the
commol-tnode output voltage can exist in a certain range. If this voltage is too high.

thew the result is that our current sonrce experiences a high drain bias along with the
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second order effects such as higher drain conductance that accompany it. The result is
a current source that behaves less than ideal and the differential pair’s common-mode
rejection deteriorates with the likelihood of a false metastable state. A low common-
mode input voltage would force the current source to operate with a lower internal

impedance, giving exactly the same problem as before.

2.2.2 Transient behaviour

A transient analysis of the circuit is capable of giving a time domain response at a dis-
crete excitation frequency. Any large signal distortion can be monitored in this analysis,
but to find the top speed of the circuit is usually an iterative task. Whilst small-signal
AC analysis sweeps through a range of frequencies, linearising the divider does not make
sense as the upper sections of the circuit never operate linearly (for the the majority of
time relative to an output period,) with true operation dictating one half be energised
and the other lying dormant. Another problem with the AC method being applied di-
rectly to a frequency divider is that it is hard to tell whether it is functioning, as the
output is half the frequency of the input. By taking a FFT of the transient analysis

(one period), will lead to a frequency domain representation of the output, but this does

Vin- Vout+

_____________ S

/ Vin{ ~Vout-

\\/

‘ Sy Even number of stages
AN
r V. N

Previous
Stage R Ry

A | Vout- Vout+ B
lltail V—lin+

. M1 M2
Vln——| o
| ,

"Ma4 M3’

FIGURE 2.4: Schematic of the ring oscillator circuit with an even number of stages,
each with a SCL inverter.
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not solve the problem of finding the top speed with respect to certain design parameters.

In order to understand how and where extra speed may be obtained in our divider, a
ring oscillator has also been examined with a binary number of stages (Fig. 2.4). By
having a ring oscillator, one can find the time it takes for a gate to respond to an input.
FEach stage consists of a differential inverter sitting on a MOS transistor current source
(body-tied NMOSFET, W=20pm, L=0.54m, M3 in the diagram.) The differential in-
verters are appropriately cascaded to give a ring oscillator, toggling without the need
for a level shifter between two successive stages. Four circuits (4, 8, 16, 32 stages) have
been simulated (transient) simultaneously with a long enough run to allow them to reach
their steady state operation. A number of simulations have been performed with various
permutations and combinations of the parameters associated with each differential stage

(supply voltage, bias current, load resistance, channel length, channel width.)

In the last few years, investigations on these oscillators have been reported [4] [5] [8],
where the emphasis has been on their design in sub-micron technologies. Based on the
aforementioned work, a simple expression has been formulated to predict the trend in
operating characteristics, as well as predicting the actual time delay. Equation (2.3)

calculates the oscillation frequency of the ring oscillator:

1

oy = 2.
fO.SC_.S T 2N~’TPD ( 3)

where N denotes the number of stages. The propagation delay of each stage is given by

Tpp and is expressed as:
TPD = RTJ'(Cgs +Cup + Cgb + de)-ln(Q) (2.4)

with Ii;, being the load resistance, Cgs being the ‘gate-source’ capacitance, Cps being the
‘Miller’ capacitance across the ‘gate-drain’ terminals, Cg, being the ‘gate-body’ capac-
itance and Cpy accounting for the ‘body-drain’ capacitance. These terms are modelled
with expressions of varying complexity. This first order model is derived with the help
of Fig. 2.5. No small-signal transconductor (and hence no high frequency zero [5]) is
included in the expression owing to it being a simple a first order equation. The fac-
tor ‘In(2)’ refers to the step input applied, which would be around 0.8 should a ramp
input be applied (value based on the ramp time being twice the propagation delay of
the inverter). These two numerical factors deserve a little more explanation to help
any reader appreciate their origin. The following analysis is done with respect to the

oscillation frequency of a ring oscillator.

The factor relating to a step input at the input of the RC integrating circuit (as shown
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C,.,lumped with C_ of :

previous stage c C.includes C,, ,of the
1l
|

gd.n next stage

. . :]I . . o
. . Vout-
8a YNt : .
¢ R, lcg“: ¢gnL Vin+ l C. R, J_CL
FIGURE 2.5: Schematic showing the half circuit of a SCL inverter, such as the one

shown in Fig. 2.4.Note that the analysis concentrates on the network to the right of
the dashed line.

in figure 2.6(a) with ‘R’ referring to Ry ), starts with the integral:

1 )
Vour(t) = & [ ittt (2.5)
or in its differential form:
—
i(t) = dVO(flftT ®) o - Vin(®) —_ouT (t) (2.6)

and after separating the variables:

Vour 1 t
R-C~/ dV = / dt 2.7
0 dVin (t) — dVour (t) ouvt 0 ( )

~in(Vin () = Vour () + In(Vin () = 55 (2.8)

By assuming the following conditions:

e at t<0, V[N(t) = 0,

e and t>0, Vyn(t) =V

and that we are interested in the time taken,7, for the output of our RC network, Vpoyr,

to reach half the final value, V, we get:

R-C-n < (2.9)

- )=t
V —Vour )
RCn(2) = . (2.10)

With the help of figure 2.3, it should be clear that we have presumed the differential
outputs of the ‘observed’ gain stage to have toggled at the ‘crossover’ point, and hence

would be interested in the time taken to reach that point.

The second choice of factor denotes the use of a slow ramp input in the model of the RC
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=3

é

R Vll'l

T Ot

(b) Specification for the ramp input.
(a) A simple RC circuit with a step input.

FiGure 2.6: Two different input conditions.

network on any output of a gain stage. Naturally, one must be specific on the ramp’s
specification, namely its rate of change as shown in Fig. 2.6(b). If the rate is too quick,
then the time delay tends towards the value observed for the step input. If the rate
is too slow, then no useful delay can be measured. The factor ‘0.8’, arises from the
assumption that the input stops ramping after a time equal to twice the propagation
delay of each inverter. This value is chosen to determine the time taken between the
instant when the inverter’s input toggles through half the logic swing, and the moment
the output toggles through half the logic swing in the opposite direction [4]. This de-

lay calculated should not include the RC delay on the output node of each inverter stage.

The capacitance representing the load on the output of the inverter is the ‘gate-source’
capacitance of one of the differential pair transistors (in saturation) on the following
stage and is given by:

Cys = %-W-L-COT (2.11)

where Cy; is the gate oxide capacitance.

The Miller capacitance is represented as the following:

Cy = CygoW- (1 + cos (%)) (2.12)

where Cyq, is the ‘gate-drain overlap’ capacitance. The factor, (1 + cos(%)), describes
the voltages at the input and output of each inverter moving in opposite directions, and
as N increases, this capacitance tends to a value twice the overlap model parameter [8].
This is in fact a crude approximation to the inverter chain’s true time-domain behaviour
with the most inaccuracy when there are fewer inverter stages. When N is large, the
Miller capacitance is twice the gate-drain overlap capacitance of the active device in

the half circuit. When N tends to a smaller integer, the phase difference between the
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input and output nodes of cach inverter stage will become less than o rads. Therefore.
the voltage across the gate-drain overlap capacitance will reduce too. becoming lower
than 2 times the input voltage as the number of stages drops to 1. The term cos(%)
models this reduction in voltage, by reducing the value of the Miller capacitance iustead.
However. one must be careful not to confuse the cos(%) with the low frequency gain of

the inverter stage.

A very crude representation of the gate — body capacitance in saturation is given as

follows:

| —

C'gb = -W-L-C, (213)

~

and is similar to the gate-source capacitance. However the differeuce is that wlen in
operation. the saturated region tends to detach itself from the drain implant and a sniall
capacitance exists between the gate and the body region of the transistor. This region
consists of the gate oxide followed by a depletion region in the body. The fractioual
term is found to be between % and % though this is through a curve-fitting” approach
as opposed to any physical origin. Therefore. without awy citation or analytical proof.

it cannot be relied upon and naturally needs to be studied.

The last capacitance is taken from [1] and is very dependent on the transistor structure
and process. The ‘body-drain’ capacitance is present because of the depletion region
between the heavily doped drain implant and the low doped body. In the case of the
NMOS transistor. the drain voltage is usually higher than the body potential. though
it is less so in body-tied PDSOI technology. For the purpose of this work. the following

expression is used (as defined in the compact model [6]):

C./ ’ L’I/’r't/‘,;“,,/
(1 _ FC)] e grad

Cbrl = L

(1 + FC(1 4+ 1mgpad) + Vit — Dot 1. — (Vi = 13) ~'111,,,,.,,,(,>
(2.11)
wlhere tyipy, s the silicon il thickness. FCis the sjunction forward bias coefficient”
(default set to 0.5). PD is the juuction potential (default set to 0.8V). Vyy is the supply
voltage of the circuit. and I, is the tail current in each stage. The 1, ternn is the
grading cocfficient of the junction. Two values exist: 0.33 for a graded junction and
0.5 for an abrupt junction. Tu PDSOI technology. the drain/source implants reach the
buried oxide and lience no depletion region exists here. However. thie sidewall of the
drain implant has a graded junction and lhience a value of 0.33 is used. In bulk CNOS
techiologies. the abrupt junction wonld also have to he acconnted for in the expression
owing to the lack of a huried oxide. Tt shonld also he stated that the value of 1.3 i
the term (Vg — 1.3)° refers to the connmon source voltage of the differential pair

{with respect to circuit ground). and is specific to the chosen Vo The last term in the
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Oscillation freq vs load resistance
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Fraurre 2.7: Simulated oscillation frequency vs load resistances. for various number of
stages. (Ib=1mA, W=40pm, L=0.357u. V ,=3.3V)

Oscillation freq vs bias current

10 e e
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Fioure 2.58: Simulated oscillation frequency vs bias currents. for various number of
stages, (R1I=1kO2, W=d0pun. L=0.35pm. V,y=3.3V)
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Oscillation freq vs channel width
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Fioure 2.9: Simulated oscillation frequency vs differential pair channel widths. for
various number of stages. (Ib=1mA. RI=1kQ. L=0.35pm. V,;=3.3V)

Oscillation freq vs channel length
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Frorre 2.10: Simulated oscillation frequency vs differential pair channel widths. for
various number of stages. (Ib=1mA., RI=1kQ. W=10m. V =33V
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. Oscillation freq vs supply voltage
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Fraure 2.11: Simulated oscillation frequency vs supply voltage. for various number of
stages, (Ib=1mA. Rl=1kQ), W=40pum, L=0.35,m)

expression is expanded as follows [1]:

C ’1'('“":/‘5.1'(' i.\"plu.s'AI\"."IH/) (‘) 15)
s n i ; 3 At
'2'(/)/»/ '(1\'/1/413 78 "\'rs'u/l)

with ¢ being the electronic charge. €,-€,, being the permittivity of silicon. N,

N being the drain and substrate doping concentrations. respectively. and Hnally ¢y,

s and

being the *butlt-in potential™ across the p-n junction. This last variable can be evaluated

using the following equation [1]:

vf\") u.s"~\'rxu ,.} Fon A
i = Or-ln ((/,—)I—> : (2.16)

Ny

where ¢ is the thermal voltage and n; is the intrinsic carrier concentration.

I the publications where a similar expression is given [4]. [5]. [8]. the dependence on Vi,
is not o problem as the bulk (in the case of a NMOS transistor) is fixed to the lowest
cirenit potential and the drain voltage of the transistor in question is the output of the
iverter, For body-tied SOIL the body region of the transistor is shorted to the source
terminal of the transistor. requiring the user of this expression to be a little intuitive on

the valie to choose.
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In order to show the usefulness of these equations, model parameters have been taken for
the Honeywell SSEC 0.35um PDSOI process, and applied to the above equations. The
same parameters have been used with the STAG CMOS model in a circuit simulator,
allowing a comparison of oscillation frequencies against various large signal electrical

and physical parameters (Fig. 2.7 - 2.11).

Looking at all five plots, one can conclude that, the evaluated expression follows the trend
of the simulations well. There are instances where aymptotic behaviour is witnessed, as
well as predicted curves intersecting simulated data. In the age of short-channel devices,
it is even more impressive that the zero-field mobility parameter is used with no account
of the vertical field degradation nor velocity saturation. The only instance where this is
not true is in the plot of oscillation frequency vs bias current (Fig. 2.8), though saying
this, the equation does seem to follow the simulation data well. Here, the oscillation fre-
quency responds to the linear change in bias current, but at lower values of bias current,
Fig. 2.8 concludes it is obviously not modelled by the equation. One reason behind the
lower-than-predicted oscillation frequency could be the lack of capacitance associated

with the MOS current source transistor and is not accounted for in the equation.

Another concern is the over-estimation of the frequency when stepping the channel
width. The error between the simulation and the equation is between 50% and 60% for
very low values of gate width, whilst at the higher gate widths, the discrepancy is between
< 1% and around 14%. A thorough model including neighbouring parasitic capacitances,
dominant at low values of gate width, has not been given. As well, accounting for any

mobility variations may go some way to narrowing this discrepancy.

It is useful to analyse the behaviour of the inverters and its corresponding ring oscillator

at a schematic level, as it helps confirm the observed trends as well as guide a designer

- DC logic swing
- RC delay
- LF gain
| >
O RL IBIAS

FIGURE 2.12: Expected trends for the logic swing, low-frequency gain and RC delay,
against load resistance and bias current.
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to a more optimum design.

Figure 2.7 shows the oscillation frequency against load resistance. As Ry increases,
the small-signal gain, RC (lumped) time constant on the output of every inverter and
the DC logic swing, all rise linearly. The small-signal transconductance of each stage,
switching threshold range and the input capacitance seen on the input of every stage
all remain steady. If it is agsumed that no MOS device in the inverter stages enters the
triode region, then the delay (associated with the time constant) is proportional to Ry,
as in Fig. 2.12(a).

Setting Ry back to its default value, a trend is observed for the bias current fp;qs. With
increasing Iy, we would only expect the DC logic level to rise linearly, with increases
in AV, and gm (and thus gain), both rising proportionally to v/Ip.s (Figs. 2.12(b)
and 2.12(c)). Again, the lumped capacitance on each inverter stage remains the same
(strictly speakng, the Miller capacitance would rise, though this is not shown in our
equation). Though not as conclusive, the logic swing rises at a faster rate than the

threshold switching range and the small increase in oscillation frequency seen in Fig. 2.8

ﬁ g ﬁvsw

A|Gain| Operating RC
region .
f

> Actual .
0 \Y 0 W
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(d)

F1aunre 2.13: Expected trends for transconductance, switching range. low-frequency
eain and RC delay, as a function of channel width.
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can be attributed to the larger current drive of the gain stage.

The importance in distinguishing between the two lateral dimensions associated with
the channel is underscored in Figs. 2.9 and 2.10. As the channel width is increased,
the small-signal transconductance of the inverter (and thus its small-signal gain) will
increase at a rate proportional to v/W (Figs. 2.13(a) and 2.13(c)), whilst the range of
switching thresholds would decrease at a rate proportional to \/% (Fig. 2.13(b)). The
lumped capacitance on the input of every inverter stage, would rises linearly too. This
latter mechanism is dominant, as seen in Fig. 2.9 (albeit the inverse of Fig. 2.13(d)),
but the increased drive resulting from the increase proportional to +/W in small-signal
transconductance reduces the delay in transitioning between logic levels. This goes
someway to explaining the discrepancy between the circuit simulation and evaluation of
the analytical expression, equation (2.4), therefore justifying the need to include a g,

term in the expression.

AV
g A A

(a)
(b)

A|Gain|

Operating
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FIGURE 2.14: Expected trends [or transconductance, switching range, low-{requency
gain and RC delay, as a function of channel length.
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The scaling with the second dimension, namely the channel length, has a few subtle
differences compared with the channel width. By increasing the length, the small-signal
transconductance will decrease at a rate proportional to \/g (Fig. 2.14(a)), whilst the
switching threshold range increases at a rate proportional to /L (Fig. 2.14(b)). Again,
any increase in channel length would give a linear increase in every inverter’s input ca-
pacitance, and thus the delay per stage. As in the case of channel width, a discrepancy
exists between the evaluated analytical expression, equation (2.4), and the circuit simu-
lation; specifically, an overestimate of the ring’s oscillation frequency at large values of
channel length. Although the major influence on the delay is the capacitance, the reduc-
tion in small-signal transconductance of the differential pair reduces its current drive,
leading to a lower oscillation frequency than predicted by the analytical expression (Fig.
2.14(d)).

The remaining evaluation shows the oscillation frequency plotted against the common
power supply of the entire ring oscillator. Fig. 2.11 showsthe results from an evaluation
of the analytical expression and circuit simulation with varying power supply voltage. A
close observation indicates that at high toggle frequencies, the expression fails to predict
a higher oscillation frequency with increasing supply voltage. The only reference to the
parameter Vg, is in equation (2.14). As the figure demonstrates, it plays a superficial
role, with negligible effect on the plot. Unlike CMOS topology inverters, once the tail
current source below the differential pair has a voltage exceeding its compliance any
variation in the supply voltage should not, theoretically (excluding channel-length mod-
ulation), affect the biasing of the devices (provided that the variation does not push any
device in to triode region). Realistically though, increasing the bias across the drain-
source terminals of a MOSFET device will result in deviation from the perfect DC model
of a MOSFET, especially in short-channel devices. Increased supply voltage translates
to an increased average bias across the active devices, inducing effects such as impact
jonisationn. Coupled with the effect of channel length modulation, an increased drain-
source bias is likely to result in a higher DC drain current, justifying why the simulation

predicts a higher toggle frequency than the analytical equation.

Remaining with the graphs, an important point to note is that it is not possible to
extrapolate the equations at cither end without it losing its credibility. The ring oscil-
lator is a feedback circuit, and for it to sustain controlled oscillation, there must be an
adequate loop gain (and at least 27 rad phase difference between an arbitrary starting
point and the return signal). Although the equations may predict a faster oscillator, the
actual result will be a decaying oscillation as the small signal gain, gn, - R, falls to unity

and below.

As well as adequate loop gain, every stage in a high frequency oscillator design should
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have a low RC product on its output node. The capacitive load lumps together the
output-input capacitances on an output node between two successive inverter stages.
There must also be adequate current drive by which to charge and discharge those ca-
pacitances. Unfortunately, this implies a larger current through the load resistor, leading
to a larger output swing and thus conflicting with the bias of the differential pairs in
each stage. Of course, in SCL logic designs, one has the option to reduce the load re-
sistance, but this will conflict with the small-signal gain of each stage, thus affecting
its switching speed. The other option is to raise the power supply to accomodate the
larger output swing, but then there is the question of increased power consmmption and
technology limitations. The means to achieve a higher current drive can result in in-
creased capacitance on each inverter stage’s input node, reducing the expected gain in

oscillation frequency.

Naturally, from these graphs, this VCO (actually current-controlled oscillator) has had
its oscillation frequency predicted to a certain degree, depending on the circuit paraineter
found to be crucial in the design. Of course, at sub-micron level, this equation is no
substitute for transistor circuit simulation but does show the trend as well as giving a

starting point for its optimisation.

2.3 Example circuits

Following on from the SCL inverter ring oscillators, this section reports on some pre-
liminary simulations of a stacked NAND-gate-based ring oscillator. In this study, the
stacking capabilities of SOI transistors are highlighted but there is no discussion (ana-
lytically) of its speed problem. Another motivation for these simulations is to do with

the ‘zero-detect’ set of NAND gates in an initial choice of dual-modulus architecture [7].

This implementation consists of a string of flip-flops in an asynchronous configuration.
An end-of-count NAND gate detector signals the end of a binary count, triggering a flip-
flop to block the next incorning cycle (see Fig. 3.8). This process repeats itself thereafter
unless a different integer modulus is required. One iinportant point about this divider is
that the pulse counter does not signal when all 0’s or all 1’s are detected when counting
up or down respectively (in the case of a divide by 32\33 counting up, the end-of-count
detector would trigger after the transition from 11111 to 00000, requiring careful design
of critical paths). Instead, the design triggers once all 1's or 0’s have been detected
when counting up or down respectively. This allows the input to the end-of-count to

accumulate, gradually easing the layout of the final divider.

Unfortunately, a problemn with this design in high frequency applications is caused by

the stacking nature of the differential pairs. with actual results given in sectiou 3.2.



64 Chapter 2 Source coupled logic (SCL) theory and examples
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Ficure 2.15: Ring oscillator test with NAND gate elements. Either A, B, and/or C
are fixed or B, C, and/or D are fixed with results given in Fig. 2.16(a) and 2.16(b).

Together with the help of the discussion on stacking divider stages in section 5.1.2, it is
noted that in a stacked version of [7], the output of the first divide-by-2 (and also the
second highest speed signal) exists as the first output from the stack. All outputs are
DC coupled to the NMOS NAND gate which also consists of stacked long tailed pairs.
This first output must switch the current between the entire stack of long tailed pairs
and cascodes, and this is found to restrict the overall speed of the entire divider. To
illustrate this, simulations have been carried out on ring oscillators (Fig. 2.15). The first
ring oscillator is built around SCL based inverters, each drawing 1mA from a 3.3V sup-
ply. The device dimensions in the differential pair are %:% The second ring oscillator
has unit cells composed of 4 input NAND gates using SCL stacking. Each long tailed
pair also has the dimensions %C%"T; The current consumed in each stack is ImA drawn
from a 3.3V supply. For this implementation, three of the inputs to every NAND gate
are anchored to logic ‘high’. Both oscillators give a differential output of £300mV (load
resistor of 600Q2) centred around 3V. Looking at Figs. 2.16(a) and 2.16(b), it can be seen
that toggling is a lot quicker if the input from a previous stage arrives on the top-most
differential pair rather than arriving on the lowest pair. The concept of stacking used

within this architecture together with simulation results is presented in section 3.2.

An obscrvation that must be cleared up is that the SCL-inverter ring oscillator appears
to be running hall as fast as the SCL-NAND ring oscillator (upper toggled inputs.)

The cxplanation for this apparent anomaly is that each inverter is DC coupled to the
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FiGureE 2.16: Simulations of 15 stage ring oscillators. The red trace corresponds to the
output from the ring oscillator based on a 4 input SCL NAND gate. The blue traces
refer to a ring oscillator based on SCL inverters.

next. whilst the NAND gates are coupled by means of “perfect” level-shifters. With the
admission of using voltage-controlled voltage sources as level-shifters. each stage would
be butfered from the next. hence giving an improvement in performance. The inputs
arriving on the terminals of the NAND gate are internally level shifted as follows: -
puts “A and *A" shifted down 1.2V; inputs "B and B’ shifted down 600mV: inpnts
" and "C” shifted down 300mV. and inputs D" and "D’ are not shifted at all. The
reason behind these level shifters was to siimply save tine rather than design appropriate

source-followers.
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Simulations show the SOT divider based on the architecture of reference [7] to produce

incorrect division at frequencies of 4.5GHz and above. This poor speed performaiice in
a conventional divider has thus pushed the investigation into considering phase selecting

as an alternative to dual-modulus division.

It is a timely place in this report to illustrate some other logic gates in the same circuit
topology. As well as the D-type flip-Hops, NOR-gates anind NXOR-gates are also available,
pictured in Fig. 2.17.

(a) NOR gate. (b) Exclusive-NOR.

Ficuris 2.17: Other examples of SCL gates.

In the case of the NOR-gate. a scascode’ transistor has to be placed above the tran-
sistor controlled by signal "A’. in order to balance the unmber of levels of gates below
cach load resistor. It also prevents sstressing’ the “A’ transistor with a high field across
its drain-source terminals, therefore preventing impact ionisation and imbalance in the
differential output. Its DC voltage would inevitably be generated by some stable bias
network.,  As in the case of the NAND-gate. the inputs have different common-mode
levels and this forees a slight complication in the designer’s synthesis of @ combinatorial

logic solntion,

The EXNOR gate is equivalent to a current steering Gilbert Cell mixer. Fig. 2.17(h)
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shows a differential circuit where the inputs are applied on different levels of the circuit

just as in the NAND gate.

2.4 SCL divide-by-2 circuit and its operation

The master-slave latches in each D-type are built around the above logic style. The
level triggered latches themselves contain an inverter and a bistable, which both sit on
a current source. Fig. 2.18 shows such a topology in the master block. Unlike CMOS
dividers, the added bonus here is that, when used for frequency division, an extra in-
verter is not required for the positive feedback and the complementary outputs (Q and

Q) are both fed back to the complementary input (D and D) terminals.

The operation of the flip-flop is as follows. When the clock is high (according to the
diagram), the differential pair senses its inputs and translates them to its output ports
with respect to Vzg. When the clock signal toggles low, the bistable becomes enabled and
stores the output from the inverter in its cross coupled network. During the switching
of current from inverter to bistable, the inverter begins to power down and the common-
mode rejection ratio of the latch begins to fall. Without the requirement for a smnall
differential input switching voltage, the latch can enter metastability, resulting in a loss
of the division pattern. In order for the outputs to be transfered across to the bistable,
a small amount of capacitance on the output nodes of the latch is favourable for this
high speed divider’s operation. Insisting on there being capacitance implies the divider
has a minimum input frequency requirement to prevent the divide stage losing data and

stopping the process of division.

The dilemma. here is that increasing the capacitance to accommodate the low frequencies
comes with some penalty as its upper frequency limit decreases too. IHowever, in useful
applications such as short range wireless communications, the prescaler is expected to
operate in a narrow band (few hundred MHz) and hence optimising this block to operate

at the high end of its capacity is usually far more desirable.

The master-slave arrangement modifies the functionality from a level-triggered device
to an edge-triggered flip-flop. The inverter of the master and bistable of the slave come
to life on one clock edge, whilst the bistable of the master and the inverter of the slave
energise on the opposite clock edge. The binary frequency division is attained by pass-
ing like outputs to like inputs between the master and slave, and then cross coupling
the outputs of the slave to the inputs of the master latch (Fig. 2.18). A slave output
typically lags by a period of half an input clock period behind the equivalent master
output and, as the latches give out complementary outputs, the overall result is four

phases, separated by half an input clock period (% rad). This will become useful in the
2
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Fi1GuRrE 2.18: Schematic diagram a Master-Slave flip-flop.

phase selector section.

When cascading dividers, the differential gains of the inverter and bistable are impor-
tant parameters that need attention if the divider is to sustain accurate division without
any metastable states. The gains of both must be greater than unity, with the inverter
remaining stable up to the divider’s maximum operating frequency. For a set logic swing

(cg, outputs generate a difference no greater than 600mV in magnitude), increasing the
current drive by increasing the bias current will in fact reduce the gain (the load resis-
tance value has to come down by the same factor.) Incidentally, a larger output swing
may force differential pairs into the triode region, whilst a lower swing reduces the top
operating frequency (due to a lower differential transconductance and lower gain). For
example, increasing the current by a factor of two would decrease the gain by 3dB (again,
this assumes the output swing is maintained and that the load resistance is scaled ac-
cordingly). Increasing the aspect ratio (by increasing the width) would indeed help the
current drive of the pair, but the high frequency performance would be degraded owing
to the extra loading on previous stages. Having too high a swing would result in one of
the differential pairs moving into the triode region (as Vg, would become less than that

gate overdrive).
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2.5 Summary and note on designing SCL dividers

In this chapter, attention has been paid to the DC and AC characteristics of SCL com-
binatorial logic where it is possible to extract a trend and go about designing some of
the logic circuits. Unfortunately, analysing the divider circuit is a little more involved

where the problem is not simply the RC delay of a cascade.

A simple model for a long inverter chain resulting in the delay per stage, is presented. It
achieves the figure by lumping various capacitances (intrinsic and extrinsic) into one ca-
pacitance on the node between every inverter output and the subsequent inverter’s input.
When observing actual transient simulations of ring oscillators, a selection of transistor
operating modes and terminal capacitances are expected. One can say this delay is
approximately constant with increasing Ipras if Ry and channel width are scaled such
that the DC logic swing is proportional to AVgpw . Thorough transistor models would
show that the parasitic capacitance dominates over the intrinsic capacitance, at small

channel widths and bias currents, resulting in a loss of toggle frequency.

A point to note is that SCL dividers lack an analysis and design methodology based on
performance specification parameters. Designers of high speed dividers have longed for
a ‘recipe’ allowing them to choose the dimensions of the transistors or simply provide a
starting point for subsequent iterations to arrive at (or get close to) the desired operat-

ing performance.

The problem stems from the non-linear nature of the circuit. The required scenarios

are:

e the highest operating frequency given the output swing and common-mode voltage

and technology,

e the lowest power consumption given the desired operating frequency, output swing

and common-mode voltage and technology,

e a certain output swing, given the operating frequency, power supply and technol-

ogy.

In traditional linear design, a circuit operating point is found about which a small-signal
analysis can be performed using both ‘hand’ equations and a simulator. Assuming no

distortion occurs, the gain and phase responses of the circuits can be ascertained with
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the help of a simulator. With our non-linear SCL divider, the input is usually a large
signal operating around a bias point and by definition, should remain stable for a period
of time before toggling between states. The case for linear small-signal analysis is also

flawed owing to the intended difference between input and output frequencies.

One solution is to use a brute force method of simulating the divider for a particular set
of technology/model parameters with different permutations and combinations of large
signal parameters. From this, trends can be found and the designer can converge on the
desired performance at the expense of a multi-dimensional matrix and large simulation

times.

An alternative is to use linear periodically varying analyses [3]. Firstly, a periodic anal-
ysis computes the periodic operating point with the application of the large clock signal
about which the circuit is linearised and the small-signal information is applied. A

linear time-varying analysis computes the response. To describe the complexity of the
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FIGURE 2.19: Symbolic view of the SCL divide-by-2 circuit.

task, Fig. 2.19 should help illustrate the large signal dynamic behaviour. The input
signal drives the transconductors situated at the bottom of the diagram, toggling pairs
of amplifiers above them. Although the ‘latch’ amplifiers have an explicit positive feed-
back aud the ‘sense’ amplifiers have none, a negative feedback manifests itself too at
high frequencies owing Lo Miller capacitance between the gate and drain terminals of
the transistors. A linear small-signal AC analysis (such as one in SPICE simulators) is
meaningless as the amplifiers in the upper half of the diagram cnergise and de-energise

at a rate equal to hall the input clock frequency. Hence the biasing and operating points
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of these amplifiers change too. Although the outputs from this divider show a large
AC signal toggling around a common-mode voltage, it is the master-slave action of the
flip-flop that prohibits such a mode of analysis. In some of the forthcoming divider cir-
cuits of this dissertation, an attempt was made to use periodic steady-state analysis, but
without success. In the design of the SOI divider, our circuit simulator did not possess
such a tool and therefore was unfeasible. In the case of the divider circuits fabricated in
bulk CMOS technology, all designs failed to converge whilst starting the tool, and owing

to time pressures, were not investigated any further.
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Chapter 3

Review of published frequency

dividers

In this chapter, we review the design of high speed divider circuits, and go on to examine
various dual-modulus prescaler architectures. Because of specific interest, a discussion

of phase selection dual-modulus dividers has been delayed until Chapter 4.

3.1 Fixed modulus prescalers
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1]
_4 erc M2 g ﬁl@
—.—f\—l :1\|4_4’\|-c %I/Is(r\c ;I/Ié
R
ﬁ_._l M7 ms| L] [mo9

I

FIGURE 3.1: Schematic of a True Single Phase Clocked flip-flop [10].
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In the design of high speed asynchronous dividers, evaluating single divide-by-2 stages
can provide a useful estimate of the highest frequency attainable. Although loading must

be emulated, they can provide useful starting points around which to build a circuit.

Classic static CMOS topology dividers have not been published as mucli as SCL based

75
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dividers in the context of high frequency synthesisers. However, those published tend
to be based around True Single Phase Clocked (TSPC) flip-flops [10] shown in Fig. 3.1.
Reference [16] talks about a design based on modified TSPC flip-flops. These divide
stages are used in the synchronous divider for the first high speed stage, but it has been
pointed out [16] that its low frequency operation is questionable, with incorrect toggling
due to lack of storage on certain nodes. Adding dummy loads can alleviate this, but its

high frequency operation is slightly compromised.

Another modified version of the TSPC flip-flop is reported in [5], where it is used in the
a divide-by-4\5 block. Unfortunately, it has been highlighted that this flip-flop also fails
to function correctly at some frequencies below the maximum toggle frequency owing to
its edge response characteristics [11]. Disasterous glitches have shown its unsuitability,
but when run fast enough (at approximately- 600MHz) with a capacitive load, the divider

does operate satisfactorily.
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(a) TSPC divider (b) modified divider

F1GURE 3.2: TSPC circuits configured as dividers.

The TSPC flip-flop can be reduced to 8 MOS devices compared to 9 [2] (see Fig. 3.2),
whosc operation will follow dynamic logic principles. The reduction in devices effectively
reduces the load on the clock input by 25% and in turn, reduces the power consumption.
The simulated performance of [2] shows division by 2 at 2.2GHz in a 5V supply rail for
a design fabricated in 0.8um CMOS process.

As input frequencies have risen, dividers have migrated over to using source-coupled logic
(SCL). Technically, logic elements sit on current sources, copying the bipolar designs.
Published designs have shown flip-flops where the current source transistors are removed
yet the divider still functions, owing to the large input swing. The authors of publication

[3] talk about the use of a divide-by-2 stage based on a SCL topology that excludes the
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clock and current source transistors under the long-tailed pairs. Instead, PMOS load
transistors are clocked with complementary clocks. derived using a pass gate and inverter
(to equalise delay). With this block fabricated using a 0.1pm CMOS process and ‘ring’
shaped MOS layouts (Fig. 3.3(a)), 13.4GHz operation is achieved when the circuit in
Fig. 3.3(b) runs with a 2.6V supply. whilst consuming 28mW. According to the authors.
the ring shaped MOS layouts generate circuits operating 25% faster than if a typical

‘textbook” device were to be used, due to the lower drain capacitance.
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Fraure 3.3: Very high speed frequency divider [3].

Where power conservation is desired. designs can couple a mixture of SCL dividers with
CMOS dynamic logic dividers. A dual modulus divider [9] has been presented using
SCL based dividers for the high speed section and CMOS flip-flops [17] for the lower
speed partition. It has been found that the SCL dividers would togele faster without the
current sources (clock transistors sit on the ground net as shown in Fig. 3.4). although
the penalty here is that these clock transistors are required to be driven harder. This
is not a problem when tailoring the design for operation within a frequency synthesiser.
because its input is driven by a VCO geared towards low phase noise operation. The
output voltage in the dividers is generated by a folded NMOS diode fed by PMOS
current sources. After the first divide-by-2 stape. a second SCL divider is used. but this

time it sits on a current source so as to accomodate low voltage ditferential signalling.

Another form of ratioed logic employs pseudo-NMOS implementations of the SCL divider
with [14] cited as an example. These authors acknowledge the limitations of TSPC fip-
Hops because of their large input capacitance (parallel conuections of NMNOS and PAMOS
trausistors) as well as the poor transconductance of the PMOS device. The design shown
in Fig. 3.5 uses no long tailed pairs within the divide stages and their results (from a
0.25m CMOS fabricated design) have demonstrated functionality at 5.5GHz on a 1.8V

supply.
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IF1GUrE 3.4 Schematic of half the D-type flip-flop used in the first implementation of
the phase sclector divider [9].

CLK

Frauire 3.0: Psendo NMOS schematic of half the D-type flip-flop used in a modified
version of the phase selection scheme [14].

A recent presentation has resurrected the idea of clocking loads in SCL dividers, thus
changing the properties of the divide stage [7]. A 16.8GHz divider fabricated in a
0.25pn CMOS process operating within a 1.8V supply voltage illustrates a similar divide
topology to that observed in [9]. but the speed enhancement is attributed to the load
devices (see Fig. 3.6). PMOS loads are clocked in such a way that they present a low

inpedance when toggling but exhibit a high imedance when Iatching,

The last divide-by-2 reviewed accomplishes 19GHz operation when fabricated ina 0,35
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FIGURE 3.6: Schematic of a high speed divide-by-2 circuit, where the active loads are
clocked too.

CMOS technology by using injection locking principles. This is effectively a narrow band
divider controlled using varactors, tracking the free running frequency of a VCO. Injec-
tion locking is where free running oscillators lock onto to a nearby harmonic of the source
[1]. This can lead to an improved phase noise response and stability, whilst there is less
energy disspated than the above design, due to the Q factor of the tank [8]. This class
of frequency dividers, although limited in functionality, does serve its purpose in PLL
based frequency synthesisers. Stable reference sources tend to exist in a small frequency
range and, where finer resolutions are required, these fixed ratio prescalers can help

achieve that goal.

When constraining the modulus to be single radix, the divider tends to be feedforward,
easing the architecture design. Asynchronous arrangements are favourable in this appli-
cation because the global feedback of the synchronous counter tends to load the driver
with parallel clock inputs. With the asynchronous divider, there is an added bonus of
the total power increasing logarithmically as a function of the number of divide stages
(with an N stage divider, and additional stage N-+1 should consume half the power of
stage N as its fundamental input frequency is half that of stage N’s input, assuming it
presents half the capacitive load to the output of stage N, and so on.) If there is a 3
stage asynchronous divider (composed of divide-by-2 cells,) and if the first divider has
an input capacitance of (', bias current / and input frequency fin, then the second stage
should have an input capacitance of %C, its bias current should be %I and its input
frequency should be % fin- The third stage will have an input frequency equal to }1] ,
an input capacitance of %C’ and a bias current of %1. Henee, the total current of this
divide-by-8 will be (1 + % + %) I = 1% - I. This is truc in theory, and ignores the fact
that the gate width of a transistor cannot be divided down to unrealistic dimensions,

nor can thie current be scaled down as aggressively to infintesimal values.
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Reference [12] gives two examples of such a divide arrangement. Its flagship design is a
divide-by-128, whilst results of a divide-by-16 are also presented. Measured results for
the divide-by-128 show the 12GHz divider consuming 60mW using a mixture of 2.4V
and 2V power supply rails. The high speed flip-flop consumes 32mW from a 2.4V supply
whilst the remaining 6 stages collectively consume 28mW in a 2V environment (com-
bination of TSPC and SCL based dividers). The divide-by-16 is composed entirely of
SCL based dividers and has functioned with input frequencies in the range of 9-14GHz,

although no power consumption values are given.

An interesting point to note in both designs is that their input sections are terminated
with 10002 on-chip resistors in order to generate the necessary input signal (-3dBm into
a 100012 termination corresponds to a 1V input). The use of aluminium bondwires

for the test arrangement in a way determines the choice of termination resistance.

SCL based designs must also tackle the issue of interstage coupling to ensure correct
biasing of devices. Source followers can be implemented but designs in bulk CMOS suffer
from body effect, and hence attenuation of the AC signals, below the load capacitance
- transconductance pole. Above this pole, voltage division is observed owing to the
presence of reactive elements. AC coupling with a ‘local’ voltage divider biasing can work
but the authors [12] decided against it because parasitic capacitance (associated with
the on-chip capacitor) to the substrate would yield another reactive voltage divider, thus
attenuating signals. Instead, two consecutive SCL stages are directly coupled with the
current in the first stage increased to lower its common-mode output voltage. Lowering
the power supply of the first stage and increasing the load resistance are both detrimental

to the high frequency performance of the divider.

3.2 Dual modulus dividers

Single loop synthesisers can have division ratioes between 2 and several thousand. Ac-
cording to analysis in [18], the settling time of the synthesiser increases as the frequency
resolution decreases, which is a poor characteristic in designs that hop carriers more than
a thousand times per second (the resolution to step size ratio in a single loop is equiva-
lent to the reference frequency). With the division ratio N taking on fractional values,
the output frequency can be changed in fractional increments of the reference. It is not
possible to design a straightforward divide-by-N block where N¢ Z (7 is an integer). If

the ratio is toggled between two integer ratios, the average ratio appears to be fractional.
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FIGURE 3.7: Schematic of a 128/129 dual modulus divider.

Reported dual modulus designs tend to use two consecutive ratioes. By using a division
ratio of N+1 for one output cycle (output of the overall divider) from a chosen number
of cycles, M,

Lpy—i =Ly, L1, Lyg—2,- -+, L, Lo (3.1)

(when M-i=0, L;=N+1 else L;=N, where M€ Z), the average ratio is :

M
ZL M terms
i=1 N+N+N+--+N+(N+1) 1
= =[N+ — )
M M ( + M) (3.2)

and therefore the output from the synthesiser is fyu;= (N—i—%) fref. In order to imple-
ment fractional synthesis, an accumulator or counter is required to decide when to toggle
between the ratioes. This style of programmable divider gives good resolution whilst

keeping the settling time low.

One of the earliest implementations of a dual-modulus divider, which is referenced fre-
quently, is shown in Fig. 3.7 [17]. The output of the VCO is immediately followed by
a synchronous counter. This is optimised for speed and not power, with three flip-flops
employed in the high-speed synchronous divider, giving a divide-by-4/5 capability. Ad-

ditional flip-flops cascaded asynchronously together with the combinatorial logic present
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in the feedback path give the resulting 128/129 divider. Their results show the 1.2um
CMOS design to function at 1.4GHz when in divide-by-128/129 mode, drawing 6.9mA
from a 5V supply. Another divide-by-128/129 design is presented in [2], but their mod-
ified TSPC flip-flops have yielded a dual modulus design capable of 1.22GHz operation
in a 0.8um CMOS technology, even though the power consumption is reduced by some
SmW.

The authors of publication [13] report a design based on a similar arrangement to the
previous design, except the dual moduli are 15/16. Here, a 2 bit Johnson counter (syn-
chronous) precedes a 2 bit asynchronous divider. Logic in the global feedback enables the
synchronous counter to divide by 3/4, and coupled with the TSPC based asynchronous
divide-by-4, the overall result is a divide-by-15/16 unit. 1.4GHz operation is achieved
whilst consuming less than 13.5mW on a 5V supply.

Moving away from that architecture, [15] introduces the idea of clock preprocessing.

M
D One Detector
F\— -
4
Div2 Div2 Div2
Out
—

Clk

FIGURE 3.8: Block diagram of a divide by 8/9 divider.

This implementation incorporates asynchronous division throughout and gates the clock
at the very beginning of the circuit. This gating is controlled by the state of the actual
divide chain. The block diagram in Fig. 3.8 shows a dual-modulus divider incorporat-
ing a ‘One detector’, which is simply a multi-input NAND/AND gate. This controls
a standalone D-type flip-flop configured to trigger on a complementary edge to the
asynchronous divider. It must be stated that this is a narrow band design because the
inverter before the single flip-flop not only provides another phase, but also gives a delay
so that a clock edge may trigger the ripple divider before being blocked. At low speeds,
the blocking can occur faster than would be liked, causing a state of deadlock. It is this
strategy that gives a successful operation. Also, at high speeds, the output of the first
divide-by-2 stage is fed directly to logic embedded within the single D type flip-flop as
it is identified as being a critical path. The dual-modulus divider as a whole is able to
function correctly up to higher speeds because the detector is ‘primed’ and ‘decided’,
withont having to wait for the first divide-by-2 to toggle. The divider exploits asyn-

chronous behaviour by scaling subsequent divide stages accordingly in order to reduce
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Frornre 3.9: Schematic of a divide-by-16/17 dual modulus divider based on an asyn-
clivonous architecture [15].

power. Measurements have demonstrated this configuration to operate suceessfully with
a 1.90 GHz input frequency on a 5V power rail when fabricated in a 5V bulk CMOS

0.8p:111 process.

This architecture was our initial choice for a dual-modulus divider implementation in
SOI. but simulations showed its performance to be inferior when compared with the
dowinant design of this thesis. The problem was traced to the ~ones detector” and its
propagation delay marred the performance of the rest of the circuit. The maxinim
speed simulated is shown to be approximately 4GHz after whicli errors hegin to arise in

the non-binary division.

The results in Fig. 3.10 refer to the design seen in Fig. 3.9 where the divide-hy-2 stages
were never cascaded one of top of the other. Siimple voltage-mode cascading. followed
by up’ level-shifters to a NAND gate. showed the nnoptimised design to function with
a waxinnun 4GHz input. At HGHz. an crroncons divide-by-19 results, with the NANID
gate to blame. This s a reavy cousnier of power, even though it fits within o 3.3V

power supply. but makes a useful comparison for cnrrent-reuse designs,
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FiGUuRrE 3.11: Simulation results of the 16/17 dual modulus divider (based on the Lars-
son arrangement [15]), operating in divide-by-17 mode. This topology uses a stacked
divider with current-mode coupling.

Next comes the modified version of [15]. whose divide chain is composed of a divide
stack (eurrent-immode cascading.) This stack contains 4 divide-by-2 stages. with cascodes
between cach. Figure 3.11 gives the results of a stmulation with the divider raunning
at 4GHz. No modulus control is implemented here. and so divide-by-17 is hard pro-

orainmed.

By taking the marker values in Fig. 3.11(b). one can easily verifv 17 input clocks cyeles
for one ontput cycle. In the waveform of Fig. 3.11{a). it must be stated that this trace is
in fact a differential output. whiclh raises concern at the lack of swing on this signal. The
effect of this is made clear in Fig. 3.12. where an erroneous division ratio of 16 cinerges.
At 4.5GHz. the flip-Hop (seen in Fig. 3.8) cannot signal fast enough to gate the clock
input. hence providing no dual modulus functionality at all. The output of the HAip-Hop
is seen to be less than half of the differential swing (calculated by the current through
a load resistor in the Hip-Hop arrangement ). Incidentally. the results are bhased on a

divider that uses cirrent re-use with the NAND gate. by feeding the output cirrents
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directly in to the bottom of the gate. The subject of NAND gates has been touched

upon in Section 2.3,
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Fravne 3.12: Simalation results of the 16/17 dual modulus divider (based on the Lars-
son arrangement [15]). operating in divide-by-17 mode. This topology uses a stacked
divider with current-mode coupling,.

This divider design caunot be compared against published designs owing to it being aban-
doued after unconvincing results. The simulations of the stacked NAND gate showed
fhe fast togeling input to lie at the bottom-most input. and this prohibits any effort to

optitise this design for speed and power. There is also the problem of detecting an all

['s condition if a svuchronous divide-by-8 is used instead.

3.3 Programmable dividers

This last class of frequency divider takes an input frequency and divides the value by

au biteger. I integer-N PLLs. the higher division ratios permit more channels to be
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FiGURE 3.13: Block diagram of a conventional programmable divider, using an end-
of-count (EOC) detector [6].

selected. An interesting point to note about these dividers for such an application is that
the divisor need not start at 0, as division by 2 or 3 isn’t very useful in high frequency
regimes. For instance, Hi-Performance Local Area Network (HiPerLAN) requires only
four consecutive division ratios, though the range of values depends on the frequency
step size. Programmble dividers with a large number of divide ratios tend not to be
used because of their complexity and low speed characteristics (dual modulus dividers

offer a better solution in terms of speed, power and area).

An example showing complexity is given in reference [6)(see Fig. 3.13). This pro-
grammable divider relies on and end-of-count (EOC) scheme, where a loaded modulus
is counted down in binary, before starting again. A complete period denotes the passing
of a number of input cycles (equal to the load modulus). The design mentioned can be
programmed to divide between 2 and 63 inclusive with a top speed of 723MHz within
a 5V supply. High speed operation is achieved with the use of an enhanced end-of-
count detector. Fabricated using a 0.8um CMOS process, the configuration consumes
17.12mW of power.

Although the aforementioned has a better power/frequency performance, the design
presented by [15] manages 1.75GHz using the same minimum feature size (5V operation).
By amalgamating the dual modulus architecture presented earlier with an asynchronous
divide-by-N, a programmable divider can be achieved. It highlights that, by counting
down, a loaded value can be reduced to zero gradually, and only quick detection of the
LSB portion of the counter is needed. The paper also points out the difficulty in loading
an asynchronous divider, because each stage is clocked by a previous stage and must

walit for the correct edge to ripple through. Hence. a modified asynchronous divider with
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F1GURE 3.14: Design based on a modular approach to programmable division.

synchronous loading is used instead, permitting faster loading.

A novcl and clever programmable divider is presented in [4] where the aim is modularity.
Divide-by-2/3 cells are created using SCL based synchronous dividers. Each cell, shown
in Fig. 3.14(b), employs 4 D-type latches as well as some combinatorial logic. SCL de-
sign techniques are exploited, whereby logic functions are embedded within the flip-flop
(Fig. 3.14(a)). These cells are cascaded as in Fig. 3.14(c), according to the number of
moduli required, though the actual moduli values are not as flexible. The design of 17
bit and 18 bit dividers were characterised in a 2.2V supply, although no absolute speed

values arc made available.

The last programable divider has an architecture that is similar to the phase selector
design mentioned previously [9]. This particular divider [14] is designed for HiPerLAN
applications running at 5.3GHz. The division ratios are limited between 220 and 224
inclusive as a requirement of HiPerLAN. Without the phase select circuitry, the fixed

division modulus amounts to 216 (3 stages of divide-by-2 followed by 3 stages of divide-



Chapter 3 Review of published frequency dividers

89

fin/(4N+K)

YONB
XONB
YON
XON
"X CETN
0
ool v e oo - N
) Retimer {4
i = CXB _\_"_ Low
i CYB L Speed
YB
fin/2 ; my 4stat§
by B B3 [ machine
| Pulse
= Decoder — A | generator|
=]
fin :
l K pulses per

output cycle

Programming
inputs

FIGURE 3.15: Block diagram of a 4 moduli programmable divider [14].

=

(o)

5 S 8

151,

un-synchronized
controls

N

1/51,,

synchronized
controls

ouT

SX
Sy
SXB

SYB

CX
cYy
CXB
cYB

ouTt

XON
YON
XONB

YONB

ke

CX1woCY &=

CY to CXB gpuscmafmyfsug
CXB lo CYB

CYBloCX ;

FiGure 3.16: Waveforms showing glitches in the output when a control signal falls

outside its ‘window’, and the remedy of the retimer block [14].



90 Chapter 3 Review of published frequency dividers

by-3). The phase selector is placed after the second high speed divide-by-2 stage, with the
remaining divide-by-2 and divide-by-3 stages following it. The design uses pseudo-NMOS
logic to implement the divide-by-2 functionality, and is found to operate satisfactorily
in a 0.25um CMOS technology. Glitches are eliminated through the use of a retimer
(see Fig. 3.15), which synchronises the control signals to the respective clock lines as
captured in Fig. 3.16. 5.3GHz frequency division is managed in a 1.8V supply, with

5.5GHz achieved at the expense of a 22% increase in power supply voltage.
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Chapter 4

Design and implementation of a
new dual modulus divider

architecture

The theme of the research has been to investigate and deliver ways to reduce the num-
ber of blocks running at the maximum signal frequency within the analogue RF section
of a receiver. In doing so, one is able to reduce the power consumption of the whole

implementation, and reduce the loading on the previous stage.

This chapter will examine the architecture of a particular dual-modulus divider[1] which
addresses the issue of reducing the number of blocks operating at the highest signal
frequency. Following this will be a few sections on how this original concept has been
developed further, namely the design of an elegant phase-selection circuit and a glitch-

free controller.

4.1 Review of a phase selecting dual-modulus prescaler

This chapter presents the development of a new dual-modulus divider architecture. The
starting point for the evolution of the designs is the phase selector approach [1], with
a block diagram given in Fig. 4.1. Iere, we see the high frequency signal (delivered
by a signal generator or maybe a VCO) arriving at its inputs and being divided by 4
using two divide-by-2 cells coupled in an asynchronous fashion. Each divide-by-2 cir-
cuit consists of a master-slave pair of D-type latches, resulting in D-type flip-flop whose
outputs are fed back (in a negative sense) to the input of the flip-flop. Specific to the
SCL divider, four outputs are present and there exists a Frad phase difference between

certain pairs of outputs. This characteristic is justified by the master-slave action (giv-
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FICURE 4.1: Block diagram of 128/129 frequency divider published by Craninckx [1].

ing rise to the Frad phase difference between the output of one latch and the output
of the other) and the differential operation (resulting in the remaining nrad and 3—‘2’—rrad
phases). Referring back to the figure, division in a fixed binary mode uses outputs that
are mrad apart to couple a divider to a subsequent divider. After the first division by 2,
a Zrad phase difference between two particular outputs is equivalent to half a cycle of
the input frequency. After the second division by 2 (i.e. aggregate division is 4) a Frad
phase difference between two particular outputs on this second divider now corresponds
to one whole cycle of the input frequency. A phase-selector can be placed at this point
in order to drive the remaining divider stages with an input that can be lengthened by
one cycle of the ‘full’ divider. The publication describes a divide-by-128/129 frequency
divider that requires at least another 5 divide stages in order to achieve the division-by-
128. The second consecutive modulus is obtained by periodically switching between the
four outputs of the second cascaded divide-by-2 cell. Each consecutive pair of outputs
differs by Zrad, which corresponds to one complete cycle of the input. Switching be-
tween these phases is identical to losing an input cycle. By omitting one cycle and hence
the transition that accompanies it (both a rising and falling edge are lost), each of the
divider stages after the phase selector holds its state for the period of one clock cycle
(applied at the input to the whole dual-modulus divider.) Therefore, the period of an

output cycle is equal to 1 ‘skippecd’ input clock cycle as well as 128 ‘divided’ input cycles.

(NB From this point onwards, the notation used to refer to the 4 input phases will be
based on that used in quadrature modulation. Hence B-I = Orad phase (used as a
datum for the rest), B-Q = Irad, B-J = nrad, B-Q = #Zrad. The ‘B’ prefix refers to
the second divide stage at which these outputs are taken. As the first two dividers are
connected asynchronously, the clocking of the dividers ripples through the pair. This

means that the rising edge (in a rising edge triggered flip-flop) of the input clock cannot
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FIGURE 4.2: Waveforms of the 4 phases associated with the master-slave flip-flop, and
their relation to the input clock.

be assumed to be in synchronicity with the rising edge of the B-I signal. Nevertheless,

the outputs are Frad apart.)

The phase selector’s role in the divider is to channel one of the four inputs to its output.
As described, the frequency of each input is the same, the only difference being the Srad
phase relationship between certain pairs of inputs. Whilst the divider operates in the
(N+1) mode, where (N) is a power of 2, the phase selector should output a different
signal that lags by Zrad from the current input. This can happen at any stage during
the ‘full’ division cycle. So for example, with a divide-by-128/129 divider, 32 clock cy-
cles are still sent to the divide-by-32 divider following the phase selector when dividing
by 129. The only difference between the divide-by-128 and divide-by-129 is that one of
those cycles clocking the lower speed divide-by-32 is in fact one input cycle longer than
the others (input to the actual divider). The topology by which the ‘selected’ input

is carried to the output of the phase selector has been accomplished in more than one
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way. The first published implementation has a pair of switchable amplifiers on each
of the ‘T’ and ‘Q’ outputs. These amplifiers not only convert between differential and
CMOS logic signals (and at the same time, amplify the signals), but they also output
the signal or its inverse, depending on a logic control signal. Hence the output of these
amplifiers can be either B-J or B-I in the case of the ‘I’ amplifier, and either B-Q or
B-Q in the case of the ‘Q’ amplifier. These signals then progress to a combinatorial logic
circuit where either the ‘I’ amplifier or ‘Q’ amplifier outputs are sent to the remaining
divide stages. With the outputs being CMOS, the subsequent divide-by-2 cells will have
a CMOS topology yielding a lower static power consumption compared with an SCL
version. In order to switch between the phases at the inputs, a state machine of some
sort is needed. Although not explicitly shown in the publication, the frequency control
block is thought to be a simple 2-bit (4 state) counter, with some additional logic to
generate the correct control signals. These signals can be rail-to-rail CMOS; hence no
level shifting is required, though according to the schematics, signals and their comple-

ments are needed (these need not be necessarily differential).

The sequence of switching as illustrated in Fig. 4.2 is B-I, B-Q, B-I, B-Q, ensuring
continuous division by 129 as the phases are switched between once every 32 cycles
of the last 5 bit counter. Unfortunately, with a 4 state FSM, there is more than one
input to the phase selector changing during a change of state. This leads to ‘race’
conditions and is disasterous in terms of the divider’s functionality. Instead of having
one operating boundary condition at high frequencies, there exist two, with the second
being at a lower frequency. The upper operating frequency limit is set by the technology,
whereas the lower limit is set by the ‘race’ situation described. The result is a circuit
with a ‘bandpass’ characteristic (using filter terminology.) The ‘C0’ signal controlling
whether to select the ‘I’ or ‘Q’ pairs was found to have transitions running slightly ahead
of the ‘C1’ and ‘C2’ switchable amplifier control signals (see Fig. 4.3). However, the
ripple nature of the asynchronous counter thought to be used in this controller leads
to the delay in transitions. The result is a serious glitch that can momentarily change
the selection of the phase to be sent to the output of the phase selector, causing the
subsequent dividers to toggle (change state). One of the suggestions is to use a clocked
D-type flip-flop in order to allow signals to settle before the state is passed to the phase
selector inputs. The drawback is justifying the delay as well as the area and power
consumption of such a cell. Their solution was to insert a buffer/inverter with a delay
to lower the rise and fall transition times of the phase selector control inputs. With this
delay, the slower (in terms of period) control signals are given a chance to catch up with
the delayed control signal. Unfortunately, this is not really a solution and instead shifts
the problem somewhere else. For this divider to work in true broadband fashion, there

needs to be a way of changing one input at a time.
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From a practical point of view. a dual-modulus divider isn't very useful ou its own in
today’s wireless LAN chips. The need for a multi-modulus divider arises from the desire
to seek a channel amongst several others. The dual modulus divider is used with an
accumulator and comparator. resulting in a prograwmable divider. Unfortuuately. the
NAND gate can block the state machine clock input. The blocking is asyuchironous.
yielding the problem of prematurely clocking the frequency control unit. This in turn
causes a different and incorrect iuput phase to be selected and the overall division in
the chain is anything but the desived ratio. What is needed is some form of "memory’
which blocks the state machine clock yet holds the current inputs to the phase selector.
So. in Craninckx’s design [1]. the frequency control unit holds the inputs to the phase
selector when triggered to operate as a divide-by-128. When triggered to divide-by-129.
the frequency control resumes where it left off, thus preventing any unwauted glitelies.
The drawback here is the extra power consiption due to this latch. though its circuit
design should be that it doesu’'t load the output of the last divide stage of the true
divider chain. and that its clock transistor has just enough drive to follow the output

of the actual dual modulus divider. By this last statement. we mean that the divider
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FiGctnre 4.3: Plots showing the erroncons operation associated with the slope of the

pliase selector control transitions [1]. The thick arrows i the first and third plot.

demonstrate erroncous freqiieney division, as the transition speed in one control input
increases. thereby shifting the switehing instant of the phase selector.
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Fraure 4.4: Tine domain plots illustrating the problem with an embedded NAND
gate in our implementation.

nay be called upon to divide-by-128 for the least significant bit of a slow accurnulator
to togele and toggle back again before dividing by 129 for the remainder of the overall
cycle, as pictured in Fig. 4.4, This problem. together with its solution, manifested itself

in the bulk programmable divider described in chapter 8.

For their fabricated design. 2.5mA was consuned by the first divide stage and 1.5mA by
the second. The CMOS divide-by-32 sinks 1.5mA whilst the phase selection cirenit sinks
2.5mA, all within a 3V power supply. From a performance point of view their divider
riuns at 1.70GHz. although a higher toggle frequency can be achieved by increasing the
supply voltage, The anthor explicitly states the benefits of this design are that: 1) the
clock generator (usually a VCO) is loaded with one D-type Hip-flop instead of several in
the case of a synchronons divider appearing at the front of the dual modulus divider [3];
and 2) that there is only one sub-block in the divider running at the highest frequency
and therefore the whole divider runs with reduced power consumption. The high fre-
cueney feedback loop present in synchironons counters is also eliminated. Bearing this in
wind, together with the ability to rednce the power consuption per divide stage from
stage to stage in a binary fashion, this makes for an attractive circuit topology for low

power transceivers,

A vartant of this circuit corrects the flaw in the above description. using a ‘retimer’
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circuit [2], with the block diagram pictured in Fig. 3.15. As a precursor, the fact that
a ‘window’ exists in which the inputs to the phase selector must change is described
in detail, together with a description where no retimer is included (figure 3.16.) The
circuit architecture differs from the previous one in that a pulse generator is used to give
the multi-modulus feature of the circuit. The thinking behind this is to have the phase
selector change phase more than once in one output cycle, hence more than one high
frequency input cycle is swallowed per output cycle. The inputs to the divider select
which modulus (between 220 and 224 inclusive) to select. Ultimately, a 4-state FSM is
still employed but ‘sychronising’ of the phase selector’s inputs is implemented in order to
solve the glitch problem of the Craninckx implementation. Here, the problem of switch-
ing between the phases earlier than it should be done is clearly illustrated, together
with the fatal consequences. This design solves that particular problem by delaying the
action of the phase selector inputs to coincide with a window in which the current and
next phase outputs have the same output level, thus preventing a glitch in the lines after
the phase selector. This divider uses a pseudo-NMOS logic style for the circuit topology,
and is clocked to run at 5.5GHz input with a 2.2V supply pulling 26.8mA whilst being
driven by a 300mVeqx single-ended input. The circuit is fabricated in a 0.25um CMOS

technology and is discussed in chapter 3.

4.2 Circuit topology of new phase selector

The following is based on the Craninckx phase selector and has exactly the same op-
erations, where it may invert either of the quadratures (master or slave outputs of the
previous divide-by-2 stage) before selecting which phase to pass. However, a new current-
steering circuit topology is presented, allowing the entire function to be performed in a

current-mode fashion.

The circuit illustrated in Fig. 4.5 is the key to the dual-modulus designs in the rest of this
text. A closer look at this circuit will show that it is in fact a ‘4-to-1 line selector’ where
a combination of the inputs (denoted by C0, C1, C2 and their complements) determine
which phase to ‘steer’ through to the current-mode inputs of the divider succeeding the
phase selector. Its operation is exactly the same as the original implementation of the
Craninckx design, where either the B-I or B-I phases, and B-Q or B-Q are to be passed
to the next stage of the phase selector. Here, another sct of control signals determines
whether to pass forward the chosen ‘I’ signal or the chosen ‘QQ’ signal. The whole task
is merely current steering but accomplishes the function in a far neater way. Being
current-mode means that when coupling cells together in a signal path, the signals do
not have to change between being a current and a voltage. As will be scen in later

chapters, this omission is valuable to the designer and is a strength of the SOI dual
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FIGURE 4.5: Schematic of the new phase selector.

modulus divider. Unlike the Craninckx implementation, the phase selection remains
faithfully differential throughout its task. This allows smaller signal swings and hence

quicker transition times.

c2lC2|cCc1|C1|cCo|CO Output .
1 (o [0 |1 Jo |1 B-1 (S0)
0 (1 [0 |1 |oOo |1 B-I (S1)
0 |1 |0 |1 |1 |0 B-Q (S2)
0 (1 |1 |0 |1 |O B-Q (83)
0 |1 |1 |0 |0 |1 BT (S4)
1 [0 (1 |0 |0 |1 B-1 (S5)
1 0 1 0 1 0 B-Q (S6)
1 |0 |0 |1 |1 |0 B-Q (S7)

TABLE 4.1: Table showing the combinations for the various phases.
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Table 4.1 shows all the combinations of the inputs and phase to which they correspond.
At a first glance, it is obvious to say there is a level of redundancy with unused combi-
nations of inputs. However, all combinations (henceforth referred to as ‘states’) must be
used in order to remove the output glitch that is inherent with this topology (discussed
in the following section). The table has been arranged in such a way that , only one
input (including its complement) toggles between states. For example, between state S4
and S5, the {C2, C1, C0} combination changes from {0, 1,0} to {1,1,0} and the output
phase remains the same {B-I}, but between state S5 and S6, the combination changes
from {1,1,0} to {1,1,1} and the output phase changes {B-Q}.

One problem with stacking both stages of the phase-select is that the bias voltages for
each level differ. It is for this reason that good transistor models are needed with the
ability to predict accurate DC behaviour, as well as providing some insight into the AC
response of a short channel MOS device (assuming an active level shifter is used.) With
the SOT divider (to be described in chapter 5), the level shift was accomplished with
a cascade of two source followers per output at one point, because of the high power
supply. In the case of the bulk dual-modulus divider (see chapter 7), the amount of level
shift is less, but it is still needed.

When designing with this topology, the dimensions of the transistors should be kept
minimal so as to avoid capacitively loading the slow speed, low current consuming di-
viders at the tail end of the divider chain. Sadly, as will be seen in the later chapters, the
binary reduction in current is not seen to the extent it should be in the case of the SOI
implementation, but a more serious attempt is seen in the bulk dual modulus divider.
Each conducting device in this structure should be operating in saturation mode, with

as little V4, as possible.

Looking at the topology, it appears as a set of quadrature mixers with their outputs
connected to a ‘2-to-1 line selector.” However, the design is more easily explained when
thought of as a line selector. Neither of the inputs to this cell is a single-tone with many

harmonics, regardless of the difference in phase.

4.3 Operation and discussion of the 8-state finite state ma-

chine

After the phase selector block, the remaining dividers forming part of the division ratio

are added onto the end. Thereafter, a state machine of some sort is attached in order to
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FIGURE 4.6: Schematic for the back end of the dual modulus divider, where the FSM
has only 4-states.

achieve the dual modulus division (not the case in the Krishnapura design where a pulse
generator precedes the state machine, in order to achieve the multi-modulus division
[2]). In the previous designs, a 4-state FSM is employed and toggles through each of
the consecutive phases. Unfortunately, asymmetry in the circuit can give rise to some
phase transitions occuring too early, whilst others happen well inside their valid time

‘window’ [2].

To be able to control the new phase selector with a 4-state FSM, 4 sets of the inputs to
the phase selector (out of a possibility of 8) must be chosen, by picking one of the two
possibilities for each of the four quadrature phases. For the example in Fig. 4.6, the
states labelled S0, S3, S4, and S7 are used with a ‘Moore’ finite state machine cycling
through each of the four states at a rate equal to the output frequency of the dual-

modulus divider.

As there arc only 4 states, the FSM becomes extremely simple, with combinatorial logic
translating the output of the 4 state counter. The asynchronous counter will count in

binary from 0-3 inclusive and jump back to 0 beforc repeating the cycle again and again.
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After Karnaugh mapping. the resulting Boolean equations are as follows (with refernce
to Fig. 4.7):

C2 = D1.D0 + D1.DO. (+.1)
C1 = D1.D0 + D1.D0, (4.2)
C0 = DO. (4.3)

Equations (4.1) and (4.2) are clearly XNOR and XOR expressions respectively. but ow-
ing to the choice of circuit topology for the D-type flip-flop. such a function can be
owmitted as the sequence is generated on one of the quadratures from the second divide

stage.

Unfortunately. two problems exist. The first is if a wmajor latency exist between the
actual output of the divider and the input to the phase selector which translates to a
lack of synchronicity. This gives rise to a glitch and henee incorreet division. as the
extra rise and fall transitions from the phase selector will trigger an unwanted toggle in
the subsequent divider(s). As illustrated in [2]. this problemn is not cousistent in every
consecutive phase juinp. with some toggling occuring preuaturely and others occuring
in the "window.” This can arise due to the mismateh amongst “like” devices. low-current
operation. and unbalanced parasitic RC coustants. The other problem is a race hetween
CO and the C1 or C2 pairs of sigiials which results in erroncous division (pictured in
Fig. 4.8). In this scenario. the CO signal usually toggles before cither C1oand/or €2
as it is generated carlier in the chain and our state machine is a ripple counter. It the

current in subsequent stages is reduced by half. this problem becomes apparent at a

DO Di
>; 2Q %_._2Q 2 P D2
> > 17

Logic

Vo Vo VYo

Ficurre 4.7 Schematie showing the FSM as an asyvnchronous counter with additonal
logic giving the desired phiase seleetor input combinations.
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Fravne 4.8: Waveforis of the d-state FSM, highlighting the hazardous glitch problem.

lower frequency.

Fig. 1.9 shows waveforms from two different instants in a divide-by-33 stretch of a sim-
nlation run with the d-state FSM. (The divide-by-32 is not shown because ervors in its
operation would arise in the divide stack. which will be shown later.) Looking at the
particular thme infervals framed by the markers. Fig. 4.9(a) gives a division ratio of ap-
proximately 33, whereas Fig, 1.9(b) produces a ratio of 29. showing inconsistency. The
upper figure shows €O changing with C1 and €2 remaining static. The lower fignre shows
all three control signals togeling. on the neeative edge of an outpnt cyele producing a
race” condition. and clearly giving erroneous results. Although this result is shown for
A 1GHz input. the sane was observed for a 3GHz mput too. Looking at other input
cotbinations yields the same error. and this has motivated the design of an alternative

state machine

When implementing with a 2-bit synchronous counter {counting frow 0-3 inclusive). the
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Fiaure 4.9: Simulation results of the 32/33 dual modulus divider operating in divide-

by-33 mode with a 4GHz input. Note that the complication of having more than one

phase select input changing one time manifests itsell in the form of a division ratio
error.

resulting Boolean expressions are:

DO = Q0. (4.4)

D1 = Q1.Q0 + Q1.Q0. (4.5)
However. a problem cited is the loading of two D-type fip-Hops on the output of the
previous divide-by-2 stage. By classic Boolean logic, the XOR/XNOR shonld exist on
the outputs to generate CO. C1 and C2 as well as the feedback to the "D mput of the
second Hip-Hop. Unfortunately. all outputs cannot be generated by choosing the appro
priate phase of the SCL Hip-tlops. and there still exists a race between all three of the
signals implyine the layout of their interconnects ean be an hnportant issue with regards

to balance in the capacitive load.
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To get around the problemn of more than one signal changing at one tine, all 8 com-
binations must be toggled through. Looking at the original table associated with our
phase sclector circuit, it is clear that two cowbinations exist for each guadrature and
when toggling from 0 rad to Frad to wrad to %"Md ard then round again. When going
through cach of the conscentive states. only one bit (including the complement in the

context of differential signalling) changes at a tine.

However. a slightly different thinking is reguired when using all 8 states. Although there
arc more states, the effective (or apparent) rate at which the phases change. nust remain
the same as in the 4 state solution, i.e. at a rate equal to the frequency of the output. As
before, a syuchronous counter is considered where it generates the desired combinations
without additional glie logic after the output. After Karnaugh mapping, the Boolean

equations for the logic are:

D2 = C1.C0+ C2.C0, (4.6)
D1 = C1.C0+ C2.C0, (4.7)
D0 =C2.C1+C2.C1. (4.8)

Unfortunately, this state machine must operate at a speed twice that of the actual
divider output. Hence, it can be driven by the secoud from last divide stage in the
asynclironous chiain.  Another problein witnessed by obscervation is that combinatorial
logic is present at the output. leading to the problems of extra power consuiption and
conversiont between different logic styles. Nevertheless. the solution exists and should be

kept as a contingency.

The last solution is the one inplemented in the dual-modulus dividers presented in the
remaitider of this thesis. Here.o a 2-bit asynchronous counter generates 8 states. and
although it possesses an itherent ripple’ characteristic, its implementation is an clegant
one. Again. it is the master-slave action of the Hip-tfiops that has achicved an 8-state

wachine, with the desired effective phase transition frequency.

Looking at Table 4.2, the configuration of this state machine is generated without the
need for Karnanglimapping or Boolean logic. as obscrvations should demonstrate that no
logic is required. In this table. the first three columns refer to the ripple counter output.

whereas the next tlhree colins exhibit the wanted outputs for the phase sclector eirenit.

Each line in this table is one half a cyele of the input to the FSN. which happens to



Chapter 4 Design and implementation of a new dual modulus divider arcliitecture 107

Output
from

the divide
stack

—_—p . P2 ) +

0 P—F21

90 p—F2.Q
180 p==—F2.1 Co
270 P=——F2.Q

A\’

—

\'%

FSM4.1 FSM4.1

~—~ - — — m = — — — — — — —_—

FSM2.1

FSMS.
S | > ——» FSMS.1
] — FSMBI
F—» FSMB.Q
— FSMS.Q

-~

\'4

IFsM21 FSl\/H.Q’
30

[ FSM4.Q

\'%

—~— 64\65

FIGURE 4.10: Schematic for the back end of the dual modulus divider. where the FSM

now has 8 states. implementing Gray code style switching.
Input to therfirst divide-by-2 stdge in figure ¢ [ : 1 ' '
I

L 0 O ¥ [ 0 - v v v »

I‘SM:’..I (»(')L|Ilpul of the acual dual-mogulus ;ll\‘i\.‘ul’b

4

|
0 | 7,
) » ’ N : l'
FSM4.Q : ; ' : ' e ; :
[ —— : i . :
0 K

FSM4.I [(alh))

ilo)(clcl[oYe}(clc][oYe)iolcloY0

T —»>
O T : 0 ; = Only one input to phasc
, ! , ' L
v . O

selector chinges durimg

state transition

FSME.1(CT)

(0000000

e e Yoo ooy
Q0000 0P O.00DO0,
533S4zss§sofs7550\;/5|§53553ES453558(»587-[

Twice as many state changes, but the effecuve rate at
which the phase change remiing the same

Froure 4.11: Wavelorms of the 3-state FSM. showing the "Gray™ code style switehing.

Cl

be the in-phase output of the final divider stage (excluding any state machine o the
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Hence this input is the sane as that of the d-state FSM but, looking at the
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Q2| Q1| QU c2 | C1|Co Output.

0 |0 0 1 0 0 B-1 (S0)
0 o |1 0O |0 |0 B-I (S1)
0 |1 |0 0 |0 |1 B-Q (S2)
0 |1 |1 0o |1 |1 B-Q (S3)
1 |0 |0 0 |1 |0 BT (S4)
1 J0o |1 1 |1 |0 BT (S5)
1 |1 |0 1|1 |1 B-Q (S6)
1|1 |1 1 [0 |1 B-Q (S7)

TaiLE 4.2: Table showing the combinations for the various phases (ignoring their com-
plements) together with the outputs of the ripple counter.

pattern gencrated. the actual change of state occurs at a rate equal to twice the output
of the dnal-modulus divider. The desired output CO is generated from the in-phase
output (-I') Q1 of the counter. To generate the outputs C1 and C2. one must consider
their transitions relative to the output of Q1. It should be apparent that C1 changes
on a phase Srad lagging behind the output CO. Hence. the quadrature output (‘Q’)
drives the next divide-by-2 stage in the state machine. The reqguired signals C1 and C2
arc generated fronn the last divide-by-2 in this ripple counter by taking its ‘T" and Q)

outputs respectively.

Figures 4.10 and 4.11 show the result of the derivation, explicitly showing the configu-
ration of the state machine and its integration with the general dual-modulus divider.
With this. it is noteworthy to highlight that the mininnun dual-modulus divide ratio is
8/9 for this hmplementation. whereas for the 4 state FSM, the mininnun divide ratio can
fall to being 4/5. This simuple yet effective solution does away with any corbinatorial
logic thanks to the quadrature outputs of the SCL divide-by-2 stages. The penalty,

however. is an incerease in the static power consumption of the whole divider.

Its benefit becomnes apparent through a correct higher speed of operation. This will be

included in chapters 5 and 7.
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Chapter 5

Dual-modulus 64/65 divider in
0.35um SOI CMOS

This chapter concentrates on the design of a dual-modulus SOI divider (modulo 64/65).
The goals in this part of the study were to investigate new circuit architectures made
possible in SOI, and whether any power and/or speed advantages could be obtained.
The specification for this divider has been open and hence the choice of division ratio is
arbitrary, but its high-frequency operation is in the interest of targetting this design for
a modern communications application. Therefore, it has been designed to run as fast as

possible with realistic inputs and load terminations.

One of the highlights of this design is the novel method of stacking current steering
divide-by-2 stages (SOI CMOS) asynchronously, introducing a ‘true’ division of bias
current as one moves further down the division chain. State-of-the-art silicon frequency
divider designs have not yet demonstrated such aggressive reduction in bias current
from stage to stage. Another strong feature of this chapter’s work is the incorporation
of the current steering phase selector and accompanying glitch-free controller in SOI
CMOS technology. The stacking is not limited to divide-by-2 stages, and the dual-
modulus divider to be presented has a synchronous divide-by-8 stage too. The concept
of stacking divide-by-2 stages exceeding the designated power supply for the technology
without destroying any of the devices, is yet another example of advancing the state-
of-the-art as the choice of voltage swing is power supply independent. It is hoped
the reader will appreciate how this style does away with level-shifters by adopting this
current-mode cascade style. Towards the end of the chapter, a successful fabrication
together with measurements shows that the preceding work to have been taken from

concept to realisation.
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5.1 Circuit design

5.1.1 Phase selection prescaler architecture

Many of the ideas discussed in the first four chapters are brought together in this section,
culminating in an interesting and novel topology. It is hoped the reader will intuitively
understand how the circuit evolves from a single divide-by-2 sub-block, to that given in
the title of this chapter. As the structure, design and operation of the standard SCL
divide-by-2 have already been discussed, the text below will simply move one level higher
in the schematic hierarchy when referering to it, although there will be times when a

closer look inside the instances is called for.

To achieve division by 64 asynchronously, the number of cascaded divide-by-2 cells is:
logs(64) = 6. (5.1)

Obviously, this does not take into account any additional dividers required by the control
logic, to be presented later. The fact that there are two consecutive division moduli
simply means that a high frequency input cycle is lost somewhere. A block diagram of
the divider has been captured in Fig. 5.1, and we will show in the following subsections

the required blocks to use current steering as well as the development of new circuit

topologies.
Phase Select
F41 | ©
F4.Q ) .
’ F41 |is¢ Low
) Speed
—T F4Q| ?°
F2 F2
= 8 State
FSM ——a
Mode

lFin l Fin

['lcURE 5.10 A block diagram of this chapter’s dual modulus divide-by-64/65 divider.
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%
X

(b) SOL

FIGURE 5.2: SCL divide-by-2 in hulk and SOI CMOS.

5.1.2 Stacked current steering logic in SOI

A flexibility exists with PDSOI that is not present with bulk CMOS and this is shown
in Fig. 5.2, though the difference is subtle. In bulk CMOS processing, and assurmning

a normal p~ doped substrate, all bodies in which the channels of NMOS devices invert
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must be fixed to an electrical value (usually the circuit ground). As an NMOS transistor
is stacked on top of another NMOS transistor, the back-gate effect causes the thresh-
old voltage of the upper transistor to rise, thus requiring a larger voltage drop between
its gate-source terminals in order to achieve the same level of drive. In classic sub-
micron circuit design, where the power supplies reduce with smaller geometry process
generations, this is clearly prohibitive. One suggestion might be to use N-well and then
introduce a p~ well within it, after which both wells would be tied to the source terminal
of the cascoded transistor. The problemn here is that additional masks are needed and
isolation relies on a reverse bias between the N-well and bulk substrate, as well as a
packing density penalty. With the SOI MOS process, the back oxide and shallow trench
isolation together generate silicon ‘islands’ in which the MOSFET exists. There is no
requirement to fix the potential of the silicon film above the buried oxide region to the
same value (for every NMOS or PMOS transistor) and hence transistors stacked in a
cascode fashion theoretically possess the same effective threshold voltages (assuming the
bodies are tied to their respective source terminals, as illustrated in Fig. 5.2(b)). As
long as the field across any gate oxide and buried oxide (though much larger) doesn’t
exceed the breakdown voltages of the oxides, the power supply to the circuit may in-
crease beyond that rated for the technology in conventional use. This is certainly useful
for any designer as the effect of back-gate bias can be more or less eliminated from the

design equations.

Within the basic divide-by-2 cell, there are 3 levels of NMOS transistors stacked upon
one another followed by a load (maybe another MOSFET or a passive element). This
is another design problem faced by IC designers (using bulk CMOS processes) as newer
geometries become available, and they must design circuits to operate within an ever
decreasing power supply. With the 3 levels of MOS transistors, the headroom for large
signal swing is severely limited and is naturally a problem for circuits designed to exhibit
high signal-to-noise ratios. In zero IF architectures, bipolar technology is preferred as
it tends to be ‘cleaner’ in terms of noise compared with CMOS devices. The bipolar
transistors superior flicker noise performance warrants its use in the local oscillator
section of the receiver. Carrier trapping and releasing at the interface states and thermal
noise duc to gate and chaunel resistance are both significant in CMOS. If CMOS was
insisted, then you would have to increase the current and area of the responsible devices
(those responsible for generating the in-band noise) as well as increasing the power
supply of the circuit, and the more the technology scales to smaller dimensions, the
worse it gets (bipolar devices have a higher g, for a given cut-off frequency) [1]. With
PDSOI, extra headroom cau be afforded, within reason, by simply using a higher supply
voltage. A causc for concern when designing mixed signal ICs might be the multiple
power supplics on the same die and the need to generate stable voltage references on-

chip or power them externally via arca-expensive bondpads.
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FIGURE 5.3: Diagrams showing methods available in SOI design for cascade divide-by-2
stages asynchronously.

This SOI divider attempts to exploit this benefit of local isolation between transistors.
The advantage of the proposed topology is due to the climination of high frequency
level shifting between successive SCL divide-by-2 cells when cascaded asynchronously.
Figure 5.3 illustrates the difference between the conventional voltage-mode cascading
(available to both PDSOI and bulk CMOS technologies) and the current-mode cascading
employed here (only available to PDSOI CMOS technology). The level shifters are not
a mandatory requirement, even in low supply voltage CMOS technology. With enough
DC current and load resistance through each latch, the common-mode output voltage
of the divider can be pulled considerably lower than might be expected intuitively (only
at high frequencics though). This allows dircet coupling of stages, as scen in chapter 6,
encountering less risk than would be in a bipolar design, where collector-base saturation
is a concern. However, keeping the signal swing low and the output common-mode

voltage high does have the advantage of lower power consumption per stage, thus calling
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for level shifting of some sort, as drawn in Fig. 5.3(a). One method is to use a resistive
divider, which theoretically adds no capacitance on its inputs or outputs. This type of
level-shifter is relatively intolerant of mismatch, as the ratio of the two resistor is more
important. However, the resistor must be large in value so that it does not look like
a low impedance to the driving stage, drawing current, which in turn raises the issue
of noise. There is also the issue of attenuation of the signal and this would be by the
same factor as the reduction in bias. Another method is to AC couple the output of one
divider capacitively with the input of another, resetting the bias voltage to the desired
input common-mode voltage using some form of high impedance divider. Unfortunately,
capacitance on-chip has the drawback of parasitic capacitance to substrate as well as
large area consumption when used with a resistive divider, to ensure the low frequency
pole is sufficiently far from the toggle frequency on that node, resulting in a narrower
band circuit (NOTE: the issue of capacitance to substrate is less severe in the case of
SOI technology [11] as there is field oxide above buried oxide, hence giving speed gains
of 10% or more over the equivalent bulk device. In some cases, speed gains of 20%
have been witnessed at the 0.22um technology node [7]). On-chip capacitors tend to be
lossy; without modelling and characterisation of the capacitors at high frequencies, it is
unwise to use them in a first attempt of a complex circuit. A third method uses a pair
of source followers which are not differential and account for a notable portion of the

power budget at high frequencies.

Figure 5.3(b) shows the SOI method of stacking [12], where the current from a lower
divide-by-2 cell drives and clocks the subsequent upper divider cell. In the traditional
divide-by-2 cell, the current is steered through one of a pair of loads, giving rise to a
voltage drop across it. Assuming bias translation (where necessary), the AC voltage is
applied to the ‘clock’ transconductor, giving rise to an AC current switching between
different elements in both the master and slave latches. The stacking method shown
in the figure removes this redundancy (applicable to SOI technoogy) and at the same
time lowers the nominal power supply per divider stage, as the active current source has
been reduced. Assuming no leakage in the devices, the current consumption of stage N
is exactly half that of stage N-1. Figure 5.4 shows the transistor level abstraction of the
stacked divider. Being a PDSOI body-tied design, explicit body-to-source connections
have been shown on the schematic. The transistor arrangement within the dotted box
can be considered a macro cell that is rigid, except for the varying transistor dimensions.
Two points needing to be addressed in this figure are the cascode transistors between
stages and the cross-over of the current line. The cascodes are there to mimic both a
voltage source and the current source, depending on which terminal one observes. For
the lower divider, looking into the source terminal of the cascode transistors (assuming
saturation), one should expect a low impedance; hence variation in current should have
little effect on the voltage at that node. Looking into the drain terminal of those very

same trausistors shonld vicld a higher impedance (assuming saturation). its behaviour
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Can go to another divider stage, with the use of cascodes and tying the
redundant lines together after two more cascodes.

OR
Can go to the inputs of the phase selector

Vddl

l

FIGURE 5.4: A closer look at the transistor implementation of stacking with current
mode cascading.

likened to that of a current source. The crossing over of the output lines is duc to the
inversion that takes place between the output of divider N and the input to divider
N+1 and this ensures all the dividers toggle on the same edge. When the output is
high, no current flows, giving rise to a single-ended voltage that is closer to V4 than
its differential neighbour. This voltage couples to the same transistor as before, forcing
it to draw current, and this would be inconsistent with the SOI divider if there were no

crossing.
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After two divide-by-2 cells have been stacked one on top of the other, a pair of outputs
need to be capped with cascodes and tied to some fixed potential (labelled as Vddl),
there are unused in the switching process. It should be obvious that half the current
is being lost here as static DC and, with stacking in mind, it would be useful for other
blocks further in the chain. Fortunately, as will be described later, the current into this
node will be supplied by a later divide-by-2 cell providing valuable current reduction
(see Fig. 5.11).

5.1.3 New current steering phase selector in stacked SOI logic

cx A ATk
| |

Co NCO
—
NC1
= I—E_I b o I—E_l o
NC1 NC2 NC2
Cl ¢ C2
Voltage outputs
from previous
| I | | stage

Master Master Slave  Slave

(0% 18  (90% (2709

FI1GURE 5.5: Schematic of the new phase selector.

As is the focus of this design, the next block to be stacked is the phase selector shown
in Fig. 5.5. Unlike with the first divide-by-2, all four current switching outputs are
used and hence no current reuse by another cell is possible. Differential pairs of signals
are selected and inverted (if necessary) before emerging at the top of the block with
the unused pair of signals simply terminated into a dummy load. As will be described
further into this section, the off-stack dividers (not cascaded like those shown in Fig.
5.3(b)) hang off the same power supply as the main stack and so the outputs controlling
the pliasce-selector inputs nmst be level shifted down. As the phase-selector has two

switching levels, two different arrangements of level shifters are needed. When the dual-
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modulus divider is set to run as a divide-by-64 unit, the outputs of the FSM do not
change and hence inputs to the phase selector remain static. When chosen to divide-by-
65, the toggling state signals of the FSM arrive at the inputs to the phase selector and

cause it to change phase once in every 64 input cycles.

5.1.4 Fixed divide-by-16

From here onwards, the design as in Fig. 5.1, proceeds as a chain of dividers connected
in asynchronous fashion. To recall, the first divide-by-2 stage in the stack sits on a 2mA
current sink. The second stage hence runs on 1mA and, after the phase selector, 500uA is
left for the upper stages. To maintain the same logic swing and gain per stage, this binary
division of current forces the load resistances of subsequent stages to be increased at an
exponential rate, and this is not practical when considering the layout of the devices
(parasitic capacitance does not scale down with decreasing channel widths). If oue
considers the current reduction if all six divide-by-2 stages were stacked asynchronously
within the power supply, one would find that only 31uA would be available to drive each
D-latch in the last stage, needing 20k{2 load resistors to give the same 600mV swing used
throughout the design. The problem was also compounded by the higler supply and
hence larger level-shift further on down the chain. Unfortunately, simulations showed
the divider to give very slow transition times and this would affect the changeover (i.e.
metastability) further along the chain. An example consisting of a stacked divide-by-128
circuit is illustrated in Fig. 5.6, with Figs. 5.7 and 5.8 showing the outputs at each of
the stages up the stack. In particular, Fig. 5.8(d) clearly shows a marked reduction in

rise time.

This was solved using a synchronous divide-by-8 at the output, ie on top of the phase
selector, with the last division-by-2 supplied by its own current source. A schematic
of this arrangement can be found in Fig. 5.9. The synchronous divider is made up
of 4 D-type flip-flops driven by the same clock frequency and the 500uA of current is
divided by the 8 D-latches, resulting in 62uA of current though each. The immediate
benefit is that the outputs do not ripple through this section of the divider and hence
the transitions occur much faster. The load resistance in this section is lower, with the

final divider also benefiting from a lower power supply.

1t is interesting to note that although the signal path travels from the bottom of the
stack to the top, conventional current still travels from the top supply rail to ground.
It seems that current is being lost as more divide stages arc encountered, but current is
actually conserved because it accumulates from an off-stack divider and a dummy load

on top of the phase-selector.
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Fiaurie 5.6: Schematic of an asynchronous divide-by-128 circuit employing current-
mode cascading of divide-by-2 stages throughout.
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5.1.5 Modulus control

As seen in the block diagram of Fig. 5.1, modulus control is achieved by means of
‘gating’ the toggling of the FSM. This diagram is a little misleading because the NAND
gate should block the clock and not force the output of the second off-stack divider to
take up a particular logic state. Another problem that exists here is that the operation
of the NAND gate causes erroneous division when used in a programmable divider loop.
if care is not taken to match the trigger edge type of the divider to the ‘inhibit’ output
of the NAND gate. This effect is not obvious when used as a dual-modulus divider, as
it is simply a transient that settles into the correct division rather quickly. However,
recalling the truth table of a NAND gate, the output fails to toggle if another input is at
logic ‘0’, and remains at logic ‘1’. This means that in our SCL divider, having the NAND
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FIGURE 5.7: Plots of a divide-by-128 (employing current reuse). as an example showing
the limitations of excessive current division in a divider stack. Sirnulated inside a 23.1V
supply, with the clock arriving on 20um wide NMOS transistors.
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FIGURE 5.8: Plots of a divide-by-128 (employing current reuse), as an example showing
the limitations of excessive current division in a divider stack. Simulated inside a 23.1V
supply, with the clock arriving on 20pm wide NMOS transistors.

gate embedded into the output stage of one of the FSM dividers has a direct effect on
the output of the divider (waves 3 and 4 in Fig. 4.4). In fact, what should happen is
that further clock edges to these last two FSM stages would be inhibited with the state
of the FSM held, preventing any edges clocking the remaining stages. This requirement
has been noted and correctly implemented in the programmable divider designed in
bulk CMOS to be described later. Incidentally, the NAND gate performing the modulus
control is a differential SCL type. Therefore, a CMOS-to-SCL level translator and CMOS

buffers are placed between the corresponding bond pad and the NAND gate.

5.1.6 Power supply tolerance conditions

With the stack dividing-by-32, the last divide-by-2 in the dual-modulus divider plus two

more divide-by-2

stages for the FSM remain to be added to the divider. In the final
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FIGURE 5.9: Schematic of the synchronous divide-by-8 stage sitting above the phase
selector with its outputs voltage-mode coupled to a further divide-by-2 stage sitting on
its own current source.
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FIGURE 5.10: Difference between multiple power supplies and ‘cushioning’ eflects of
the MOS current sinks.

design, the three off-stack dividers are directly ‘hung’ from the 6.8V supply. The choice
to have one power supply on chip as opposed to one for the stack and another for the
off-stack elements requires many pads This appears to contradict the need for a 2.5V
power supply as well as 1.7V, 3.3V and 5.1V pads but these are due to the fact that
the 2.5V supply is for the low frequency output aud the modulus control. whilst the
latter three are for the protection against ESD. Two alternatives are available here {(see

Fig. 5.10): either the divider can ‘hang’ from the 6.8V supply and he supported by a
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number of cascodes so as to ensure no gate oxide is stressed or the power supply can
be dropped (using MOS diodes) to a level such that the divider outputs are compatible
with the phase selector inputs. The idea of the MOS diodes works because the current
sunk into the SCL dividers is relatively static (unlike a CMOS divider.) Sadiy, though
different power supplies generated on chip may be feasible, it is not desirable in terms
of testability. To support the dividers in our design, a number of cascode transistors
sit under the running divider macro (including the ‘clock’ transistors). Source followers
(also supported with cascodes) running at relatively high currents are used to level shift
between the output of one stage and the clock input of a subsequent stage. They are
also required to level-shift between the output of the FSM dividers and the inputs to the
phase selector. For a future re-design, a reduction in current consumption owing to these
cells (or even an alternative) should be pursued. The idea of using a classical CMOS
topology in the latter stages would remove the need for level shifting and hence lower
the power consumption, but the requirement for quadrature outputs, even in the latter
stages of the divider, has steered the design towards the current topology. Variation on
the 6.8V power rail can effectively be ‘cushioned’ as long as the current sources at the

bottom of the stack are sufficiently in saturation.
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FIGURE 5.11: Example of current re-use for an off-stack divider [12].
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5.1.7 Current re-use outside the divide path between separate signal

paths

One of the key features of this SOI design is the reuse of current, and the second off-stack
divider (used for the FSM) capitalises on that facility in a very straightforward manner.
As pictured in Fig. 5.11, current from an off-stack divide stage is sunk into the common
point of one of the latches (master or slave) in one half of the first divide-by-2 stage of
the divider stack. This particular divider uses 1mA of current and is sized accordingly.
However, with clever optimisation it should be possible to have all three off-stack di-
viders running off the main stack. The author admits to a ‘conservative’ use of current
in the slower stages of this divider and this was decided upon to increase the chances
of a functional design after fabrication. However, at present, 1mA, ImA and 2mA are
consumed by the first, second and third off-stack dividers, respectively (in order of de-
creasing speed.) By optimising the aggregate current of the last three divide stages to
be less than 1mA, the core of the dual-modulus divider could be made to function on
2mA. Thereafter, attention should be focussed on the inter-stage coupling, namely the

source followers.

In order to bias the gate terminals of the cascodes, a simple current-controlled bias
generator is included on chip. Owing to an excellent DC model within STAG (referring
to the strong-inversion mode), faith can be put in the simulation of such a network and
optimising its total current consumption. Due to time pressures, this was not exploited
to the degree it could have been and hence the current consumption is rather high.
Diode connected MOS transistors either sit on a NMOS device or hang from a PMOS
current-source transistor biased in a current mirror fashion. With the ability to short
the body to the source terminal of every individual transistor, the bias (and hence the
stress) across the gate-source terminals can be kept to a minimum whilst stacking higher.
A chain of diode-connected MOS transistors also works to generate the on-chip input
common-mode voltage. Two series-connected 10k(2 polysilicon resistors sit between the
bias generation node and the RF ground of the 502 terminations to provide the input
common-mode bias. A centre-tap exists betwcen the 10k resistors and is brought out

to a pad where this voltage can be sensed and/or overriden.

5.1.8 Source followers

A clever aspect of the divider design is the stacking of SCL divide-by-2 stages, accom-
plished by exploiting PDSOI CMOS technology. However, this has not stopped the
design from employing source followers for the role of shifting the common-maode bias

of some lower frequency signals to a different (lower) bhias. The divider stages that are
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FIGURE 5.12: 1k variable resistor used for setting the master current bias.

not on the main stack still require a form of voltage-mode coupling and source followers
were implemented. As these off-stack dividers are close to the high power supply rail,
cascodes are used to carry the difference in voltage gradually between the output of the
common-drain stage and the circuit ground. These cascodes naturally serve to give the
MOS current source a higher impedance looking into its terminal at the common-drain

output node.

With the help of Figs. 5.13(a) and 5.13(b), it is clear that with a perfect current source
as a load, the same current must be pulled from the common-drain NMOS device (ig-
noring leakage and assuming a subsequent circuit does not have a low input impedance).
Therefore, the gate-source voltage will be constant and the output will follow the gate
voltage, with a drop in common-mode voltage dependent upon the bias current. The

large-signal behaviour can be expressed as follows:
Vin = Vour = Vis (5.2)

and, if it is assuined that the current source is implemented as a common-base connected
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FIGURE 5.13: Schematics showing the difference between a bulk and SOI source fol-
lower.

NMOS transistor, the expression remains true as long as the current source compliance
does not go below its (Vgs — Vr). One can add a little more detail to equation (5.2),

resulting in the following:

Iss-2-Ln
Vour =Vin = Vie =7 {1/ 2|osl = VBs = 1/2 - |¢4] | - ———,S , ., (5.3)
Wpn-Cox

S—————

Vi Min. Vpg for saturation

where Vpg is the voltage between the body and source terminals of the device, V;,, refers

to the ‘zero Vpg’ threshold voltage, n refers to the sub-threshold slope of the connnon-
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drain connected MOS transistor, 2-|¢| is the surface potential of the channel at the

source terminal side, and v is the body factor given by:

V2 Neyp-esi
==

5.4
Cox (54)

Here, g represents the electronic charge, N, is the substrate doping concentration, ¢g;
is the dielectric permittivity of silicon, and Cpx is the capacitance per unit gate area.
These equations show that, by having a positive Vpg, the NMOS device will be harder
to bias into saturation mode. Hence, in the bulk implementation of Fig. 5.13(a), Vs
is a non-zero value, whereas in the body-tied PDSOI follower of Fig. 5.13(b), the Vgg

term is zero, forcing equation (5.3) to the simpler form of equation (5.2).

Another circuit performance metric associated with the source follower is its pass-band
gain. Although one must be aware of this circuit’s bandwidth, a more crucial aspect
is the effect of this body-source voltage on the small-signal passband gain, a,. Figure
5.13(c) helps one to generate the expression for a, by summing the currents at the output

node, Vi

dm
Ay = ———, 5.5
Y Im T Gmb ( )

where g, and g, refer to the drain-source and body transconductances, respectively.
In its derivation, it is assumed that the common-drain amplifier’s current source has
negligible input capacitance to ground and a very large input resistance. In the case of
the bulk CMOS source follower, the body transconductor is turned on and the amplifier’s
small-signal gain is less than 1. In contrast, a body-tied SOI follower design will have
VBs equal to zero, and hence the body transconductor in this case would be turned off,
leading to a ‘near’ unity value for the small signal gain, ignoring second-order effects.
With a number of cascode devices employed in each source follower in our dual-modulus
divider design, the requirement that the current source have a high internal impedance

is not so far fetched.

5.1.9 Floating-body transistors in high-speed divide-by-2 stages

One important design feature is that the transistors (minus the clock, current source
and cascodes) in the first two divide-by-2 stages are implemented as floating body tran-
sistors (the body terminal is left electrically unconnected). This was found to give 1GHz
improverment in the simulation, almost certainly due to the reduced capacitive loading,
though simulation of such effects in circuits with widely varying time constants is pro-
hibitively long and a thorough analysis of behind this is lacking. Incidentally, this action

was motivated by results seen in digital rail-to-rail CMOS circuits [10].
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In chapter 1, a summary was given to determine the mechanisms behind an increase
in switching speed, citing investigations [16][13][18] on the behaviour of CMOS circuits.
To our knowledge, however, there has been no discussion on the floating body effects in
static logic and, more specifically, SCL circuits. Hence, this issue is raised again, this
time in the context of our divider circuits. Figure 5.14 shows half of the lower most
(highest speed) divide-by-2 stage of our main divider stack. After the second level of the
MOS transistors (bottom-up), the sense and latch pairs have floating body PDSOI de-
vices. Diodes representing the intrinsic junction between the source/drain implant and
body regions have been marked explicitly on the diagram to aid our explanation. The
body-tied devices can be identified as having a shorting link between the body- and the
source terminals. From a large-signal point of view, the floating-body differential pairs
in the diagram steer the maximum current available from one transistor to the other in

a symmetrical fashion (both in the direction of input voltage and output current).

When the circuit is correctly biased and switching a large current, not all of the charge

First level

FIGURE 5.14: Schematic of one half of the highest speed divide-hv-2 stage, with in-
trinsic diodes representing the junctions at the interface between implant and body
regions.
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is removed from the bodies of any sense or latch transistor when turning off. This is
true if the circuit is operating at high speed, where the time-constants associated with
removing charge are larger than the switching interval. This would be supported if it
were possible to conclude that there is a difference in time-constants between removing
the charge and introducing the charge by injection or drift/diffusion mechanisms (pos-
sibly with the help of the ‘hysteresis’ effect associated with floating body devices [5]).
Hence, the body potential would rise with respect to circuit ground to an equilibrium
value. By looking at the basic SCL divide-by-2 circuit, it is intuitive to say that the
equilibrium value is set by the fixed bias voltages and the current source. Looking at the
switching action in a little more detail, any rise in the body node would increase Vgg,
decreasing the associated transistor’s value of V; and therefore switching more current.
At the same time, the body-drain diode would have less reverse bias across its terminals
and therefore less depletion capacitance. This is unlike the action seen in the body-tied
transistor, at the lower levels, with the body-node being anchored to the source. As one
ascends our main divider stack (resulting in lower frequency outputs), the action may
become more prominent and help in its optimization by reducing the aspect ratios of

the transistors, and therefore their drain capacitances too, in each divide-by-2 stage.

With this circuit being a static current form of logic, a preset amount of current is
switched through any one device in a differential pair, unlike dynamic CMOS logic.
In addition, the SCL divider is current-mode logic, where the emphasis is placed on
switching that preset magnitude of current as fast as possible, as opposed to charging
and discharging certain voltage nodes. Hence, the effect of dynamic V; may not be
applicable in our circuit style, and may show that SCL circuits will not benefit as greatly
from floating bodies when implemented in PDSOI, unlike rail-rail CMOS style circuits.
Of course, the above is based on supposition and would inevitably need to be rigorously

investigated (experimentally) to prove or disprove our theory.

5.1.10 Output buffers

Thinking ahcad to the measurement phase, it is important not to disrupt the operation
of the divider with the electrical loading of the circuitry for characterising the device.
Having a divide stage drive a 200fF pad capacitance (plus more for any ESD protection)
as well as another divider in the actual divider chain can halt the running of the circuit.
In order to isolate the actual node of interest, a SCL-to-CMOS level translator, together
with a 3-stage tapered CMOS buffer, connects the output of the dual modulus divider
circuit to the bond pad. The translator runs on a 30uA current source within a 6.8V
supply and drives a negative feedback inverter with low input capacitance. The term
‘tapercd’ is nsed to refer to the aspect ratio and current drive of each inverter (2] [17];

the aspoect ratio inereases by a factor of G per stage. Whilst recent literature suggests
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that the tapering factor should be 3-4 for an optimum power-delay figure-of-merit [2],
the buffers in this SOI design have a factor of 6 between CMQOS inverters. The reason
behind this conservative figure, is uncertainty in the pad capacitance and load connected
to the output. Although the power-delay product is not optimum, the delay is outside
of any critical feedback loop, and the actual divider does not suffer. Simulations have
shown this stage to be capable of driving 10pF at 200MHz rail-to-rail. The power supply
of this buffer is 2.5V, supplied from an off-chip source.

5.1.11 Bias generation

In order to the set the static currents through all the running dividers and the divider
stack, as well as the bias voltage generators, a current bias (external to the chip) is ap-
plied. Using a variable resistor (see Fig. 5.12) between the diode connected PMOS and
NMOS transistors of their current mirrors, the source current through them is controlled
by varying their gate-source terminal voltages. The nominal current of this branch is
ImA and a 1k§2 potentiometer will suffice (7002 should deliver the correct bias current).

5.1.12 Complete circuit

Figure 5.15 brings together the full circuit diagram (albeit with blocks), showing the
arrangement and interconnections between the blocks. In this diagram, the feedback
loop controlling the phase selector is shown explicitly . The only missing components
are the bias and 50 networks. As mentioned previously, the current in the second
off-stack divider can be sunk into the first divide-by-2 stage, shaving off 1mA from the

current budget. A complete set of schematics can be found in Appendix B.

5.2 Layout

The task of laying out the cells and compiling the final chip has been performed using
Cadence’s Virtuoso Layout software. A Design Rule Check (DRC) and extraction file has
been written to allow physical verification of the design by submission. The processing
is by Honeywell Corp, USA, using their four layer metal 0.35um PDSOI CMOS design

rules.
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Logic 1

CMOS
SCL level
translator

FIGURE 5.15: Schematic of the full dual modulus divider.

5.2.1 'Transistors

The basic active unit of this circuit is the MOS transistor. The arrangement used is a
‘H-gate’ style transistor which allows the channel to enhance more uniformly due to the
applied gate voltage than if the arrangement were a T-gate configuration. An important
design rule to highlight is the maximum limit of the channel width associated with a
particular gate length. For example, the maximum channel width of the NMOSFET
for a gate length between 0.35um and 0.7um is 7um. The reason for this is that the
channel-body tie resistance becomes unacceptable outside this bound due to the con-
striction of the conducting path under the channel. Large aspect ratio transistors must
be (and therefore are) split into an integer number of smaller transistors with a ‘fin-
ger’ type characteristic. Body-tied devices rely on ohmic contacts placed close to the

channel ends to reduce this resistance. Design rules exist for different lengths and widths.

PMOS devices are drawn in an N-well polygon whose local body is connected to a node
brought out to the surface of the silicon film. A p-type source/drain implant layer cxists

and must be spread over the eut in the field oxide. The poly gate masks the channel un-



Chapter 5 Dual-modulus 64/65 divider in 0.35u1n SOI CMOS 133

derneath, keeping it n-type, and body tie coutacts must also exist outside this defuition.
It is also noted that PMOS transistors have different rules concerning the channel-body

tie resistance (and tend to allow wider chanuels).

Looking at the body contacts. various types have been incorporated in the desigu. For
the majority of transistors in the layout. stand alone body contacts exist. aud these are
placed directly in frout of the gate ends. These are either shorted to drain/source. or re-
main unconnected for floating body operation. More sophisticated body tie counections
have been employed in current mirrors. with the help of ‘butting” implant regionus at the
ends of the channel. Although syunnetry is reduced. there is a certain amount of silicon
space saved. Contacts are also embedded into the ends of the source implant regions for
(body-tie)-to-source connections. A number of these cut into one of the coutacts at the
source node. thereby giving it a more compact counection. However. the conuection to
the back of the channel from these nodes is not as good as for thie previous two. and
their merits have been weighed against their flaws. High current carrying trausistors

and those operating at high frequencics have used the former two configurations.

The transistors also have appropriate dimension metal connections for current carrying
lines. This is so that electromigration can be wmitigated as well as reducing IR drops.
IR drops can become severe if long narrow power lines conneet to certain blocks. al-
though with such a low shect resistance (<100m€2/0) this is not so much of a problent.
Nonetheless. DC current lines have been widened to cusure this effect does not make
itself a problem. Likewise for the nou-silicided poly resistors. the widths of the polysil-
icon tracks are wide enough to ignore the effects of clectromigration. even though the
distributed capacitance would increase (this incidentally cannot be extracted using the

current extraction rule setup).

5.2.2 Divide stack

Figure 5.16 shows the layout of the first divide-by-2 stage. which operates at the highest
speed.  The iuputs to the clock come frour cither side of the current source to keep
things symmetrical. The decision to route these clock lines on metal 3 is made to
reduce the capacitance to the back substrate. By having a buried oxide in the waler.
nietal lines across the ficld tend to couple less than in bulk processed designs. For
rcasons of matching, a common centroid layout has been adopted wherever possible,
The transistors in the clock section are arranged so that the clock lines feeding thein
enter through the middle of this divider stage. The divider is turned on its side as
ouly once pair of outputs is required to feed subsequent stages further up the stack,
The remaining output acts as a sink for an off-stack divider. The 30082 poly vesistor

loads (non-siticided poly-silicon) ave sized slightly wider than the design rules. as the
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Fravme 5.17: Lavout of the second divide by 2. with the phase selector,
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Floating body devices

Inverter

F1GURE 5.18: Layout of the latches within the first two divide stages.

foundry has discovered that the fabricated resistors tend to be larger in electrical value,
Incidentally. the resistor layouts were extracted individually before being placed and

routed.

The next stage in the divider stack is shown in Fig. 5.17. This diagram shows both the
second divide-by-2 and the phase selector. The input signal current is fed through the
middle and the divided outputs emerge from the sides. Cascodes tie the ends to low
impedance nodes before the signal reaches the phase selector. Each of the latches within
the first two divide stages is composed of floating body devices; an example is given in

Fig. 5.18.

One clear observation is that the coupling between the outputs of the master latch and
the inputs of the slave latch are different to those between the output of the slave and the
input of the master latch (when configured as a divide-by-2 stage). This is unavoidable
owing to the design. but this discrepancy is minimised by promoting the longer signal

lines to metal 3 as soon as possible. for lower capacitance to the back substrate,

The phase-selector has the first stage clock inputs (*I" and Q)" from the previous chapter)
entering from either side. and the results are channelled through the middle and up in
to the second tier of the selector (Fig. 5.19). Here. the decision of whether to pass ‘1" or
Q" determines the phases present on the clock input of the svnchronous divider. This
unit is symnetrical in cwrrent flow, but not in control line input. These inputs couple
from the right hand side. although they remain in metal 3 for as long as possible. All

devices are body-tied.

The last part of the divide stack is the synchronous divide-by-8. Local symnnetry is
approxmately the same as that achieved in the afore-mnentioned divide stages. The clock

lines in Fig. 5.20 rescmble a ‘forked” topology. where the phase-selected input pair ar-
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Ficuriz 5.19: A close up of the phase selector.
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Frauvne 5.20: Layout of the synchronous divide by 8 unit.
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FiGUrE 5.21: The divider stack. consisting of (bottom-up): an asynchronous divide-
byd. phase selector and the svuchronous divide-by-5,
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Fraune 5.22: Layout of the first off-stack (not present on the main divider stack seen
in Fig. 5.21) divide-by-2 block.

rives through the sides and is then fed into the clock transistors with approximately
the same length of metal. The power supply line is routed to all four corner resistors
atl the centre resistors through the top and then down the middle of the figure. The
propagation of the signal follows the black arrow, and the fortunate aspect here is that
when positive feedback is eventually needed (see schematic), the distance is much closer

than if the synchronons divider were constructed with a lateral signal How.
The whole stack is captured in Fig. 5.21.

5.2.3 Off-stack dividers

The design then progresses to an off-stack divide by 2 block that runs from a lmA
current source, as shown in Fig. 5.22. (By -off-stack’. we mean not placed on top of the
stack of civenits show i Fig. 5.21). The output from this divider is the intended output
belore it couples to a tapered CNMOS butfer (via a level shifterj. The load resistors are
[2kQ in value and consist of two series-connected 6000 non-silicided poly resistors. The
mputs are channeled through the middle of the layout. with the outputs emerging from
one sides In the Hoorplan, this unit is turned upside down so that signals can How round

i a clockwise direction.
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Figure 5.23 shows the second divider stage (also not on the main divider stack) and
immediately one should notice the lack of a current source. As described in the schematic
section, current is used efficiently in order to minimise the power consumption, and this
section sits on top of the slave latch of the first divide-by-2 unit in the divider stack.
Three cascodes are placed between the long-tailed pairs of this divider and the resistor
terminals of the first divider found at the bottom of the divider stack. These cascodes

are biased using voltages derived from a MOS diode bias network (sce later).

Embedded
NAND Inputs

gate

i
|5

T Embedded
NAND
gate

Cascode with
current sunk intmh\‘

first divider stage
FIGURE 5.23: Layout of the second off-stack divide by 2 block.

Another striking feature of this divider is the NAND gate structures embedded between
the latch transistors and resistive loads. These are used to provide the function of the
modulus control using a 600V differential signal biased around Vdd-300imV. The poly
resistors are drawn as two series- connected 600S2 resistors and this allows them to be

folded back so that the metal 1 connection can be kept short.

The final sequential divide-by-2 stage is shown in Fig. 5.24 and this happens to be a

crucial block in the operation of the dual-modulus divider at high frequencies.

Sinlations have shown that this divider requires at least 2mA in order to toggle the
phase selector inputs in the right time window to allow it to himetion normally. This
should explain why the resistors are sinaller than the previous section and current source

fransistors have a greater current handling capability.

The design also relies on the use of source followers. like the one presented in Fig. 5.25(a).

to couple the signals withont their output common maode levels. The high power supply
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Inputs
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Ficure 5.24: Layout of the final off-stack divide by 2 block.

associanted with this divider has forced the use of cascodes biased from a network of
series connected MOS diodes. These diodes run all the way to the top power supply rail
and this is consistent with all the dividers. providing less sensitivity to power supply
variation (up to a limit). The whole structure moves accordingly and the variations
appear at the drains of the NMOS current sources that sit well into saturation. Bias

blocks 1 and 2 are shown in Figs. 5.25(b) and 5.25(¢).
g

5.2.4 Input and Ouput cell layouts

The input to the circuit requires a capacitively coupled differential input signal: this
is terminated on chip with 509 now-silicided poly resistors connected to a common
RE gronwd. The resistors are actually drawn as four lots of 20082 resistors counected
in parallel (see Fig. 5.26(b)). It is hoped that. a closer match to the intended 508
terminations will be achieved by splitting the resistors this way. thus reducing reflections
in the balanced feed, and minimising distortion of the input signal {sinusoidal for testing. )
The RE ground is in fact a bias voltage derived using NMOS transistors connected as
diodes fod from a PMOS cascode current source. A high resistance of 20k connects the
bias to the common resistor terminals, thus reducing any additional current How out of
the feed. This bias voltage is bronght out to a wirebond pad. enabling that point to be
adjusted externally by -over-driving” the bias from a low resistance voltage source (Fig.

5.26(a) ). Looking at this block. it is apparent that any power supply variations would
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Input termination
(50 Ohm differential

termination)
ERE B T R

(sctto 1.8V
internally)

(n) Balanced input section

\ Each is a 200 Ohm
Resistor

(b) 50Q termination resistor
Frcure 5.26: Sereen capture of the input section.

not cause the bias voltage to Huctuate accordingly. owing to the PMOS current sources.
With the help of subsection 5.1.6. the common input voltage of the divider stack is kept
relative to ground and so the divide stack is really cushioned on the clock fransistors
rather thai its cirrent source alone (any part of the main divider stack sitting above the
drain terminals of the clock transistors in that stack can move with variations on the
nupper power supply rail). Siimulations that varied the power supply showed no complete
failure in operation, but the design may be changed so that it is relative to Vdd rather

flian gromd, This allows the input bias stage to move with any power supply variations.

The put modulus control seen in Fig. 5.27(a) is designed to be run from a 2.5V
CNOS signal source, The input is then level franslated up to a 600mV diferential
signal halanced aromnd Vi-300mV to mateh the input bias requirement of the embedded
NAND pate, where it is DC coupled to the modulus control inputs of the second off-stack
divider. The input to the level translator is preceded by a two stage CMNOS buffer. that
penerates the modilus control and its complement. The delay in signals is irrelevant
becanse this input is not time critical.  One could even say that the input buffer is
irrelevant. as one input of the long-tailed pair can be fixed to a bias voltage with the

othier being driven hard. To lower the dynamic power consinption, this would probably
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SOJVD [0S nrrice () ur IapIaip ¢9/F9 sumpora-rend ¢ 1o3der)

&Pl



144 Chapter 5 Dual-imodulus 64/65 divider in 0.35pum SOI CMOS

Vdd

Vbias4 |

w5

NOUTPUT

OQUTPUT

—

Vdd

!

[rGere 5.28: Schenatic of the level translator followed by a tapered buffer to drive
the bondpad and additional load capacitance.

be removed if ncorporated i a sythesiser desigi, so that the low power CNOS modulus

control signal (from a modulator) can be conpled directly to the translator.

The test chip has been designed with the intention of being wirebonded to a chip carrier
rather than being probed. Thie output from the first off-stack divider is incapable of
driving the relatively large capacitive loads seen on the output pin of a chip at high
frequencies. Therefore. the tapered butfer showu in Fig. 5.27(b) has beenr added before
a wirchoud pad. in order to charge those capacitances at high frequencies. A 3-stage
butfer is used. comprising CMOS inverters which are cascaded with cach successive stage
three times larger in active area than the preceding one. Each stage has an appropriate
width metal line to ensure that the dynamic current does not exceed the cwrrent density
capability of the metal inconnects. A level translator is placed before the buffer. trans-
forming the ditferential ontput from the st off-stack divider into a CMOS compatible
single-cnded signal (Fig, 5.28). A negative feedback input stage couples its output to
the luput of the tapered butler, minimising the swing required by the level translator,
and giving an apparent boost i performance. PMOS cascodes have been used in the
translator to lower the voltage scen across the drain-source terminals of the final NMOS
active load. The bias voltages to those cascodes are takei from those generated by bias

block 2. making the biasing sinpler.

The last huportant it is the layvout of the master current source pictured in Fig.
5.27(c). Cascode current sonrces are conuected hetween Vi and ground and are sized

according to the current deusity and input current. The two Hoating nodes in the current
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source are brought out to a pair of pads so as to allow a variable resistor to set the master

current externally.

The wirebond pads used in the chip have a passivation cut that is 123pm x 12311 and
have a nominal pitch (distance between centres) of 200um to ease the bonding. Only
the last layer of metal (mnetal 4) exists. with nothing below it. Protection against elec-
trostatic discharge (ESD) is solved using Honeywell proprietry diodes close to the bond

pads. They cousist of p-type regions inside 1n-type ‘donuts’, interconnected with metal

6.8V
Vdd

furso

Fraure 5.29: Layout of the final test chip.
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lines to heavily doped ohwmic contacts. Each protection circuit consists of 32 diodes (2
lots of 18) hetween two power rails. and this ensures a better clamping characteristic.
The drawback is the reverse bias depletion capacitance which. coupled with any series
resistance, can severely reduce the performance of the connected cirenit block. Pads
withont time-critical inpnts have had these diodes placed between 3.3V and ground.
The signal connects to the widpoint. except for the current source which has one pad
connected to the midpoint of the diodes between 5.1V and 1.7V. The CMOS output has
been simnlated with models of these diodes (not extracted) and the results have shown
neglible attenuation with the divider runuing on a 5.5GHz input signal. The diodes on
the CMOS scction of the test clip are placed between 2.5V and ground. However. the
balanced inputs to the divider have had their own diodes constructed owing to the high
frequency nature of these pads. Hi;%’r—, NMOS diodes have been laid out to provide a
‘weak” ESD protection. As these designs are not connnoercial grade designs. only protec-
tion against bench discharges is required. without iimpeding the input signal. The diodes
are series connected between 3.3V and groud. Tt must be stressed that no human body
or machine models were nsed in the simulation of these diodes. Incidentally, the voltages
51V, 3.3V and 1.7V are all generated off-chip and are only there for the purposes of
these ESD diodes.

The final feature of the design is the contact ring. The handle wafer has a contact made
to it through the buried oxide. allowing clectrical counection on the surface of the chip.
This feature is there to allow on-chip modulation of the substrate bias if needed. For

this design, a pad is connected to the ring and is shorted to ground externally.

The Hoorplan of the proposced test chip is shown in Fig. 5.29, detailing the placement
and routing of the macros diseussed.  Unlike standard cell place and ronte designs.
complementary MOS transistors are actually distributed around the layout with power
routed deep into the core. rather than just lying on the top and bottom edges. To
niinimise clock skew and overall delay. signal lines have heen kept short between blocks.
whilst control lines to the phase selector ruu thorugh the centre of the core. The cascode
voltages and power routing liave been routed wostly on the outside of the blocks. where
parasitic capacitance to the back substrate is cmployed to provide some additional de-

coupling,.

The pad ring consists of 18 wircboud pads. but with the core not sitting in the centre
of this ring. The left edge of the chip is kept close to the core because this is the side on
wlhich the ditfferential clock signals enter. minimising the lengths of these lines. These
clock lines are also shiclded with ground pads on each side of the pair. The foundry
lias also offered probe pads for the design. but experience hias shown those pads to be

too small (for the probiug machine at Southampton). with the bondwire metal contact
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engulfing the whole passivation cut. Minimum separation between pads has also been

avoided to reduce the chance of shorted boudwires.

Prior to taping out the design, a fill metal pattern is added to the design on the first
three metal layers; this is to give a better uniformity after a chemical mechanical polish
of a dielectric layer. The pattern is drawn in blank areas of the design which raises the
interlayer dielectric (ILD) so that the final surface is more planar than a surface without
such a feature. The option exists to let the designer add patterns to sensitive arcas so
as to deter the automatic ‘filler’ from interfering with the surrounding space. Fill metal
patterns in fact enhance coupling capacitances and therefore crosstalk between rapidly
changing signal lines. The fill metal pattern can be grounded. but this then increases
the capacitance to ground which is detrimental to the speed of the circuit. Instead. a
conscientious decision has been made to leave the pattern clectrically “floating™. as it
is hoped noise will couple to the signal lines in phasce. If this is so, the connnoun-mode

rejection inherent in differential SCL designs should tackle this problem of crosstalk.

5.3 Simulations

All simulations have been carried out using the SIMetrix circuit simulator. together
with the ‘Southampton Thermal Analogue’ (STAG) model. The model parameters are
a set extracted from 0.35um PDSOI (NMOS and PMOS) nieasurcnient data provided
by Honeywell Corp, USA.

Figures 5.30. 5.31 and 5.32 show the outputs at all divide stages as well as showing
the phase selector control inputs. The traces labelled ~: £-:nf" correspond to the divide
by 64/65 output. These simnulations arc all taken before layout and hence exclude any

details of layout parasitics.

Though not explicitly showi in this thesis. jitter in the region of 17% of one clock cycle.
either side of the 65 ratio. is present. This crror becomes apparent when measureients
are performed on one output cycle. Taking a look at the average division ratio. a different
picture ewnerges that questions this divider's performance at the declared frequency.
The average ratio is obtained with the use of 2-P consccutive output cycles (where
P eZ > 1) If P=1. the following equation computes the average division ratio over

two output cycles:

finr (e =1y + Touay)
2

(5.6)

division_ratio =

When computed this way. the division ratio comes ont as 65. The problem is thought
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to lie with the dummy load sitting on the spare phase selector outputs. The dimensions of
the transistors are chosen to enmulate those in the synchronous divider but. unfortunately.

the simulations seem to point to a mismatch on the outputs of the phase sclector.

Figures 5.33(a) and 5.33(b) arc included to show how a divide-by-2 stage fails when
operated at speeds beyond its capability. As one looks through the figures. it is evident
the first divide-by-2 stage cannot toggle fast cuough. with the 8GHz simulation shiow-
ing unsynchronised oscillation (as a result of incomplete toggling). With the output
swing of the first divide-by-2 stage being insufficient to drive the clock input of the next
stage, the oscillation seen at the output of the second divide-by-2 stage is likely to be
its self-oscillating frequency. which incidentally looks noisy. Any iiprovements with the
intention to upgrade its speed require a thorough analysis of the output and interual
nodes associated with this divide-by-2 stage. Also. one needs to exaine the feedback
loop when increasing the speed to ensure that the control signals reach the pliase selector

at the right instances.

Lastly. this design has been simulated to deduce its immunity to process and clectrical

variations; Table 5.1 shows the results from these tests. Althougl an obscervant reader

‘ Test, | Tolerance Bounds ] | Result |
Temperature
-10°C Passed at h"GHz
+70°C Passed at hGHz
Power Supply
6.8V and CMOS 2.5V +10% Passed at 5GHz
6.8V and CMOS 2.5V -10Y Passed at bGHz
Threshold Voltage
Vyp +£75mV = -0.71V Passed at hGHy.
Voyp -75mV = -0.86V Passed at 5GHyz
Vry +70mV = 0.59V Passed at hGHy
Voyy -7mV = 0.45V Passed at HGHy,
Current Variation
1mA +10% Passed at HGHz
ImA -10% Passed at HhGHz

TABLE 5.1: Table showing the results from the tests on clectrical and process variation.

may notice the discrepaucy between the quoted speed and iutended speed of the divider,
it must be stated that these tests were carried ont to clieck the robustness of the divider.
By varying the parameters listed in the table. an idea is given as to whether the design
will fail due to its seusitivity to variations in those parameters. Haviug an operational
divider that doesn’t require such stringent operating conditions reduces the demand on

the test setup.
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Fiorri 5.33: Simulation results of the 64/65 dual modulus divider, showing the output
of the first divide by 2 stage in the divide stack with different input frequencies.

ht the dunalmodnlus divider design, the test chip layout has been accomplished with
Cadence’'s Virtuoso tool (including design rules) whercas simulation jobs have been re-
solved using the PC based SPICE simulator, SIMetriz [14]. After the layout has passed
all desien rules. the extraction tool along with an extraction file. works on the design
to produce a text desceription (netlist) of the design. with or without parasitics. This
netlist must be rewritten so as to be compatible with the PC based siinulator before it
cant be referenced by a top level schematic that incorporates signal sources and decou-
pling capacitors. Unfortunately, a layout-versus-schematic (LVS) check is not performed
explicitly, aud is instead accomplished using SIMetria’s [14] electrical rule checker as well
as performing o hunctional simulation (on extracted netlist without parasitic informa-
tion) that should be identical to the original schematic. Once this has been verified.
the lavout st be extracted again to include parasitic information not included in the
original schematic, A sinnilation after this stage can illustrate the effects of parasitic

clements o perforiance. It must be stated, however. that the extraction file containing
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device identification rules, has become primitive compared to the version used by the
foundry. The author has had to remove the calculation of fringing capacitance associ-
ated with interconnect lines due to anomalous capacitances. Regardless of this fact, it is
thought that some parasitic calculated capacitances may be duplicates of those present
in the MOS models, giving a netlist that is undermining the true performance of the
fabricated device. This file would need further work and assistance with the help of
foundry layout examples.

The traces shown in Fig. 5.34, focus on the output of the dual-modulus divider when
dividing by 64 and then 65. Figure 5.35 captures the whole simulation together with

the correct timed control inputs to the phase selector.
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5.3.1 Self-heating

All simlation results, have been generated from schematics that use MOS models with
their self-heating code activated. This is an extremely useful component of the model.
allowing a designer to characterise their circuit and model the design just that little closer
to reality. Although not included as a figure or tabulated, the dual-modulus output was
scen to improve when this feature was deactivated. resulting in a slightly better accuracy
of the divide by 65 operation. All transistors had self-heating turned on except for the
floating body devices present in the first two divide stages located at the bottom of
the divide stack. This is becanse simulations failed to converge when calculating a DC
operating point. Althongh the STAG model had been siimulated with the sclf-heating
component. the model still lacked robustuess (at that time) when simulated in devices
with floating bodices, especially in o cirenit with a large nmmber of circuit nodes. One
argumeut. insisting on its clusion, is that the trausistors with floating-bodies happen
to switcll the lTargest amownts of current.  The other side to this argumnent is that
there should be a symncetrical waveform in the switching transistor’s drain current.
The frequency of operation is much greater than that associated with the thermal time
constants of the NOSFETSs. Had this been a Ligh frequency divider based on o CMOS
topology. then current would ouly be condneted during the trausitions (ignoring leakage)
and the local temperature of the devices would rise to an equilibrium. as there are more
transitions per unit time when the divider is driven with a very high frequency input.
One would expeet the average temperature to be low i the case of a low frequency input
because there wonld be adegnate time during no current conductions, for the heat to
dissipate. However. i thie case of owr static SCL divider. the switching transistors can
be toft” for equally long as thew being on’. The transistors running at a lower frequency
higher np in the divider stack. are in fact conducting mueh less current than the Hoating
body devices near the input and hence should not be susceptible to self-hearing effects.
By this reasoning. it is implied that the lower frequency dividers running off the main
divider stack are vuluerable to self-lieating cHects, as is the bias network, though this
phenomena has not been characterised. Even with synunetrical cycles. there must exist
a wechanisit by which to remove any local lieat generated because the buried oxide
layer and Held oxide regions will act as thermal insulators. Further details. along with

an explanation of thermal resistances and capacitances can be found in [8] [3].

5.4 Measurements

The design, i its own pad ring including input bias and output buffer, was placed inside
3.2mm x 3umn arca of free silicon. A closeup of the fabricated design is shown in Fig.
5.36. Tt was realised after the receipt of the dice that the design was placed ncorrectly

in the space allocated. for which the author accepts responsibility. The problem is that
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the high frequency inputs to the chip should have been placed as close to the saw plane
as possible. This results in a lower bondwire inductance, leading to less input power

being wasted in the form of reflected power.

In order to test the IC. each individual die must be mounted onto a separate substrate.

nupon which lie several discrete components and the connectors for powering and biasing

the IC. as well as applying and retrieving signals. With the high frequency inputs

Fraure 5.36: Photo of divider die.

supplied from a high frequency source (with the use of a hybrid coupler). matching is
also required in order to deliver as nuich of the source power to the 50€2 ferminations on-
chip as possible: henee the motivation behind fransmission lines (on the test substrate)

and their desigu. The design of the board. together with the justification behind sone of
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the decisions made, as included in Appendix A. Once the die has been mounted into its
correct position, gold wirebonds connect the bond pads on the chip to the gold landing

sites on the alumina tile. DC supplies and testpoints are connected using on board SMC

connectors.

Current blas measured using:
ISO-lech IDM101

Supply voltage measured using:
Fluke 79 serias multimator.

HP8341B (10MHz-
20GHz) synthesised
sweaper

A
Anaren T r
Hybrid
1-26Hz plcosacond Oscilloscopel
2-4GHz DC Blockers spactrum analyser/
4-8GHz (upto 26GHz) frequency countar

v
SRS

500hm Powar supply and de cables omitted from the
termination diagram.

Oscilloscope :
LaCroy LC334A

Spactrum Analyser:

HP70000 system

-70300A Tracking genarator

(20Hz-2.9GHz)

-HP70310A Precision frequency
refarence

-T0902A |F seclion resalution
bandwidth (10Hz-300kHz)

-70900A Local oschiator

-70904A RF saction
(100Hz-2.9GHz)

-HP70807A Ext mixer Intarfaca

SMA terminated cables:
3 x 18GHz for the left hand side
1x 1GHz capabla for the right hand sida

FiGUure 5.37: Test arrangement for the frequency measurement of the SOI dual mod-
ulus divider.

Initially. the DC conditions were measured where possible. Measureiments showed that,
in all five boards constructed. with a 6.8V supply and a 1A nominal current bias. the
on-chip input common-mode bias was 1.8V, the bias voltage on the gate terminal of the
current source transistors close to the circuit ground was 1.3V. and the DC voltage at
the output of the divider was 1.25V (half way between the 2.5V and 0V rails). These
values matched those extracted from simulations. Having the correct DC parameters is

crucial feedback for the STAG MOS model in terms of its large sienal modelling.

In order to verify the operation of the dual modulus divider. as well as obtaining a value
for the top input frequency. the setup shown in Fig. 5.37 was constricted. Here. a
single-ended signal arrives at the input port (marked *A") to the hybrid coupler. This
four port device has an unused port terminated with a 5082 broadband load (port marked
¥7) with the differential signals emerging from the pair of “3dB" ports. These differ-
ential signals have a nowinal 7 rad phase relationship between themselves as well as
eachi having a power 3dB less than was delivered to the uput port (assmning correct
matehing) whilst driven with frequencies in the pass-band of the coupler. High quality
DC blocking capacitors are fixed to the outputs of the coupler. ensuring that no DC
signal arrives at the inputs to the divider IC, which might otherwise upset the on-chip

bias. The loss in the test setup Irom the signal source to the SMA connectors on the
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20dB attenuator s placed before arriving at the RE nput of the spectrium analyser:
Vo =082V 0 s = LISmAL input trigeer power=2.25Bw.)
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test board has been measured to be 4.5dB at 2GHz (1 x SMA RF cable, 1 x hybrid
coupler, 1 x DC blocker and 1 x SMA RF cable).

5.4.1 Division ratio evaluation

The operation has been verified with the use of a spectrum analyser at the output of the
divider. Obtaining the output frequency in this way is a lot easier than with a storage
oscilloscope. The input frequency is simply read from the signal generator though it
has been fed directly into a spectrum analyser to ensure its calibration. As described
before, the output of the divider is a rail-to-rail 2.5V CMOS output and precautions
have to be taken to ensure that no large signal, more importantly DC, arrives on the
input port of the spectrum analyser. Hence, a broadband 20dB attenuator is placed
between the output of the divider and the input to the spectrum analyser, and no DC
blocker is required. In the following spectrum plots, only the fundamental signal has
been captured, as the output is a square wave centered around a DC voltage. Note also
that the die mounted onto the alumina tile marked ‘Board #2’ has been used for all the

frequency characterisation.

Figure 5.38 shows the plots for both division ratios, 64 and 65, when driven with a 3GHz
input. A marker has been placed on the apex of the tone, with which the input frequency
can be verified once multiplied by the correct division ratio. The test conditions have
been included in the figure caption and this is quite rigid across all three boards tested.
With the current bias set approximately to 1.1mA, the current through the divider cir-
cuit including the translators and cascode biasing is calculated to be close to 11mA
(excluding the current through the current bias and the CMOS switching circuits). A
mistake in the design of the testboard accounts for the omission of measurements for
the die’s current consumption. The VDD track on the board powers the regulators as
well as the test die. In order to measure the current, the track leading to the supply pad
of the divider would need to be broken and routed through a digital ammeter. Unlike
traditional copper printed circuit boards, metallisation on an alumina tile is ‘fused’ into

the ceramic, hence it cannot (theoretically) be removed using an abrasive method.

Next, Fig. 5.39 captures the outputs of the divider, both divide-by-64 and divide-by-65,
when driven with a 3.2GHz input signal. Again, the test conditions have been stated
explicitly in the figure caption. The power supply and current bias had to be increased
in order for the divider to toggle with the high input frequency. As the circuit is so
large, it is hard to extract the root cause behind its inoperability at frequencies higher
than 3.1GHz under the same bias conditions used for the simulations. On this oceasion,

the circuit is expected to draw 15mA from the supply rails.
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Ficune 5.39: Plots showing the output after dividing a 3.2GHz input (NOTE: a
20d 13 attenuator is placed before arriving al the RF input of the spectrum analyser;
V=700V, li;,.=1.49mA, input trigger power=2.6dBm.)
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F1GURE 5.40: Plots showing the output after dividing a 3.5GHz input (NOTIE: a
20dB attenuator is placed before arriving at the RF input of the spectruin analyser:
Vg=8.13V, Ljas=2.13mA, input trigger power=-4.25dBm.)
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The last pair of frequency plots is for a 3.5GHz input signal. The reader should take
note of the approximate 20% increase in power supply voltage and the 100% increase in
current bias stated in the figure caption. With these values, the circuit draws 21.4mA,
assuming no strange effects with the current mirrors. This measurement in particular is

testimony to the possibility of robust design in sub-micron SOI CMOS technology.

The time domain plots in Fig. 5.41 have been captured using a digital storage scope
(1GS/s bandwidth). Like the spectrum analyser plots, only the output after division-
by-64 or division-by-65 is on view. The intention was to capture the input and output
waveforms on the same screen (or have the data points streamed to a file). Unfortu-
nately, this was hindered by the lack of a high bandwidth scope. The images in this
figure show that the CMOS tapered buffer copes well with the sub-100MHz divider out-
puts swinging between 0V and approximately 2.5V.

5.4.2 Input sensitivity

The input sensitivity plots have also been included in this chapter for different currents
and supply voltages. Figure 5.42(a) captures the sensitivity for the 3 working boards.
There is clearly a consistency upto 2.5GHz, after which boards #2 and #4 have differing
sensitivities. The encouraging news is the trend and the frequency at which the higher
sensitivity occurs matched well. Unfortunately, the results for board #5 end before
reaching 3GHz, on the nominal supply voltage and current bias values. It is uncertain
why this is the case, other than the re-attachment of bondwires which were damaged
whilst constructing the test boards and different SMA connectors at the input to the
board.

Figure 5.42(b) cxamines the behaviour of the divider IC (in particular, that mounted
on board #4) with varying supply voltages and current biases. With the current bias
held to the value used in the simulation, the variation in voltage was not reflected in
any sensitivity of the divider between 1.6GHz and 3GHz. At lower frequencies, the
divider running under nominal conditions tends to have a slightly higher need for a
larger input voltage, whilst the higher supply benefits the divider working beyond 3GHz.
When the current is increased at higher supply voltages, the curves move further to the
right, indicating a higher maximum frequency with a lower input power, at the expense
of greater power consumption and lower sensitivity at lower frequencies. Although a
higher operating frequency is possible, more input power is needed at 3.0GHz for the

divider to lmction correctly compared to when the power consumption was lower. From



Chapter 5 Dual-modulus 64/65 divider in 0.35pm SOI CMOS 163

T

oy ™
/

LI N O
: ?
[
I
i

S S R >—|f| B

—
N
— |
T
|

f——
—
e
—_—
I I I S I I U I A

a
3

o ad A

)=

it

il 18 ns 8756 v

period(1) 1N 21.33 ns
width(1) N 18.58 ns
rise(]) m 1.41 ns
Fall(1) mn 1.31 ns
delay(1) 11.28 ns

(a) Divide by 64.

L
T

10 ns 0750 v

periocd(13 N 21.66 ns
width(1) nn 10.64 ns
rise(]) il 1.45 ns
Fall(l) m 1.35 ns
delay(1) 11.51 ns

(b) Divide by 65.

FiaUureE 5.41: Plots showing the output after dividing a 3.0GHz input: V,=0.52V.
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Input sensitivities of Dual modulus 64/65 divider ICs
(Vdd=6.8V, Ibias=1.15mA)
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(a) Input sensitivity for different test boards.
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(b} Tnpot sensitivity for Board #4147 with different bias conditions.

Fraore H5.42: Input sensitivity of the SOI divider design.
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this measurement, it is hard to ascertain where the minimum is, as the divider loses
synchronicity with the input after 3.4GHz, for reasons unknown. The observant reader
will recall that Fig. 5.40 shows one of the samples to function at 3.5GHz with increased
supply voltage and current consumption, but this was achieved on a different die and
board. That particular die and board was found to require a higher minimum input

voltage in order to function correctly as shown in Fig. 5.42(a).

Current Source Supply to board
3.00 9.00
2.50 - 8.50
2.00 8.00
z =
E =
1.50 { 7.50
1.00 1 7.00
0.50 6.50 - . -
090 140 190 240 230 340 3.90 090 1.40 190 240 290 340 390
Input frequency (GHz) Input frequency (GHz)
(a) Current bias versus input frequency. (b) Supply voltage versus input frequency.
Vblas1 Input bias
1.80 230
170 2.20
1.60 210
S 1.50 S 200
1.40 4 1.90 4
1.30 4 1.80
120 : . . . 1.70 .
090 140 190 240 290 340 390 0.90 140 190 240 290 340 390
Input frequency (GHz) Input frequency (GHz)
(c) Bias voltage for the current source tran- (d) Input common-mode voltage versus in-
sistors versus input frequency. put frequency. (Note, this is an observation

of how this parameter varies as a result of
varying the power supply.)

FIGURE 5.43: Graphs showing the trend of various parameters (required for correct
operation) with increasing frequency.

The graphs in Fig. 5.44 show the power at which the divider fails, and where it triggers.
In order to push the divider to function at a higher frequency than observed, the DC

conditions need to be changed to values outside of those used during the simulation.
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Figures 5.43(a), 5.43(b), 5.43(c) and 5.43(d) illustrate how the bias current, supply volt-
age, voltage on current sink transistors and input common-mode voltage, respectively,

need to be adjusted in order to obtain such operating frequencies.

Input Trigger Input cutoff
10.00
9.50
7.00
6.50
- _. 400
3 E
8 3501 g
1.00 -
0.50 2,00
2.50 -5.00 . - . :
0.90 1.40 1.90 240 290 3.40 3.90 0.90 140 190 240 280 3.40 380
Input frequency (GHz) Input frequency (GHz)
(a) Input trigger power (required to start (b) Power at which the divider fails
the divider for correct operation, whilst (power is ramped down showing minimum
ramping up this value) versus input fre- power to sustain operation)versus input fre-
quency. quency.

FiIGURE 5.44: Graphs showing the input ‘startup’ and ‘stopping’ conditions with in-
creasing frequency.

For completeness, the input impedance for the test board has been characterised too. As
Fig. 5.45 shows, the network analyser is characterised up to the end of the SMA input
cables. Hence, the measured port impedance takes into account: the SMA connector,
the interface between the needle of the connector and the silver palladium transmission
line, the intended 50{2 transmission line, the interface between the gold and the silver
palladium tracks the bondwire and any contact resistance at either end, the pad and
ESD capacitance, and finally the 5082 termination. After performing the calibration
(using open, short and broadband 50§2 load standards), the impedance characteristic of

each iuput port was captured from the S;; and Spy data.

Ideally, a 5082 resistance should be seen with no reactive component. Hence, the power
stated on the signal generator should be the power delivered at the 502 termination.
Looking at these plots, mismatch from the SMA connectors onwards is clearly visible.
The reactance swings between capacitive and inductive behaviour within the frequency
range 1GHz to 5GHz. The resistive component of the impedance falls short of 508 for
frequencics lower than 3GHz. With no simulation of the matching networks together
with the pad capacitances and bondwire inductances (only calculations of some line

paraniclers using cquations and public domain software mentioned in Appendix A).
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Calibration plane.

B :
Port2 :
A '
HP 8753 Network Analyser R ‘r !
RF Out '
HP 85074A S-Parameter i e
Test Set —— 1  Port ; i t
Power supply and dc cables omitted from the
diagram.

SMA terminated cables:
3 x 18GHz for the left hand side
1x 1GHz capable for the right hand side

FIGURE 5.45: Test arrangement for the input impedance measurements of the SOI dual
modulus divider and testboard.

poor matching between the 5082 feed from the hybrid coupler and the input ports of the
microstrips would go someway to explaining the behaviowr observed in the reactance
plots. Without *Ground-Signal-Signal-Ground’ probes. it is hard to quantify how much
of the mismatch is due to the input parasitics on-chip and how much is due to the design

and manufacturing of the testboard.

I Subcircuit | current consmmption
Main divider Stack | 2mA
Off-stack divide-by-2 stages | 3imA
SCL-CMOS level-translator | H0pA
CMOS-SCL modulus control 250711 A
Bias networks for cascodes L.hmA
Master current sowrce LinA
Sonrce-followers 3.4mA
Common-mode input voltage generator | 500 A

TaBLe 5.2: A breakdown of the static current consuniption in the key blocks
I )
(Vip=06.8V),

Lastly. the design has been broken down into varionus section with respect to current

consumnption and has been tabulated in Table 5.2,
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Frcure 5.46: Plots showing input impedance of the divider test board; V 4=6.32V,
Il)'iljs:1-15lllA.

5.5 Discussion

The previons scction hias proved a number of concepts with experimental data in a high
frequency test setup. A new cireundt topology of the phase sclector, and a glitch-free
coutroller have been successtully demonstrated. Tn addition. a process technology has
been exploited to reduce power consmmption for a large section of the divider desig.
Although the power supply of the analogne sections is at 6.8V, the aforementioned

design has proven there to be mucl redundancy in an SCL implewentation. With it
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being current-mode logic, we have done away with level shifters and even a level of
transistors amongst each divider stage (current source). One should draw immediate
attention to the low power usage (less than 14mW at 3GHz) within the main divider
stack. When compared with the current consumption of the off-stack divide stages, the
level of functionality running on 2mA is quite remarkable. Table 5.2 also reinforces the
argument for stacking, when observing the current consumption of the level shifters,
though their power consumption may be pared back by focusing attention on the design

of each follower.

Krishnapura [15] | Craninckx [9] Lamé& Wu [6] | This work
Modulus 220-224 128/129 2 64/65
Vad 2.2V 3V 3V 6.8V
Current 26.8mA 8mA 0.8mA 10.7mA
(1% div: 2.5mA
274 div: 1.5mA
phase select: 2.5mA
last div-by-32: 1.56mA)
Max freq. 5.5GHz 1.75GHz 5.7GHz 3GHz
Technology | 0.25um Bulk 0.7um Bulk 0.4pum SOS 0.35um PDSOI
CMOS CMOS CMOS CMOS
TABLE 5.3: Comparison with other dividers.
5.5.1 Comparison

Clearly the design doesn’t perform as well as some of the cited publications, with Table
5.3 providing a sample of other dividers. However, owing to the rather basic design
setup for SOI CMOS here at Southampton, one of the main aims was to get working
silicon as well as a divider operating in the gigahertz region. The STAG MOS model
has never been characterised for high frequency operation within a circuit. Although
the DC aspects of the model seem to be correct, the > 40% reduction in top speed could
be attributed to the lack of good high frequency modelling.

The table only shows one publication [9] where the authors have divulged a breakdown
of the current consumed within some of the major blocks. Though their process was
dimensionally larger, the reduction in current between the first and second divide stages
falls short of a factor of 2. One reason explaining this is their choice of a large out-
put swing and the lack of a current source. The phase sclector circuit also consumes
a notable current. Their decision to use CMOS logic for the latter divide stages pays

dividends with a reduction in power when one takes into account the fact that they have
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a division modulus 2 times higher than that reported for this chapter’s design.

The silicon-on-sapphire (SOS) design [6] has been measured to run with a higher input
frequency. However, their design is merely a divide-by-2 circuit with no long feedback
loop, thus allowing them to drop the current consumption whilst keeping the power

supply the same.

5.5.2 Amnalysis of issues for improvement

The first issue to arise is the low number of body contacts per device. During layout,
the importance of tying the periphery silicon around the active area was not appreciated
nor was the concept of a complex RC network within the silicon film. With hindsight,
the author acknowledges the need for using body-ties more extensively for the high fre-
quency portions of the design (all those divide stages operating up to say 200MHz).
Whilst the footprint for each device would increase, the ability to remove and supply
mobile carriers via this node is one that should not be compromised as would the re-

duction in parasitic resistance to the ‘electrical’ contact of this body node [4].

Other sources contributing to the lower observed top frequency are: mismatch and large
attenuation iu the transmission lines on the alumina test substrate, no negation of the
reactive component of the iuput impedance, lack of decoupling on chip, and lack of ro-
bust high frequency ESD pads for the differential inputs. Prior to placing the design in
its own pad ring, a conscious decision to wirebond the device was made and the author
still maintains that, although probing the design with an RF probe station may have
yielded better results, the cost of GSSG probes was and still is prohibitive (at the time
of writing this text.)

A major flaw in the layout, especially being a high performance design, is the lack of
‘current direction’ matching in the transistors themselves. A redesign should consider
having the current through any active area travel along the same vertical/horizontal
line. Although it is unclear how much degradation there is due to the lack of systematic
matching, better layout can only serve to rule out its contribution to deviation from the

simulations.

If a sccond tape out was planned, then the current in some of the low speed sections
could be reduced considerably, as the current budget is quite conservative. With the

main stack operating on 2mA, it would not seem unreasonable having the bias network,
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CMOS-to-SCL level translator, SCL-to-CMOS level translator plus two more divide-by-

2 stages consuming more than 2mA, giving a total current consumption of 4maA.

Testing at high frequencies with low power levels compared with high power high fre-
quency design is relatively difficult. Factors such as skin effect, dielectric loss, poor-
grounding, and decoupling power supplies all need to be given careful consideration.
Improvements are certainly needed in order for testing to be more effective. One such
improvement is to have the constructed alumina board (minus the SMA connectors)
fixed onto a mechanical substrate such as an aluminium block and held down by screws.
The SMA connectors would be fixed to removeable metal pieces, allowing them to slide
on and off the block. Contact from the centre of the connector to the high frequency
transmission lines would be achieved by means of contact pressure. At gigahertz fre-
quencies, energy propagates to a greater extent by means of radiation and the E- and
H-fields would couple to the transmission line. Soldering the needle to the tile doesn’t
achieve much in the way of energy coupling as skin effect dominates at these frequen-
cies with tin/lead sharing poor conductance at such frequencies. The test board would
need a slight redesign in that some of the plated through vias on the DC connectors
would have to be removed. Also, holes for the mounting screws would have to be placed,
though this requires thought as they can reduce the effectiveness of the vacuum when
fabricating the desired plated through vias. Provision for measuring the current through

the die would also be an amendment to the current test board.

Another worry with regard to testing is the relationship between bias current to the
chip, power supply, and the input common-mode voltage. As this voltage is set by the
current and/or power supply, any change in their values during testing also changes its
value. However, during the layout phase, a conscious decision to override this voltage
influenced a centre-tap between the AC ground at the 50¢2 termination end, and the DC
voltage set by the on-chip bias network consisting of MOS diodes, and this can be set
using the ‘overdrive’ SMC connector on the alumina testboard. However, during mea-
surements, no change in its maximum operating frequency was observed. Figure 5.43(d)
does appear to contradict that statement, but it must be stated that the common-mode
input voltage rises with frequency (after a ‘knee’ on the frequency axis) as a result of

the power supply being increased.

With there being a SCL-to-CMOS buffer between the output bond pad and the output
of the core divider, any phase-noise measurements would mask the true performance of
the dual-modulus divider. A redesign of the test substrate should allow for a second dic
to be placed (together with a high frequency § rad phase shifter), providing a means for
characterising this performance metric [19]. Such measurement could show the effect on

the spectral purity of the divided output (if any). of the current bias resistor, and any
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noise on the power supply.

Although not apparent in this design, there exists a design flaw if this circuit were to be
deployed within a programmable divider architecture. The problem centres around the
embedded NAND gate in the divide-by-2 unit driven by the output of the dual-modulus
divider. The problem is that when this gate stops being ‘transparent’ and instead blocks
further outputs driving subsequent divide stages, its output forces the outputs of the
divide-by-2 stage to assume a particular logic state, regardless of the state of the actual
flip-flop upon which it sits. This means that, when the dual-modulus divider is set to
divide-hy-65, the chain functions as normal with the state machine running through the
phase selector sequences as normal. However, as soon as the modulus control line is
toggled requesting divide-by-64, the second off-stack divider has its outputs overrun by
the NAND gate. This asynchronous switching may cause the subsequent divide-by-2
stage in the FSM to clock and toggle its outputs, forcing the next state to be activated
prematurely. After this erroneous state, the dual-modulus divider then resumes normal
operation, giving a divide-by-64 output. Unfortunately, in a programmable divider
based on a dual-modulus divider, the dual-modulus divider drives other dividers and
such spikes can cause them to toggle too, resulting in an erroneous division ratio in the
overall programmable divider. To correct this, the NAND gate has to be removed and
an actual D-latch must be placed before the second off-stack divider. The solution to

this problem will be provided in chapter 7.
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Chapter 6

Modulo 2 frequency divider in
0.18um bulk CMOS

In this chapter, we present a divide-by-2 circuit capable of running with an input fre-
quency higher than 12GHz. The circuit has been designed and fabricated in a Philips
0.18um bulk CMOS process, regarded as a process predominantly for digital designs.
This work is aimed at an IEEE802.11a wireless LAN application whose channel frequen-
cies sit in the RF band between 5GHz and 6GHz. For a zero-IF receiver, there is a
requirement for quadrature local oscillator inputs to a pair of mixers, and so the design
is a divide-by-2 circuit with quadrature outputs driven with a 10GHz VCO. The design

represents state-of-the-art performance at the time of the design work.

The requirements in this radio design have been quadrature outputs as well as low
loading on the output for the VCO. It is assumed that a differential output VCO with
a reasonably balanced duty cycle will be used to drive the circuit, resulting in good
master-slave action. The divider will also lead to subsequent stages consuming less

power.

6.1 Circuit design

The overall circuit architecture for the final divide-by-2 quadrature generator is given
in Fig. 6.1. A breakdown of the circuit, as well as the choices made in its design, is

presented below.
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6.1.1 Divide-by-2

The basic cell is still the SCL topology used in the previous chapter. The D-latch accepts
a differential input directly coupled from a 10GHz VCO with no bias adjustment. The
output specification of this cell is dictated by the LNA-mixer-low frequency amplifier

chain, as well as the need to drive another programmable divider, all at 5GHz.

The schematic shown in Fig. 6.2 is the basic cell in this divider. In this bulk design, the
current, source has been omitted in this schematic and is added in an upper level of the
design hierarchy. An explanation into its operation is avoided here, as its operation has

been discussed at length in a previous chapter.

With the bulk technology, there is a subtle but important design change in the appear-
ance of the schematic. With the local isolation of the PDSOI transistors unavailable, all
body connections on every NMOS transistor are now connected to the same potential,
which in our case is the circuit ground. The body effect must now be taken into account

during hand calculations and simulation, especially in our chosen circuit topology.
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F1GUuRE 6.1: Schematic of the divide-by-2 cireuit (higher level of abstraction.)
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FIGURE 6.2: Schematic of the D-Latch macro circuit.
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The divider as a whole is driven by a VCO with a signal swing of 700mVpp around
a very stable 900mV common-mode voltage {(with no load), between the frequencies of
10GHz and 10.9GHz. At the output of the whole divider, iterations of noise simulations
of the whole receiver chain have yielded the requirement of a 700mVpp signal (or higher)
around a 1.2V common-mode voltage, justified by the mixer specifications [5]. A number
of design and simulation iterations have been performed in order to achieve the desired
result. Each output of the VCO is loaded with two 40um wide transistors and together
with the output resistance of the VCO, generates a pole lower than the 10GHz.

The whole divider circuit is illustrated in Fig. 6.1 and the first ohservation is the ab-
sence of an active current source. Again, simulations showed the unit to achieve the
desired operation using a very low ohmic resistor as a current sink. The DC voltage
at the source terminal of the clock differential pair has dictated the choice of resistor.
Being only 7.5€, it is feasible to do away with the resistor and have the clock trausistors

sitting directly on the ground terminal. For this circuit to work, a large signal swing is
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called for, which is not really a problem for the VCO as it has been optimised for low
phase noise operation. The choice behind the passive current source is one of contention,
being so low in resistance and having a large gate overdrive associated with the clock
transistors. With the input voltage ‘spilling over’ on to the current source, there can be
considerable modulation of the supposed DC current, yielding a 10GHz harmonic in the

output.

A second observation, and cause for concern, will be the lack of symmetry between the
transistors in the latch pair and the sense pair. With such differences, a different current
will exist when switching between the pairs. If one recalls, each SCL latch in a master-
slave flip-flop toggles (in an opposite fashion) between the latch and the sense transistor
pairs. Therefore, when the master latch pair is active, so to is the slave sense pair. The
output of each latch sees the capacitance of the drain nodes of both pairs as well as the
gate capacitance of the sense pair in the master/slave latch. At high frequencies, the
output of the divide-by-2 circuit must toggle quickly by way of a transconductor with
a high current drive, necessitating high aspect ratio transistors in the sense pair (can
also increase the bias current, but it must be noted that the metal lines carrying the
current is usually widened to mitigate the effects of electromigration). The latch pair,
however, already has its inputs and outputs ready and, when ‘energised,” the positive
feedback of the pair drives the inputs apart. This implies that lower aspect ratio devices
can be employed, resulting in lower capacitance on the output nodes of the divide-by-2
cell. From a divider point of view, this is not an issue provided that division is sus-
tained. Ilowever, being a quadrature generator, quadrature mismatch is an issue with
this changing shift in output voltage during a stable voltage. The divider was found
to oscillate with a higher input frequency and extended swing when the capacitance on
the drain terminals of the sense pair was minimised. The dimensions of the sense pair
transistors rermain as they arc because of their current drive during transition. Although
gate folding was used (where a ‘wide’ polysilicon gate is divided into an even number
of parallel connected gates in order to lower gate resistance and halve the capacitance
on the drain terminal}, it was still not enough to have the latch pair transistors the
same size as the sense pair. If run with a lower input frequency, switching between the
sense and the latch pair will result in a distinct ‘step’ during the latch phase of the
D-type flip-flop. Another argument for folding the gate is the reduction in thermal noise
attributed to the gate resistance, with considerable effort spent refining MOS models to

account for this behaviour.

Remaining on the subject of folding (though not strictly ‘folding’), the clock transistor
pair in Fig. 6.2 have had their gate widths divided explicitly amongst a pair of equal
transistors, in order to facilitate LVS during physical verification. These transistors, as

will be seen iun the layont section, are split up for symmetry purposes.
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Simple poly resistors were used for loads in the D-latch circuits. Obviously, when com-
pared with active loads such as PMOS transistors, they can possess a great deal of
silicon area. However, over a large signal swing, their linearity is better than that of a
triode-operating PMOS. Another problem is the poor transconductance of the PMOS,
thus yielding a larger device and more capacitance on the output node of the divider.
One problem with the resistors in terms of noise simulation is the lack of noise models for
this particular device. Superior noise models exist for MOS transistors for integration
(taking into account the polysilicon metal and the gate resistance associated with it)
but sadly, in the case of polysilicon resistors, only the classical small-signal noise model
is used, without taking into account the parasitic and intrinsic effects (such as parasitic
capacitance from the gate metal to RF ground) associated witli the polysilicon itself.
An alternative when using PMOS transistors as loads, is to resonate out the capacitance
on the output node using an inductor tuned to the centre frequency of interest. The

obvious penalty here is larger area and the need for a good scalable inductor model.

The output DC level in this circuit is crucial, with the aim to directly drive the mixers
without any external level shifting. The large DC excursion from the power supply rail
is the first challenge with this circuit. The output specifications required by the mixer
stage require that the quadrature generator drop the DC level to 0.6V below the power
supply rail. When operating the divider at a frequency below the dominant pole of
the system, the result would be a swing that is twice as large as the drop in output
common-mode voltage from the upper rail. With a 1.8V supply, this swing would be
1.2V and hence would thus force many of the trausistors into their triode regions, thereby
reducing speed. With the presented design, the current is never really switched through
one transistor of a differential pair. Instead, there is a reduction in current in onc half
of the pair as current increases in the other. With the requirement for a 700mVpp
swing, there is still 850mV left across the remaining transistors, when the uppermost
transistor is conducting. Trying to push bulk CMOS to such limits is partly the reason
behind a purely resistive current sowce as discussed earlier. The value of this output
common-mode is set using half the peak current (which is the bias current through each

latch) multiplied by the chosen load resistor.

6.1.2 Test buffer

For measurement purposes, buffers are required to provide a means to drive loads present
on the output of the divider. The input buffer presents a 502 load to the measurcment
equipment and the benefits of this are the calibration standard and power matching.

Adhering to a 50€2 standard from the high frequency signal source to the load allows the
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determination of the voltage arriving at the inputs to the die. Without such a match,
one is left with the dilemma of not knowing how much signal power is reflected back to

the source.

The input buffer shown in Fig. 6.3(a) is a very simple differential driver and has 200
load converting the differential current into a voltage. This circuit has been designed for
use in the stand-alone divider circuit with no intention for it to be driven by any circuit
on the same die. Hence the NMOS transistors had quite an open specification in terms
of the input capacitance as it was driven by an external source. However, this can only
be abused to a certain point as the drain capacitance of the transistors can affect their
AC performance. With the 20092 resistor, the need for a 900mV common-mode voltage
arriving at the input terminals of the raw divider calls for a 9mA static current through
this buffer cell, although simulations forced the current to be increased to 13mA in order
to drive the output. It is acknowledged that the common-mode voltage at the output of
this buffer will drop to between 500mV and 600mV, implying a drop of less than 150mV
across the latch circuit’s current source (gate voltage minus NMOS threshold voltage.)
Though one may argue that this is ‘wasteful’ designing, showing a functional divider
with a low input common-mode voltage should demonstrate its ability to work with
the direct input of the VCO clock. In order to drive the 5002 output load, the output

200€2 5002

Oopo

NOP

[P [P

NIP O NIP O

(a) 10GHz buffer. (b) 5GHz buffer.

FIGurEe 6.3: Schematics of buffers.
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buffers had to be driven by a higher output common-mode voltage By having a lower
common-mode input voltage at the divider clock inputs, the input bias to the buffers
could be raised, albeit at the expense of a lower divider output swing. The purpose of
the buffers to couple the divider inputs and outputs to the pads and outside source and
load impedances. The primary aim of this tapeout (with regards to the diagnosing a
fault in a chain of circuit blocks) is to show that the divider is functional with a 10GHz

input, with the VCO-divide-by-2 combination being a more rigorous and meaningful test.

Remaining on the topic of the input buffer, simulations showed that the input impedance
would approach 502, with very little reactance by shunting a 502 resistor between the
upper power rail and the input terminals of the buffer. However, this turns out to be
a rather poor solution and will be commented upon in the ‘Discussion’ section of this

chapter.

In the case of the output buffer, it is required because the need to isolate the outputs
of the divider from the contact pads. With the output still being in the GHz range,
it is important to get as much of the output power to the spectrum analyser inputs as
possible. Again, a 50) standard is used for the output impedance to match with the
external cables, hybrid couplers, and so on. Without this stage, the high speed divider
would need to drive a very low impedance compared with its own load resistors and this
would cause a disastrous imbalance in its operation. The schematic in Fig. 6.3(b) shows
the identical arrangement as in the 10GHz case, but with the need to lessen the load
capacitance on the output of the divider. As there is no current budget at this stage of
the development of this IC, the output swing can be left to the designer’s choice. With-
out thorough characterisation of the buffers themselves, it is hard to obtain values for
the output voltage (at the output of the divide-by-2), especially without the matching
load capacitances as have been planned for this divider. After simulation, the static
current through each buffer is set at 14mA, requiring 15um width for each transistor in

the differential pair in order to switch such a level of current.

Owing to a tapeout deadline, the high frequency peripheral cells had to be designed
heuristically. With more time, a more linear amplifier at both input and output should
be made available to allow better extraction of the performance of the high speed divider

circuit.

6.1.3 VCO and divide-by-2 combination

While not by any nieans a commercial product, the 10GHz divider core has to be sim-

ulated with the VCO, in order to check the speed and tuning range of the combination.
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FIGURE 6.4: Schematic of the VCO circuit used in the VCO-Divide-by-2 combination.

The schematic of the VCO circuit is given in Fig. 6.4. Although the VCO has been
designed with an estimate of the capacitance present on its outputs, the unit has to be
coupled to the actual load in a simulation environment as the capacitances on certain
nodes do not behave in a linear manner, with the large-signal output of the VCO driving
the divider clock input transistors through more than one mode of operation. Due to
the large gate width transistors on each output of the VCO, hand calculations based
on model parameters estimate the nominal capacitance to be around 60fF on each load.
With one design iteration involving the reduction of the fixed capacitance in the tank,
the design was simulated to run at the appropriate centre frequency with an adequate

tuning range.

At this opportunity, the fixed capacitances connected to the output node of the VCO
deserve an explanation. Owing to the choice of varactor, the analogue tuning range
of the VCO was simulated to be insufficient to cover the required bandwidth at the
intended centre frequency, without violating the phase noise requirements of the appli-
cation. Hence, a decision was made (by Philips engineers Nenad Pavlovic and Domine
Leenaerts) to switch fixed capacitances onto- and off the load terminal of the VCO out-
put, thus changing the resonant frequency of the tank in discrete steps. As can be seen,
a MOS device performs the role of the switch. The values of the capacitances increase
geometrically, so that a digital signal can directly programme the load capacitance (from
0C to 7C inclusive, where C is the ‘unit’ capacitance) without the need for some kind

of thermometer decoding.

Figure 6.5(a) shows the arrangement of the cells constituting the second configuration

of this chapter’s core divider circuit, as taped out. For measurement purposes, 5GHz
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buffers have been included on both outputs of the divider in order to drive the off-chip
5082 load. As before, only one output pair will be measured, but the divider still needs

to see a balanced load on its outputs.

As part of the integration, a 10GHz buffer was inserted between the VCO and the
quadrature generator and is shown in Fig. 6.5(b). This buffer is exactly the same as that
used at the input to the divide-by-2 cell, with the omission of the 50§2 shunts between
their inputs and the upper power rail. The problem, however, is related to the critical
design of the VCO and its centre frequency’s dependence on the capacitance present
(fixed or variable). A LC-tank based VCO running at high frequencies needs to have a
low value for the capacitance and thus its operation can be very sensitive to parasitic
capacitance especially when is comparable in magnitude to the desired capacitance.
After simulating, it was shown that the tuning band had shifted above the IEEE802.11a
frequency band (lower half). Though good news from the perspective of a publication,

missing the specification is a problem for the project.

6.1.4 Divide-by-2 used in a 10GHz OC-192 compliant PLL

As well as the wireless LAN project, the divide-by-2 has also found its way into a PLL
(also referred to as a ‘clock multiplier unit’ (CMU) in the context of this SONET-
compliant work) designed for optical networking applications. A block diagram of the
transmitter-receiver is given in Fig. 6.6, with the low-jitter CMU, clocking the retimer
block in the transmitter. Apart from the phase-frequency detector, most of the sub-
blocks within the CMU can be found in the receiver section, where the PLL is used as
a clock and data recovery module. This work has been co-ordinated by Prof. Bram
Nauta at University of Twente, together with the foundry and design help Dr. Domine
Leenaerts, Nenad Pavlovic, and Cicero Vaucher at Philips Research NV, Eindhoven.
The standard driving this design is an optical networking application with a need for an

extremely low-jitter clock [4].

The highest speed sections of this chip (VCO and divide-by-2) were cells used from the
previous section of this chapter, and hence the text below will concentrate on the re-

mainder of the loop.

The merits of this design, from an architectural point of view, lie in the implementation
of the phase-frequency detector. By using the quadrature signals already present from
the divide-by-4 circuit (a pair of divide-by-2 circuits immediately after the VCO shown

in Fig. 6.7), it is shown that this implementation is faster than the traditional tri-state
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FIGURE 6.6: Transmitter-receiver block diagram, used in SONET OC-192 applications.

PFD as it doesn’t use a feedback loop to reset any flip-flops asynchronously. The gain
of the PD charge-pump combination does not drop significantly around zero radians
of phase difference and therefore it doesn’t suffer from a dead-zone problem. The duty
cycle of both the Up and Down signals with respect to the charge-pump is 25% when the
PLL is locked. The low spurious output is a result of the charge-pump loop filter design,
with the PLL locking to a phase error of 0 rads and the charge-pump signals now cancel
one another. The phase detector also has a stable gain around the lock point when a
mismatch in the quadrature signals driving the detector is taken into account, even at
the expense of a skewed lock range. With a correct quadrature coherency between the

divided VCO phase detector inputs, the pull-in range is between -Zrad and Frad.
2 2

The frequency detector also contributes to the low-noise performance of the circuit
by signalling the charge-pump not to deliver current to the loop filter capacitor when
in frequency lock. Before frequency lock, the phase difference between the reference
input and the ‘Divl’ signal (refer to Figs. 6.7 and 6.8) varies almost linearly with
time, implying that the average phase detector charge-pump current is the average of
the PD/CP transfer curve. Ideally, this should be 0A. but is not so in practice, and
integration of this current by the loop filter will canse the VCO output frequency to
drift away. The frequency detector, together with another charge-pump, delivers a

mean output current that is at least as high as the drift current mentioned previously
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(this ‘mean’ charge-pump current is 50% if it maximum current owing to the 50% duty
cycle of the frequency detector output). The MATLAB/Simulink simulation in Fig. 6.9
shows this benefit from the addition of the frequency detector.

The charge-pump circuit in Fig. 6.10 has been designed to respond to the 2.5GHz Up-
Down signals generated by the preceding detector. This immediately calls upon the use
of NMOS transistors at the input of the pump. The resulting currents from the input
stage are processed by current mirrors, and though the profile of the output signal is
different from the input waveform, the total charge transferred to the output is accurate.
In the case of the frequency detector charge-pump, two pull-up current sources (shown
dashed in the figure) are there to switch off the output current when the PLL is in lock,
tracking the input.

The maximum output current delivered by the phase detector charge-pump was found
to be 100uA; close to the maximum switched by the phase-detector. The maximum
output current of the frequency detector charge-pump was given as 40pA and is enough

to guarantee correct locking. These values are obtained after simulation.
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I'tGurE 6.7: Architecture of the clock multiplier unit.
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FIGURE 6.8: Implementation of the frequency detector functional block.

The decision behind the high reference frequency was motivated by the need for a low
frequency division ratio within the loop. This in turn was influenced by the following

equation :

(6.1)

This expression quantifies the phase-noise that is present on the output of the charge-
pump, where S; is the power sprectral density of the CP noise, N is the frequency divider
ratio and Iof is the current of the CP current sources. An assumption is made that
the close-in phase noise of the clock multiplier unit would be dominated by this noise,
which aids the calculation of the optimal loop bandwidth. When implementing the loop
filter, the capacitors were dimensioned in order to keep the zero and pole sufficiently
away from the loop bandwidth frequency. This prevents jitter peaking, as well as giving
flexibility in the loop bandwidth by tuning the charge-pump current without risking an
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FICGURE 6.9: Simulation justifying the need for the frequency detector.
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FIGURE 6.11: Bode diagram of the second order loop filter, with a pole at 0Hz.

unstable loop. With reference to the second order loop filter in Fig. 6.7 (Type-II third
order PLL}, R is 5.3kQ2, C; is 50pF and C; is 1pF. These values result in a loop filter
transfer function zero at 600.58kHz, and two poles at 0Hz and 30.6MHz. Its magni-

tude/frequency diagram can be seen in Fig. 6.11.

6.2 Layout

With these remaining chapters reporting on the work conducted at Philips Research Lab-
oratories, NV, the process shifts from a SOI technology to a plain digital bulk CMOS
technology, and there are some differences in the basic layout of the active circuit el-
ements. Unlike PDSOI transistors, the bulk versions do not have the same isolation.
Therefore, the bulk silicon region under the enhanced channel is electrically connected
to the same potential. Depending on the application, the number of body taps can be
as low as one. Unfortunately, with the high resistivity substrates used for these ICs, the
complex distributed resistance capacitance network of the body gives rise to a varied
potential from the body tap to the region under the channel. An example of the network

to a first-order approximation is presented in Fig. 6.12.
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FicurE 6.12: An electrical equivalent circuit of the substrate network.
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FiGure 6.13: Footprints of a standard 5pm wide transistor against an RE version.

Figure 6.13 is a screen capture showing the difference between a standard digital NNOS
fransistor. and one designed for RE operation. The required area is significantly greater
due to the need to clamp the substrate in the immediate vicinity to a common potential
with the help of a considerable mnnber of body taps all shorted with a low resistance
metal connection. With the help of Fig. 6.12. it isn't too difficult to suspect a semi-
floating body node associated with each transistor. leading to the possibility of high
frequency feedback as well as a modnlated body node. The models used at Philips are
angmented by extracted data based on such a l;umlr and deviating away from such

a layout is at the designer’s peril.  As well as lowering the body resistance, the gate
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Ficure 6.14: Layout of the taped out D-Latch cell.

resistance is also reduced. changing from the polysilicon gate to a metal material at the
carliest opportunity. At first, one may be concerned at the gate-substrate capacitance.
but this is tolerable when compared to the peformance gained with a lower gate resistance
on such a terminal (both in terins of bandwidth and noise). Also, all layout has been
done with the assmmnption that the on-chip temperature is 70°C (required for the choice

of SPICE parameter deck).

Fignre 6,14 captures the lnal layout for the D-latch cell. Being a quadrature generator.
syimuetry is the key here to minimise phase mismatch. The lateh is symntrical about
the centre line rnnning the length of this cell. As mentioned in the previous section.
cach clock trausistor is split into pairs so that no metal interconnect line crosses over
an active area. The cross-coupled latch to the right of the plot. behind the polysilicon
loadd resistors, has a balanced capacitance on each transistor’s terminals using a clever
interdigitated cross-coupling method with an even number of ties. The sense pair lies
ou the left of the plot with the load resistors at the opposite end. There is more than
one possibility for the floorplan of this cell. such as the load resistors lying in the centre
of the dingram. keeping the sense and lateh pairs equidistant. The drawback is that the
separation of the connnon source point of the clock transistors increases further. The
ditferential outputs run along the centre line of the D-Latel. With this chosen layout.,

[muped parasitic capacitances between electrical nets are extracted and manually in-
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FiGURrE 6.15: Schematic of the D-Latch core with the extracted parasitics added.

serted into the original schematic. with the final result given in Fig. 6.15.

“ \/dd
. Q0

phase — ] i - & "*;: T el || outputs

outputs;

clock inputs

FiGoure 6.16: Layout of the taped out divide-by-2 core,
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Fraere 6.17: Schematic of the divide-by-2 core with the extracted parasitics added.

Moving up one level in the design hicrarchy, the divide-by-2 layout cell is assemnbled as in
Fig. 6.16. Taking the basic D-Latch cell. there is more than one possible configuration
for this quadrature generator. One could place two identical latches side-by-side facing
in the sawe direction.  Although the capacitance to substrate on the high frequency
clock lines is lower than the taped ont cell. the penalty would be a considerable increase
in capacitance between the ontput terminals of this master-slave flip-flop. Simulations
have showed this to reduce the swing on the output node. With the chosen layout.
this capacitance is minimised to an acceptable level, such that the noise figure of the
LNA-mixer-LF amplifier is not degraded. The cross-couple in the centre is erucial in
winimising the load capacitance on these nodes and keeping the latches as close to each
other as possible. As before. a schematic with extracted hunped capacitors that have

been manually placed between nets is shown in Fig, 6.17.

For the stand-alone tapeout of the divider. buffers were included at both ends of the
divider core in order to isolate it from the ontside world. Figures 6.18 and 6.19 are
screell captures of their lavouts and the network of parasitic capacitances. As before.
symuetry is a key issue as is the need for extensive substrate tapping in order to bind

the local substrate to the circuit ground. The low olunic resistors (in the case of the
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current sources and the output driver loads of the 5GHz buffer) carry a large amount of
current. and hence the aspect ratio of such devices make them look unusual. but this is

down to the process sheet resistance of the silicided polysilicon.

vdd il'lpll ts vdd

,63 . -a-"5 et E;‘-a-
FREY G W¥ X,

Dot
L

N AL LW LA R LR ]

SEPARE
e

Outputs

(a) Layout for the [0GHz input buffer. ]
(h) Layout for the 5GTHz input bulfer,

FIGURE 6.18: Layouts of the buffer cells.

Note that the 502 polysilicon resistors shunted between each of the inputs and Vg, in

the 10GHz capable buffer. are placed in an upper level of the layout hierarchy.

The frst instance of the cell is taped out in the standalone divider as in Fig. 6.20(a).
with the parasitic capacitances placed in the schematic of Fig. 6.20(b). The layout has
taken the shape indicated because of the compactness of the divider core. and the need
to get the RF signals info- and out of the the divider circuit (plus buffers). without the
signal power having to travel a large distance. The four centre pads on cach side of
the die are the ground-signal-signal-gronnd probe landing sites. with the right hand side
being the differential input. The two bottom pads are the unused outputs of the divider
and should have DC probes placed on them to match the capacitance and inductance
present on the electrically used RE pads. The upper two pads are the power supply
pads.  The vellow blocks shown are metal-insulator-metal capacitors and mnount to
20pF on-chip. before the power lines reach the bondwire inductances (estimated to he
1.2nH). The considerable blue arca is a perforated ground plane in the first metal layer
for the static return current. This approach has a mnch reduced inductance and series

resistance and lessens the effect of an nnwanted IR drop in the already low power supply.
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The final layout shown is i Fig. 6.21, being the VCO-Divide-by-2 combination. The
circular clement is the single turn planar inductor for the LC-tank. with the red polygon
being the patterued polysilicon shield, which is used to reduce induced eddy currents
and thus coupling into the substrate. Without this shicld. energy would by lost into the
bulk substrate, hence lowering its Q-factor. Through a number of inductor tape-outs
(performed by Philips engincers Newad Pavlovie and Luuk Tiemeijer [2]). it was found
that the quality factor of the inductor could be increased with this patterning, which in

turn results in better phase noise performance of the proposed synthesiser.

The divide-by-2 circuit is placed to the right of the VCO structure, just before the vertical
RF gronnd-signal-signal-ground pads ou the bottom right of the plot. 5GHz buffers are
coupled to its outputs in order to drive the 50Q off-chip load. The pads around the
design comprise of the inputs for the 4-bit digital tuning, analogue tuning, power, and
ground. as well as the RF pads for the divider outputs. As with the standalone divider,
the two outputs from the quadrature generator are left redundant, with their outputs
terminated into H0Q on-chip loads. Having such outputs would be costly in terms of

arca, as the design would have to expand in two directions to accomodate the RE pads.

6.3 Simulations

6.3.1 Divider cell

With the divider circuit requiring an iterative procedure for its design, the need for
robust. adequate models cannot be stressed enough. The simulations of the 0.18um
bulk CMOS divider use the Philips MOS model 9 [3] with an RF extension. The basic
model without the additional RE extension models the } behaviour of MOS transistors
for circuit designs that require the noise to be quantified and analysed. With the REF
extensions. four levels of complexity are available to the designer. Depending on the
complexity and size of the design in hand. as well as design time available, the level of

acenracy is determined by the choice of extension.

Tlic extensions for the model are as follows:

o RFA : includes the gate resistance of the polysilicon material,
o RFDB : as RFA. also including extrinsic source/drain resistarces,
e RFC : as RFB. also including the bulk resistance network.,

e RI'D 1 as REFC. also including modelling of nou-quasi static effects (very computer

tensive version. )
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Frauvre 6.21: Layout of the taped out VCO-Divide-by-2 combination. The pads nanes
can be found in figure 6.32(xa).
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For our design, the Philips MOS model 9 with a RFC model extension is used in the time
domain simulations. The length of the simulation has prohibited the choice of extension
RFD.

The diagrams in Fig. 6.22 show the simulation of our divide-by-2 core. The stimulus for
the divider along with loading is shown as if on the chip with realistic test conditions.
The input clock is an 800mVpp signal running at 11.14GHz and the output signal shows
a 700mVpp signal around a 1.2V common-mode output. This input frequency results
in a quadrature LO that is above and outside the lower 5GHz IEEE802.11a band. With
hindsight, this is a bad approach, owing to pushing the divider to operate with a higher
input frequency, and resulting in a design that is not very sensitive (i.e. low input signal
power) in the middle of the band of interest. One can also end up with a higher output
swing and possibly hard saturation at the ‘low’ logic level if the output bias value is

very low.

Figure 6.23 has been included for completeness, showing the passive mixer [5] when
biased in a DC state. No RF signal is present on the drain terminals of the mixer
transistors, and these are instead biased at approximately the centre point between the
power supplies. The size of the transistors in the dummy passive mixer of figure 6.23 are

oversized by 10um in gate width, to account for the input stage of the programmable

FIGURE 6.23: Details of the mixer circuit.
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divider (which at the time still remained to be designed). Hence the need to drive the
divider at 11.14GHz, gives that extra headroom for when the programmable divider

loads the quadrature generator.

Figure 6.24 shows a simulation of the standalone divide-by-2 design. The testbench
shows the divide-by-2 cell wired up with bondwire inductances and 502 driving- and
output impedances. The simulation output shows a 160mVpp signal output around
a 1.725V common-mode voltage. This is clearly outside the intended specifications of
the receiver chain, but the motivation behind this tapeout was not to check the output
amplitude which would then be directly applied to the mixer inputs. The testbench
schematic is a little misleading by not including the implementation of the balun and
the bias tees, thus neglecting the attenuation along the signal path. However, being an

off-chip signal source, the power can be increased at will.

Lastly, the design of such high performance circuits relies heavily on accurate device
models as well as circuit simulations that include parasitic effects such as the impact
of the bondwire inductance on the initial startup of the circuit. As on-chip decoupling
capacitors are included, a series LC tank is created with the bondwire. Classical net-
work theory shows that the voltage across either the inductor or capacitor at resonance
is equal to the product of the RLC tank Q factor and the voltage across the resistance.
By lumping any series resistance associated with the bondwire and bypass capacitor,
the amplitude of the component equal in frequency to that set by the LC combination
(during startup, assuming a step change on the power supply) appearing across this re-
sistance is magnified by the Q and appears across the circuit supply. Simulations show
that a large spike exceeding the supply voltage is present on the supply lines during
startup, even though it is only for a short time duration. As further work, it is sug-
gested that one looks into whether such effects stress any part of circuit and whether it

has implications on the mean time before failure (MTBF).

6.3.2 VCO and divide-by-2 combination

The last set of figures in this section refer to the VCO-Divide-By-2 combination. The
plots in Fig. 6.25(a) show the output of the combination when the VCO couples directly
to the divider inputs. The output characteristics approach the desired values, when the
VCO is tuned to oscillate at its highest frequency, in this case, 5.5GHz (i.e. with
the lowest capacitance in its tank.) With a buffer as illustrated in Fig. 6.25(b), the
performance is aflected in more than one way. First, the highest frequency is beyvond
5.7GIz, outside the baud of interest, and this is attributed to the reduced loading on

the VCO outputs, raising the resonant frequency of the tank. This is expected, as the
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VCO centre freqnency is highly seusitive to the foto-farad load capacitances at this
frequency. The buffer also generates a smaller signal swing which switches less current
through the divider circuit. With the higher output common-mode voltage of the buffer
amplifier. a higher DC current exists for the divider (there is a greater DC voltage
drop across the resistive current source after subtracting the gate-source voltage of the
clock transistors), yielding a lower output common-mode voltage from the quadrature
generator. Owing to the out-of-specification top frequency, this combination was not

taped out.

6.4 Measurements

This scection brings together the actual results obtained from probing the various fabri-
cated versions of the divider circuit described in the first section of this chapter. It is
written such that an ‘evolution’ of results is presented, starting with the basic divider,

and ending with a look at a 10GHz clock multiplier for a different application.

6.4.1 Standalone divide-by-2

The first set of measurcements concentrates on the 10GHz divider tapeout shown in Fig.
6.26. This chip has a collection of other cirenits designed for characterisation by other
meuibers of the wireless teamn. The test arrangement for this circuit is illustrated in
Fig. 6.27. The differential signal is generated off-chip with the help of an octave hybrid
coupler. Eacli output on this balun is 3dB lower in signal power compared with the
iuput. as expected, because the differential output is generated from a single input feed.
A 5082 standard is adhered to. from the generator to the probe tips. and this not only
minimises nnwanted reflections running back and forth between the generator and load.
but allows the designer to estimate (to some accuracy) the voltage arriving at the input
teriinals of the divider. Unfortunately. cnsuring a broadband resistive match at high
frequencies is a challeuge and thns it is contentious what signal voltage is impressed on

the input of the core divider eirenit.

DC blockers are nsed to decouple any bias from the signal generator. as well as prevent-
ing any DC voltage arriving at the spectrum analyser inputs. The high quality bias tees
in the diagram set the bias using a VDD-referred bias voltage. Having a ground referred
bias source would result in cirrent sunk into the signal source and thus an incorrect
bias voltage. With the ditferential outputs. ouly one is conuected to the analyser. with
the other terminated ina high frequency 5062 resistive load. The RF probes used are

40GHz gronnd-signal-signal-ground air coplanar probes. with a probe piteh of 200p1m
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FIGurE 6.27: Arrangement for testing the bare divider IC.
and require a passivation window of 180 x 1804 within each pad. DC probes are

used to supply the low frequency inputs to the die.

The attenuation between the signal generator and the output of the bias tees has been
characterised to be approximately 9dB in the frequency range 8.5GHz to 12.5GHz and

this is important for the input sensitivity measurements.

The diagrams in Figs. 6.28. 6.29 and 6.30. capture the output spectrinn of the running
divider. with close-ups of the output spurs. The outputs are shown for 10GHz, 11GHz
and 12GHz inputs. The estimated input signal power (assuming power matel) can be
deduced from the input sensitivity plots of Fig. 6.31. The output signal power distorts
the true output of the divider with no simple linear mapping between the input and
output at such frequencies. and thus only the accuracy in the frequency of the output
fundamental tone is of importance to us. As one reduces the span of the analyser whilst
increasing the resolution bandwidth, the accuracy of the divider becomes more apparent
as the sskirts” begin to fall, showing its stable operation and low phase noise property.
One noticable and expected result is the reduction in ontput amplitude as the frequency
is increased. This effect can also be exascerbated by any frequency dependent imnpedance

mismatch in the output stage.

The observant reader will notice a distinet step in the noise Hoor of the plots in Figs.

6.28(a). 6.29(a) and 6.30(a). It is the author’s opinion that this was caused by the
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10GHz frequency sweep of the spectrum analyser’s iuput port. A local oscillator within
the analyser is comnected to one input terminal of a mixer. with the signal arriving on
the input of the analyser applied to the second input of the interual mixer. The local
oscillator is swept, downconverting individual bands of frequencies (determined by the
resolution and video bandwidth settings) where its power can be measured. However.
instrumentation designers may decide to switch between local oscillator sources in order
to sweep such a large frequency range up to a high frequency. It is possible that a
compromise has to be made when selecting a higher frequency source. that unfortunately
raises the noise floor of the measurement. unlike in the case where the low frequency

portion of the bandwidth is swept.

The sensitivity plots in Fig. 6.31 show the minimumn signal required to sustain correet
division. A higher signal power is required to kick-start the divider away frow its free-
running frequency. If running at a frequency other than this value with a high enough
signal power, the divider output will track the input within a wide range of frequencies.
The ‘free-running frequency’ is one where the divide-by-2 circuit operates on the suall-
est input power. With the complex network of parasitices. it is comnon to see an output
frequency tone between 5 and 5.5GHz without any direet application of a stimulns. By
having a higher input bias voltage. the sensitivity of the divider increases with the free-
running frequency dropping towards the 10GHz mark. What is interesting is that with
the input connon-mode voltage of 0.8V, the "notell” in the characteristics scems to be
at the high end of the IEEER02.11a lower band (after division). which demoustrates
the accuracy of the transistor models. I both. the simulation of the sensitivity curve
is superimposed on this image for a divider biased with a 0.9V input common-mode
signal. Sadly. owing to a large simmulation time for this curve. only one trace has heen
obtained. It is not yet clear why a spike in the simulation oceurs at 2.5GHzyz. althongh

this has been witnessed in other dividers [1]. also at the low frequency end of the plot.

Finally. the current consumption of the standalone divider was measured to he 59mA.
Without having separate nodes by whicli to power the input buffer. divider core. and
output buffers. siimulations had to be nsed to estimate the power consuiption amongst
the individual cells. The divider core is estimated to be using 13mA whilst runming
beyoud 10GH2%. which is an adwirable figure despite it being the first attempt. The
input buffer is estimated to be consuiing a static 13mA current. justified by the need
to take a 10GHz signal from a H0€2 signal source and drive the divider iuputs at the
same frequency with adequate signal swing. The 5GHz buffers are also power hnngry:.
consuing anr estimated 1dmA cach. Thongh large. the reader minst appreciate the
challenge of driving a 5082 ternination. as well as parasitic capacitances associated with

the boud pad.
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6.4.2 VCO divide-by-2 combination

The second instance of the divide-by-2 cell can be found in the VCO divide-by-2 combi-
nation. Two chip photos are shown in Figs. 6.32(a) and 6.32(b). The phase noise at the
output of the VCO. without any divide-by-2 circuit. is given in Fig. 6.33. and the corner
frequency between the T‘; and TI_,- is at approimately 20kHz. The quality factor of the
tank dominates the noise after that corner frequency. The deviation seen after 1NHz
is attributed to the RF probes and the contact made to the metal pads. The output
characteristics of this chip have been captured in the plot shown in Fig. 6.34. This graph
shows both the analogue and digital tuning characteristics of the circuit. with a 4-bit
binary input (CMOS logic levels) setting which of the enrves the analogue tuning volt-
age is applicable to. From the measurements. it is clear that although the tuning range
(i.e. lowest frequency possible [with all capacitances at their maximun| to the highest
frequency [where all the digital capacitances are disconnected and the varicap imiparts
a minimum capacitive load]) is enough to cover the 200MHz band of the IEEES02.11a
lower band, the centre point of this characteristic is sadly too low due to insufficient
estinttation of VCO load capacitance. Another unfortunate aspect of the cirenit is there
is no clear overlap between the digital ranges. lts ramifications are that the eventual
frequency synthesiser. with combined analogne-digital tuning. would jitter heavily, as
it tries to lock to a frequency not covered by one of the digital ranges; for example.

4.8GHz is not programmable. These results show the need for a redesign. where the

Divide By 2

RFout+

() Close-up

2
o
&
o
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Ficure 6.32: Chip photo of the VCO-Divide-by-2 combination.
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Froune 6.33: Measured phase noise of the VCO output (no divide-by-2) using the
HP3045A phase noise system together with a high frequency probe station.

excellent phase noise performance of this circuit is traded for a larger analogue tuning
range. A better ¢uality varicap is thought to solve this problem (in terms of Q-factor,
range over which the capacitance varies monotonically and a good RF model for use in

the "Cadence’ eirenit simulator.)

6.4.3 10GHz PLL

The following are resnlts taken from the optical network PLL introduced earlier. The
measurements of this IC are presented below. This PLL IC was fabricated in the same
process technology as the divide-by-2 circuit mentioned earlier. A photo of the die is
eiven in Fig. 6.35. As before. owing to the compactness of the divide-by-2 design. the
pair of dividers is dwarfed by the rest of the circuit, especially circuit elements such as

the nudnctor and loop filter capacitor.

The VOO is the same as that used in the combination circuit presented in Section 6.1.3.
A 0.6nH planar single-tirn coil is used in the tank; this has a Q-factor of 17 at 10GHz.

Figure 6.36 shows the clock multiplier unit’s input and output traces. The multiplier’s
input s driven by a Marconi 2042 signal generator. Looking carefully. the output is
certainly four tintes faster than the input to the PLL, generating a waveforin with

approximately 130wV anplitude at the output.

['he plot in Fig, 6.37 was generated using a HP3048A phase noise measuring systen set

up ina PLL configuration and is used to characterise the jitter. Between the integration
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Tuning characteristic of VCO-Divide By 2 design
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FIGURE 6.34: Measured tuning curves for the VCO-divide-by-2 circuit. with the hor-

izontal axis showing the analogue voltage on the input to the VCO and the ordinate

axis showing the frequency at the output of the divide-by-2. The different curves are
for different digital VCO inputs.

limits of H50kHz and 80MHz, the ris-jitter is found to be 0.22ps, which is roughly one

fifth of the OC-192 specification.

This IC runs from a 1.8V power supply. drawing 55mA. The pertinent characteristics
have been suimmarised in Table 6.1. Tt should be noted that any reference to "SONET
filter” implies integration over the bandwidth 50kHz-80MHz from the 10GHz carrier.

and it is the encrgy within this bandwidth that is used to calculate the jitter.

Output frequency 9.953GHz
Reference frequency 2. 485G Hz
Technology 0.18/01 bulk CNOS
Transmitted clock jitter (RMS) 0.22ps with SONET filter
Transmitted clock jitter (peak-to-peak) | 2.2ps with SONET filter
Supply voltage 1.8V
Chip size 0.83%0.861mmn* (active area)
Power consmmption O91m W

SLimW without output butfer

TanLe 6.1: Performance of the PLL.
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Fircure 6.35: Photo of 10GHz PLL die.

6.5 Discussion

The preceding measurements clearly show the divider operating up to 12.5GHz, beyond
the required frequency which has been the aim of the circuit, and represented state-of-
the-art at the time of measurement. The probed measurements have been successful
to the point where no special startup arrangement has been required for this active
quadrature generator. Between 5GHz and 5.5GHz (output frequency). the output power
does drop by 1dBm. corresponding to a peak-to-peak drop of 2mV (at those power
levels). Although not shown explicitly. the divider remains stable when excited with an

input. be it from an on-chip VCO or external signal generator.

On the topic of power consmnption. there is a need to optimise this value for lower
power drain. At present, it is estimated that 13mA Hows through the actual divider cell

with the remaiuder of the measured current passing through the buffers. With a 1.8V
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FIGURE 6.36: Oscilloscope capture of the output (top) and input(bottom) signals.

SONET CMOS 0.18u Clock Multiplier 2.5GHz -> 10GHz

HP 3048A Carrier: 10.E+9 Hz 7,/09/02 20:198:08 - 20:20:59
' ' T R T

FIGURE 6.37: Phase Noise response of the 10GHz PLL in lock.



216 Chapter 6 Modulo 2 frequency divider in 0.18um bulk CMOS

TPerforrnance } Value |
Nominal power supply 1.8V
Nominal current consumption | 13mA
Max. input frequency 12.5GHz
Min. input sensitivity -35dBm @ 10.5GHz
with 1V common-mode input

TABLE 6.2: A table showing the measured performance of the divide-by-2 circuit.

supply, this constitutes more than 20mW of power. No optimisation has been performed
on this structure (ie speed vs power trade-off); in order to find an optimum point, with
only iterative simulations together with basic first-order analysis of the load resistor -

drain capacitor combination, as the formal design stages.

In the basic design, a noteworthy point is the choice of channel lengths for these clock
transistors. With the resistance of the current source resistor (in the divide-by-2 circuit)
being so low, the channel length of the divider clock transistors should have been set
to a value equivalent to the energy — restorers (cross-coupled transistors acting as a
negative transconductance driver) in the LC-VCO, also sitting on the ground terminal.
The reason behind this is purely from a matching point of view, and thus would be set
to 0.22pum. An immediate repercussion is approximate 25% increased gate capacitance
which will no doubt cause a severe problem from the VCO signal amplitude. This was

not raised until after the design had been submitted for tape-out.

One cause for concern is seen in the output spectrum of the divider cell. Looking closely
over a large bandwidth (for example, Fig. 6.28(a)), a 10GHz component is seen as well
as the desired and divided 5GHz output. Having this component ‘leak’ into the output
spectrum is naturally a worry, as a subsequent stage sensitive to such frequency, may
lock on to the signal and accept it as its input, leading to erroneous operation of the
frequency synthesiser/PLL. This should not be an issue if every subsequent stage is
optimiscd for high sensitivity in its own signal band of operation, outside of which it is
not sensitive to suclh components. It is not thought this is a harmonic of the output as
observations from simulations did not show any evidence of harmonic distortion/square-
shaped waveform. The only plausible culprit could be the network of capacitors from

input to output not giving the necessary level of isolation to the 10GHz signal.

Looking at the input scusitivity measurement, a large ‘dip’ is seen in the response
where the divide-by-2 circuit operates with very little stimulus (referred to earlier as
the free-rmning frequency). A complex network of parasitic capacitances coupling the
output nodes to the input nodes with a positive feedback characteristic would explain

the oscillatory behavionr mentioned in the ‘Measurements’ section. It has been assumed
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FIGURE 6.38: Test arrangement showing the bias tee and the issue of referring the
input bias voltage to Vpp.

that adequate matching allows one to determine the voltage appearing on the inputs of
the internal divider. Sadly, no broadband match exists on chip and the S;; magnitude
eventually rises above -10dB at frequencies either side of the minimum sensitivity point.
However, being an application specific cell, and not a general purpose design, such an
issue is not a worry. After deducing the known attentuation along the signal path, the
result at the dip shows the divider operating with minimal input signal injection, which
is encouraging for the VCO driving this unit. With a broad range of frequencies in which

the sensitivity is superior, power can be traded off for a slight degradation iu sensitivity.

One worrying factor is the input termination resistors of the 10GHz buffer. It was
found through an S-parameter simulation that a more accurate match could be found
by shunting a 50f2 resistor between the input terminals and the Vdd rail. Unfortunately,
from large-signal and testing points of view, a low resistance current path exists from
the Vdd rail into the signal source. With off-chip biasing in the form of a high quality
DC bias tee, connecting a ground referenced bias source will result in current sunk into
the bias source. Thus, there is a need to hang the source from the upper supply rail
and reference the bias with respect to the Vdd rail (see Fig. 6.38), ensuring the correct,
direction of current. From a testing point of view, this input termination needs to be

carefully implemented and ground-referenced.
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Looking at the phase noise measurement of the VCO, the results meet the specifications
laid out for the IEEE802.11a project. At 1MHz offset from the carrier, the noise power
is 105dB below the carrier. After the divider, it is 111dB below the carrier, though it
was not possible to capture the phase noise plot at the time of the measurement. MOS
transistors have poor flicker noise performance compared with bipolar transistors, and
hence the cross-coupled transistors in the VCO would be responsible for the degradation
close-in to the carrier, masking the quality of the tank circuit. However, not being a
standalone product, it is debatable what the measurements really mean. From a system
point of view, it is important to know what the value the phase noise is on the local
oscillator output. Unfortunately, adding a buffer amplifier on the end of the VCO or
divider masks the useful value of the phase noise. Obviously, one can simulate the mea-
sured phase noise hefore probing the output of the device under test before any buffer,
in order to obtain some idea.

Measuring the output amplitude of the divider is an issue as to what it really refers to.

[ Performance | Value
Nominal power supply 1.8V
Nominal current consumption | 29mA
Analogue tuning range 50MHz
Digital tuning 7 bands (spanning 4.75 - 5.15GHz)
Phase noise before divider -105dBc @ 1MHz offset
Phase noise after divider -111dBc @ 1MHz offset

TABLE 6.3: A table showing the measured performance of the VCO-divide-by-2 circuit.
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F1gure 6.39: Circuit with buffers and pads.
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If one recalls, the output of the divide-by-2 stage has an output buffer (Fig. 6.39) which
is capable of driving a low impedance and not significantly affecting the operation of the
core divider cell. Unfortunately, owing to time-constraints, this output driver was never
designed for linear operation and hence extracting useful information about the output

drive is not a trivial task without characterising the output buffer.

The same is true of the input buffer, where not only is there a problem of power mis-
match owing to poor broadband load, but also the fact that this amplifier masks the
voltage impressed on the input connections of the core divider. Hence, the results from
the input sensitivity measurements for this divider in this project should be interpretted

bearing the above in mind.

As the sole purpose of this divider stage was to act as a quadrature generator, a key
performance metric is the quadrature relationship between the outputs. Any deviation
in such a coherent relationship is translated into skewing of the constellation pattern as-
sociated with the baseband modulation scheme. More importantly, the image-rejection
ratio can deteriorate. This, in turn, has repercussions on the retrieved symbols and can

be seen as a degradation of the bit error rate.

Unfortunately, at the time of layout, it was decided (by Philips engineers Dr. Domine
Leenaerts and Nenad Pavlovic) not to characterise such an image rejection metric, as
the necessary equipment was unavailable. The motivation behind the standalone divider
was simply to check its functionality and then its speed capability, being such a high
speed design in a predominantly digital process technology. It is hoped that when the
receive chain, together with the divider acting as a LO, can be taped out (twice - for a

phase noise measurement) and characterised, such a nmieasurement can be perforined.

The comments above may harshly criticise the design discussed in this chapter, and this
would be unfair without equally highlighting its merits. A high performance divide-by-2
circuit has been designed in a digital sub-micron CMOS process, with success, both
with functionality and target frequency band of operation, in the first cut of silicon.
The circuit performs the role of a divide-by-2 function over a broad frequency range
and with a reasonable power consumption if the input and output buffers are ignored.
Lastly, the circuit has been shown to function as desired in an application, both coupled
directly to a 10GHz VCO as well as integrated within a PLL for a state-of-the-art optical

networking application.
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Chapter 7

Dual modulus 16/17 divider in
0.18m bulk CMOS

This chapter presents the design of a. dual-modulus divider in bulk CMOS as part of the
IEEE802.11a project. This chapter is neatly placed in this thesis as it is an important
cell of the next block in the 5GHz frequency synthesiser. Based on the phase selector and
state machine discussed in chapter 4, the following sections describe the design of the
same divider architecture, but in bulk CMOS, hence without the series current stacking
seen throughout chapter 5. Although there are no explicit measurements for the dual-
modulus divider, the circuit was submitted for fabrication as part of a multi-modulus
divider design to be discussed in the next chapter. This multi-modulus design has been

verified to function correctly.

7.1 Circuit design

This block is intended to follow the output of the divide-by-2 circuit introduced in
chapter 6. Although the choice of the division ratio is important in such an application
specific project, its derivation will be tackled in the following chapter, which is concerned
with the full programmable divider. It is therefore useful for the reader to concentrate
on the design of the dual-modulus divider upon which the rest of the programinable
divider is built.

The operation of the divider is exactly the same as in the SOI case, but with only 2 divide
stages after the phase selector circuit. There still remain two asynchronous divide-by-2
stages before the phase selector, and the last divider stage in the 16/17 chain forms
part of the 8 state FSM. Here, there is a need to have the complete divider running

with an input frequency of at least 5.35GHz, and it should be designed and simulated

223
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to run even faster to overcome any tolerances and modelling limitations. There is also
a need for minimal power drain, as well as the restriction of having the gates of the
input transistors no larger than 10pm in width. This restriction on gate width is set by
the driving capability of the 12GHz divide-by-2 block described in the previous chapter,

which is also loaded with the mixers

The striking difference now is the ‘unstacking’ of the divide-by-2 stages. With the com-
mon bulk connections between every NMOS transistor, the gate oxide of transistors
higher up in the stack are stressed more than those closer to the lowest circuit poten-
tial. Hence, the circuit must now be kept within the 1.8V supply limits dictated by the
process technology. With the bulk transconductances now active, the threshold voltages
of transistors in the upper stages of the SCL dividers are higher. In circuits where the
coupled source terminals of the differential pair are not at AC ground, the front gate
drive must increase by some means, whether it be through a higher aspect ratio device
or a larger swing on the input. The repercussions with the bulk implementation are
that non-differential source followers mmust now be added to act as inter-stage couplers
between pairs of dividers and to translate the bias between the output of one and the
input of the next. These common-drain amplifier stages suffer from loading by the bulk
transconductance, and are also a source of power drain and signal attenuation. These
flaws only serve to emphasise the beauty of the SOI divider’s circuit topology and the

ease with which the designer can proceed with their high speed design.

Without unstacking, all blocks that existed within the divide stack in the SOT imple-
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(a) Schematic of the first D-Latch circuit.

(b) Schematic of the first divide-by-2.

Ficure 7.1: Schematics of the first stage.
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(a) Schematic of the second D-Latch circuit.
(b) Schematic of the second divide-by-2.

FIGURE 7.2: Schematics of the second stage.

mentation now have to sit on their own current sources, with the added penalty of a pair
of clock transistors for each of its asynchronous dividers. At the point of coupling, the
same three options exist as pointed out in section 3.1 as well as subsection 5.1.2: resis-
tive divider, capacitive coupling and source followers. The source followers are naturally
a drain on power, but the on-chip coupling capacitors sadly present a large parasitic
capacitance to ground, as a large value is needed in order to keep the low frequency pole
well away from the signal of interest. The resistive divider suffers from a proportional
attenuation of the AC signal. One advantage with unstacking is the removal of the

cumbersome voltage bias network that is seen in the stacked divider case.

7.1.1 Input dividers

Figures 7.1(a) and 7.1(b) are schematic diagrams of the first divider, showing the compo-
nent parameters. The choice of clock transistor width is the maximum value specified hy
the quadrature generator. During the simulations of the quadrature generator, dummy
loads consisting of simple transistor stages were used to emulate a subsequent capacitive
load being a crude first order approximation of that found on the input of the passive
mixer and the programmable divider. This divider is designed to run on 2.5mA, split
between the master and slave latches, and together with the load resistor of 50092 re-
sults in an output common-mode voltage sitting 300mV below the supply. This choice
of current is found iteratively, as the input transistor size to this divider is constrained
as mentioned before. The current may be reduced as simnlations eventually showed the

dual-modulus divider to operate beyond 5GHz, but has remained a conscrvative fignre
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in this first cut of silicon so as to increase the chances of a functional circuit after fabri-
cation). The output of the divider is set to be approximately 600mV,, centred around
a 1.5V common mode voltage. This is the highest speed stage in this dual-modulus
divider, and so the currents in the subsequent cells can drop accordingly, allowing the
power drain to taper off, before the current consumption levels off per stage (there has
to be a minimum static current in a SCL structure set by the fact that the gate width

cannot be divided down to infinitesimal dimensions).

The pairs of schematics in Figs. 7.2, 7.3, 7.4, 7.5 and 7.6 show in detail the remaining
divider stages in this chapter’s design. After the third divider (inclusive), the currents
through each D-Latch remain the same at just over 300pA. The output swing in each
subsequent stage is kept the same, with the reluctance to go for lower current fueled by

the need for first time right silicon.

At first, all the currents through all the dividers were kept the same, inevitably making
it quite an inefficient but operational programmable divider. After functional simula-
tion, the currents were reduced in a binary fashion, keeping the output voltage swing the
same throughout, until the polysilicon resistors became too area consuming (high val-
ues of resistance imply a long length of resistive material and with it, attracts parasitic
capacitance to the substrate). As would be expected in such an asynchronous chain, the

first divider is the most power hungry amongst all the divide-by-2 blocks.
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{a) Schematic of the third D-Latch circuit.

(b) Schematic of the third divide-by-2.

I1GURE 7.3: Schematics of the third stage.
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FI1GURE 7.4: Schematics of the fourth stage
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(a) Schematic of the fifth D-Latch circuit

(b) Schematic of the fifth divide-by-2

F1GURE 7.5: Schematics of the fifth stage.
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(a) Schematic of the sixth D-Latch circuit.
(b) Schematic of the sixth divide-by-2.

FIGURE 7.6: Schematics of the sixth stage.

7.1.2 Phase selector

The phase selector shown in Fig. 7.7(a) is no exception to the unstacking and requires
both the clock transistors and the current source. This cell, although driven with a
frequency one quarter of the input to the divider, poses quite a challenge with so many
levels of transistors. The actual phase selector from the SOI divider can be placed with
resistors, clock transistors and current source transistors, bringing the tally to four ac-
tive devices plus a resistor and a 1.8V supply; this is quite a challenge. The alternative
is to split the phase selector operation into two stages: 1) choosing whether to accept
the quadrature inputs as they are or their inverses, 2) picking which quadrature to pass
to the next divider. In the latter case, three active devices plus a load resistor must
operatc within the same 1.8V supply, but there is now a need for a set of interstage
couplers between the split phase selector. However, it is preferable not to have these in-
terstage couplers as they consume extra power, especially when a large drop is required.
Simulations showed the complete phase selector to operate within a 1.8V supply and

hence is chiosen for the remainder of this design.

7.1.3 Level shifters

Regarding the source followers, those following the second divider have a greater drop
than the rest of the level shifters (determined by the need to drop three levels of MOS de-

vices as opposed to two,) but also suffer from the greatest degradation in high frequency
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FIGURE 7.7: Schematics of various other subcircuits.
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gain. Looking at the small signal gain of the source follower[1]:

v g
Vi Im + Gmb + R

where g, is the front gate transconductance, Ry is the load resistance of the source
follower circuit, and g, is the transconductance due to the body, any increase in the
bulk transconductance value will lower the gain (assume a large load resistance). This
term is almost inversely proportional to the bias across the source-bulk terminals (there
is a square-root function in the denominator acting on this voltage). When the source-
bulk voltage approaches zero, this transconductance approaches a value that is less than
unity (voltage swing dependent gain). However, simulations showed the phase selector
to have a high sensitivity at its inputs such that this was not a problem. These source
followers required a DC drop of 0.8V with the other available amplifiers needing to drop
0.5V between input and output. If the output resistance was made lower, then the level
shift would be even greater but at the expense of greater attenuation of the input signal,

as explained above.

7.1.4 Modulus control

The modulus control circuit was initially implemented as in the SOI divider (Fig. 7.8(a))
using a differential pair NAND gate in the stacking close to the load resistors. The aim
of this is to stop the state machine by forcing it into a ‘particular’ stable state, making
sure that the divider’s output prevents the subsequent dividers from toggling. Unfor-
tunately, thie problem arises with this particular stable state as the outputs are fixed
to a certain value (see Wave3 in Fig. 7.9), when set not to divide by (N+1). This
means that if the output of the divider is in any other state then the outputs will change
when the divider modulus is changed; this leads to an erroneous change of outputs, as
illustrated in Waved of Fig. 7.9. If the subsequent dividers in the F'SM are sensitive to
such an cdge, then they also toggle, causing the phase selector to change phase at the
wrong time and thus skip an input cycle. Instead, a transparent gate which holds onto
the last known value of the clock level when set to do so by the modulus control is the
solution (Fig. 7.8(b)). As Waves 5 and 6 in Fig. 7.9 show, the latch is transparent when
dividing by (N+1), but holds the last state when the modulus control toggles. Although
this may not be an issue in the case of a dual-modulus divider, it is fatal when included
in a programmable divider loop (if just the dual-modulus divider were used and the

subsequent, circuit were to allow a scttling tiine, then this error could be ignored.)

The SCL D-Latch in Fig. 7.10 hmplements this task, giving the desired operation.
Obviously, this is a power hinugry solution to the problem of modulus control, but nev-

ertheless, it solves the problem. The response time of this latch must equal that of the
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Fleure 7.8: Schematics related to the modulus control problem. where the upper

diagramn relates to the asynchronous modulus switching. leading to erroncous division

in a progranuunable divider loop. The lower diagram is a solutiou to the mentioned
problem.

last divider in the 16/17 divider cliain in order for it to operate correctly. This observa-
tion allows its desigu to be no wore power hungry than cacl of the latches in the divider
stage preceding it. and also the capacitance it presents to the output of the divider,
This latcll is not as power efficient as one in CMOS topology. but it does remove the
need for changing between CMOS to SCL logic levels with the signals running at a fow
hundred MHz (it should not be necessary to apply a conversion the other way. witl only
a DC level shift being required to centre the swing around the switching threshold of
the latch.) This cell has been desigued to cousiue 250uA but it should be feasible to

reduce the cwrrent further in this simple cell.

Figure 7.11 shows a schiematic of the CMOS-to-SCL converter that trauslates a CNOS
rail-rail modulus control input into a differential SCL signal. which confrols the afore-

mentioned latceh.
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Frcure 7.10: Schematic of the modilus control lateh.
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10k

FIGURE 7.11: Schematic of the CMOS to SCL differential pair.
7.1.5 Complete circuit

The whole divider is represented schematically in Fig. 7.12. The current bias is set
using a resistor between the input of a current mirror and the upper power rail. When
used in the IEEE802.11a LO, a very stable current reference of 25uA is made available
for the rest of the chip.

The observant reader should notice the presence of a great number of capacitors on the
outputs of some of the dividers. They are deliberately placed in the design (including the
layout) and their purpose is solely to balance the loads on the divider outputs, deemed
critical for successful operation at high speeds. With most of the dividers in the division
chain, capacitors have been placed on their redundant outputs, either the master or the
slave. This concern to guard against unsuccessful division at high frequencies is taken
to another extreme with a powered divider stage on the redundant pair of outputs of
the first divide-by-2 stage. The redundant divider’s outputs are then loaded with linear
capacitors; the motivation behind this action is to have a balanced operation at the
very high frequency end of the circuit. However, if one is to be thorough on this issuc
of matching, then the question can be raised as to why no source follower is present
between the output of the first divider and the clock input of the redundant divider.
The author acknowledges this as a mistake, but is satisfied with the effort to place some
active load, as opposed to none at all. The measurements in the next chapter will show
this oversight not to have marred the performance of this divider in the desired frequency
band.

The schematic in Fig. 7.13 shows the connection of blocks after connecting to bond
pads. A 509 output driver is placed after the dual-modulus divider to aid high frequency

characterisation. There are also a considerable number of on-chip decoupling capacitors
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FIGURE 7.13: Schematic of the divide-by-16/17 fabricated circuit.

in order to supply the transient charge due to high frequency transitious, coupeusating

for the effects of auy bondwire inductance.

7.2 Layout

In order to characterise the dual-modulus divider. a stand-alone copy of this cell. outside
the programmable loop, was inserted into a padring for characterisation and verification.
The divider ratio is fairly low and hence a division of 5GHz by 16 drops the frequency
down to around 300MHz. thus requiring a 509 driver. Looking at the individual layvouts
of the divider cells. it should he clear that the currents in the active regions travel in the
sauie direction. cither horizontally or vertically. This is also the case in the full doal-
modulus divider core. The arrangeiment of the trausistors and interconnect is largely
the saue for every cell. with the aspect ratio of the carlier dividers differing due to their
larger power drain. The conuuon feature amongst cvery divider cell is that the high
frequency signal is confined to a small radius about the centre of cach layout. hence
justifying the position of the current source transistors. As all the CAD models used
diring simulation use the RE extension. it scems sensible to use a layout on which the

model characterisation is based.

The phase selector pictured i Fig. 7.15(a) is a deviation from the rathier similar divider

cells pictured. The Hoorplan of this cell is dictated by the Hoorplan of the whole dual-
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(b) Second divider.

(¢} Third divider,

() Fourth, fifth and sixth dividers.
Frauvre 7.14: Layouts of the individual divider cells.

modulus divider. The arrangement of the transistors is similar to the circuit topology
shiown previously, with the redundant ontputs capped with linear capacitive loads as well
as polysilicon resistors. Tu such a critical cell. the need to balance parasitic capacitances
is o liigl priority. so that the quadrature phase relationship between the inputs is not
disturbed. Saying this. the frequency at which this phase selector cell operates has lower

sensitivity to such parasitics. unlike in the case of the 11GHz VCO.

Figure 7.16 is the last layout in this section. showing the taped out cell. The high

frequency sigual arrives on the left. with the divided signal emerging on the right hand
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FIGURE 7.17: Schematic of the divide-by-16/17 in a testbench arrangement.

side. The flow of operation loops back from the output to the phase selector control
inputs. Figures 7.15(b) and 7.15(c) show the simple active level shifters, that are placed
symmetrically in pairs between the divider stages. There is also a 5002 buffer placed
before the ground — signal — signal — ground pads on the right hand side for matching

and driving such low impedance without affecting the operation of the divider core.

7.3 Simulations

In this section, the simulation results are presented to show the dual-modulus divider
running. Figure 7.17 shows the test arrangement, with the conscious decision to drive
the circuit with the 12GHz quadrature generator. The quadrature generator incidentally
drives the ‘dummy’ mixer loads as well as linear capacitors for the output without the
dual-modulus divider. Although shown, the inductors are not relevant during the testing
of this cell, and this is because the circuit is in fact probed and not wire-bonded to a
package. However, it is useful to see the effects of bondwire inductance as the intention
is to have this cell within a LO loop surrounded by other transceiver cells, and driven

with the same power supply connection delivered through a bondwire.

Figure 7.18 presents the results after simulating the previous testbench with an 11Gllz
input signal on the input to the quadrature generator. The output of the divide-by-2
oscillates around 1.1V DC, which is slightly off the desired cominon-mode voltage. The
peak-peak swing of the dual-modulus divider input is 750mV at 5.5GHz. On its output,
a voltage swing of 700mV is produced. The upper graph in this figure shows the modulus

control input, with it dividing by 17 when the signal is low. The effect of the bondwire
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FIGURE 7.18: Simulations of the testbench with a 5.5GHz input. Top plot is the

modulus control signal on the ‘MOD’ port of the divide-by-16/17 unit. The middle

plot is the single-ended output, ‘divOut.” The bottom plot is the single-ended clock
input, ‘IPD, port of the divide-by-16/17 unit

inductance in series with the decoupling capacitors is shown in the output waveform;
note that the supply to the core of the chip jumps to greater than 2.3V before settling
back down to the nominal 1.8V. This is naturally a cause for concern, but a fault in the
simulation is not having the power supply ramp up to the nominal value in the space of

say a few milliseconds.

Although not captured, the circuit has been simulated to run as fast as 7GHz, exceeding
the specifications of the IEEE802.11a standard. This is enough margin for unaccounted
effects which could mar the performance of this cell and not allow the LO to operate up

to the upper edge of the desired band.
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7.4 Measurements

At the time of writing this thesis, no measurements existed solely for this dual-modulus
divider. However, the design has been included in an integer-N programmable divider
discussed in the next chapter. This design was found to function at the correct frequency

and measurements will be included in that chapter.

7.5 Discussion

Although the primary aim of the chip discussed was to provide a circuit function that
is suitable for 5GHz LO generation, a useful insight has been given into the bulk imple-
mentation of the topology and phase-select control scheme. The simulations have clearly

shown the circuit to work as well as in the desired frequency range.

Looking back at the circuit, it should be obvious that designing such a circuit in bulk
(schematically) is a challenge compared with the SOI design as one now has the back
gate effect manifesting itself. From a layout point of view, in the case of body-tied
PDSOI, the bulk design is far simpler, though with very high frequency designs, it is
necessary to place a large number of ground substrate contacts. The low power supply

does little to help the design, giving a low headroom for signal swing.

From a modelling point of view, highly accurate DC models are needed for short-channel
devices, especially in a low supply voltage scheme where errors cannot be tolerated. Such
models were made available for the project and the results in the next chapter provide
evidence of their essential role in the design. With the use of source followers, the need
for excellent RF modelling is now as important as ever, ensuring high frequency oper-
ation at the early stages of the divider, not seen in the SOI divider presented earlier.
Without such modelling, it would be hard to quantify parameters such as phase shift due
to the source followers and the attenuation in signal amplitude due to the capacitance

(rather than the gain) of such a buffer.

Being in its own pad-ring partially masks the true performance of the chips, with pad
parasitics and the output buffer. Saying this, by the time the input signal is divided
down to its output, digital cells from a library should be acceptable for later stages. As
in the SOI divider, it was decided to keep all dividers after the phase selector as static
dividers, at the expense of a higher current consumption. The benefit is that when the
quadrature outputs are needed, there is no need to convert back from CMOS to SCL in
order to generate those outputs. However, this conld well be considered a luxury and

should ideally be simulated against a hybrid dual-modunlus chain of CMOS and SCL
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divide-by-2’s.

The amendment to the modulus control function is implemented in this circuit and was
prompted by the simulations of the full programmable divider discussed in the following
chapter. The embedded NAND gate used in the SOI version, though simplistic, had a
certain output state when signalling the divider not to swallow a pulse, causing a mo-
mentary but significant glitch. With the subsequent dividers sensitive to it, erroroneous
division has been seen with such a scheme. The inclusion of the D-type latch acting as
a sample-and-hold circuit for the clock signals (see Fig. 7.8) solves this problem, again
at the expense of slightly higher current consumption. The operating characteristics of
the dual-modulus divider before and after such amendment are quite distinct and really
requires its inclusion in a programmable divider loop for the difference to make itself

apparent.
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Chapter 8

Programmable (513-544) divider
in 0.18um bulk CMOS

This chapter develops further the ideas presented earlier for the dual-modulus divide-
by-16/17 design already discussed, in the design of a 513-544 divider in a 0.18um bulk
CMOS technology. The internal configuration of this programmable divider is what
makes the PLL an integer-N PLL as opposed to a fractional-N PLL. The core of this
programmable architecture is the divide-by-16/17 circuit which, with some additional
sub-blocks, forms the heart of the synthesiser as part of a Philips Research project. The
design has been fabricated and successfully measured, and is able to run with input

frequencies up to 6.6GHz.

8.1 Circuit design

8.1.1 PLL architecture

The local oscillator used in the IEEE802.11a direct conversion receiver project (con-
ducted at Philips Research Laboratories N.V, Eindhoven, The Netherlands) is a fre-
quency synthesiser based on a PLL, whose frequency can be set to the centre frequen-
cies of the appropriate channels. In order to perform this discrete channel selection, a
programmable divider of some sort is required which, in our project, will come after
the 12GHz divide-by-2 circuit discussed in chapter 6. The actual style and operation of
this programmable divider is based on the chosen style of the frequency synthesiser. As
introduced in chapter 1, one can have a fractional-N synthesiser as well as an integer-N
synthesiser, each with its own merits and flaws. Although the fractional-N synthesiser
is said to have a better phase noisc performance and give the designer a greater degree

of freedom with the choice of the reference frequency and locking time, no comparison

245



246 Chapter 8 Programmable (513-544) divider in 0.18um bulk CMOS

of either architecture has been performed prior to the design showing whether the spu-
rious output of this style of frequency synthesiser would overshadow its benefits for this
application. Both contain the same number of divider blocks, but differ in where the
output is taken for phase comparison. In the fractional-N type synthesiser, the phase
detector is required to operate at a higher frequency. Owing to better understanding
and lack of time for further study, the integer-N PLL was the chosen style of frequency

synthesis for this project, though this is certainly not necessarily the optimum choice.

The choice of channel spacing in an integer-N architecture is governed by the reference
frequency arriving on one of the inputs of the phase detector. It is usual practice to have
a higher frequency divided down to the desired step size, as the phase noise of a frequency
divider is theoretically improved at its output. This follows the 20 - log10(IN) rule [3],
predicting the improvement at the output of any combined divider with respect to the
input phase noise, assuming the noise floor of the divider isn’t reached. The IEEE802.11a
standard operates in the 5GHz unlicenced national information infrastructure (UNII)
band. In this standard, an aggregate signal bandwidth of 300MHz is available, split over
two bands (the lower has 200MHz). There are 8 channels in the lower band and 4 in the
upper, each having a bandwidth of 20MHz. Within each OFDM (orthogonal frequency
division multiplexing) channel, 52 subcarriers are present, each being a BPSK, QPSK,
16-QAM or 64-QAM signals and the channel has the capacity to allow a maximum data
rate of 54Mb/s.

inputJj N/
(N+1)
Modt;lusT f Reset

control ‘
!
|

FIGURE 8.1: Block diagram for an integer-N programmable divider.

A step size of 20MHz would be an obvious choice for the synthesiser, but a conscious
decision to have a 10MHz step size was made, giving a finer granularity to frequency
selection if need. The drawback with this approach is that a larger set of division ratioes
emerge because a greater frequency multiplier is needed to achieve channel selection in
the same frequency band. This leads to a higher close-in phase noise at the output,
as secn i1 equation (6.1), which is not attenuated by the low pass filtering of the loop
bandwidth. Although the frequency divider circuit is said to reduce the phase noise
between its input and output, the phase noise (close-in, within the loop bandwidth) at

the output of the local oscillator goes up by the same factor.
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Concentrating on the lower band, the range of integer values needed are derived as

follows:

o the lower edge of the frequency band is 5.15GHz, which has to be compared with

[ 9 -
10MHz .. 535598 = 515

e the upper edge of the frequency band is 5.35GHz, which has to be compared with

10MHz -, 335X197 _ 535

From this, the integer range of the divider is [515, 535]. To achieve this with dual-

modulus dividers, one can use the architecture shown in Fig. 8.1 for integer division.

8.1.2 Division ratio

Referring to Fig. 8.1, the overall divider ratio is P(N+1)— M, where P > M for a dual-
modulus divider with ratio N/(N + 1), fixed divider, P, and a programmable counter
with a value M [5]. The variables M, N and P can be any integer though there are the
physical problems of implementing such a counter. The composition of the divider is
much simpler when using 2V division prescalers (with the programmable counter being
an exception). With division ratios falling outside this requirement, the result is dividers
that require additional combinatorial logic which can impede the speed performance of
the circuit. With the required divisors and the range, the ratios were found iteratively

as follows:
1. with a divide-by-2/3, the fixed divider can be 256, giving a ratio between 512 and
767 (or 513 and 768)

2. with a divide-by-4/5, the fixed divider can be 128, giving a ratio between 512 and
639 (or 513 and 640)

3. with a divide-by-8/9, the fixed divider can be 64, giving a ratio between 512 and
575 (or 513 and 576)

4. with a divide-by-16/17, the fixed divider can be 32, giving a ratio between 512 and
543 (or 513 and 544)

5. with a divide-by-32/33, the fixed divider can be 16, giving a ratio between 512 and
528 (or 513 and 527)

Following the decision to implement the phase select architecture of chapter 4 in bulk

CMOS, the first two configurations were ruled out. The second of the two requires at



Bias,

1PD

NIPD

Bias,
IPD

NI D
MOD

Vnn

16/17

NOPD

PD

Differential-to-CMOS

converter

Vbn

Inp

nlnp

<—gnd

Zero

0O
53
INP

[\

with “zero
detect'

VDD
a0 a0 >E
al al
a2 a2 5-bit ModSelect
Comparator o
a3 a3 &
a4 $

~ |

prgDivider_out

DO B—— b0
DI B—— bl
D2 B——{b2
D3 B——b3
D4 B——] b4

FIGURE 8.2: Schematic of the programmable divider core.

8¥C

SOWD 3[nq wWrigr (g ul BPIAIP (ppG-£1G) S[qewureIsol § 11dey)



Chapter 8 Programmable (513-544) divider in 0.18um bulk CMOS 249

a0
::r) 2.5
b0 xn2pd 1R

0.18

al M 0
::)Dor nd4pd ModSelect

bl xn2pd
2 nr2pd
b2 xn2pd
a3 M6
b3 xn2pd 0.18
a4
b4 xo02pd

(a) Schematic of the digital comparator.

CMOSI1617out [

nd3pd nd2pd

Zero

ivpd nr2pd

(c) Schematic of the extra divide by 32 circuit.

F1GURE 8.3: Schematics of various cells.

least one divide-by-2 stage (which will also be a part of the state machine) after the phase
selector to avoid race conditions. The fifth proposal is also ruled out, with the range
of divisors falling short of the target. The decision to choose the divide-by-16/17 over
the divide-by-8/9 was based on the frequency at which the control signals to the phase-
selector toggle. With the higher division ratio, the signals have more time to settle. The
divide-by-8/9 option may insinuate more divider cells designed in a CMOS topology
(i the overall programmable divider), but this would require custom designed latch

cells because library cells would not be able to cope with such a high inpuat frequency,
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As mentioned before, the motivation to keep the signals in SCL in our divide-by-16/17
throughout the loop is based on the desire to have true differential signalling and to
remove the overhead of translating the CMOS signal to an SCL one in order to control

the phase-selector.

8.1.3 Transistor level design

Figure 8.2 shows the schematic of the programmable divider, with ratios 513 to 544
inclusive. The dual-modulus divider from Chapter 7 is used unchanged. Its SCL output
signals are converted to rail-to-rail CMOS (using the circuit shown in Fig. 8.3(b)), before
driving a fixed divide-by-32 cell (Fig. 8.3(c)) containing Philips 0.18um CMOS library
standard cells. The input frequency to this cell is over 300MHz and thus, due to the
compactness of the design, should be simulated with extracted interconnect parasitics,
together with MOS model 9 transistor models for the PMOS and NMOS transistors.
The RF extensions to the MOS model 9 cannot be used for these cells, as the physical
layout of the transistors in these digital cells do not follow the style of layout modelled
by the RF extensions (for example, there is only one contact to the polysilicon gate and
the lack of substrate/well taps per transistor increases the body-to-substrate terminal

resistance.)

In order to toggle the modulus of the dual-modulus divider, a digital comparator checks
the output of the fixed 5-bit counter with a programmed code designating the desired
the division ratio. The choice of cells is based on the delay through each logic gate, with
the fastest chosen for every gate, making sure the fanout isn’t violated. The same is

true for the fixed divider. The Boolean equation for the circuit in Fig. 8.3(a)is :

Q = (a0 - b0 + a0-b0) - (a1 - b1 + al-b1) - (a2 - b2 + a2-b2) - (a3 - b3 + a3-b3) + (ad-bd + ad -

(8.1)

The output of the programmable divider is in fact the same as ‘a4’ marked on the divide-
by-32 fixed counter (in Fig. 8.3(c)), and will generate one full cycle for every 513-544
cycles on the input of the dual-modulus divider, depending on the 5-bit word that is

present on the inputs of the digital comparator.

The last cell in this loop is a D-type flip-flop which toggles the modulus control input.
When the output of the digital comparator toggles (signalling a match), the transi-
tion at the output is scut to this flip-flop, causing its output to change from logic 0
to logic 1. When the fixed divider (counting down) rcaches zero, the flip-flop is reset,
and the dual-modulns divider begins to divide by the inital divisor at the beginning

of the next cycle. The llip-flop’s CMOS rail-rail signal is fed back to the dual-modulus
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FIGURE 8.4: Schematic of the taped out programmable divider.

divider where the translator of Fig. 7.11 buffers the signal appropriately for internal use.

At the beginning of this chapter, we gave possible combinations of fixed- and dual-
modulus dividers that, when connected together, resulted in the minimum range of
divisors. For our choice of dual-modulus divider, there are 32 consecutive integer di-
visors, ranging from 513 to 544 inclusive. The 5-bit input word required to select the
divisor ranges from ‘11111° for 513, to ‘00000’ for 544. The dual-modulus divider’s de-
fault modulus is 17, and the fixed counter is wired to count down in sequeunce, starting
from ‘11111°. When the input (b4,b3,b2,b1,b0) is ‘00000’ the single flip-lop remains
in its default state and 32 output cycles emerge at the fixed counter output (‘ad’), cach
with a period equivalent to 17 dual-modulus divider inputs, amounting to division-by-
544. When the input is ‘11111, the flip-flop will instruct the dual-modulus divider to
divide-by-16 immediately and will do so for every output cycle (31), until the output of
the fixed counter (a4,a3,a2,al,a0) reaches ‘00000°. At this instant, a ‘zero’ state is

detected and the single flip-flop at the end of the programmable divider is reset hack to
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its original state to divide-by-17. The fixed counter will complete an output cycle with
this input (17 dual-modulus input periods in length). Thus, the overall division will be
16*31 + 17*1 = 513.

Had the default divisor of the dual-modulus been 16, and the fixed counter counted
‘up’ in sequence, then the range of divisors would be 512 to 543. The expected 10MHz
output of this circuit is a CMOS rail-to-rail voltage and is taken from the MSB of the
fixed divider.

The final schematic shown in Fig. 8.4 shows the divider core surrounded by pad cells
instances. For quick testing, it was decided that probing the wafer would retrieve results
quicker. Considering the tight space around the probe station chuck where the probe
holders sit, the number of pads that can be probed is limited so, in our design, where
a 5-bit digital input is required, a serial input pad is placed in the pad ring to reduce
this pad count. This pad feeds the input to a serial-in,parallel out register, clocked by
the signal arriving on another pad (marked ‘CLK’). The pad count is such that one
‘ground — signal — signal — ground’ set accounts for the 5GHz input, 4 DC pads are
used for circuit ground, current bias, circuit supply voltage, 10MHz CMOS output, and
the finally another ‘ground — signal — signal — ground’ pad set accounts for the divide

ratio serial input and the corresponding register clock.

8.2 Layout

The bulk of the layout has already been described in Chapter 7, with the dual-modulus
divider at the heart of the layout. The additional cells in the programmable divider
loop have been added to the layout of the dual-modulus divider. These cells are col-
lected in Fig. 8.5. Layouts constructed using RF layout transistors are consistent with
the need to have all active area currents travelling in parallel directions. In the case of

the library cells, this is not possible and so the matching issue is forgone with these cells.

With the circuits built around standard cells, these digital blocks have been cascaded
where possible, making full use of their individual floorplan attributes and minimising

additional routing.

The pad layout in Fig. 8.6 shows how little is changed between this circuit and the design
described in the previous chapter. It should be pointed out that the pad assignments

are diflerent with the output found on only one pad. The GSSG pad arrangement on
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(a) Layout of the CMOS to SCL differential pair. (b) Layout of the digital comparator with standard

cells.

(d) Layout of the divide-hy-32 cell using standard

(f(‘.“f‘i.

(¢) Layout of the SCL to CMOS opamp.

F1GURE 8.5: Layout of various cells.

the right hand side has one signal pad designated for the divider output and the other
for clocking the division ratio register. The current bias is set on the corner pad at the
top left. whilst division ratio is progranumed into the internal register via the bottom
right-hand pad. The signal pad in the top right corner resets the register. As before,

considerable power supply decoupling is placed on chip close to the core of the divider,

8.3 Simulations

As part of the verification. the cirenit in Fig. 8.2 is simulated before commmnencing layont.
Being a large-sigual circuit. performing small-signal ac analyses shows very little as the
cirenit is far from behaving linearly. During transient simulation. each divisor has bheen
verified (with a >5GHz iuput.) nsually in pairs to see if the divider hangs when chianging

divisor. As there are 32 possible divisors. it is not very informative to reproduce tran-
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Frovre 8.6: Layout of the taped out programmable divider.
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sient output plots for each and every one, and therefore in Figs. 8.7 to 8.9 shows only
those at the boundary of the group as well as one in the centre. As in the dual-modulus
case, the programmable divider is driven by the 12 GHz divide-by-2 circuit described
in Chapter 6 with a 10.7GHz clock signal on its input (thus translating to a 5.35GIHz
clock on the programmable divider input.) The input power level on its input remains
the same as that from the corresponding simulation in the previous chapter. The reason
behind this is that the additional circuit presented in this chapter does not introduce a
global feedback loop. With the decision to change modulus affecting the switching of
the circuit half-way into the dual-modulus circuit, the input stage to the dual-modulus
divider and hence the programmable divider remains the same as in the previous chap-
ter.

Though important, problems with the extraction tool hindered the manual extraction
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FIGURE 8.7: Screen captures output nodes of the complete divider (MSB output of
the fixed divide-by-32 cell) after running transient simulations with a 5.35GHz input.
Division by 513 (11111).

of parasitic capacitances of the divider circuit. To allow for the uncertainty resulting
from this limitation, the dual-modulus divider has been designed with a margin such
that the pre-layout simulations show the divider to operate at a higher frequency than
the upper limit of the frequency band. Simulations with an input frequency of 7Gllz

have been performed successfully.

Unfortunately, no phase-noise value has heen extracted from simulations to check how
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well it follows the expected relationship. The *Periodic steady-state” analysis tool [1] [4]
failed to converge at the time of the simulation. It is thought the mixture of wodels
(plain MOS model 9 and MOS model 9 with RF extension) caused this failure. but this
was difficult to conclude. One can simulate a pair of circuits with a conunon input and
& rad phase shift in one path before mixing the result down to baseband. The output
transient simulation is then subjected to a n-point FFT in order to generate a discerete
spectrumn of the baseband result. Unfortunately. such simulation fails to show the true
noise floor of such technology with equipment connected. resulting in an optimistic au-

Swer.

Another simulation that has been omitted is the input sensitivity plot. The algorithm
used to extract such performance relies on identifying the correct mininnun power level.
with a slight quantisation error. For the divide-by-2 circuit, more than 24 hours were
spent generating such data. With this programimable divider, the need to simulate long
cycle times iteratively witli a high resolution at a high frequency makes the simulation
prohibitive. Without extracted parasitics of the taped out divider, any simulation would

be dubious.

8.4 Measurements

The programmable divider was successtully fabricated in the Philips CMOS1S digital
process and a photo of this chip is shown in Fig. 8.10. Although the divide-by-16/17
divider discussed in chapter 7 is the key to this programmable divider. there is no ex-
plicit output (1or is there a tap to the modulus control input) from that dual-modulus
divider, in order to test its functionallity. Tapping the dual-modulus divider's output
would have required a high speed butfer that was capable of driving a large capacitive
load at a pad, whilst presenting a low capacitive load to that divider ontput. Though

possible, time was a key factor in its omission.

The measurelents on the returned samples have demonstrated that the programmable
divider functions correctly. and within the frequency band of interest. Frowm this. it is
acceptable to infer that the dual-modulus divider is functioning correctly. though its
performance (phase noise, power conswnption. cte) Is masked by the rest of the pro-

grainable divider.

The measurcent setup for testing the die is shown in Fig. 8.11. The sigual generator
aid spectrn analyser are equivalent to those used in Chapter 6. After generating the

differential signals using a hybrid coupler. ou-chiip DC blocking capacitors prevent DC
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Fraure 8.10: Chip photo of the fabricated programable divider.

[rom the signal source arriving on the inputs to the divider core. The bias is set using
the same arrangement as in Chapter 5. The input bias voltage to this programmable
divider is equal to the output common-mode voltage of the bulk divide-by-2. With the
passive mixer in the receiver chain dictating this common-mode voltage. the following
measurements must adhere to this specifeation for the results to be credible within the
context of the ITEEES02. 11a project. (NOTE: The DC blocking capacitors and input
counon-mode voltage generator have not been described explicitly in the design sec-
tion ol this chapter. as they were included iimmediately prior to tape out by engineers
Nenad Pavlovie and Domine Leenaerts of Philips Rescarch Laboratorics NV to alle-
viate the need for external DC blocking capacitors and bias tees. The dowuside here. is
that the input commnon-tode voltage is set via the master current bias, which also sets

the curvent in all cells that nse souree-conpled logic.)

The division ratio is entered i a serial fashion nsing a DC source (mains-derived). as

was the reset couneetion to the division ratio register. A battery powered data clock
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generator provided our 1.8V single-ended CMOS clock for the register as it needed a
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Ficure 8.12: Input sensitivity curves for the programmable divider.

Althongh no explicit oscilloscope plots are show of the low frequency output. a spectrimn

analyser was used to check the correct output frequency. Owing to bad probe contacts,
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the power supply to the chip had to be raised. resulting in a current consumption
of 12.6mA. with a 2.5mA current bias. One sample was tested for all divisors from
513 to 544 inclusive at 5. 15GHz. The minimum current consuined by the divider for
successful operation was found to be 11.8mA. Four other samples were checked for
the following division ratios: H13. 514. 516. 520, 528, 529, 537, Hh41. H43, 544. Figure
8.12 graphs the measured sensitivity of the programmable divider, under the conditions
given. The results clearly show high sensitivity within the lower band of the IEEE802.11a
wireless specification. It is also encouraging to see the programinable divider functioning
correctly over such a broad range of frequencies, with the top frequency being noted as
6.6GHz.

8.5 Discussion

This bricf chapter has described the incorporation of the 16/17 dual-modulus divider
within an integer-N divider loop. Together with the correction of the modulus control

circuit, crror-free operation has been simulated beyond 7GHz.

With the output frequency of the dual-modulus divider dropping to around 300MHz,
the CMOS library cells hiave been used after converting the SCL signal to a CMOS logic
output. resulting in a low current circuit as well as a quicker desigu process. The probed
measureients have demonstrated the design to work as high as 6.6GHz, with a slight
deviation in power supply and current consumption from the values used to simulate
the design. High input sensitivity within the target frequeuncy band from 5.15GHz to

5.30GHz hias also proved the success of the desigu.

Owing to the choice of reference frequency. frequency band of operation. and centre fre-
quency of the baud. the dual-modulus divider has an -open-loop’ forward division ratio
that is 2V making life simpler and not having to add glie logic to adjust the moduli. By
virtue of the particular centre frequency of the band of interest. the extra fixed divider
cal be kept as small as possible without having to raise the value excessively in order to
sclect the required chiannel; this may result in a large number of redundant divisors. By
making both the dual-modulus divider and the fixed divider integer radix powers of 2.
the iplinentation can be kept simple with the complete divider comprising a straight-
forward cascade of divide-by-2s. as opposed to say a divide-by-35 or a dual-modulus

divide-by-22/23.

The fabricated programmmable divider yielded a fully functionally cireuit, operating
withiu the frequency band of interest. Initially. a conscious decision had been made

to exclude the input common-nrode stage and DC blocking capacitors. They were left
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outside, in order to check the divider’s tolerance to variation on the input common-mode
voltage. One could designate a pad where it is possible to override the common-mode
voltage (as in SOI dual-modulus divider case,) but this requires another pad and the

chip can become difficult to probe.

8.5.1 Further work

Although no phase noise simulation or measurement is included in this chapter, a sep-
arate fabrication attempt of the dual-modulus divider would pave the way for a com-
parison between a fractional-N and an integer-N synthesiser in a deep sub-micron bulk
CMOS process. The literature has noted the phase noise of a fractional-N implementa-
tion to be the superior amongst the two [2], but the fractional reference spurs around
the synthesised centre frequency was cause for concern. The wireless LAN specifica-
tions were generous and thus sticking with the integer-N implementation may not prove
to be fatal. It is agreed that simulations and studies should be performed to evaluate
which is best. However, transistor-level simulations can be very time-consuming and
may not even converge with the vast number of circuit nodes {each simulation of our
programmable divider generating two output cycles required more than 4 hours). As-
suming that powerful, dedicated computing resources, as well as time, were not an issue,
then a A¥-modulator would still need to be designed and simulated for the fractional-N

synthesiser.
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Chapter 9

Summary, Conclusions and
Further Work

This final chapter offers conclusions to the initial aims of the research, together with a
summary of the results obtained in the latter half of this thesis. The central aim of the
research has been to investigate a means for lowering the power consumption in high
performance transceiver designs. More specifically, to look into very high speed, low
power divider circuits for use within local oscillator designs found in radio transceiver
architectures. The frequency divider is one block which runs at the highest signal fre-
quency (and hence is a heavy consumer of power) in a phase locked loop for coherent
indirect frequency synthesis [4]. The VCO is another example of a circuit which runs at
the highest signal frequency and thus is a drain on the battery life in portable applica-

tions.

Chapters 1, 2 and 3 draw out the context in which our motivation is applied. The review
material has set the tone of the work as well as focussing the attention on frequency
dividers. With the circuit topology predominantly being source-coupled logie, a review
is included with a discussion on the large signal DC and transient behaviour associated
with this logic style. A ring-oscillator is central to the analysis of the logic’s transient
behaviour, with equations attempting to follow the trend of the circuit speed, based
on a selection of MOS miodel parameters. However, these equations are far from com-
plete, and deviate from the true operation where short chains based on short channel
MOS devices suffer from a lack of second- or higher order modelling, leading to an error
between the analytical expression and the results of the circuit simulator. A brief chap-
ter follows this review, looking at some previously published frequency dividers other
than the architecture used for our dual-modulus dividers, arguing their merits and flaws,

and showing the variety of circuits investigated by other anthors for specific applications.

1
o
[a |
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In chapter 4, a new phase selector circuit is developed from a published idea that has
been chosen because of its suitability to the problem of reducing the number of circuit
blocks operating at the highest signal frequency. A new circuit topology is presented,
together with a glitch-free controller, that is crucial to the implementation of two dual-
modulus divider circuits in later chapters. In order to show its merits, the chapter relies
on a specific set of diagrams justifying its suitability to the phase selector scheme, as
well as verifying the controller’s ability to switch between phases without fearing race

conditions on its output lines.

Chapter 5 is the first design chapter in which a concept is taken forward and implemented
in silicon, describing much of the core contributions of this study. A stacked SOI logic
scheme is developed which exceeds the power supply limit usually given by foundries.
This stacked arrangement also lends itself to the idea of current re-use, where circuit
blocks close to the upper power rail are able to sink their bias currents into other circuit
blocks; this follows the exact theme of this research, namely power reduction in high
speed cells. The new phase-selector topology of Chapter 4 is ‘adapted’ for use within
this stacked SOI logic scheme and the chosen circuit topology is a vast improvement
(in terms of transistor count) on previous designs. The design evolves further with a
new dual-modulus 64/65 divider circuit using the stacked SOI logic and current re-use,
exploiting a technology feature. This divider is designed to operate above the maximum
power supply quoted for this technology, without having to worry about back bias ef-
fects in the MOS transistors. The control unit described in Chapter 4 is implemented,
so that the phase selector suffers no phase change transient. Together with the layout,
the design flow used has been experimental and developed at Southampton University
including parasitic capacitance extraction of the metal interconnect lines. The concept
of stacking divider stages, along with the phase select topology and glitch-free controller
are proven to work with actual measurements, illustrating competitive performance. In
particular, the power consumption of the stack of dividers is an impressive figure, though
this figure is masked by the current consumption of the rest of the circuit block. Over-
all, the architecture gives the least input load and has the fewest blocks running at the
highest signal frequency relative to designs based on synchronous dividers sitting at the

front of the dual-modulus design [3].

Staying on the topic of high speed frequency dividers for portable transceiver appli-
cations, chapter 6 presents the challenges of a very high speed quadrature generator
based on a master-slave divide-by-2 circuit. This work has been targetted for a 0.18m
bulk CMOS process, predominantly optimised for large-scale integration (LSI) within
digital applications. The circuit topology is again based on source-coupled logic, with
the nister-slave action giving the required quadrature outputs. A preceding VCO (not

designed by this author) is presented with minimum load, and the divider's transistors
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have been dimensioned to enable a passive mixer to be driven directly in a 5GHz wireless
LAN application. This frequency divider has been fabricated and measured to run with
input frequencies up to 12GHz. The chapter also collects results from its direct inclusion
in a VCO-divider combination and a low jitter PLL for a 10GHz optical application.
These application designs are crucial in drawing out the divider’s true performance, as
power hungry buffers become redundant and the actual power consumption of the di-

vider at 10GHz and beyond shows its competitiveness.

Chapter 7 continues with the wireless LAN target application of chapter 6, though moves
back to the design of a dual-modulus divider, with division ratios 16 and 17. The same
pliase-select architecture of chapter 5 is chosen, but has the important distinction of be-
ing implemented in a 0.18um bulk CMOS process. This has led to the circuit topology
reverting back to classical voltage-mode cascades of the divide-by-2 stages, with high
speed level shifters playing the role of interstage coupling. The phase selector of chapter
4 is adapted to bulk CMOS technology and is designed within a restricted power supply,
without having to ‘unstack’ the 4-to-1 line selector into 3 separate 2-to-1 multiplexors.
The method of modulus control is another difference compared with the SOI divider,
as the embedded NAND gate was found to be the culprit for erroneous division when
incorporated in a programmable architecture. The remedy was to include a low power
SCL latch in the signal path to block any further edges clocking the 8-state controller.

Simulations have shown the circuit to function with input frequencies up to 7GIiz.

The final design chapter incorporates the divide-by-16/17 circuit in a progranumable
architecture with integer moduli ranging from 513 to 544 inclusive. The dual-modulus
divider forms the core of the circuit and is the only section of this circuit to receive the
highest frequency input of 5.5GHz. Thus, with much of the crucial design work done in
the dual-modulus divider, standard library cells have been added to complete the rest
of the circuit, excluding one circuit which translates the SCL signal levels to rail-rail
CMOS levels. The modulus is selected using a 5-bit binary input with CMOS logic
levels, making it easy for integration with a digital controller designed with standard li-
brary cells. The full programmable divider has been fabricated in a 0.18m bulk CMOS
process and characterised to work up to 6.6GHz, as well as demonstrating high input

sensitivity within the required 5.15-5.35GHz wireless band.

The designs presented in this work have relied heavily on robust compact transistor
niodels for sub-micron CMOS technologies. The SOI dual-modulus divider was designed
using the STAG SOI model with 0.35pum CMOS PDSOI parameters. At the layout
stage, an extraction rules file was available and adapted to our parasitic cxtraction
tool, though no RF modelling was performed on the devices with footprints specific to

RF circuit design. This is one reason for the large discrepancy hetween the simulated



268 Chapter 9 Summary, Conclusions and Further Work

and measured maximum frequency of the SOI divider. In the case of the bulk CMOS
dividers, the MOS models used have been developed with a considerable number of
man-hours and resources, both in the DC model and the RF model. Characterisation
of MOS devices with a special footprint suitable for RF circuit design is evident in the
results for each divider. The lack of a qualified design flow in the SOI design has shown
itself to be a prerequisite in high performance analogue IC design, not just for achieving
functional silicon samples, but also for designs that need accurate biasing, signal swings,

and top end frequency operation.

9.1 Further Work

Although the thesis has been completed, this does not mean the work on SCL frequency
dividers is over. From the beginning of the work, it was always agreed by this author
that a comprehensive analysis leading to a design method on how to design frequency
dividers completely was needed. Once you have parameters for the input operating
frequency range, power supply, technology, and/or output swing, as well as the circuit
topology, there should be a set of equations showing whether the specifications can be
met and how to dimension the transistors. The first order analysis of the SCL ring-
oscillator shows gaps in its understanding at large-signal level. The published literature
used in the analysis is far from giving useful design equations, constraining each stage to
toggle continuously and not settle at one of the logic levels. Thus, more of an analysis
on the SCL divide-by-2 stage is definitely required in order to obtain better analytical
models. This is fuelled by the complexity of future designs in more advanced processes,
with compact models becoming more and more thorough. Once found, such an equation
would give an optimum operating point and, with more parameters, possibly a trajec-

tory or trend as to where the fastest configuration occurs.

The SOI dual-modulus divider certainly has scope for optimisation and design improve-
ment. As discussed in chapter 5, a more confident design flow would pave the way for
lowering the current consumption amongst some of the lower speed divider stages in
the design. The DC performance of the STAG MOS model should aid in lewering the
redundant power consumption of the bias networks. Although the stacked SOI divider
concept has been proven with measurements, it is by no means the best solution to the
problem of frequency division if offered the choice of PDSOI CMOS technology. The
phase selector circuit could benefit from optimisation, and would certainly prove worthy
of more investigation. A better architecture, other than phase selecting, is certainly
possible too, but long simulation times have prevented the author from exhausting all
possibilitics.  With different architectures comes the possibility of different functions
too (for example, a gquad-modulus divider). Hence, there is much scope for developing

SOI stacked logic styles in general. At the circuit level. attempts had been made by
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the author to modify the design to have PMOS transistors for the divider loads, where
their gate terminals would be clocked too, changing its behaviour. In recent times, this

method has proved popular in high frequency designs [2].

Remaining with the SOI divider, a ‘power up/down’ strategy needs to be defined for the
stacked circuits. As there is a strong dependency on voltage biasing within the divider,
it seems logical that each of the bias levels be powered up and down in sequence to
prevent fatal destruction of the circuit when first powered. The design is also in need of
on-chip decoupling capacitors and very high speed electrostatic discharge device (ESD)
pads that are strong enough to handle the likelihood of discharge around a laboratory
bench. The test board on which the bare dice were mounted could also be redesigned
to allow a second chip to be mounted and have high quality phase shifters and summers

for phase noise measurements.

On the topic of the basic division-by-2, one circuit that could be investigated in parallel
with the design of a VCQO, is an injection-locked divider. Such circuits have proved thew-
selves to be low power consumption circuits [1]. However, in the case of SOI technology,
the lack of a broadband inductor and varactor model based on the SOI CMOS process
made this difficult, given the time constraints. It was also dismissed as a choice for the
quadrature generation in bulk CMOS design technology owing to the large silicon area
occupied by the pairs of inductors. Ironically, scalable broadband inductor and varactor
models existed in the bulk CMOS design flow, whereas silicon area was a little more

abundant in the SOI tapeout, with more allocated than needed.

In the case of the bulk divider circuits, phase noise measurements of each would sup-
plement the results in this thesis very well. In order to do this, two similar dividers
(preferably adjacent to one another on a wafer) would lhave to be wire-bonded on to a
high frequency substrate and driven with identical signals, with the output of one being
phase shifted by 7 rads and summed with the output of the other identical divider, be-
fore low-pass filtering and plotting the results on a spectrum analyser. As mentioned in
the penultimate chapter, a study would be ideal to see whether design time and silicon
area is justified for a fractional-N synthesiser over an integer-N implementation. Had the
phase noise specifications of the local oscillator been more stringent, then the frequency
synthesiser design may have swung in favour of the fractional-N implemention, with somce

clever spur rejection such as dithering pulse code modulation or high order loop filtering.

Finally, the dual-modulus dividers in this thesis, have centred around a phasce selection
architecture. Naturally, the SCL divide-by-2 stage based on a master-slave flip-flop lends

itself to this method of dual-modulus division. At the architectural level. the phase sclec-



270 Chapter 9 Summary, Conclusions and Further Work

tion scheme is not restricted to having two asynchronously cascaded divide-by-2 stages
preceding the phase selector, with permutations of one (phase selector outputs sepa-
rated by half an input cycle) and upwards entirely possible. This is irrespective of its
implementation in either a bulk CMOS- or PDSOI CMOS technology. With respect to
the phase selector transistor implementation, the current steering topology is difficult
to implement in bulk technology, whereas the PDSOI CMOS technology has been ex-
ploited to make it suitable for integration in a submicron technology, even at very high
frequencies. That is not to say, that the architecture itself is against the use of bulk
CMOS technology, and examples have been given where non-current steering topologies
have been designed to carry out the same procedure, albeit with less elegance than that
achieved with the PDSOI CMOS technology presented in this dissertation.
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Appendix A

Design of test alumina board for
dual modulus 64/65 frequency
divider (SOI)

The design and configuration of the SOI chip testboard has been kept out of the main
section of the thesis. For completeness, it will be set out in this chapter for the interested

reader.

Figure A.1 shows the schematic of the test board. Owing to the high power supply,
special arrangements had to be made such as with the regulators. The 6.8V power
supply is supplied by a variable power supply and, as there are pads on the chip with
signals above 3.3V (power for the technology), ESD protection diodes had to be placed

on chip to protect these nodes. Hence, a variety of regulators are mounted on the tile too.

The 50¢2 characteristic transmission lines are sized with the help of equations and man-
ufacturing details. ThickFilm Circuits Lid fabricated the tiles on a 0.635mm thick
alumina (95% alumina, dielectric constant of 9.5) substrate, with a nominal 0.014mm
thick conductor. As the wirebonder in the clean room at Southampton had specific
requirements, two types of conductors were needed. For general soldering, a solderable
silver-palladium (20-30mf2/0J) was layered and actually covers the majority of the tile
(top- and underside.) Any location where wirebonding was needed, or placement of die,
and a gold (3m€2/[J) paste was printed. The gold paste was actually layered and over-
lapped some of the silver-palladium lines, in order to make contact before being fired in

a furnace.

As shown in Fig. A.2, the actual divider circuit with pads sits in a corner of the entire
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T'IGURE A.1: Schematic of the testboard.

die. The die dimensions are 3.5mm by 3.2mm. A serious error in the picture and hence
the fabricated design, is its position on the die. It would have been desirable to have
the high frequency inputs as close to a sawn die edge as possible, thus leading to smaller
inductance bond wires. The diagram in Fig. A.2 also shows the intended footprint of

the gold conductor at the centre of the tile.

As the hope was to have 5GHz signals fed to the differential inputs, transmission lines
were designed as a feed. The choice of coplanar lines (with a ground plane) and grounding
regions along the length of the line implies that more of the EM energy can be contained
within the dielectric. The dimensions of such a line are obtained with the following
equations (refer to Fig. A.3):

(A1)
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Erp = ’—'_,'—' (tanh (1.785 “logry (%) + 1.75) o
S ‘—h’—“ (0.04 — 0.7k +0.01-(1-0.1-¢.)(0.25 + k))). (A.6)

where ;({,(IZ) is the ‘complete integral of the first kind,’ €,. is the effective relative permit-
tivity, and Z,e, is the characteristic impedance. These equations ignore the conductor

thickness, and thus its inclusion would yield the following equations:

W.=W—A (A.8)
S, A
o = z ~k+(1-kH)— A.
b= g, SRRy (8.9)
1.25 ¢ 4.7
A=t (1 +in (LS» (A.10)
™ t
301 K'(ke)
Loy = —— * — All
&L /_€r(¢t A (ke) ( )
0.7 (€re — 1) - L
L _ w
€re = €re K(k‘) + 0.7-4 (Al?‘)
K'(k) w

A thorough treatient of these cquations has been omitted, as their use was purely
cngineering and no modification was intended [2]. To check their accuracy. a field
solver or advanced tool such as Agilent’s ADS [1] could be used.  Unfortunately. a
lack of familiarity coupled with a shortage of tine prevented this and. instead. a free-
ware application, "AppCAD’". was used to howe in iteratively on the correct dimensions.
By having S=0.4mn, W=0.3mm. h=0.635mm and €,=9.5. AppCAD yields Z,=52.3Q
and €,;,=5.31. Using the equations without strip thickness (equations (A.1)-(A.6))
gives k=0.4, k'=0.917. /%}i%z().(i!ﬁl. Zop=01.34. €,..=4.9. By including the condue-
tor thickuess (t=0.014mm). cquations (A.7)-(A.12) give A=0.0383mm. S.=0.4383mm.
W,.=0.2617mm. k,=0.4558. k'.=0.89. ,’\‘f,‘(’;j"?):(J.?d;‘zx, iy =584 and €yt =4.72. Tt
must be stated that the values desceribed are not -lucky ™ values and have actually been

iterated to “liome” i on the planar dintensions of the transwission lines. With the board
wanufacturers stating the minimmn track width and separation cach to be 200pum. the

values generated do not conflict with their process.

When laviug down the lines. certain design rules have to be obeyed. Two factors gov-
cruing this are printing resolntion and the connectors acting as an interface between
the microstrip transmission line and the coaxial transiission line counecting the source.

With the aim to keep the input section svimmetrical. a centre” line between the two input
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pads on the die would coincidentally represent the line marking half the pitch between
the two central conductors of the SMA conductor. To reduce the bondwire inductance.,
the differential pair of transmission lines carrying the high frequency input power has
to be kept to very close together. On the other hand. the flange of the SMA conductors
extends either side of the centre point of the connector. This forces the transimission line
to change direction twice to bring the lines together. Two right-angled turns have been
inserted into each line and there is a slight. but noticeable. tapering at the SMA-end
of the transmission line to make soldering the central conductor to the board casier.
The obvious choice of turns would be right-angled turns such as the one shown in Fig.
A.4(a). Unfortunately. as shown in its accompanying model [3]. inductance is present
representing the disturbance in current. By chamfering the corner like the one shown in

Fig. A.4(b) (where Ba0.57w), the inductance can be eliminated from the model [3].
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Fiaure A.4: Ways to lmpletnent a bend in a microstrip.

The finished board with components has been captured and is shown in Fig, A5, Sur-
face mount device footprints have been used where necessary for certain passives and the
regulators. With the large silver-palladinm islands on the component side all connected
to a connon ground (as well as shorting to the back ground plane with the use of plated
through vias). ceramic dise capacitors can be added to the tile as decoupling capacitors.

though they would be more effective hiad they been integrated on chip.

One hurther thought on these boards is that if sufficient funds and thne were available,

then mounting the almnina tile on to a wmetal block with the high frequency SMA
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Frcure A.5: Photo of assembled testboard.

conductors meeting their designated inetal conductor tracks through a ‘pressure contact’
scheme would certainly be tried.  As well, higher grade SMA sockets with a narrow
diameter solid gold conductor (as opposed to a thin walled hollow conductor). would
be used. The reason for this is that frequencies from the low GHz region and upwards,
are probably attenuated by the standard lead/tin solder compound. It turns out that
its purpose was pnrely mechanical, as opposed to electrical. and justifies why many
test arrangements forego any traditional solder. Energy will usually radiate from the
needle on this conductor and couple (electromagnetically) with the end point of the
transmission line. Naturally, losses will occur as EM radiation passes through the air as

opposcd to sone other low loss mediumnm,
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Appendix B

SOI Dual Modulus Divider

Schematics

This section collects the schematics for the design described in Chapter 5. The next
few pages at times show a hierarchical view of the divider described in the body of this
report. The last diagram shown is reserved for the netlists extracted from the final chip
layout. Electrostatic protection diodes were manually placed because the extraction file
was not configured to identify such devices. Also, one cannot view the insides of this
block diagramatically, because the connectivity is in fact expressed in text form. A
perfect balun is added onto the clock inputs, with low losses, but in fairness, should be
replaced with an accurate model of the real balun which would include parasitics and

loss parameters.
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