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The synthesis and characterisation of the NaCaV; Mn,O, (x = 0, 0.02, 0.04, 0.06, 0.08
and 1.0) system has been carried out. Structural characterisation was performed through
the use of powder X-ray diffraction, powder neutron diffraction and UV-Visible
spectroscopy. These techniques reveal that the MnO,” complex ion can be stabilised
within the NaCaVQ; structure by isotopic substitution of the VO, unit. The MnOf' ion
imparts it own coordination geometry upon the host lattice, with the effect of making the
MO,* a more regular coordination environment. The limit of substitution occurs at x =
0.08. Degradation of the colour over time makes this system unsuitable for use as a
pigment.

The preparation of the solid solution Cu,Al,Ga,' 'BO; (x=0,0.2,04, 0.6, 0.8, 1.0) has
been successfully completed with colours ranging from dark intense green to a lighter
olive green. Structural characterisation has utilised powder neutron diffraction and
CIELab colour measurements. The replacement of Al*" with Ga*" enlarges the average
metal-oxygen distances, which in turn alters the copper coordination and hence the
observed colour. Cu,Als''B,O;; has been prepared by conventional solid-state methods
and has been structurally characterised using powder neutron diffraction.

The crystal structure of cobalt pyroborate (Co,B,0s) has been further refined using
powder neutron diffraction. The structure of Co,4;BO;s has been determined from a single
crystal X-ray refinement and is shown to adopt the Ludwigite structure. The structure
contains four distorted octahedral CoOg environments and planar BO; units.

Twelve materials in the (Co, Zn, Mg),TiO, inverse spinel system have been prepared and
structurally characterised using powder neutron diffraction and combined EXAFS/PND
refinements. Reverse Monte Carlo simulations indicate that Ti** occupies a distorted
‘5+1’ octahedral environment with one Ti-O bond ca. 0.4 A longer than the remaining
five and have also been used to solve the cation distribution for the quaternary system
Coo.sMgo.6Zn0 6 TiO,.

The preparation of the Co,Al,O4 (x = 0, 0.1, 0.2, 0.3) series from CoO and Al,O; using
conventional solid state synthesis results in the formation of sub-stoichiometric
compounds with scrambling of the cations over the tetrahedral and octahedral sites. The
observed darkening of the colour occurs due to octahedrally coordinated Co’", which
leads to mixed-valence charge transfer transitions.
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Chapter 1 Introduction

1 Introduction

1.1 Inorganic Pigments

Inorganic pigments account for around 96% of all the pigments synthesised world-wide.
They therefore form a very important class of inorganic materials with applications ranging
from ceramics and building materials, to artist’s colours and cosmetics. Total world
production, of white, black and coloured pigments reached 5.7 million tons in 1999, with
titanium dioxide accounting for around 68% of the total [1] and the world market value for
coloured pigments (inorganic and organic) was estimated at $7.5 billion.

There are many different types of coloured inorganic pigments. Some are based on transition
metal oxides such as transition metal doped rutile [2]. Others are based on charge transfer
compounds such as cadmium sulphide. Recently, there has been an increased effort to find
new inorganic pigments, suitable for production on an industrial scale. This increase has for
the most part, been brought about by new health and safety restrictions on the use of heavy
metals, in particular cadmium, lead and chromium. New less toxic, inorganic pigments such

as those based on cerium have recently begun commercial production [3].

1.1.1 Definition

A pigment is a coloured, black, white or fluorescent particulate organic or inorganic solid,
which is usually insoluble in and essentially physically and chemically unaffected by, the
vehicle or substrate into which it is incorporated. A pigment will alter appearance by
selective absorption and/or scattering of light. The pigment is usually dispersed in a vehicle
for application in, for example, the manufacture of paints, plastics or other polymeric
materials and inks. The pigment will retain its own unique crystalline or particulate structure

throughout the incorporation period [4].

1.1.2 Pigment Classification [4]

The many different types and classes of pigments can be grouped together into five

categories as shown in the table below.
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Table 1-1: Classification of pigments

Type Definition

White Optical effect caused by non-selective light scattering (e.g. TiO2)

Coloured Optical effect caused by selective light absorption and selective light
scattering (e.g. Fe oxides and Cd, Cr, Co pigments)

Black Optical effect caused by non-selective light absorption (e.g. Carbon black,
Fe oxide black)

Lustre Optical effect caused by regular reflection or interference (e.g. Al flakes)

Luminescent | Optical effect caused by capacity to absorb radiation and emit it as light of

longer wavelength (e.g. Ag doped ZnS (fluorescent), Cu doped ZnS)

1.2 Coloured Pigments

Some of the most common coloured inorganic pigments are discussed below.

1.2.1 Iron Oxide Pigments

Naturally occurring iron oxides and iron oxide hydroxides were used as pigments in
prehistoric times [5]. The Egyptians, Greeks and Romans also used them as colouring
materials.

Natural iron oxide pigments are based around Fe,Os; examples include hematite (a-Fe;03), a
red pigment and goethite (0-FeOOH), a yellow pigment. These pigments, along with
synthetic iron oxide pigments, provide a wide variety of colours ranging from yellow, red
and orange to browns and black. The importance of these pigments is based on their high
chemical and thermal stability, non-toxicity and low price. Applications include coatings,
artists’ materials, rubber and plastics.

Pigment manufacturer Ferro, produces the pigments PK 1095 [6] and PK 3080 [7], which are
based on the composition (Fe,Cr),03, and are brown and black respectively.

Iron oxide pigments are not considered to be toxic and this is reflected in their use as

colorants for food and pharmaceutical products.

1.2.2 Mixed Metal Oxide Pigments

The colour of these pigments arises through the incorporation of certain transition metal
cations into a stable oxide lattice. The ions that are of interest for pigmentation are those
which are themselves coloured [8, 9], colouration is a result of partially filled d or f shells,

permitting transitions between levels within those shells, with the absorption of energy at

3
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optical frequencies. The most common colouring ions are those of the first transition series
V, Cr, Mn, Fe, Co, Ni and Cu.

These materials can be described as solid solutions, whereby two, or more, substances with
the same basic formula and crystal structure can form a stable, homogenous material. The
spinel, hematite and rutile type oxide lattices are of great value as mixed metal oxide
pigments due to their good chemical and thermal stability.

Examples of mixed metal oxide pigments include Nickel rutile yellow, a light yellow pigment
with the composition (TipgsSbo10Nip.05)O2, and Spinel Black, which has the composition
CuFeq 5Cry 504.

The excellent stability of oxide materials allows these pigments to be used for applications
where resistance to chemicals and weathering is important; examples include exterior paints
and masonry coatings. The stability of these pigments renders them relatively inert and
toxicological investigations [10, 11] for some spinel and rutile-based pigments have shown
that despite the presence of a heavy metal component the pigments can be classified as non-

toxic.

1.2.3 Cadmium Pigments

After discovering the element in 1817 Friedrich Stromeyer suggested the use of cadmium as
an artists’ pigment and although cadmium based pigments were not commercially available
until around 1840 the colours of cadmium compounds were being used to decorate ceramics
by 1830.

Cadmium pigments give excellent red and yellow colours and are also very durable. They
are used mainly in the plastics industry but also play an important role in the colouring of
enamels, ceramic glazes and glass. Cadmium pigments are usually based around cadmium
sulphide/selenide mixed with mercury and zinc sulphides.

Although the solubility of these pigments is low, small amounts of cadmium will dissolve in
dilute hydrochloric acid (stomach acid), which will cause it to build up within the body.
Despite this cadmium pigments are not classified as toxic (except pure CdS). However,
many are classified as ‘suspect carcinogens’ [12, 13]. Therefore, their use is becoming
increasingly restricted due to the associated health risks during both their manufacture and in

some of their applications.

1.2.4 Chromate Pigments
In the early nineteenth century the French chemist Nicolas-Louis Vauquelin investigated
Crocoite (Siberian red lead) a bright red mineral and discovered that it contained a new

metallic element that formed brightly coloured compounds. For this reason he proposed the
4
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name Chrome. Crocoite is the mineral form of lead chromate, which when prepared
synthetically has a bright yellow colour.

Chromate pigments produce colours ranging from light yellows to oranges and reds.
Examples include chrome yellow (lead chromate) [14], molybdate orange and molybdate red
which are mixed phase pigments of general formula Pb(Cr,Mo0,5)0,. Due to their low cost
they have applications in many areas, including paints, plastics and road markings. However,
as with cadmium pigments, the use of lead and chromate pigments in certain applications is
becoming more restricted, especially in food packaging and children’s toys. Indeed an EU
directive (94/62/EC) bans, since 30 June 2001, any and all packaging which contains heavy
metal concentrations exceeding 100 parts per million (ppm). The heavy metals are named as

lead, cadmium, mercury and chromium(VI).

1.2.5 Ultramarine Pigments

Natural blue ultramarine is derived from /apis lazuli, a semiprecious stone and was used as a
pigment by artists in the Middle Ages. However, natural ultramarine was expensive, so in
1824 the French Society for Encouragement of National Industry offered a prize for the first
practical synthetic route to ultramarine. Synthetic ultramarines were first produced in 1828
by Guimet [15] and Gmelin [16] and are currently commercially available in three colours: -
blue, violet and pink.

Ultramarine pigments consist of an aluminosilicate lattice, with the sodalite structure and
trapped within the lattice are sodium ions and sulphur free radicals that are stabilised due
their entrapment. Unlike the previous pigments mentioned, the colour of ultramarine
pigments is due the sulphur free radicals rather than the presence of any transition metals.
These pigments are considered to be safe during both manufacture and use, and have good
stability. They therefore have a wide range of applications including plastics, printing inks,

detergents [17] and cosmetics.
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1.3 Origin of Colour

Colour has several different origins and it is knowledge of exactly what causes the colours in
certain systems which allows us to design compounds which specifically favour the
generation of desired colours. For example, placing cobalt in a tetrahedral environment is
often known to cause blue colouration. Colour is normally perceived where a particular
system absorbs certain wavelengths of visible light and reflects the unaffected wavelengths
back to the eye. Most absorption occurs in coloured systems by the incident wavelengths
being of the same energy as an electronic transition within the structure. As energy levels are
quantised there are only certain transitions allowed within a given structure. Knowledge of
the types of transitions and the effect that a perturbation in the structure can have on these

transitions gives us some amount of control over the colour of the compounds.

1.3.1 Types of electronic transitions
Colour in inorganic materials is often associated with the presence of one or more transition
metal species. In such materials the colour can normally be described by the absorption of

visible light by d-d transitions and/or charge transfer processes.

1.3.1.1 d-d transitions

The colours of transition metal complexes can usually be ascribed to the presence of d-electrons
in conjunction with a ligand(s). An octahedrally coordinating ligand splits the d-orbitals of the
central metal atom into two sets called the e, and t), sets. The energy separation of the sets (Aocr)
is small and the excitation e, < ty, typically occurs in the visible region of the spectrum. Other
metal-ligand co-ordination arrangements occur, such as square planar or tetrahedral, giving rise
to different splitting of the d-orbitals and hence different colours. The presence of alternative

ligands or a different metal centre will also affect the splitting and hence the observed colour.

depda(e,) —/——=

dxz? dyz? dxy (t2)
dxz7 dyz’ dxy (t ) -_—
2 dxz_yz, dzz (e)
Octahedral Tetrahedral

Figure 1-1. Octahedral and tetrahedral splitting of d orbitals

6
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A problem arises in that d-d transitions are formally forbidden in octahedral complexes. The
Laporte selection rule [18] for centrosymmetric complexes states that the only allowed transitions
are those accompanied by a change in parity. That is, u <> g and g <> u transitions are allowed
but g <> g and u <> u transitions are forbidden. e <> tyg transitions are only permitted when the
symmetry of the molecule is reduced by a vibration or a distortion from a perfect octahedron
(thus removing the centre of symmetry).

In the case of the tetrahedral arrangement the xy, xz and yz orbitals interact more strongly with
the ligand electrons than the z* and (x*-y?) ligands so the energy level diagrams are inverted from
the octahedral case, with a splitting energy of A.. As transitions within the tetrahedral system
(with no centre of symmetry) are Laporte allowed, these transitions are correspondingly more

intense and tend to dominate the electronic spectrum relative to the octahedral transitions.

dxz—y2 (bl) T ——— o d22 (al)

T d#v.do ()

2 (an) {———}
dxz, dy= (e) E— \ T dxz dy- (e”)

dxy (bz) T —
Square Pyramidal Trigonal Bipyramidal

Figure 1-2. Square planar and trigonal bipyramidal splitting of d orbitals

In the case of the regular five coordinate species, square pyramidal and trigonal bipyramidal,
there are several splitting parameters which depend on the metal-ligand distance and the
ligand-metal-ligand bond angles that are not fixed by symmetry. No unique diagram
therefore exists, however the diagram above shows the important features.

Each different geometry and related splitting parameters are therefore of great interest in this
study, as for a given transition metal the electronic transitions will give different colours. It
is also evident that changing both the metal and the ligands and introducing distortions into

the system will allow us to control the colour of the final compound.
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1.3.1.2 Intensity of electronic transitions

The intensity of the absorptions observed are governed by the following selection rules.

e AS=0 Spin selection rule
e AL == 1 and if the molecule is centrosymmetric, g <> u Laporte selection rule.
e Product of symmetry of ground and excited states corresponds to x, y and z in the

character tables. Symmetry selection rule.

Examples of these transitions are shown below

Table 1-2. Electronic transitions

Band Type Absorption Intensity Type of Transition
& - extinction coefficient
Spin forbidden e<l d-d (Mn*", d°)
Laporte forbidden €=20-100 d-d (Oy)
Laporte allowed g=ca. 250 d-d (Ty)
Fully symmetry allowed €=1000 - 5000 charge transfer

The values for extinction coefficient given above are approximate and based on solution UV
data. For solid state UV analysis, calculation of the extinction coefficient cannot be carried
out easily as the concentration of a solid sample is difficult to quantify accurately. However,
from the relative sizes of the values given it is evident that simple qualitative analysis can be

carried out to assign the general transition types to solid state UV data.

1.3.1.3 Charge transfer transitions

Colour in some inorganic solids arises from the absorption of light as a result of the
promotion of an electron from a localised orbital on one atom to a higher energy, but still
localised, orbital on an adjacent atom. Processes of this type are known as a charge transfer
transitions which are, according to spectroscopic selection rules, ‘allowed transitions’,
therefore the corresponding absorption bands are intense. Chromate pigments owe their
intense yellow colour to the transfer of an electron from an oxygen atom to the central
chromium atom in the tetrahedral complex anion (CrO4)%, this is known as a ligand to metal
charge transfer (LMCT). Another type of charge transfer is a metal to ligand charge transfer
(MLCT), which is responsible for the red colour observed in tris(bipyridyl)iron(II) [19].
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1.3.1.4 Mixed valence transitions

Compounds, containing elements in more than one oxidation state, are called mixed valence
compounds. Many of these are coloured due to transitions between these two differing
oxidation states. A good example is Prussian Blue (KFe[Fe(CN)¢]) [20]. This contains Fe in
both II and III oxidation states. The iron species is bonded to the carbon atom of the CN
ligand and the adjacent iron species is linked to the nitrogen atom of the same ligand. This
creates a three dimensional network of alternating FeCy and FeNg octahedra.

The colour arises from a small amount of a charge transfer state being mixed in with the
ground state wavefunction of the ligand. The delocalisation and mixing of the ground and
charge transfer states will therefore be much more favourable for small energy differences
between ground and excited states and if the Fe (II) and Fe (III) sites are adjacent and overlap

strongly or are bridged by a covalent ligand (CN).

1.3.1.5 TC,TC* and T ,7 transitions

Although of no direct relevance to this project it is worth noting that the colour in organic
systems has a similar origin. In this case absorption promotes a 7 electron into an
antibonding 7 orbital. The energy of this transition is ca. 7 €V which corresponds to an
absorption at 180 nm. As the level of conjugation in a system increases the absorption shifts

into the visible and hence the higher the level of conjugation the darker the colour.
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1.4 Perception of Colour

We perceive colour by means of cones in the retina. There are three types of cones sensitive to
wavelengths that approximately correspond to red, green and blue lights. Together with
information from rod cells (which are not sensitive to colour merely differences in light and dark)
the cone information is encoded and sent to higher brain centres along the optic nerve. The

encoding, known as opponent process theory [21], consists of three opponent channels, these are:

e Red-Green
e Blue-Yellow
e Black-White

The fact that these signals are opposing is the reason why it is not possible to perceive green

shades of red or yellow shades of blue. However, you can see red and green shades of blue and

yellow.

For human colour description purposes the following terms have been defined by the

Commission Internationale de I'Eclairages (CIE).

Brightness.

“The attribute of visual sensation according to which, an area appears to exhibit more or less
light. (An image may be blurred or enhanced by modification of this attribute.)”

Hue.

“The attribute of a visual sensation according to which an area appears to be similar to one, or
to proportions of two, of the perceived colours red, yellow, green and blue.”

Colourfulness.

“The attribute of visual sensation, according to which an area appears to exhibit, more or less of

its hue. (Sky blue is transformed to a deep blue by changing this attribute.)"

10
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1.5 Quantification of Colour

It is important to be able quantify the colour produced by a pigment for comparison purposes.
The colour of the pigment is greatly influenced by the medium in which the pigment is
incorporated. So for a pigment of given particle size one could obtain different colour
measurements from different media. Common media include linseed oil, PVA glue, varnish and

high impact polystyrene. There are many systems for representing colour and these are called

colour spaces.

1.5.1 Colour spaces

A colour space is a method by which we can specify, create and visualise colour. As humans, we
may define a colour by its attributes of brightness, hue and colourfulness. A computer will define
a colour in terms of the excitations of red, green and blue phosphors on the CRT screen. A
printing press defines a colour in terms of the reflectance and absorbance of cyan, magenta,

yellow and black inks on the paper. In effect a colour space is a mathematical representation of

our perceptions.

If we imagine that each of the three attributes used to describe a colour are axes in a 3-
dimensional space then this defines a colour space. The colours that we can perceive can be
represented by the CIE system, other colour spaces are subsets of this perceptual space. For
instance RGB colour space, as used by television displays, can be visualised as a cube with red,
green and blue axes. This cube lies within our perceptual space, since the RGB space is smaller
and represents fewer colours than we can see. The CMY space would be represented by a

second cube, with a different orientation and a different position, within the perceptual space.

Different colour spaces are better for different applications; some equipment has limiting factors
that dictate the size and type of colour space that can be used. Some colour spaces are
perceptually linear, i.e. a 10 unit change in stimulus will produce the same change in perception
wherever it is applied. Many colour spaces, particularly in computer graphics, are not linear in
this way. Some colour spaces are intuitive to use, i.e. it is easy for the user to navigate within

them and creating desired colours is relatively easy.
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1.5.1.1 RGB, CMY, and CMYK

The most popular colour spaces are RGB (Red/Green/Blue) and CMY
(Cyan/Magenta/Y ellow) and are used in monitors and printers respectively.

RGB are known as additive primary colours because, a colour is produced by adding different
quantities of the three components, red, green, and blue. CMY are known as subtractive (or
secondary) colours, because the colour is generated by subtracting different quantities of cyan,

magenta and yellow from white light.

The primaries used by artists, cyan, magenta and yellow, are different from the primaries of
computer devices because they are concerned with mixing pigments rather than lights or

dyes.

Table 1-3. Interconversion between RGB and CMY colour spaces

RGB - CMY CMY — RGB

Red = 1-Cyan (0«-Cyan<-1) Cyan =1-Red (0«Red¢-1)
Green = 1-Magenta (0«<—Magenta<«—1) | Magenta = 1-Green (0« Green<—1)

Blue = 1-Yellow (0« Yellow«1) Yellow = 1-Blue (0«Blue«1)

On printer devices, a component of black is added to the CMY, and the second colour space is
then called CMYK (Cyan/Magenta/Y ellow/blacK). This component is actually used because
cyan, magenta, and yellow set to the maximum should produce a black colour. (The RGB
components of the white are completely subtracted from the CMY components.) but the

resulting colour is not physically a 'true’ black.

1.5.1.2 CIELAB/CIELUV

Two, three-dimensional colour spaces were recommended by the CIE in 1976 [22]. The CIE
1976 L*u*v* or CIELUV colour space is a linear transform of the x, y chromaticity co-
ordinates and hence it is often used in applications involving additive colour mixing, such as
television. The CIE 1976 L*a*b* or CIELAB system, like CIELUV, was designed to
provide approximate perceptual uniformity which makes them suitable for expressing
differences in colour. It has applications dealing with subtractive colourant mixtures such as
those found in the textile, plastic, paint, and printing industries. It is possible to derive hue
and chroma (colourfulness) attributes from a*, b* by converting the rectangular a*, b* axes

into polar coordinates.

12
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1.6 Common Inorganic Pigment Structures

Inorganic pigments are chemically very stable. Oxide pigments, for example, can even have a
protective effect on the substrate to which the pigment is being applied [23]. The stability
and chemical resistance of these compounds is often due to their mineral-like structures; two

of the most common inorganic pigment structures are the spinel and rutile oxide lattices.

1.6.1 Spinel

The crystal structure of spinel pigments, which owe their name to the naturally occurring
mineral magnesium aluminate (MgAl,O4), is based around a cubic close packed arrangement
of oxygen ions.

In the unit cell, which contains 32 oxygen atoms, 1/8 of the possible 64 tetrahedral sites are
occupied by magnesium ions (in the MgAl,O,4 example) and 1/2 of the possible 32 octahedral
sites are occupied by aluminium ions. Magnesium aluminate itself is colourless, but colour
can be introduced by replacing the ‘colourless ions” (Mg®", AI>") with ‘coloured’ ones, such
as cobalt, chromium, nickel, titanium, copper, iron, etc. One of the oldest and most well
known synthetic pigments is Cobalt Blue (CoAl,O4), a cobalt-aluminium spinel.

An inverse spinel structure also exists, where by one type of metal ion occupies the
tetrahedral and half of the octahedral sites in the lattice, and the remaining octahedral sites
are occupied by the other cation. Examples include Zn,TiOs, alternatively this can be written
[Zn]*[ZnTi]°" Oy, thus indicating that the zinc ions occupy both tetrahedral and octahedral
sites. Usually the two types of cations (Zn and Ti in this case) are disordered over the
octahedral sites.

The structures of the normal and inverse spinels, as described here, are ideal limiting
structures and in practice the structure obtained is often a mixture of the two, where the
cation distribution over the tetrahedral and octahedral sites appears to be random, for
example [Cog.06Gep oa][Co1.04Gen.06]°*'O4 [24]. However, a number of factors influence the
cation distribution including cation size, oxidation state and ligand field stabilisation

energies. The cation distribution within binary spinel oxides, of general formula M*M*%,04

and M*"M?%,04, has been studied in detail [25,26,27,28].
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Figure 1-3: A view of the Spinel structure showing the tetrahedral sites (blue)

surrounding an octahedral site (grey). Oxygen atoms are shown as red spheres.

There are a large number of commercially available spinel pigments, making it the most

common structure found in inorganic pigments. A few examples are shown in the table below

Table 1-4: Some inorganic pigments with the spinel structure.

Composition Manufacturer Colour
CoCr,04 Ferro Turquoise
(Co,N1,Zn),(Ti,AD)O4 Bayer Green
Co,Ti04 Ferro Green
Co(Al,Cr),04 Bayer Blue/Green
CoAl,O4 Bayer Blue
(Zn,Fe)Fe;O4 Ferro Brown
Cu(Cr,Fe),04 Bayer Black
(Fe,Mn)(Fe,Mn),04 Ferro Black

1.6.2 Rutile

Rutile pigments as with spinel pigments, are based on and owe their name to, a naturally
occurring mineral, TiO, (rutile) which crystallises in the tetragonal system. In the rutile
lattice titanium ions are surrounded by six neighbouring oxygen atoms, forming a slightly

distorted octahedron. F. Hund [29] showed that by substituting the titanium ions for
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transition metal ions, coloured pigments can be obtained. An example of a rutile pigment is
the light yellow colour obtained when the titanium is partially substituted for a mixture of

antimony and nickel, such that the composition becomes (Tig.g5sSbg 10Nig 05)O2.

Figure 1-4: A view of the Rutile structure (Ti shown in blue, O shown in red).

Commercially available rutile pigments are generally yellow to brown in colour. Examples
include (Tip gNig 05Sbo.15)O2, a light yellow pigment produced by Bayer, and (Ti, Mn, Sb)O, a
brown pigment produced by Ferro.

1.6.3 Framework Structures

Another approach to the production of pigments is to synthesise an inert, colourless
framework structure containing a chromophore. This can be achieved by in sifu
encapsulation of the chromophore at the time of synthesis or by post synthesis modification
of the framework or the encapsulated species. An example of a framework pigment is
Ultramarine Blue. Ultramarine (Nag[AlSiO4]6S2,S3) pigments consist of an aluminosilicate
lattice, with the sodalite structure and trapped within the lattice are sodium ions and sulphur
free radicals that are stabilised due their entrapment. In the case of Ultramarine Blue, the
intense blue colouration is due to the S;”and S, species encapsulated within the sodalite cage.
Other anions such as the permanganate ion (MnQOy) can also be incorporated into the sodalite

structure resulting in a deep violet colour.
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Figure 1-5: Permanganate sodalite. Aluminium and silicon atoms are shown in yellow
and orange, oxygen atoms in red, sodium atoms in green and manganese is shown in
purple.

A different approach is to prepare a framework that is itself coloured. This can be realised by
inserting transition metals into the zeolite framework. Examples include CsCoPO, [30],

which has an intense deep blue colour, and RbCuPO4[31], which has a sky blue colour.

16



Chapter 1 Introduction

1.7 Borate Chemistry

Boron, although a Group III element, bears a strong resemblance to Group IV silicon, in
terms of its chemistry. It is a rare element, only found in about 3ppm in the earth’s crust and
is never found freely in nature. Most often it can be found as boron oxide, B,O; [32]. In
metal borates, boron can bond to either three or four oxygen atoms to give a trigonal planar
or tetrahedral unit, respectively. In a similar manner to the metal silicates, it is the number of
different ways these units can link, which leads to the complexity of borate structures [32].

Borates are extremely stable systems — both chemically and thermally — and, as such, would

be ideal for use as pigments [33].

1.7.1 Orthoborates
The simplest metal borate structure is that of the orthoborates, such as the rare-earth
orthoborates and the mineral Mg3;(BOs),. These contain discrete, planar, triangular BOs™>

units [34]. Structurally, the simplest orthoborates are those of empirical formula M"BO;,

such as FeBO3 [37].

1.7.2 Pyroborates
Complexes such as M;B,0s (where M = Fe*, Co®" or Mg*") contain the finite B,0s" ion,

which is made up from two of the basic borate triangles sharing one oxygen each [34].

Figure 1-6: B,Os" unit found in pyroborates

1.7.3 Metaborates

The metaborates arise from the linking of two oxygen atoms of the basic BO;” unit. This
can give rise to either infinite chains of empirical formula (BO,)," or finite ring structures of
the same empirical formula, the simplest of these being B;O¢. NaBO, and KBO, both

contain the cyclic units, therefore the correct empirical formulae should be Na3;B3Os and
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K;3B304 respectively — whereas Ca(BO,), incorporates the infinite chains within its structure

[34, 35].

1.7.4 Other More Complex Borate Structures

As well as binding to three oxygen atoms, boron can also bind to a fourth oxygen to form a
tetrahedron. This binding to a fourth oxygen arises due to the subsequent completion of the
octet of valence electrons, thus forming a very stable arrangement [32]. There are many
structures involving tetrahedral borate units, again the differences between these structures
arising from the different number of oxygen atoms shared in each case. An example of a

compound containing only tetrahedrally co-ordinated boron is Fe;BOg [36].
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1.8 Phosphate Chemistry

The transition metal phosphates form a large group of coloured compounds similar to the
transition metal silicates. Indeed, the structural chemistry of phosphates has much in
common with that of silicates [37]. Just as SiOy tetrahedra link together to form Si,0,% ions,
ring and chain ions of composition (SiO3), in the metasilicates, layers, and infinite 3-
dimensional complexes, so POy tetrahedra can link up to form pyro- and meta- phosphate
ions and also the P3O1,> ion. Any arrangement where every POy group shares three of its
oxygen atoms with other PO, groups is necessarily electrically neutral; layer structures

comparable with those of the silicates are therefore not possible.

1.8.1 Orthophosphates

Discrete PO, ions exist in normal orthophosphates, acid phosphates such as KH,PO,; where
they are held together by hydrogen bonds as well as positive ions and in orthophosphoric acid
itself. The structures of a number of orthophosphates, particularly those of the Group III

elements, illustrate the similarity of the oxygen chemistry of phosphorus to that of silicon.

Table 1-5. Some phosphate materials and related silicate counterparts.

Phosphates Silicates with similar or related structures
BPO,, (BAsOy) B-cristobalite, SiO;
AlPOy4, (AlAsOy) Quartz, Si0,
YPOys, (YAsO4, YVOu) ZrSiOq
LiMnPO;, Mg,Si04
Cuz(OH)POy, (Zny(OH)AsO4) Al,O8104

1.8.2 Pyrophosphates

Linking of two POy tetrahedra to form the P,O;* ion occurs in pyrophosphoric acid and the
pyrophosphates [38]. Only normal (M%P,0,, M",P,0;, M'VP,0,) and dihydrogen salts
appear to form anhydrous salts. The non-existence of the anhydrous forms M3;HP,07 and
MH;P,07 is due to the fact that stable P,O; frameworks linked by hydrogen bonds are not

possible for these particular H:O ratios.
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1.8.3 Metaphosphates

In comparison with the chemistry of the ortho- and pyro-phosphates, that of the
metaphosphates is complex. In these compounds the condensation of POy tetrahedra has
proceeded further to the formation of rings or chains, of composition (PO3),", analogous to
those in metasilicates. In contrast to Siz0% and SigOi3™ ions, however, only P30, and

PO 124' ions have as yet been shown to exist in the metaphosphates.

1.8.4 Phosphate links

In an analogous manner to silicates, phosphate groups are also known to act as links in
framework structures formed from metal polyhedra as in NiNH4(POs); [39] and
CoNH4(PO3); [40] where metal octahedra are linked via each corner by a [P,O7] group

creating a three dimensional channel structure analogous to those found in zeolites.
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1.9 Transition Metal Chemistry

1.9.1 Cobalt

Cobalt produces a diverse range of coloured pigments ranging in colour from black and
brown to violet and even yellow. The blue colours exhibited by some cobalt pigments have
been used for decorating ceramics since antiquity. The development of modern cobalt
pigments began with Sven Rinmann, a Swedish chemist, who discovered a green cobalt-
based paint around 1780. Louis-Jacques Thénard, was commissioned by the French
government to devise an alternative pigment to expensive ultramarine and in 1802 he
discovered Cobalt Blue (CoAl;O4). Cerulean Blue was discovered by Andreas Hopfner in
1805 and was essentially a solid solution between cobalt tin oxide and cobalt chromium
oxide. Fischer’s Yellow (K3[Co(NO,)s]-H,0), named after Nikolaus Wolfgang Fischer,
became available in 1831 and a violet pigment, Cobalt Violet, based on cobalt phosphate was

developed by Jean Salvétat in 1859. Some commercially available cobalt pigments are listed

in the table below.

Table 1-6: Some commercially available cobalt pigments.

Colour Composition Manufacturer
Black (Co,Fe)(Fe,Cr),04 Ferro

Violet Co3POy Ferro

Dark Blue Co0-Al,05-S10, Mahavir Minerals
Blue CoALOq, Bayer

Light Blue Co(AlCr),04 Bayer

Turquoise CoCry0q4 Ferro

Green (Co,N1,Zn),(T1,A1)O4 Bayer

Yellow K3[Co(NO»)s]-H,0O Brada Fine Colour

Cobalt has two common oxidation states +2 and +3 and these are exhibited in a number of
compounds. Obvious examples where cobalt achieves these oxidation states are the oxides of
the element: CoO and Co3;04. In the former cobalt occupies a tetrahedral site and the oxide
has the rock-salt structure. Co3;Os, which can be written Co'Co™, 04, has the normal spinel

structure with the Co' ions in the tetrahedral and the Co™ ions in the octahedral sites within

the cubic close packed oxide lattice.
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1.9.1.1 Tetrahedrally coordinated Co™

Compounds that contain Co”" ions tetrahedrally coordinated by oxide ions are often blue in
colour, examples include CoAl,O4. The colour in most cobalt pigments is due to the d-d
transitions which take place as particular wavelengths of light are absorbed. The spin

allowed d-d transitions of Co®" in tetrahedral coordination are [41]:

vi: *Ax(F) — “To(F)
vz *Ay(F) — *T(F)
vs: *Ax(F) — “Ty(P)

In terms of colour the most important of these transitions is v3 as this gives rise to a broad and
intense absorption band usually between 500 — 700 nm [42, 43]. The transitions v; and v,

occur in the infrared region and therefore do not affect the observed colour of a material.

1.9.1.2 Octahedrally coordinated Co"

In contrast to tetrahedrally coordinated Co*, compounds such as Co,GeO, that contain
octahedral cobalt (II) are weakly coloured and are often pink. The d-d transitions that occur
for octahedral complexes are typically weaker than those for tetrahedral complexes. The

visible spectrum is dominated by the “T,(F) — *T1(P) transition.

1.9.2 Copper

Copper is primarily seen in blue, green and black pigments. Well known examples include
Egyptian Blue and Scheele’s Green. Egyptian blue, CaCuSisOj, has been used since
Babylonian times as a cheaper substitute for lapis lazuli and has been investigated by several
geologists and mineralogists [44, 45]. Scheele’s green (Cu(AsO,);) was discovered by Carl
Wilhelm Scheele in 1775 and was cheap to manufacture therefore it was used in applications
such as paint and printing. The naturally occurring copper minerals, Malachite (green) and
Azurite (blue), were also used as pigments in ancient times.

The divalent state is the most commonly observed oxidation state for copper and the usual
coordination numbers are four, five and six. However, the d° configuration makes Cu®
susceptible to Jahn-Teller distortion when placed in regular octahedral or tetrahedral
coordinations, i.e. an environment of regular cubic symmetry. For this reason regular

symmetrical geometries are rarely observed for Cu'.
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1.9.2.1 Square planar Cu"

Due to the Jahn-Teller effect Cu" is not typically found in regular tetrahedral coordination
geometry and occurs in square planar geometry [46], which can be regarded at the limit of
extension of an octahedron along a four-fold axis. However, some spinel-type Cu®
compounds do exhibit approximate tetrahedral geometry, examples include CuCr,O4 [47]
and the pigment Spinel Black (Cu(Cr,Fe),04) [48]. In these cases the copper ion causes the
crystal structure to distort from the regular cubic structure usually associated with most spinel
materials.

The colour of Egyptian Blue arises from the presence of Cu” in a square planar coordination
geometry. Previous studies [49, 50] of the UV/Vis spectra for Egyptian blue and similar
materials (MCuSisO19 M = Sr, Ba) reveal that there are three transitions responsible for their
colour: a weak band at around 770 nm (szgé-zBlg) and two overlapping bands, one at

around 630 nm (2Eg€2B1g) and the other at around 540 nm (ZAlgé-ZBlg).

1.9.2.2 Five Coordinate Geometry

Cu" is often seen to occupy sites with coordination numbers of five, typically displaying
geometries denoted as ‘4+1° as a result of the Jahn-Teller effect. In this geometry the Cu"
often has four relatively strong coplanar bonds and one weaker elongated apical bond.
Examples of compounds which contains this ‘4+1° arrangement are Cu3(POy), and
YBa,;Cu;07.

The crystal structure of copper (II) phosphate (Cus(POs),), reported by Shoemaker ez al. [51],
contains two Cu” sites and is, as with many Cu" compounds, blue in colour. The Cu(1) atom
occupies a slightly distorted (Cu(1) — O 2 x 1.924 A and 2 x 1.982 A) square planar site.
The Cu(2) site is described as ‘an irregular polyhedron of five O atoms’, with four bonds at
an average distance of 1.965 A and a fifth at 2.265 A. In fact the geometry of the site can be

described as intermediate between square pyramidal and trigonal bipyramidal.

1.9.2.3 Six Coordinate Geometry

Due to the Jahn-Teller effect on Cu", the formation of a regular octahedral geometry CuXg
where all CuX bonds are equal in length has not yet been observed. Instead, the tetragonally
distorted ‘4+2” structure is observed, where there are 4 relatively strong equatorial bonds and
two longer, weaker axial bonds. The four equatorial bonds are of comparable length to those
found in the square planar and 4+1 arrangements already mentioned, ca. 1.95-2.0 A. The

two axial bonds are slightly longer; normally these are not shorter than 2.2 A.
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1.9.3 Manganese

A number of colours are seen for manganese compounds ranging from white, through green,
blue and violet to brown and black. Manganese (II) carbonate, a white material, is mixed
with calcium carbonate and used in some watercolour paints. A brown pigment is produced
[52] when Mn" is incorporated into the stable rutile lattice to give the composition
(T1,Sb,Mn)O4 and a black pigment containing manganese is also commercially available and

has the composition (Fe,Mn)(Fe,Mn),04.

1.9.3.1 Manganese Violet

Manganese violet (NHsMnP,0O7) was developed, by Leykauf, as a pigment in 1868 as a
replacement for the more expensive cobalt violet and continues to be commercially produced
today [53]. The violet colour is characteristic of manganese (III) in an octahedral
coordination environment and much work has focused on the pigment’s structure [54, 55]

and the origin of its colour [56].

1.9.3.2 Permanganate Sodalite

The sodalite structure containing permanganate (Nag[ AlSiO4]¢(IMnQy),) was first reported by
Haworth and Weller [57] in 1991. The material, when incorporated into plastics, gives a
violet colour that is stronger than many commercially produced pigments such as Manganese
Violet, described above. The encapsulation of coloured species into zeolitic frameworks is of
commercial interest due to the existence of many species, which, although brightly coloured,
are also thermally and chemically unstable under the conditions encountered in pigment
applications. Permanganate sodalite is not produced commercially as a pigment due to its

poor light stability.

1.9.3.3 The Hypomanganate Ion (Mn043')

MnO,’" is an intensely coloured charge transfer species with an extinction coefficient higher
than that for permanganate. The use of the permanganate ion in pigment systems has
previously been investigated [57]. However, the MnO, ion is light and heat sensitive, due to
the ease of reduction of the Mn(VII) centre, even when incorporated into zeolite structures.
Similar problems exist with the manganate, MnOy > jon. Hence while intensely coloured
materials containing these species are well known they have no application in pigments.

However the MnO,> ion, with a Mn(V) centre is less easily reduced, therefore it has
decreased light and heat sensitivity and can be incorporated into stable solid state structures
at high temperature. An example of this is Ba;Mn,Og, which has an intense green colour [58]

and is readily produced by reaction of MnO; and BaCO; under oxygen at 1000°C. The
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structure of this compound consists of discrete tetrahedral MnQ,>" ions co-ordinated to two
types of Ba-O polyhedra, one 10-coordinate and one 6-coordinate. The later polyhedra can
also be described as having a 12-fold coordination if a further 6 x Ba-O at 3.298 A are
included in the coordination sphere. The barium content and ease of dissolution of this
compound in dilute acids negates its possible use as a pigment. Attempts to produce other
simple manganate (V) compounds have been unsuccessful.

The MnO43' ion is isovalent with the tetrahedral anions VO,> and PO43 ", and can therefore be
substituted into vanadates and phosphates without any problems of charge compensation.
Several research groups have studied the substitution of Mn’" into materials such as
Ba3(V04)2 [59, 60], Sr(VO4)Cl [61] and apatite-type compounds [62, 63] and materials with

colours ranging from deep blue to green are reported.
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1.10 Structure Determination and Pigment Design

Throughout this work the emphasis is placed upon accurate determination of the crystal
structures under consideration and the elucidation of the associated colour-affecting
properties.

An understanding of the origins of pigment colouration is a key consideration in the
development of novel pigment systems. By performing in-depth investigations of existing
pigment systems it is possible to extract information regarding the coordination environments
for each ion, the electronic transitions causing the observed colour and the particular species
responsible for the given colour. This knowledge, along with an understanding of synthetic
techniques enables the preparation of a number of related systems, which may have an array

of different colours.

1.10.1 Cation Substitution
The replacement of metal cations within an existing metal oxide pigment system with other
metal cations will have significant implications for both the colour and the structure of the
material.
The variation in colour can be due to a number of factors and in most cases the actual colour
change is due to a combination of these factors. Some of the factors caused by cation
substitution are listed below.

1) Dilution of the chromophore

2) Distortion of the structure/coordination environments

3) Direction of the chromophore onto sites with differing coordination geometries
The substitution of one colourful species with another will lead to some degree of tunability
of pigment colour. However, the replacement of colourful species with colourless ones may
not simply dilute the colour of the pigment. In fact the colour may be enhanced if the final
coordination environment of the chromophore can be favourably altered or indeed if the
chromophore can be directed towards a more favourable coordination.

Much of this work is concerned with the replacement of transition metal cations within

existing pigment systems.

1.10.2 Synthetic Method

A number of synthetic methods are available to industrial pigment manufacturers and in a
number of cases the colour of the pigment may deteriorate or be enhanced if a different
synthetic method is used. The origins of the colour change may arise from a change in the

crystal structure, changes in oxidation state of constituent elements, impurity phases, particle
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size, changes in cation distribution across mixed sites or subtle changes in coordination
geometry, among other things. Therefore, when directly comparing similar materials, for

reasons other than synthetic method, it is essential that the preparatory method is identical in

each case.

1.11 Aims of this Work

The aims of this work are to investigate a number of coloured mixed metal-oxide systems in
order to gain an understanding of colour generating environments for transition metal species
through the use of structural characterisation using both neutron and X-ray diffraction
techniques, EXAFS and UV visible spectroscopy. Among the systems of interest are existing
cobalt-containing pigments, metal borate systems and manganese (V) containing oxide
materials. In each case the materials are either prepared as novel examples of coloured

systems or are characterised in greater depth than in previous studies.
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2 Experimental Techniques

Due to the nature of the materials studied in this thesis, a variety of characterisation
techniques have been used to gain a full and accurate understanding of the systems and their
structures. Powder X-ray diffraction has been used for phase identification and structural
analyses, powder neutron diffraction for structural analyses, EXAFS to determine local
coordination environments of particular elements and UV-Visible spectroscopy to identify

the electronic transitions responsible for the colour in each case.

2.1 Powder X-ray Diffraction (PXD)
Powder X-ray diffraction is one of the principal techniques used in solid-state chemistry. It
is used to study polycrystalline samples and involves the diffraction of X-rays by the planes

of atoms within a crystal.

2.1.1 Theory
Diffraction of X-rays occurs in solids, as the X-ray wavelength is of the same order of
magnitude as the interatomic spacings within a crystal (ca. 10" m) and Max von Laue

recognised that a crystal may act as a 3-dimensional diffraction grating for X-rays [1].

If one considers a plane wave incident on two parallel lattice planes separated by a
perpendicular distance d (Figure 2-1), for constructive interference to occur the path length
difference between the two diffracted beams must correspond to an integral number of

wavelengths. Simple trigonometry yields the Bragg equation (Equation 2-1).

Figure 2-1. Illustration showing diffraction from points on parallel lattice planes.
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Equation 2-1

nA =2dsind
where n=1,2,3...
A = wavelength of incident X-rays.
d = separation of planes (‘d-spacing’)

0 = glancing angle of the X-rays.

At angles other than the Bragg angle, the diffracted beams are out of phase and interfere
destructively. The interplanar separations, d, in the crystal are calculated by measuring the
diffraction maxima, of which only the first order diffraction maxima (n = 1) are generally
seen. The crystal system can be derived from these d values by identification of the planes
involved (Table 2-1). Planes are defined by the Miller indices, 4, % [, which are the
reciprocal values of the positions where the plane intersects the a, b and ¢ axes in the unit cell
respectively.

In theory a crystal should display diffraction from each of its lattice planes giving rise to an
observed maxima in the diffraction pattern. However, intensity is not always observed from
every plane due to the existence of reflection conditions or systematic absences. These result
from symmetry elements of the structure and are determined by the lattice types such as body
centred (I) and face centred (F), as well as space symmetry elements such as glide planes and

screw axes|2, 3].
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Table 2-1: Expressions for d-spacings in the different crystal systems in terms of lattice

parameters a, b and ¢ and Miller indices A, k£ and 1.

Crystal system Expression for dyy
Cubic 1 Rkl
d:, - a’
Tetragonal 1 Wak?r 2
72 g2 T
hd a ¢

Orthorhombic 1 B R ?

—_— e
di, a b ¢
Hexagonal 1 4( R +hk+k*) P
23 2 T
hid a ¢
Monoclinic 11 (K Ksin’B . 1> 2hlcosp
dr, sin’Bla? b* ¢’ ac
Triclinic % K’ r k

] ) .2 2h
—5sin” @ +—-sin” f+-—5sin” y + ——(cosacos ff—cosy)
a b ¢ ab

+2—kl(cos,8cosy —cosa) + ~2ﬂ(cosycosoz —cos f3)
1 be ac

2
A 1—cos® a-cos® f—cos’ y + 2cosacos SCosy

2.1.2 Powder Diffraction

In a powder sample there are many very small crystals (1 07— 10™ m in dimension) orientated
in a random manner. Each of these crystallites will diffract in the normal way. Due to the
random nature of the crystallite orientation the incident beam will therefore be diffracted in
all possible directions as governed by the Bragg equation [1]. The effect of this is that each
lattice spacing in the crystal will give rise to a cone of diffraction, which would be observed as

circles on a flat plate.

2.1.3 Instrumentation

Throughout this study, all constant temperature PXD experiments were carried out by
mounting the powdered sample, flat, on a recessed aluminium sample holder. The diffraction
data were collected on a Siemens D5000 Diffractometer, employing monochromated Cu-Ky;
radiation (A = 1.5406 A). The terminology, Cu-K,1, above refers to the source of the X-rays.
In this instance, a copper target atom is ionised by ejection of a core electron (1s — K shell)

on exposure to an electron beam of sufficient energy. The filling of a vacant 1s orbital is
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given the symbol K. This can be achieved in copper atoms by decay from the 3p or 2p
levels. The X-rays generated by a 1s < 2p transition are termed K, and have wavelength of
1.5406 A. Those generated by 1s «— 3p transition are termed Kp and have a wavelength of

1.3922 A. The numeric term arises from one specific spin alignment in the np level.

Initial phase identification experiments were performed by collecting data, for 25 minutes,
over the 260 range 20-70 °. Longer collection times, typically 15 hours, and wider 26 ranges ,
usually 10-110 ° were also employed to enable a more detailed study of the material’s

structure.

The data obtained were imported into a personal computer where they could be stored and
manipulated with the aid of EVA and the JCPDS database [4], allowing phase identification,

peak location and fingerprinting to be performed.

X-ray tube Aperture diaphragm Detector diaphragm

Focus

Scattered-radiation
diaphragm

Detector]

Single crystal /

monochromator
Sample

Figure 2-2: Schematic Representation of the Siemens D5000 Diffractometer

2.1.4 Cell Parameter Determination
Lattice parameters were determined using the CELL [5] refinement program that uses an

iterative least squares process to minimise the equation: -

Equation 2-2

M =3 W,(sin? 0 —sin? 6=

Where W; = a weighting factor

M = weighted minimised difference for observed 26 data.
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In complete structural determinations, the cell parameters were determined within the overall

refinement process (Section 2.4).
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2.2 Synchrotron Powder X-ray Diffraction

2.2.1 High Resolution PXD

High-resolution PXD data were collected on station 9.1 at the Daresbury Laboratory
Synchrotron Radiation Source. The radiation is produced by high-energy electrons, which
are accelerated to velocities near to the speed of light and injected into a storage ring where
they are held by powerful bending magnets. These high-energy electrons emit intense
‘white’ radiation (synchrotron radiation) tangentially to their path, over a wide range of

energies. Ports around the ring allow the radiation to exit and travel along beam lines to

experimental stations.

2.2.2 Monochromation

The polychromatic beam from the ring is incident on to a channel-cut Si (111)
monochromator crystal, which is water cooled to maintain thermal stability. The practical
wavelength range of the diffractometer is from 0.4A to 1.5A. A wavelength of 0.4858 A was

used in the collection of all the data presented here.

2.2.3 Detectors
The incident beam is monitored using a scintillation detector, which records the scattering

from a kapton foil.

The intensity of the diffracted beam was measured using a curved image-plate system, which

was placed, at a distance of 40cm from the sample.

2.2.4 Sample Mounting
Powdered samples were transferred to glass capillaries, 2.5cm in length. The capillary was

then mounted on a spinning goniometer.

All data were collected at room temperature and each sample run typically lasted 30 - 45

minutes.
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2.3 Powder Neutron Diffraction (PND)

Time of flight (TOF) powder neutron diffraction (PND) has been used in some cases to
supplement the PXD data. The main difference between the two diffraction techniques,
mentioned, is the way in which the radiation is scattered. In PXD, the X-rays are scattered by
the electrons of the atoms and the scattering power is a function of the atomic number.
However, neutrons are scattered by the atomic nuclei and the neutron scattering power has no
simple dependence on the atomic number. The ability of a nucleus to scatter neutrons is
dependent on both the potential scattering and the resonant scattering, which varies across the
periodic table giving neighbouring elements and isotopes very different scattering lengths.
PND is an essential technique when studying cation distributions over a number of mixed
sites, especially when the cations concerned have similar X-ray scattering powers, such as
cobalt, nickel and iron. PND can also prove to be very useful when trying to locate light

atoms in the presence of heavy ones.

The suitability of neutrons to the diffraction technique is a result of a number of properties
including a wavelength comparable to the atomic separation and an intrinsic magnetic
moment, allowing both crystal and magnetic structures to be investigated. In this work, PND
has primarily been used to locate oxygen positions and occupancies and to study the

distribution of cations of similar atomic number over a number of mixed sites.

2.3.1 de Broglie Equation

Neutrons, due to their wave-particle duality, may be used for diffraction experiments in a
similar way to X-rays. The wavelength of a given neutron is governed by the de Broglie
equation [6]:

Equation 2-3

where: A = wavelength
h = Planck’s constant
m = mass of a neutron

v = velocity of a neutron
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2.3.2 Instrumentation

PND data, throughout the course of this work, were collected using the medium resolution
instrument POLARIS and the high intensity, high-resolution instrument GEM both at the
ISIS facility at the Rutherford Appleton Laboratory (RAL), Oxfordshire. This facility
employs a spallation neutron source, which provides a pulsed beam of neutron radiation and
has a d-spacing range of 0.2-3.2 A. A wide range of neutron energies is produced, making
this a variable wavelength technique. In a conventional diffraction experiment, according to
the Bragg equation (2.1.1), A is fixed with d and 6 as variables. However, for a TOF
experiment A and d are variables with O being fixed. The diffracted neutrons are detected by
fixed angle detectors according to their ‘time of flight’ (time taken for a neutron to travel

from the source to the detector) and hence their wavelength over a fixed distance.

Long d-spacing

Low angle detectors
4 detectors

Transmitted
beam monitor

Backscattering detectors

Incident beam
monitor

8.5m collimator

Figure 2-3: Schematic of the POLARIS instrument
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Diffractometers utilising a pulsed neutron source operate in a fundamentally different way to

a conventional reactor-based, constant wavelength diffractometer.

TOF diffractometers

measure the Bragg reflections at fixed scattering angles and monitor the time of arrival of a

neutron after the initial burst produced at the target. Conventional diffractometers measure

the Bragg reflections by scanning a detector over a range of angles from low to high 26.

The relationship between TOF and d-spacing is a linear one and is derived from the de

Broglie equation and Bragg’s law:

A= h
m,v,
A = 2dsiné

Equation 2-4

Equation 2-5

If the total distance travelled by a neutron (source—sample + sample—>detector) is equal to L

and the corresponding time of flight is t then;

Equation 2-6
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L
Vo = —
t
hence
Equation 2-7
h )
~—ﬂ[—t—ﬂ =2dsinf
m, || L]
therefore
Equation 2-8
‘= ZdL[ i )sin 0
h
Stod

Therefore, for a 12 m instrument like POLARIS, a 1 A d-spacing reflection will be detected

in a backscattering bank at a TOF of ~5000 us.

2.3.3 Data Collection

The samples were mounted in a cylindrical vanadium can, which is then placed within an

evacuated sample chamber.

collection times being around 1 hour.

All data were collected at room temperature with typical
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2.4 Structural Refinement

All structural refinements were carried out using the General Structure Analysis Suite

(GSAS) [7], which employs the Rietveld method [8,9].

2.4.1 The Rietveld Method

The single crystal method of structure determination is not always applicable to solid state
chemistry as the standard experimental procedures (high temperature sintering and frequent
regrinding) lead to samples with very small crystal size. Single crystal experiments typically
require ca. 0.01 mm’® crystals and larger crystals (ca. 1 mm?®) are required for neutron

experiments as the neutron beam has a significantly lower flux (ca. 10 lower).

A powder diffraction pattern of a crystalline material can be considered as a collection of
individual reflection profiles, each with a peak height, peak position, peak width, peak shape
and an integrated area which is proportional to the Bragg intensity, Iy where k represents the
Miller indices 4, k, and / [10]. A technique was devised to utilise the full information content

at each step of the powder pattern, which allowed structure determination using a method of

profile refinement.

The Rietveld method [8, 9] is based upon a comparison of an observed diffraction pattern
with a theoretical model and refines a number of structural/positional parameters, including
lattice parameters, atomic coordinates and site occupancies and profile parameters, including
peak shape, zero point and asymmetry. Once a calculated profile has been obtained, least-
squares refinements are carried out until the best fit is obtained between the entire observed
powder diffraction pattern and the entire calculated pattern based on simultaneously refined

models for the structural and profile parameters.

In order to refine X-ray and time of flight neutron data, different versions of the Rietveld

method have been used.

2.4.2 Theoretical considerations
It may be shown that for any regular array of stationary atoms, the structure factor F, is the
sum of the contributions of the scattering amplitudes, f, and the phases, ¢, of each atom [11],

leading to the expression:
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Equation 2-9

F=Y f,explig]

In a unit cell, the total phase shift of an atom j, at a point (x;, ), z;) from the origin is the sum
of the phase shifts in each direction. When the phase shift is evaluated, the structure factor

for one unit cell becomes:
Equation 2-10

N
Fhkl :Zf] exp[Zzzz'(hxj +kyj +ZZJ)}
J=1

where 4, k and / are the Miller Indices that define the plane from which the reflection takes
place. For very small crystals, it may be shown that the intensity of the scattered beam is

proportional to the square of the structure factor.

Equation 2-11

Dy = kLZth/d]Z

where k= scaling constant

L = the Lorentz factor, a geometric function of the method of data collection and

hence the instrument used.

In real crystals, the scattered intensity is modified by imperfections in the lattice structure.
Defects and substitutional disorder cause local structural irregularities, particularly in non-
stoichiometric materials. In addition, thermal motion causes a reduction in scattered intensity
as a result of time dependent vibrations of the atoms about their mean positions: the atoms in
a plane hkl are displaced randomly from their ideal in-plane positions, disrupting the in-plane
behaviour of their combined scattering. The correction to a structure factor reflected by a

plane, Akl, takes the form [11]:
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Equation 2-12

sin? @ |

Tow = CXP{_B Bkl 72—]_1

so that for a unit cell, the structure factor becomes:

Equation 2-13

sin” 6 {}exp[Zm(hx +hy, +iz))]

F,= an ex{

where #; is the occupation factor of the ;™ atom, equal to one in a structure free from defects.
However, this assumes that the displacements due to thermal motion are isotropic, which is
rarely the case, except in some highly symmetric special positions of cubic space groups. A

more rigorous analysis [8] describes the anisotropy of thermal motion in the form of an

ellipsoid, replacing the equation above with:

Equation 2-14

Ty = oxp|= J(Byh?a** +Bpy kb +B,l"c*¥* 2B, hka* b *+2By,klb * ¢ *+2B,,hla * ¢ )

A number of expressions can be used to simulate the thermal motion (Z3x), but the form
given here is used to describe the anisotropic temperature factors used throughout this work.

(Values of U are quoted throughout this work and these are related to B in Equation 2-14 by
B = 87°U)

The intensity of the scattered beam at a particular point is also dependent on the multiplicity
of the particular Akl reflection. Therefore, for a specific skl reflection in a given crystal
symmetry class, there can be a number of equivalent planes diffracting at the same angle to

give an increased intensity.

2.4.3 Data Refinement
The Rietveld method is now widely recognised to be uniquely valuable for structural
analyses of nearly all classes of crystalline materials not available as single crystals. The

typical process followed for the refinement of powder diffraction data was as follows:
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i) Determination of an approximate model of the structure by comparison with other known
structures and their diffraction patterns.

i1) Refinement of the overall scale factor and background parameters.

ii1) Refinement of the lattice parameters, zero point error and possible sample displacement
correction in order to accurately locate the Bragg reflections. A preliminary refinement of
the peak shape parameters is often carried out at this stage.

iv) Location of atom positions in the structure by allowing them to vary. This alters the peak
intensities and allows improvement of the peak shape.

v) Refinement of the isotropic temperature factors is allowed when the atomic position is
known in order to define its thermal motion.

vi) Full refinement of peak shape parameters, in addition to any asymmetry or preferred
orientation parameters that might be required.

viil) Variation of the anisotropic temperature factors is carried out if possible. This can lead

to a significant improvement in the fit, however, its use is often not feasible with X-ray data.

In this work the Rietveld method was used for refinement of data collected on both the single
wavelength powder X-ray diffractometer and time of flight neutron instruments. The
differences between data sources influence the data preparation that was required and the
instrumental parameters that were refined, however, the method itself is the same. In all
cases, the ‘best-fit’ sought is the best least squares fit to all the intensities at each step. The

quantity minimised in the least-squares refinement is the function M and is the sum over all

the data points:

Equation 2-15

M= w507 - yfley?
i

obs

Where: w; = a weighting factor given by 1/y;
y°* = observed intensity at each step/point i (26; for PXD)

cale

yi " = calculated intensity at each step.

For PXD, the calculated intensities yf“[c are determined from the structural model by
summing the calculated contributions from neighbouring Bragg reflections (k) plus the

background b; :
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Equation 2-16

2
VE =5 LilFr| 9(26: =20, ) P A+,
k

where s = scale factor

Ly, contains Lorentz polarisation and multiplicity factors
¢ = reflection profile function

F} = structure factor for the ™ Bragg reflection

Py = preferred orientation function

A = an absorption factor

vp: = background intensity at i step

Preferred orientation arises when there is a stronger tendency for the crystallites to be ordered

in one way / set of ways and is defined by :

Equation 2-17

P, =[G, +(1- G,) exp(-G,a}))]

where G; and G, are refinable parameters and oy is the angle between the presumed

cylindrical symmetry axis and the preferred orientation axis direction.

Since a comparison of intensities is performed at every point, it is essential for the
construction of the calculated profile to accurately describe the shape of the Bragg reflections
i.e. peak shape. Peak shape is generally dictated by the instrument; for the Siemens D5000
the peak shape is pseudo-Voigt, and described by the function

Equation 2-18

nL+ (-G
where L and G are the Lorentzian and Gaussian contributions to the peak shape and 7 is the

mixing parameter which can be refined as a linear function of 20 ;
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Equation 2-19

n=N,+N(20)

where N4 and Nj are refinable parameters.

The Gaussian (G) and Lorentzian (L) contributions to the peak shape are represented by the

equations ;

Equation 2-20

(4 1n2)}/

Hk\/;

G= xpl~41n2(20, -20,)" /1|

and

Equation 2-21

L=—2 /{1+4*———(29f _f‘gk)zﬂ
7, H; |

where 26 is the calculated position for the X Bragg peak corrected for the counter zeropoint

and Hy is the full-width-at-half-maximum (FWHM) of the K Bragg reflection.

The full width at half maximum (FWHM), H; of a peak has been shown to vary with the

scattering angle 26, [12] and is modelled as:

Equation 2-22

H,f =Utan’ @ +V tan@+Ww

where U, V and W are the refinable parameters and are both instrument and sample
dependent. Therefore, this formula can account for peak broadening effects resulting from
particle size.

At low scattering angles the peak shape shows marked asymmetry due to the detector and
sample heights. This results in the peak maximum shifting to slightly lower angle while the
integrated intensity remains unchanged. This can be corrected by the use of a semi-empirical

correction factor of the form
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Equation 2-23

| _ P26, 20, )?
tan &,

where P = the asymmetry parameter

s=+1, 0, -1 when (26; - 26,)* is positive, zero or negative,

The refineable parameters for any least squares refinement fall into two distinct groups. The
first group defines the structural parameters, which describe the contents of the unit cell and
include the overall temperature factors, coordinates and occupancies of each atom. The
second group contains the profile parameters, which define the position, shape and FWHM of
each peak and consist of the profile scale factor, unit cell parameters, U, V, W, zeropoint,
asymmetry and preferred orientation correction. In order to make a quantitative assessment
of the agreement between the observed and calculated profiles, a number of reliability factors

are defined, Rpope, Respecied, Rweighted profite- The R-factors are given by;

Equation 2-24

Z yiobs _yicalc }_]
Rprtzﬁle = Rp =100~ Zy?bs l
~ ']
Equation 2-25
(N-P+C) v
~P+

Where R,y, is defined from the statistics of the refinement and N is the number of
observations, P is the number of refinable parameters and C the number of constraints.

From a mathematical point, Ryeighed profie (Rwp) 18 the most meaningful of the R-factors
because the numerator is the residual being minimised. For the same reason, it is also the one

that best reflects the progress of the refinement and is given by:
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Equation 2-26

> oy -y ﬂy

R, =100 -
e

The final measure of the whole fit, that is minimised during the refinement is the chi-squared

parameter and is defined as:

Equation 2-27
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Therefore, for a good fit, the Ryeighred prosite Should approach the statistically expected R-factor
(Rexp). The goodness of fit can also be measured by examining a plot of the profile fit; for a

good fit, the difference line between the calculated and observed patterns should be as flat as

possible.

2.4.4 Neutron Diffraction Data Refinement

The refinement of neutron diffraction data has significant advantages over the X-ray method.
As previously described, the scattering length of a particular atom is related to the size of the
nucleus and not the number of electrons it possesses. Neutron diffraction experiments are not
affected by a form factor and consequently, allow the collection of a much larger angular
range data set. In addition, preferred orientation effects are reduced due to the nature of the
sample mounting in a neutron diffraction experiment.

The time-of-flight data from POLARIS and GEM were refined using the GSAS package,
which employs the Rietveld technique as previously discussed. In this type of refinement, 20
data is replaced by TOF data which is readily converted to d-spacing using Equation 2-8.
However, for TOF data refined by this method, a d-spacing dependant absorption correction
is applied due to the range of incident neutron energies.

In addition, the peak shape is more complex and is often fitted in terms of Gaussian,
Lorentzian and exponential expressions rather than the mainly Gaussian expression used for

single wavelength neutron diffraction data.
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2.5 Solid State Ultraviolet/Visible (UV/Vis) Spectroscopy

UV visible spectra were acquired using a Perkin Elmer UV\Vis\NIR Lambda 19 spectrometer
set up for diffuse reflectance spectroscopy utilising tungsten and deuterium lamps. The
Kubelka-Munk [13, 14] function is applied to the spectrum. Selection of the required
wavelength is achieved automatically through the use of diffraction gratings during the scan.
Powdered samples were mounted in a quartz fronted aluminium holder and the spectra

recorded between 200 and 800 nm using barium sulphate as a reference sample.
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2.6 Extended X-ray Absorption Fine Structure — EXAFS

Since the advent of synchrotron radiation many forms of X-ray spectroscopy have been
developed and utilised. In particular the technique of EXAFS has been used widely to
investigate the local environment of a specific element up to distances typically 4-5 A from
the central atom.

EXAFS relates to the oscillatory variation of the X-ray absorption function as a function of
photon energy beyond an absorption edge. The absorption, often stated in terms of the
absorption coefficient (u), can be ascertained from measurement of the attenuation of X-rays
as they pass through a material. If the X-ray photon energy (E) is matched to the binding
energy of a core level of an atom in a material, a sudden increase in absorption coefficient is
observed, known as the absorption edge. For condensed matter, the variation of absorption
coefficient at energies above the absorption edge produces a fine oscillatory structure called
EXAFS [15].

EXAFS is a weak phenomenon so an intense source of X-rays is required to achieve an
acceptable signal to noise ratio. Synchrotron radiation sources provide intense, highly
collimated X-radiation over a wide range of energies that is ideal for the accumulation of

EXAFS data in acceptable acquisition times.

2.6.1 The Absorption Edge

When an X-ray beam travels through a material a reduction in intensity is observed due to
absorption. This absorption occurs at characteristic energies, which occur as steps or edges
and are characteristic of the absorbing atom. The absorption is a result of an electron being
excited from a core energy level, to an excited state close to or beyond the continuum. The
edges are labelled according to the element and energy level from which the electron is
ejected. For example, a 1s electron excitation is labelled K-edge, a 2s electron is an Li-edge,
and Ly and Lig-edges for 2pi» and 2ps3,, excitations respectively.

The absorption edge has further fine structure as shown in Figure 2-5. The region just before
the edge to approximately 30 eV beyond it is known as the X-ray absorption near edge
structure (XANES) region and consists of sharp spikes and oscillations caused by electronic
transitions between bound states (before and on the edge) and multiple scattering effects
(beyond the edge). Analysis of this region is complex and hence it is used mainly for the

qualitative comparison between samples.
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Figure 2-5. A typical X-ray absorption spectrum

The region from approximately 30 eV to 1000 eV beyond the edge consists of sinusoidal
oscillations, which are termed extended X-ray absorption fine structure (EXAFS). EXAFS
oscillations are observed for all materials, except monatomic gases. This effect is caused by

the presence of fixed atoms as near neighbours to the absorber.

2.6.2 EXAFS Theory

EXAFS is defined as a final state interference effect, involving scattering of outgoing
photoelectrons by the neighbouring atoms [15, 16].

The probability that an atom will absorb an X-ray photon and eject a core electron is
dependent on the initial and final states of the electron. The initial state is a localised core
level that corresponds to the absorption edge and the final state is the free electron. The
cjected electron can be considered as an outgoing spherical wave, which will be
backscattered by any neighbouring atoms producing incoming electron waves. The nature of
the interference of the incoming and outgoing waves is dictated by the electron wavelength
(A). Thus the backscattered waves will either add or subtract from the outgoing waves at the
centre depending on their relative phase. The total amplitude of the electron wave function
will be correspondingly enhanced or reduced, giving rise to the sinusoidal variation of

absorption vs. photon energy that is EXAFS.
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Figure 2-6. Modification of the outgoing wave by a neighbouring atom.

The electron wavelength is given by the expression;

Equation 2-28

2
k

A

where k is the photoelectron wavevector, given by,

Equation 2-29

where E = X-ray photon energy
m = mass of an electron
E( = threshold energy of the absorption edge

h = Planck's constant

As the X-ray energy changes, so does the photoelectron wavevector k and hence the
wavelength A, thus causing an oscillation between constructive and destructive interference.
As the final electron state is governed by this interference and the probability of the
absorption is dependent on the final state, oscillations are seen in absorption with varying

photon energy.
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In order to treat EXAFS theoretically the oscillations have to be isolated from the normal

atomic absorption and machine absorption. The EXAFS intensity or interference function
v (E) is defined by:

Equation 2-30

HE)- 1 (E)
,Uo(E)

2(E)=
where H(E) = observed absorption coefficient for photon energy E

uo(E) = background absorptions/absorption coefficient of free atom

As po(E) cannot be obtained experimentally, an approximation is taken to give a smooth
absorption coefficient through the oscillations.

In order to relate y(E) to the structural parameters required, (E) is plotted as a function of
the photoelectron wavevector k (A_l) i.e. E is converted to k. When plotted in this manner,
the EXAFS oscillations decrease rapidly in intensity with increasing k and the determination
of structural parameters would be dominated by the strong oscillations at low k. To prevent
this occurring, the EXAFS is weighted by a function of k, most often k3, which amplifies the
contribution made by the later oscillations.

The k3 weighted EXAFS oscillations then undergo Fourier transformation over the k range,
which creates peaks that approximately compare to the interatomic distances. The peaks are
of differing intensity reflecting the number and size of backscattering atoms. At this stage,
the peaks are broad and shells of backscatterers at similar distances may fall under the same
peak, so it is not possible to directly resolve the structural parameters. In addition, the
intensities cannot be accurately quantified and the peak distances may be displaced from their
true distances by 0.2 - 0.5 A depending on a number of variables; the phase shifts of the
elements involved, the position of E | chosen and the weighting.

In order to obtain quantitative information, curve fitting between a theoretical model and the

experimental EXAFS is carried out.

2.6.3 The Plane Wave Equation (Small-Atom Approximation)
The conversion of EXAFS into the photoelectron wavevector k is formally derived in the
plane wave theory of Lee and Pendry [17]:

Equation 2-31
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k
(k)= %Z NS, l}(_%_)_' exp(— 20k’ )exp( f‘” )sin(Zka +25,+a,)

(

where S; = an amplitude reduction factor due to absorber multiple excitations.

N =number of equivalent backscatters in each shell s.

R,, = interatomic distance between the absorber and backscatterer.

Jfs(7k) = backscattering amplitude of the backscattering atom.

Uasz = mean square variation of Rg.

A = elastic mean free path.

O; = phase shift due to absorber.

o = phase shift due to backscatterer.
This is the plane wave equation and is based on the approximation that the outgoing spherical
electron wave may be treated as a plane wave in the vicinity of the backscatterers. This
approximation is valid if the effective size of the backscattering atom is small compared with
the interatomic distance between the central atom (absorber) and backscatterer, hence the
terminology ‘small-atom approximation’.
Essentially, the plane wave equation can be described as the sum of a series of damped sine
waves from all neighbouring atoms. Each shell of equivalent backscatterers produces an
individual interference pattern in the form of a damped sine wave. For backscatterers at
longer distances from the absorber, the amplitude of the sine waves is greatly reduced
(¢ 1/R45).
In this single-scattering theory, the backscattering pathways are considered independent, i.e.
they do not interact with each other. Therefore, the interference pattern due to each shell can
be summed and the EXAFS comes from a summation over all the atoms neighbouring the
absorber.
Some of the variables and functions involved in the phase and damping of the EXAFS

oscillations are described;

2.6.3.1 Phaseshifts — sin(2kR, + 201 + a)

The frequency of each EXAFS wave is dependent on the distance between the absorbing
atom and the neighbouring atom, as the photoelectron wave must travel from the absorber to
the scatterer and back. On leaving the absorber and travelling to the backscatterer the
outgoing photoelectron wave undergoes a phaseshift (kR,; + J;) where J; is the phaseshift
due to the potential of the central atom (Coulombic interaction). It then experiences a further

phaseshift (a5) when backscattered by the neighbouring atom. Finally it undergoes the
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phaseshift (kR4 + 6;) when returning to the back scatterer, giving a total phaseshift (2kR,s +
20; + as). The phaseshifts are calculated for the atom types present in a sample and both
backscatterer and absorber phaseshifts vary with k and increase with atomic number Z. In
addition the backscattering amplitude, fy(7 k), is highly correlated with phase functions and

shows trends with variation in £ and Z.

2.6.3.2 Debye-Waller Term — exp(-26,5°k’)

The Debye-Waller factor ¢ plays an important part in EXAFS spectroscopy and has two
components Gy, due to static disorder, and o4, due to thermal vibrations.

Static disorder results from the atoms in a shell of backscatterers being at a slightly different
distances from the absorber. The thermal motion of the atoms also causes further uncertainty
in the distances. This in turn causes a deviation in R, and in cases where the disorder is
large, damping of the EXAFS occurs as the oscillations are broadened. In general, shells at
larger distances have higher Debye-Waller factors. The relative variation in vibration
between the absorber and scatterer is important and closer shells tend to move in sympathy
with the central atom whereas the variation is greater for shells at larger distances.

The thermal contribution and hence the Debye-Waller factor can be minimised by cooling the
sample. This also increases the intensity of the oscillations, giving a better signal to noise

ratio and enhances the resulting fit, particularly for distant shells.

2.6.3.3 Inelastic Scattering Losses

There are two categories of inelastic scattering process which the photoelectron experiences
as it leaves the X-ray absorbing atom, travels to the neighbouring atoms and returns, that may
reduce the EXAFS amplitude. The foremost is a result of multiple excitations at the central
atom and the second is associated with excitation of the surrounding environment such as

neighbouring atoms — mean free path.

2.6.3.3.1 Multiple Excitations Amplitude Reductions (Passive Electrons) - S;

When a photoelectron is ejected from a core hole, excess energy (E — Eo) can excite the
remaining passive electrons (any electrons other than the core/active electron). These passive
electrons may be excited in shake-up (excited to a bound state) or shake off (excited to
continuum / ejected) processes. Since the total energy must be conserved, the original
photoelectron must have a kinetic energy less than (E — Ep), i.e. a loss of intensity, implying
its EXAFS contribution will be shifted in energy and phase. The result is a further damping
in the experimentally observed EXAFS, which is modelled by the factor S;. The degree of
amplitude reduction is dependent upon the central absorber. The surrounding chemical
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environment has a negligible effect. Therefore, the multiple excitation amplitude reduction

factor remains constant having been set with standard components.

2.6.3.3.2 Inelastic Mean Free Path — exp(-2R 5/ 2)

The outgoing photoelectron wave has a limited lifetime and path length as a result of energy
losses to its surroundings. This type of inelastic scattering decreases the interaction between
the outgoing and the backscattered waves by reducing the intensity and coherency of the
interference effects. The term exp(-2R,; / /) in Equation 2-31 is a factor used to describe this
damping and is dependent upon the ratio of the interatomic distance Ry, to the electron mean
free path, A.

In contrast to the multiple excitation process, the mean free path scattering losses are
dominated by weakly bound electrons (outer electrons such as valence electrons) which are
dependent upon chemical environment, i.c. they are sensitive to the chemical environment of
the absorber. This effect is particularly important for light-atom scatterers where the number
of valence electrons is a substantial amount of the total number of electrons, and for higher

shells where the emitted photoelectron travels a greater distance

2.6.4 Curved Wave Theory

The plane wave approximation assumes the atomic radii are smaller than the interatomic
distance and approximates outgoing/incoming spherical electron waves by plane waves
neglecting curvature of the electron wave at the scattering atom. This formalism is sufficient
for high-energy data. Although, in practice the plane wave equation is not valid at low k
(less than 4 A) and consequently a better formalism is the curved wave theory. This is
applied for actual EXAFS data and achieves a better fit across the whole k range [18]. The
theory describes the initial and final states in terms of angular momentum with the result
being a more complex expression with all the effects of the scattering atom incorporated in a
matrix form. All of the factors involved in the plane wave equation are present but in
different mathematical formulations. Computations using the full theory are time-
consuming, and in practice a modified version derived by Gurman et al. [19] is used in both
the data analysis program EXCURV9S8 [20] and the combined refinement program (section
2.6.8) [21, 22]. This simplifies the full spherical wave expression, as all terms except the

diagonal matrix elements are negligible, although the exactness of the original theory is

retained.
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2.6.5 Multiple Scattering

Multiple scattering (MS) occurs when the photoelectron encounters more than one
backscatterer before returning to the absorber. The EXAFS expression (Equation 2-31) is
based on the single-scattering approximation where the outgoing wave is backscattered only
once before combining with the unscattered wave. This assumes that in most cases single-
scattering pathways between the absorber and shells of backscatterers have much greater
amplitude than multiple pathways and photoelectron waves returning to the central atom
from MS pathways are thought to mostly cancel each other out. However, in compounds
where two backscatterers are arranged approximately collinearly with the absorber, MS
effects have been shown to significantly increase the amplitude of EXAFS [23, 24].

The natural assumption would be that the intervening backscatter would block the more
distant one, reducing the EXAFS contribution from it. In contrast, experiments have revealed
that the EXAFS due to the latter is strongly enhanced. This is because the intervening atom
has a focusing effect on the photoelectron, forward scattering it with greater intensity than
would occur if it were absent, and with a change of phase.

The relative importance of the pathways varies with angle. At low angles the first order,

single scattering is dominant, but the higher order pathways become more influential as the

angle approaches 180 °.

2.6.6 Instrumentation
EXAFS spectra were collected at the Daresbury Laboratory Synchrotron Radiation Source
(SRS) on stations 8.1 and 9.2. Both stations employ double crystal monochromators, which

produce a tuneable monochromatic beam of synchrotron radiation at the desired energy.

2.6.6.1 Station 8.1

Station 8.1 is designed to function as a high flux bending magnet station for dilute sample
studies in the range 3.5 — 11 keV. The station consists of bent double crystal monochromator
(Si(111) or Si(220)). The crystals are bent in order to match the vertical dispersion of the
source, hence eliminating the requirement of vertical slits to maintain resolution. The first
crystal is also water cooled for temperature stabilisation. The beam line is maintained at high
vacuum making it possible to minimise the beryllium window thickness between the

synchrotron and the beam line itself, which is particularly important at lower energies [25].
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Figure 2-7: Schematic representation of a typical EXAFS beam-line

2.6.6.2 Station 9.2

Station 9.2 operates with a water-cooled, harmonic rejecting double crystal (Si (220))
monochromator in conjunction with a 5 Tesla wiggler magnet, which results in radiation of a
higher energy [26]. This allows the study of energies in the range 6 — 33 keV. Entrance slits
define the beam size, both horizontally and vertically, before it reaches the monochromator.

The beam then passes through a further set of slits prior to entering the experimental area.

2.6.6.3 Harmonic Rejection

The required wavelength (and hence the energy) of X-rays for a certain experiment can be

selected according to the Bragg equation:
nA = 2dsin®

where n = an integer (1 for the fundamental, 2, 3 etc. for higher harmonics)
A = desired wavelength
d = crystal spacing (fixed for Si(111) or Si(220))

0 = angle between monochromator crystals and beam

However, in addition to the selected wavelength, the monochromator would also allow higher
harmonics (n = 2, 3 etc.) to be incident on the sample. This could result in the EXAFS data
being distorted as the higher harmonics would not be absorbed in the same way as the
fundamental. For this reason they are removed by harmonic rejection. This is controlled by

tilting one monochromator crystal with respect to the other in order to only allow 50, 60 or
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70% of the maximum intensity through, thus rejecting most of the harmonic content while

retaining 50% or more of the fundamental.

2.6.6.4 Absorption Detection
The absorbance is monitored using two inert gas filled ion chambers, Iy before the sample
and I; after the sample. The relative absorbance is then calculated from the natural log of the

ratio between the two readings (In Ip/Iy).

2.6.6.5 Sample Preparation

A calculated [27] amount of sample, designed to give an optimum p value of 2.0, was diluted
with around 50mg of polyvinyl alcohol (PVA) and pelletised. Sample homogeneity is a key
consideration when preparing samples as unevenly distributed sample can cause irregular
absorption across the sample. The prime advantage of using a pelletised sample is that the
disc produced presents a more homogenous, uniform sample. Finally, the pellets were
mounted on specially designed aluminium sample holders and secured with Kapton tape.
Experiments were set to scan over a particular energy range to incorporate the edge jump for
the element being studied. Scan durations were typically 30 — 45 minutes, and a minimum of
two scans were carried out so that the data sets could be averaged during analysis to help

improve the signal to noise ratio.

2.6.7 Data Analysis

The analysis of EXAFS data initially involves a background subtraction to isolate the
EXAFS followed by fitting of the experimental data to a theoretical model. These stages can
be achieved using two programs: PAXAS [28] and EXCURV98 [20].

2.6.7.1 PAXAS

PAXAS, the program used for the background subtraction of EXAFS data, removes the
EXAFS oscillations due to atomic and machine absorption from the background absorption.
The data is recorded experimentally as absorption wversus monochromator angle
(millidegrees), and is converted, by PAXAS, into absorption versus energy (eV) using the

relevant monochromator d-spacing.

2.6.7.2 EXCURV98
The second type of program utilised is the EXAFS curve-fitting program EXCURV98 [29]

which uses theoretical models to curve-fit and ultimately provide structural parameters.
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Initially, the phase shifts used in the theoretical model are generated by ab-initio calculations.
The type and number of atoms, distance from absorbing nucleus and thermal motion
parameters, are then introduced to generate a theoretical spectrum and these are subsequently
varied during the refinement.

EXCURVO9S program uses a least squares refinement process to minimise the equation:

Equation 2-32

FI = Z [ (e )= 2 E )

where 7'(k) and F(k) = theoretical and experimental EXAFS

FI (Fit Index) = weighted minimised sum for theoretical and experimental EXAFS.

This term can be used to indicate an improving fit but it is not comparable between data sets
as it is dependent on energy range, number of points and magnitude of EXAFS. To allow

comparison of the quality of fits, the R-factor is calculated where

Equation 2-33
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2.6.8 P — Combined Refinement Program

The Combined Refinement Program is a similar program to EXCURV98, however, powder
diffraction data are also included in a simultaneous refinement of both data sets using one set
of structural coordinates. The program itself was written and developed by Mr. Norman
Binsted at Southampton University.

The techniques of EXAFS and PXD have often been combined in the study of materials. In
most cases this is due to the complementarity of the methods with EXAFS being used to
elucidate information about local environments and short-range order, whilst powder

diffraction data can provide information about the structure as a whole.

2.6.8.1 Powder X-ray Diffraction
PXD is an important technique used in the characterisation of polycrystalline inorganic
materials, but is dependent upon long-range order being present in a material. The form of

the PXD pattern obtained is dependent upon the crystal structure a material adopts. This
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structure is defined by the lattice type, crystal class, unit cell parameters and the distribution
of the various ion types within the unit cell, which in turn determines the number and
position of the observed reflections. The atom types and their distribution throughout the
unit cell determine the intensity of the observed reflections. Rietveld refinement of the PXD
data allows the derivation of a number of structural parameters exclusive to the material
under study, such as lattice parameters, atomic positions, fractional occupancies, temperature
factors and bond lengths.

However a number of drawbacks to the technique do exist. The ability of an atom to scatter
X-rays is proportional to its atomic number and as a result it is often difficult to locate light
atoms because the scattered intensity is very weak. This is a particular problem when the
other atoms present are very heavy. Similarly, it is difficult to distinguish elements that have
very similar atomic numbers or are isoelectronic. Also, when doping very small quantities of

a different atom type into a structure, it is often difficult to locate the position of the dopant.

2.6.8.2 EXAFS

Extended X-ray Absorption Fine Structure (EXAFS) is an atom specific technique giving
short-range data on the local environment of a particular element within a structure. The
information available from EXAFS includes interatomic distances, the approximate nature of
the neighbouring atoms (i.e. to which row of the periodic table they belong) and the
approximate number of each atom type at each distance.

EXAFS does not require the presence of long-range order, therefore, it can be used to extract
structural information in many phases where diffraction techniques are not definitive, such as
glasses, liquids and amorphous solids. EXAFS is particularly useful in determination of
minor/trace elements due to the sensitivity of the technique. It is highly element specific and
therefore the data obtained from EXAFS analysis contain only the relationship between
atoms of the X-ray absorbing element and its neighbours, whereas X-ray diffraction methods
result in an average correlation function for the sample as a whole.

However, a number of limitations exist for EXAFS as a technique. The margin of error in
the determination of structural parameters beyond the first shell is high and is therefore not as
accurate as other structural methods. EXAFS is a weak phenomenon and as such an intense
source of X-radiation is required to achieve an acceptable signal to noise ratio. This is
provided by synchrotron radiation sources, where beam time is limited and expensive.

Due to the element specificity of EXAFS, impurity phases that contain the absorbing element

will interfere with the data leading to poor results, however, other impurities will not affect
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the EXAFS measurements. Further complications can arise in multi-element samples where
the respective absorption edges are close together and overlap.

Finally, if the absorbing element exists in more than one environment, then the EXAFS will
not characterise the separate conditions because the derived parameters are the average for

that element. Therefore minor species of the probed element may not be detected.

2.6.8.3 Combined refinement

There are a number of advantages in refining EXAFS and powder diffraction spectra
simultaneously, one being that no additional structural variable needs to be introduced in
order to describe the EXAFS distances, even when very many shells are fitted.
Consequently, the method is a far more rigorous test of the structural model than either of the

techniques performed independently and should lead to a better-determined refinement.

2.6.8.4 Theory

The EXAFS theory employed in the combined refinement program (P) is very similar to that
previously discussed in section 2.6. The method used is based on the fast spherical wave
formalism of Gurman, Binsted and Ross [19, 30]. Ground state photoelectron potentials are
calculated according to the Mattheis prescription [31, 32, 33]. Excited state corrections to the
exchange and correlation potential are based on the theory of Hedin and Lundquist [34], as
implemented by Lee and Beni [35]. The phaseshifts are calculated following the method of
Fox and Goodwin [36]. The PXD calculations are based on the DBW code of Wiles,
Sakthivel and Young [37] employing the Rietveld method (section 2.4.1).

2.6.8.5 Parameters
Theory calculation, refinement and restraints are all governed by a large number of variables.
The parameters available within the combined refinement program are grouped into nine
types, as described below.
1) Cell parameters — define the unit cell.
2) Atomic parameters — define fractional coordinates of the atoms within the cell, their
occupancies, isotropic temperature factors and Debye-Waller factors.
3) Shell parameters — are defined by the number of atoms in a particular shell and the
characteristics of the atom within the shell.
4) Unit parameters — used in the refinement of proteins and have not been used in this

work.

5) Phaseshift parameters — are defined by the atomic number of the atoms involved.

64



Chapter 2 Experimental Technigues

6) Control parameters — examples are numerous (= 85) and include NS (number of
shells and AH, BH and CH (peak shape parameters).

7) XANES parameters — used only by XANES calculation not covered in this work.

8) Restrained refinement, bond and correlation parameters — are defined by two shell
numbers and sometimes a symmetry index.

9) Group symbols — define the cell or cluster symmetry.

2.6.8.6 Method

Initially, raw EXAFS and powder diffraction data sets are read into the combined refinement
program — the EXAFS data is previously background subtracted using PAXAS [28] (section
2.6.7.1), powder diffraction (PD) data can be read into the program in either DBW format or
GSAS format. The structural model is first defined as for a PD Rietveld analysis, in terms of
a space group, positional coordinates and occupancies.

For each atom for which EXAFS data are available, the program calculates the radial
distribution up to a pre-defined limit (normally 5 to 10 A). If necessary, several clusters are
generated for each structurally unique site occupied by the element in question. In some
cases mixed or partially occupied sites are required and this can be included in the
refinement. For each cluster, the program then determines the point group, which allows the
table of radial coordinates to be reduced to a set of shell coordinates and occupation numbers,
and a point group operator. One benefit of this is the efficient treatment of multiple
scattering (MS) making full use of symmetry without the need for a path-sort to find
equivalent paths. It is important to include MS even when it does not seem to make a large
contribution to the final result. MS is particularly sensitive to short interatomic distances,
and hence its inclusion helps to eliminate solutions where distances tend to refine to values
that are significantly shorter than actual values. The PD and EXAFS theories are then
calculated and combined EXAFS and PD curve fitting is performed using a least squares
refinement. This involves minimisation of the weighted sum of squares of residuals
employing non-linear least squares routine VAOSA in the Harwell library [38].

In addition to the structural parameters required to describe the model, the control parameters
generally refined are the PD isotropic thermal parameters, peak shape and background
parameters, scale factor, and zero offset. The EXAFS energy zero EF (one per spectrum) and
one or more phaseshift parameters are also refined, e.g. individual muffin-tin radii.

The quantity minimised during refinement is given by:
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Equation 2-34

WexafsPexafs T WpaDPpa
Wexars and W, are the weights attached to the EXAFS and PD data sets respectively. For a
combined refinement the values are normally set such that Wey.s = Wy = 0.5. For EXAFS of
PD only refinements the weightings Wx,s = 1.0 or W,4 = 1.0 are used respectively.

The EXAFS contribution (Pexs) 1s given by:
Equation 2-35

2 2

o =3 wi 2 ()= /()
v**P(k) and y*P(k) are the experimental and theoretical EXAFS. K is the magnitude of the
photoelectron wavevector. wi, the weighting attached to a particular data point , is normally

defined for an EXAFS data point by:
Equation 2-36
w2 = kin
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where n is selected to give an envelope of approximately comstant amplitude for £” y™F(k).

Similarly the PD contribution 1s given by:

Equation 2-37

2
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where the sum over all experimental data points i with experimental and theoretical counts
% and y™ respectively. For a PD observation the point weighting is taken to be w; = 1/4,°7.

An R-factor is defined as:

Equation 2-38

L e
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which gives a meaningful indication of the quality of the fit to EXAFS data in k-space. A
value of around 20% is normally considered to be a reasonable fit, with values of 10% or less
being difficult to obtain on unfiltered data. R factors for PD data are as previously stated in
section 2.4.
An absolute index of goodness to fit, which takes account of the degree of over determinacy
in the system is given by the reduced chi squared function. The difficulty in comparing the

weights for each of the data points w; for the two techniques, and the fact that it is rarely
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possible to use experimental values of w; for EXAFS analysis (accurate distance
determination requires a constant amplitude envelope over a wide k-range), complicates the

derivation of a useful overall statistical criteria. An expression:

Equation 2-39

chi® =1/(Nypg = P)Ning / N oo )Zz%bs W w, (fexp —f;h)2
is used, where N,,4 1s the number of independent data points and p the number of parameters.
Ning 18 normally less than N (number of data points). The sum is over all observations N,ps
and W is W, Wpa or Wy according to whether the term is due to EXAFS, powder
diffraction or constraint respectively. This expression does not have any absolute
significance due to the artificial nature of the weightings, but changes do provide a valid
statistical measure of the effect of introducing or removing variables — introducing an

additional variable should result in an overall reduction in chi’.
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2.7 Synthesis Techniques

2.7.1 Conventional High-Temperature Solid-State Synthesis

The direct reaction of a mixture of solid starting materials, at high temperatures and over
extended periods of time, is the most widely used method for the preparation of
polycrystalline solids. In the preparation of mixed metal oxide materials, for example, a
stoichiometric mixture of the component oxides is used. However, in some cases using the
oxide is difficult, particularly where it may be hygroscopic or air sensitive, and often a
carbonate or another oxo-salt, which will decompose on heating to give the oxide, is used.
This facilitates more accurate weighing of the starting materials, which are then ground to
produce an intimate mixture using a pestle and mortar, transferred to an alumina crucible and
heated to the required temperature.

The reaction process between oxide starting materials occurs by diffusion of the metal
cations at particle interfaces. In oxide materials the cations are the most mobile as they are
usually smaller than the oxide ions. The rate of diffusion of reactants is usually very slow
and therefore long reaction times are required. The most common method of increasing the
rate at which the cations diffuse is by raising the reaction temperature.

A reaction between two solids will only occur when the relevant reactant particles are in
contact, therefore, by maximising the number of interfaces it is possible to increase the
reaction rate. This can be achieved by frequent and thorough grinding of the material both
before and during the reaction to increase the overall surface area or by pelletising the ground

reactants. The grinding process also aids homogeneity and thus improves the formation of a

single-phase product.

2.7.2 Precursor Methods

An alternative method of producing a homogenous and very finely divided reactant mixture
is through the use of precursor methods. These techniques typically involve the
decomposition of a material to yield finely divided and reactive particles, which will increase
the reaction rate. Examples of such precursors include metal carbonates, nitrates and

hydroxides.

2.7.3 Special Atmospheres

Where a particular oxidation state or reaction stoichiometry is required the reaction
environment may be controlled using a tube furnace. This allows a continuous supply of a
particular gas e.g. oxygen to be passed over the reaction mixture during heating.
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In some cases one or more of the components may be volatile at the necessary reaction

temperature. Here the reaction mixture can be sealed in an evacuated quartz tube to prevent

any loss of material.
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3  Mn" Systems

Mn" is a d” transition metal ion which, when doped into tetrahedral sites within stable oxide
matrices, exhibits bright colours due to a large absorption cross section [1, 2]. Indeed
materials containing the Mn’" ion tetrahedrally coordinated by four oxygen ions show
colours ranging from deep blues through turquoise to dark green [3, 4, 5]. Thus ceramic
oxide materials of this nature are of considerable interest as possible inorganic pigments.

A particular driving force for this research is that many current green pigments contain either
chromium or cobalt, e.g. Cr,03 and Co,TiO4. The former is a problem due to increasingly
strict regulations that restrict the use of pigments containing heavy metals and is a particular
problem due to the CrO4* complex ion, which is carcinogenic, whilst cobalt is a relatively
expensive element.

Compounds containing Mn" are relatively rare, mainly due to its relative instability when
compared with Mn", Mn™, Mn" and Mn"", particularly when incorporated into an oxide
matrix. Most of the literature work has focused on the isomorphous substitution of Mn" for
PY, V¥ and to a lesser extent As" and in all cases it is seen that a condition necessary for the
stabilisation of the Mn®" ion is the presence of cations with pronounced base properties [1, 6]
i.e. an alkali metal or an alkaline earth metal. Indeed the majority of this work has been
concerned with doped apatite and spodiosite type structures (Figure 3-1) [1,2,7, 8,9, 10, 11,
12, 13, 14, 15, 16] of general formula A;o(B1xMnxO4)sX2 and A,B1xMnO4X (where A = Ca,
Sror Ba, B=P, V or As and X =F or Cl) respectively.

Its is also possible to incorporate the Mn" ion into a number of other structures. Olazcuaga et
al. [17] were able to stabilise Mn’" in the following materials, AsMnQ, (where A = Na or K)
and ABMnQy (where A = Na or K, B = Sr or Ba) and showed that all of the materials were
isotypical with the corresponding orthovanadates. In all cases Mn" is seen to adopt
tetrahedral oxo coordination. The optical properties of Mn" doped LisPO4 and LisVOs,
which are isotypic with the A;sMnO, phases mentioned above, have also been examined in
detail [7, 14]. A further aspect of compounds containing tetrahedrally coordinated Mn”,
besides their possible pigment applications, is the near-IR laser activity exhibited by some of
these materials, including Bas(V1xMn;O4), [18, 19]. A complete structural investigation of
Ba3(MnOy),, using PND, was performed by Weller et al. in 1999 [3] and despite the intense
green colour of this compound its application as a pigment is somewhat limited by the

presence of barium and the detrimental effect it has on the environment.
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Figure 3-1: Views of the Spodiosite (left) and Apatite structures showing the BOy
tetrahedra (where B=P, V, As, Mn).

In this section the stabilisation of Mn" is reported through incorporation into the NaCaV.
Mn,O4 and Na3Ca,V3Mn,Op; systems and the preparation of a complete solid solution is
attempted. The effect of coordination environment and overall quantity of Mn" on the colour
of the material is studied.

The aim of this work was to find alternative hosts for the Mn" ion with light, cheap and non-

toxic counter cations and ideally with modest levels of incorporation.
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3.1 NaCaV,,MnO,
NaCaVOs,, previously studied by le Flem & Olazcuaga [20] and Ijdo [21] contains discrete

VO, tetrahedra in conjunction with Na* and Ca®*, which are both considered to have base

properties, making it an ideal template for the incorporation of the MnO4"~ species.

Figure 3-2: A view of the NaCaVQy structure showing VOy4 tetrahedra (orange), CaOg

octahedra (green) and NaOy, tetrahedra (yellow). Red spheres represent oxygen atoms.

As mentioned previously Olazcuaga et al., have reported the preparation of materials of
general formula ABMnO, (where A = Na or K, B = Sr or Ba) although evidently no calcium
analogues were considered, i.e. ACaMnQO4 (where A = Na or K). The presence of calcium

would be preferable to strontium or barium in a possible pigment material.

3.1.1 Synthesis

The NaCaV.Mn,O4 (x = 0, 0.02, 0.04, 0.06, 0.08, 0.1, 0.12, 0.14, 0.16, 0.18 and 0.2) series
was prepared by heating stoichiometric mixtures of sodium oxalate, calcium carbonate,
manganese (III) oxide and vanadium (V) oxide (all >99%). The precursors were intimately
mixed by grinding before being transferred to an alumina boat and heated under flowing
oxygen to 900 °C for 48 hours. Further heating to 550 °C for 7 days yielded the final product
which powder X-ray powder diffraction data revealed was the desired NaCaVO; structure
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type phase. Attempts to prepare samples with x > 0.1 resulted in products with significant
intensity reflections of additional phases present in the powder diffraction patterns.

The products were further studied using PXD, PND and UV-visible spectroscopy.

3.1.2 Powder X-ray Diffraction

PXD data for the series NaCaV;\MnyO4 (x = 0, 0.02, 0.04, 0.06, 0.08, 0.1) were recorded on
a Siemens D5000 diffractometer using Cu Ka; radiation (A = 1.5406 A) over the two-theta
range 10° — 110° for 15 hours. The structure was refined using the model presented by Ijdo
[21] for NaCaVO, and a least squares method as described in Chapter 2. The Mn/V
fractional site occupancies for the tetrahedral site were fixed at values based upon the
intended composition in each case. It was not possible to refine these site occupancies due to
the near-isoelectronic nature of the Mn’" and V°' species. The refinements proceeded
smoothly to convergence giving a good fit to the observed data and chemically sensible bond

distances and angles in each case.
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Figure 3-3:0bserved (+++), Calculated (—), and difference (shown underneath) PXD

profiles for NaCaV ¢,Mng ¢304. Tick marks indicate reflection positions.

The derived lattice parameters, and hence cell volume (Figure 3-4), indicate a linear
dependence upon the manganese concentration in accordance with Vegard’s law. Often
departure from Vegard’s law [22] in solid solutions indicates clustering of the dopant [23]. It

can therefore be assumed that the Mn" ions are probably randomly distributed throughout the
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materials. This trend also confirms that the manganese is being incorporated into the
structure rather than forming impurity phases. However, the variation is slightly more
complicated if the lattice parameters are considered separately, since a and b decrease as
expected given the respective ionic radii for Mn’" and V°*, 0.33 A and 0.35 A, while ¢

increases.
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Figure 3-4: Variation of unit cell volume as a function of x for the NaCaV;Mn,O4

system.

3.1.3 Powder Neutron Diffraction

Neutron diffraction is an excellent technique for the study of mixed metal oxide systems.
Firstly because the scattering power of oxygen with respect to neutrons is greater than for X-
rays, thus allowing the identification of oxygen atom positions to a greater degree of
accuracy than for PXD. Secondly the scattering length of an element during X-ray
diffraction is dependent upon the number of electrons, therefore neighbouring transition
metal elements, in the periodic table, are very difficult to distinguish. However, the
scattering lengths of neutrons for neighbouring atoms are often very different allowing
fractional occupancies to be determined more readily. This allows the metal-oxygen
polyhedra to be delineated more accurately than by X-ray diffraction thus yielding more
accurate bond lengths and site occupancies.

In the case of the NaCaV,MnsO4 system, neutron diffraction data were used to extract

details about the MO4> (M = V, Mn) tetrahedral environment. The neutron scattering lengths
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[24] of vanadium and manganese (V = -0.3824 fm and Mn = -3.73 fm) are sufficiently

different to enable the determination of site occupancy values for the mixed site.

Time of flight (TOF) powder neutron diffraction data were collected on the GEM (x = 0,
0.02, 0.04, 0.06, 0.10) and POLARIS (x = 0.08, 0.20) diffractometers at the Rutherford
Appleton Laboratory, Oxfordshire, UK. All samples were run at room temperature for 100
uAh and data obtained from the low angle, 75°, 90° and backscattering banks were used in
the analysis. Rietveld refinements were performed using the PC package, GSAS [25].
Literature [21] values were used as the initial model for NaCaVO, (x = 0), subsequent
refinements utilised the values obtained in the preceding refinement. A uniform approach to
the structure refinement was undertaken for each of the data sets obtained with different x
values to ensure consistent results. Initially the background was modelled and the lattice
parameters were refined to accurately locate the reflections. The peak profiles were then
refined and the atomic positions varied. Finally, isotropic temperature factors and fractional
site occupancy of the V/Mn site were added to the refinement. Due to the very low
concentration of manganese being considered and the extremely poor scattering length for
vanadium, refinement of the site occupancies led to unreasonable values being obtained.
Therefore, due to the absence of any secondary phases the site occupancies were constrained
to agree with the intended stoichiometry. The temperature factors for the V/Mn site also
yielded unreasonable values for the same reasons and were thus fixed at a sensible value.
Finally, the refinement of the vanadium site position for x = 0 was not possible, again due to
the poor neutron scattering length associated with vanadium.

The refinements proceeded smoothly to convergence giving a good fit to the observed data
and chemically sensible bond distances and angles in each case. The refinement profile for
NaCaVj9:Mng0sO4 and tables of crystallographic data and refinement statistics for each

phase are presented in Figure 3-5 and Table 3-1 to Table 3-7.
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Figure 3-5:Observed (+++), Calculated (—), and difference (shown underneath) PND

profiles for NaCaV 9,Mny,304. Tick marks indicate reflection positions.

Table 3-1. Refined crystallographic data for NaCaVOy4 (e. s. d. s are shown in

parentheses).

Space group: Cmcm
Lattice parameters a = 5.8884(5) A, b=9.3301(8) A, c =7.1783(6) A

Atom x % z Frac. Us, /A°
Na 0 18092) 25 1 0194(4)
Ca 0 0.5 0 1 0104(4)
A% 0 .855 25 1 .01

o1 2502(1)  .46227(6) 25 1 0084(2)
o2 0 25287(6)  .55923(8) 1 0125(2)

Final fit parameters:y” = 2.879, Rywp=2.97 %, Ry, =2.85 %
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Table 3-2. Refined crystallographic data for NaCaV03Mng 0,04 (e. s. d. s are shown in

parentheses).

Space group: Cmcm

Lattice parameters a = 5.85421(6) A, b=9.2771(1) A, ¢ =7.13820(9) A

Atom X y z Frac. Usiso JA?
Na 0 1815(2) 25 1 0183(5)
Ca 0 0.5 0 1 .0103(3)
\Y 0 .854(2) 25 .98 .01

Mn 0 .854(2) 25 .02 .01

01 2591(1) 46238(8) 25 1 .0080(2)
02 0 .25280(8) .5590(1) 1 .0122(2)

Final fit parameters:y” = 8.307, Ry, = 3.89 %, R, = 3.89 %

Table 3-3. Refined crystallographic data for NaCaV9sMnyp 0404 (e. s. d. s are shown in

parentheses).

Space group: Cmcm

Lattice parameters a = 5.85793(6) A, b =9.2842(1) A, c = 7.14490(8) A

Atom X y z Frac. Usso /A
Na 0 1814(2) 25 1 0198(4)
Ca 0 0.5 0 1 0101(3)
A% 0 .853(2) 25 .96 .01

Mn 0 .853(2) 25 .04 .01

01 2588(1) 46243(7) 25 1 .0087(2)
02 0 .25276(8) .5592(1) 1 0127(2)

Final fit parameters:y” = 7.090, Ry, = 4.02 %, R, = 3.85 %
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Table 3-4. Refined crystallographic data for NaCaV.9,Mng o604 (e. s. d. s are shown in

parentheses).

Space group: Cmcm

Lattice parameters a = 5.85486(5) A, b =9.27945(9) A, ¢ =7.14151(7) A

Atom X y z Frac. Uiso /A
Na 0 .1816(2) 25 1 .0193(4)
Ca 0 0.5 0 1 .0102(2)
A% 0 .8524(9) 25 94 .01

Mn 0 .8524(9) 25 .06 .01

01 2589(1) 46249(6) 25 1 .0082(2)
02 0 25287(7) 5591(1) 1 .0124(2)

Final fit parameters:x2 =5.174, Ryp = 3.46 %, R, =3.43 %

Table 3-5. Refined crystallographic data for NaCaV;,0,Mng 0304 (e. s. d. s are shown in

parentheses).

Space group: Cmcm

Lattice parameters a = 5.86557(7) A, b =9.2978(2) A, ¢ =7.15788(9) A

Atom X y z Frac. Uso /A
Na 0 .1820(2) 25 1 .0195(4)
Ca 0 0.5 0 1 .0084(2)
\Y 0 .8520(9) 25 92 .01

Mn 0 .8520(9) 25 .08 .01

01 .2590(1) 46237(8) 25 1 .0081(2)
02 0 .25264(9) .5586(1) 1 .0121(2)

Final fit parameters:y” = 4.739, Ry, = 2.10 %, R, = 4.03 %
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Table 3-6. Refined crystallographic data for NaCaV,9Mng 190, (e. s. d. s are shown in

parentheses).

Space group: Cmem

Lattice parameters a = 5.88501(7) A, b=9.3281(2) A, ¢ =7.1795(1) A

Atom X y z Frac. Usso /4°
Na 0 .1828(3) 25 1 .0229(6)
Ca 0 0.5 0 1 .0084(3)
\% 0 .846(1) 25 .90 .01

Mn 0 .846(1) 25 .10 .01

01 2601(2) 46173(9) 25 1 .0091(2)
02 0 2527(1) .5588(1) 1 0125(2)

Final fit parameters:x° = 9.619, Ryp = 3.35 %, R, =2.73 %

Table 3-7. Refined crystallographic data for NaCaV;gMng 004 (e. s. d. s are shown in

parentheses).

Space group: Cmcm

Lattice parameters a = 5.8617(2) A, b=9.2930(3) A, c =7.1544(3) A

Atom X y z Frac. Usso /47
Na 0 .1831(6) 25 1 .023(2)
Ca 0 0.5 0 1 .0069(6)
\% 0 .855(3) 25 .80 .01

Mn 0 .855(3) 25 20 01

01 .2606(4) 4616(3) 25 1 .0098(3)
02 0 .2522(3) .5592(3) 1 .0112(3)

Final fit parameters:y° = 8.830, Ryp =2.94 %, R, = 3.86 %

3.1.4 Impurity Phase

For all samples where x > 0.1 additional impurity peaks were present in the diffraction data.
The impurity itself could not be identified but is assumed to contain manganese as the
intensity of the reflections increases with increasing x. It can therefore be inferred that the

limit of manganese substitution for the NaCaV.xMnxO, system occurs at x = 0.08.
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3.1.5 Interatomic Distances and Angles

The metal-oxygen distances and bond angles, derived from the Rietveld refinements, are
shown in Table 3-8 and Table 3-10, and compared with literature data for NaCaVOQ, in Table
3-9 and Table 3-10. The distances shown for the tetrahedral (V, Mn)®" site are averages of
the metal-oxygen bond lengths within the structure as the site contains two different metals.
One would expect the values therefore, to lie in-between the bond lengths of the end
members NaCaVO,4 and NaCaMnOQys, where the site would be occupied exclusively by V> or

Mn’" respectively.

Table 3-8: Derived bond distances (A) for the NaCaMO, (M = V. Mn, ) system as a

function of x. (e. s. d. s are shown in parentheses).

Distance / A 0 .02 .04 .06 .08 10
Na O1 (x2) | 2.484(2) 2.474(2) 2.476(2) 2475(Q2) 2.484(2)  2.499(2)
Na 02 (x2) | 2.319(1)  2.303(1)  2.306(1)  2.304(1) 2.304(1) 2.311(2)
Ca O1 (x4) | 2.3818(5) 2.3680(5) 2.3686(5) 2.3678(4) 2.3733(5) 2.3856(6)
Ca 02 (x2) | 2.3446(7) 2.3317(8) 2.3340(7) 2.3326(6) 2.3378(8) 2.3452(9)

M Ol (x2) | 1.735(7) 1.731(8) 1.742(6) 1.743(5)  1.747(5)  1.779(6)
M 02 (x2) | 1.700(7) 1.686(8) 1.678(6) 1.676(5) 1.681(5)  1.651(5)
Average 1.717 1.709 1.710 1.710 1.714 1.715

Table 3-9: Literature bond distances (A) for NaCaVOy. (e. s. d. s are shown in

parentheses).

Distance [jdo -
NaCaVQO, [21]
Na O1 (x2) 2.474(4)
Na 02 (x2) 2.317(2)
Ca O1 (x4) 2.378(1)
Ca 02 (x2) 2.334(2)

V_01 (x2) 1.690(18)
V_02 (x2) 1.734(20)
Average 1.712
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Table 3-10: Derived bond angles (°) for the NaCaMO4 (M = Vi,Mn, ) system as a

function of x. (e. s. d. s are shown in parentheses).

Angle 0 .02 .04 .06 08 10
Ol Na Ol 69.63(5) 69.51(6) 69.61(6) 69.54(5) 69.39(6) 68.80(7)
01 Na 02 (x4) | 103.76(3) 103.66(4) 103.65(4) 103.62(3) 103.56(4) 103.46(4)
02 Na_02 146.32(7) 146.60(9) 146.61(9) 146.69(8) 146.9(1) 147.3(2)
Ol Ca Ol (x2) | 100.31(3) 100.33(3) 100.41(3) 100.39(3) 100.40(3) 100.19(4)
Ol Ca 02 (x4) | 90.50(2) 90.50(3) 90.47(3) 90.46(2) 90.57(3)  90.67(3)
01 M Ol 109.6(6)  109.1(7)  108.4(6) 108.2(5) 108.0(5) 105.1(5)
01 M 02 (x4) | 109.97(2) 109.96(2) 109.94(2) 109.96(2) 109.88(3) 109.77(4)
02 M 02 107.3(6)  107.9(7)  108.7(6)  108.8(5) 109.3(5)  112.5(5)
Average 10896 10899 10901  109.00  109.06  109.12

Table 3-11: Literature bond angles (°) for NaCaVOQOjq.

parentheses).

Angle Ljdo -
NaCaVO, [21]

01 Na Ol 69.5(1)
O1 Na 02 (x4) 103.8(1)
02 Na O2 146.2(2)
01 Ca 01 (x2) 100.1(1)
01 Ca 02 (x4) 90.4(1)
01 M 01 113.1(18)
01 M_02 (x4) 110.0(1)
02 M 02 103.5(17)
Average 108.87

(e.

s. d. s are shown in
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3.1.6 (Vi.Mn,)’" Tetrahedral Site

Figure 3-6: V{,Mn, (green) — oxygen (red) tetrahedral site in NaCaV.,Mn,O4

It can be seen from the derived data that there is a consistent variation in the geometry of the
M®" site as the manganese content is increased.

As x increases the M — O1 bond lengths show an overall increase, 1.735(7) A (x = 0) to
1.747(5) A (x = 0.08). Conversely the M — O2 bond lengths show an overall decrease,
1.700(7) A (x = 0) to 1.681(5) A (x = 0.08). The bond angles (Figure 3-6) also vary steadily
with the incorporation of manganese and appear to do so in a linear fashion. The O1 M Ol
angle (1) decreases in size by 1.6 ° (x = 0 to x = 0.08) as shown in Figure 3-7, the four
O1 M 02 angles (2) remain approximately constant throughout the range and the 02 M 02
angle (3) increases by 2 © (Figure 3-7). These data suggest that the MnO,>™ ion imposes its
own geometry upon the host lattice rather than vice versa. Dardenne et al. [13] also found,
for Mn" substituted phosphates, that this ion imposes its own size upon the host lattice. This
would be difficult to observe in cases where the Mn" is doped into V" sites due to the

similarity in their respective ionic radii [26], 0.33 A and 0.355 A, and hence the observed

bond lengths.

110.5 110

110 108.5

l 5o
NERES .

109.5

g

8
o

02-ViMn-02

107.5 107

107 106.5
-0.02 0 0.02 0.04 0.08 0.08 0.1 -0.02 0 0.02 0.04 0.06 0.08
x x

0.1

Figure 3-7: Variation of the O1-M-O1 (left) and O2-M-02 (right) bond angles (where M
= V1xMn,) as a function of x for the NaCaV;,Mn;0, system.
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3.1.6.1 Distortion of the (V l-anx)5+ Tetrahedral Site
A measure of the distortion of the tetrahedral site can be calculated using the following
equation:

Tdgist = (X |Bobs — O1a]) / 6 Equation 3-1

where 0,ps = the observed bond angle and 614 = the ideal tetrahedral angle (109.48 °).

The greater the calculated Tdgistortion Value the greater the deviation from an ideal tetrahedral
environment; a value of 0 indicates a perfect tetrahedron with no distortion.

The calculation was performed for materials in the series NaCaV,Mn,O4 (x = 0, 0.02, 0.04,

0.06, 0.08) and results are presented in Table 3-12 and Figure 3-8.

Table 3-12: Tetrahedral distortion values for the MO43' (M =V, Mn) site in NaCaV.,.

Mn,O4. Values calculated using equation 3-1.

X Tddistonion
0 0.71
0.02 0.646667
0.04 0.616667
0.06 0.646667
0.08 0.543333
0.75
g 0.7 %
£
<
.S 0.65 ° °
5
% o
8 06
[
:
g 0.55 &
0.5

-0.01 0 0.01 002 0.03 004 005 0.06 0.07 008 0.09

Figure 3-8: Tetrahedral distortion values as a function of x for the NaCaV,Mn,O4

series.
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The calculated Tdgisorrion Values suggest that the V/Mn coordination environment becomes
more regular as x increases. This serves to further highlight the fact that the MnOs”™ ion

tends to impose its own geometry upon the host lattice, as mentioned earlier.

3.1.7 UV-Visible Spectroscopy
UV visible data were collected on undiluted samples for the NaCaV,MnxO4 system,
according to the method outlined in Chapter 2. These are shown in Figure 3-11.
There are three spin-allowed d-d transitions expected for Mn" (d? electronic configuration) in
a regular tetrahedral environment, T
3A, — 3T,
Ay — °TiCF)
Ay — TiCP)

The A, — °T, transition is symmetry forbidden and the *A, — °T|(P) transition
corresponds to a two-electron jump [15], therefore they are both expected to be weak. The
3A, — *T1(F) transition will give rise to a strong absorption band within the visible range.

The figure below (Figure 3-9) shows the orbital splitting for a deviation from the idealised
tetrahedral environment. The lowering of symmetry from T, to Cs, and Cs leads to a change
of selection rules and the transition to the former T, state becomes symmetry allowed. It
also leads to the splitting of states, which were degenerate in regular tetrahedral symmetry. It
has been observed [13] that these modifications influence the colour of Mn" doped materials
by broadening of the A, — *T,(*F) band and/or shifting some of the *T, and *T,(°P) energy

sub-states into the red and blue parts of the visible spectrum.

88



Chapter 3 Mn’" Systems

’E -
- “‘~\§ 3
3 ,/ e —————
Tl /’
E——.
- . 3
SLUA, sAn
IAI iA! IA
----- -—_—— d
L e———— A
3E -

r’ = o~ .
3T2 ’/’ ““)A_
e———

~
\\ 3
~ A: —— e — SA’
‘B ) —,*——————'A
I \~‘~§ A
L A, o s,
Td symmetry C,, symmetry C,symmetry

Figure 3-9: Schematic representation of the energy level structure of Mn" according to

the reduction of symmetry Tq4 — C3y — C..

The diffuse reflectance spectrum for NaCaVj¢Mng Oy is shown below (Figure 3-10) and the
different bands associated with d-d transitions for Mn®" have been assigned according to
literature results for other Mn" doped materials [10, 15]. As expected the spectrum is
dominated by the Ay — 3T1(3 F) transition, which occurs at ca. 700 nm and appears to be a
broad single band suggesting that the Mn" environment is a near-regular tetrahedral one.
Further components to this band might suggest that the environment is distorted towards Cs,
and C,. The intense absorption band, labeled CT, corresponds to an oxygen ion to
manganese orbital charge transfer and occurs at ca. 350 nm. The position and assignment of

the absorption bands for NaCaV,¢Mnyg 104 are shown in Table 3-13.
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Figure 3-10: Diffuse reflectance spectrum of NaCaV ¢Mnyg 100, transformed according

to the Kubelka-Munk function (the hashed box indicates a spectrometer glitch caused

by transition through the wavelength range).

Table 3-13: Position and assignment of absorption bands for NaCaV ¢)Mny.1004.

Wavelength / nm Transition
1190 Ay — 'E
ca. 880 3A2 — 3T2
763 Ay — 1A
ca. 694 ’Ar — *TiCF)
ca. 419 A, = *TiCP)
344 CT

The colour of the compounds obtained in the system NaCaV.,Mn,QOy4, range from turquoise-
blue to green as the manganese concentration increases. Close inspection of the spectra
indicates that the change in colour is apparently caused by a red shift of the charge transfer
band, which overlaps the weak *A, — 3T1(3P) transition, leading to a sharper colour-
determining minimum in the green part of the visible spectrum ca. 500nm. The position of

the d-d transitions, however, appears to remain unchanged as x increases.
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Figure 3-11: Diffuse reflectance spectra of the NaCaV;,Mn,O4 solid solution

transformed according to the Kubelka-Munk function

The spectra shown in Figure 3-11 reveal an almost linear dependence of absorption intensity
upon manganese content, X. The fact that it is not completely linear may be due to small

discrepancies in the manganese content that cannot be detected accurately by PXD or PND

alone.

3.1.8 Conclusions

The substitution of Mn" into the tetrahedral V°* site in NaCaVO, gives rise to intense
turquoise to green colouration. The synthesis and characterisation of the NaCaV;xMnxO4
solid solution has been achieved for x = 0, 0.02, 0.04, 0.06, 0.08 and 0.10, with the limit of
substitution occurring at x = 0.08. Members of the solid solution where x > 0.10 were not
observed as single phase products and the colour observed degraded over time, first to a weak
grey/violet colour then to a dark grey/brown colour.

The MnO4”" ion imposes its own size and geometry upon the host lattice rather than adopting
the environment of the ion it replaces in the host lattice.

This material is unsuitable for application as a pigment due to the degradation of the colour

over time except for those materials with minimal manganese incorporation, whose colours

are weak.
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3.2 Synthesis and Structure of Na;Ca,V;0;

Sodium calcium orthovanadate pyrovanadate (Na3Cay(VOg)(V,0;)) was discovered by
Murashova ef al. [27] in 1988 and was characterised using single crystal X-ray diffraction.
So far it is the only example of a double vanadate that contains both VO43' and V,0,*
discrete anionic groups. As for NaCaVO, the main reason for studying this material is the
presence of discrete VO, tetrahedra in conjunction with the basic nature of Na* and Ca*",
possibly facilitating the incorporation of the MnO4>. The complexity of the structure is also
of interest, containing three types of Ca*" environment, three types of Na' environment and
three different VO4 tetrahedra. Its also has eleven different oxygen positions, therefore
powder neutron diffraction will be used to provide more accurate atomic positions and to

study the various MOy environments.

Figure 3-12: A view of the structure of Naz;Ca;(VO,)(V207) showing VO4* (blue) and

V,0;* (orange) units. Calcium polyhedra and sodium atoms are shown in green and

yellow respectively. Red spheres represent oxygen atoms.

3.2.1 Synthesis
Na3Ca; V30, was prepared by heating stoichiometric mixtures of sodium carbonate, calcium

carbonate and ammonium vanadate (NH4VO3) (all >99%). The precursors were intimately
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mixed by grinding before being transferred to an alumina crucible and heated initially for 1
hour at 350 °C to allow decomposition of the precursors. Further heating to 600 °C for 20
hours yielded the final product which powder X-ray powder diffraction data revealed was the
desired single-phase product.

Attempts to incorporate the MnO4> species into this material resulted in light grey coloured
multi-phase products. The use of elevated temperatures to aid the incorporation, as described
for NaCaV;  Mn,Os (section 3.1.1), caused the samples to melt and therefore could not be
used.

The products were further studied using PXD and PND.

3.2.2 Powder X-ray Diffraction

PXD data for Na3Ca, V301, were recorded on a Siemens D5000 diffractometer using Cu Ka;
radiation (L = 1.5406 A) over the two-theta range 10° — 110° for 15 hours. The structure was
refined using the model presented by Murashova et al. (27) and a least squares method as
described in Chapter 2. Due to the complexity of the structure it was not possible to obtain
sensible temperature factors for all of the atomic positions individually, therefore these
values were fixed at a sensible value. The refinement proceeded to convergence giving a
reasonably good fit to the observed data and chemically sensible bond distances and angles.

Refinement details are presented in Table 3-14.

93



Chapter 3 Mn’" Systems

Table 3-14: Refined crystallographic data for Na3;Ca,V30Oq; (e. s. d. s are shown in

parentheses).

Space group: C2/c
Lattice parameters a = 23.7194(9) A, b =8.6563(4) A, ¢ =10.8519(4) A and p = 109.899(3) °

Atom X y z Usso /A% 100
V(1) -.01447(8) 0.262(3) 0.140(2) 1.00
V(2) -0.2273(7) 0.248(3) 0.330(2) 1.00
V(3) 0.0013(9) 0.233(3) -0.058(2) 1.00
Ca(1) 0 0.019(4) 0.25 1.00
Ca(2) 0 0.445(4) 0.25 1.00
Ca(3) 0.117(1) -0.060(3) 0.105(3) 1.00
Na(1) 0.231(2) 0.466(5) 0.468(4) 1.00
Na(2) 0.331(2) 0.253(6) 0.165(3) 1.00
Na(3) 0.124(2) 0.539(5) 0.118(5) 1.00
O(1) -0.135(3) 0.240(9) 0.0034(7) 1.00
02) -0.226(3) 0.230(8) 0.174(5) 1.00
0@3) -0.089(3) 0.428(8) 0.358(7) 1.00
0(4) -0.1338(3) 0.092(7) 0.285(7) 1.00
O(5) -0.237(3) 0.414(8) 0.422(7) 1.00
O(6) -0.196(3) 0.104(6) 0.460(6) 1.00
Oo(7) 0.347(3) 0.247(7) 0.195(5) 1.00
0(8) 0.059(3) 0.140(7) -0.009(6) 1.00
0(9) -0.062(3) 0.214(6) 0.863(5) 1.00
0(10) -0.0285(3) 0.275(6) 0.188(6) 1.00
o(11) 0.040(3) 0.387(7) -0.082(6) 1.00

Final fit parameters:y* = 0.2115, Ry = 10.92 %, R, = 8.41 %

3.2.3 Powder Neutron Diffraction

In order to delineate the oxygen positions more accurately, time of flight (TOF) powder
neutron diffraction data were collected on the POLARIS diffractometer at the Rutherford
Appleton Laboratory, Oxfordshire, UK. The sample was run at room temperature for 100
uAh and data obtained from the backscattering banks were used in the analysis. A Rietveld

refinement was performed using literature [27] values as the initial model for Na3zCa; V30,

94



Chapter 3 Mn’" Systems

and the PC package, GSAS [25]. A uniform approach to the structure refinement was

undertaken as described previously. The temperature factors and positional coordinates for
the three vanadium sites were fixed at sensible values, due to the poor neutron scattering
length associated with vanadium. The refinement proceeded smoothly to convergence giving
a good fit to the observed data and chemically sensible bond distances and angles. The
refinement profile for Na3;Ca,V30;; and tables of crystallographic data and refinement

statistics are presented in Table 3-15.

Table 3-15: Refined crystallographic data (PND) for Na3;Ca,V;0q; (e. s. d. s are shown

in parentheses).

Space group: C2/c
Lattice parameters a = 23.7994(6) A, b = 8.6886(2) A, c=10.8834(3) A and p = 109.897(2) °

Atom x y z U/U, (x100)
V(1) -0.141 0.271 0.189 0.5
V(2) -0.221 0.295 0.316 0.5
V(3) 0.009 0.280 -0.063 0.5
Ca(1) 0 0.0302(2) 0.25 0.7(3)
Ca(2) 0 0.444(3) 0.25 0.6(2)
Ca(3) 0.1254(6) -0.061(2) 0.1145(2) 0.8(1)
Na(1) 0.243(2) 0.429(2) 0.504(3) 3.8(6)
Na(2) 0.3736(7) 0.231(3) 0.111(2) 3.1(5)
Na(3) 0.1124(8) 0.5451(2) 0.090(2) 2.3(5)
Oo(1) -0.1557(4) 0.254(2) -0.0051(7) 0.9(2)
0(2) -0.2132(3) 0.248(2) 0.1723(9) 1.2(2)
0(3) -0.1032(6) 0.424(2) 0.229(2) 1.8(4)
O®4) -0.0996(5) 0.088(2) 0.229(2) 1.2(3)
O(5) -0.1937(5) 0.399(2) 0.418(2) 1.6(3)
O(6) -0.2084(6) 0.0947(2) 0.398(2) 2.6(4)
O(7) 0.3040(5) 0.2878(2) 0.214(1) 2.6(4)
O(8) 0.0517(6) 0.092(2) -0.039(2) 1.5(4)
0©) -0.0556(5) 0.217(2) 0.836(1) 1.1(3)
O(10) -0.0108(4) 0.239(2) 0.1011(7) 0.2(2)
O(11) 0.0461(5) 0.404(2) -0.058(2) 0.8(3)

Final fit parameters:y” = 9.098, Ryp = 4.59 %, R, = 5.49 %
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3.2.4 Interatomic distances and Angles
Metal-oxygen distances and bond angles, derived from the Rietveld refinements, are shown

in Table 3-16 to Table 3-19.

3.2.4.1 Vanadium Tetrahedra

There are three different vanadium tetrahedra within the Na;Cay(VO4)(V207) structure. One
forms a discrete VO,>™ unit, whilst the remaining two tetrahedra form a V,0;* pyrovanadate
unit. The derived values quoted below have relatively large errors associated with them due
to the uncertainty surrounding the position of the vanadium centres. The distances and

angles agree, within experimental errors, with those quoted by Murashova et al. [27].

3.2.4.2 Calcium Polyhedra

There are three different calcium polyhedra within the Na3;Cax(VO4)(V,07) structure. Ca(1)
forms a CaOg tetragonal antiprism (Figure 3-13), whilst both Ca(2) and Ca(3) form octahedra
with different degrees of distortion.

Figure 3-13: Ca(1)Os site in Na3zCay(VOy4)(V,07). Calcium and oxygen atoms are shown

as grey and red spheres respectively.
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Table 3-16: Derived bond distances (A) and angles (°®) for the Ca(1)Osg site in
Naz;Cay(VO4)(V104) (e. s. d. s are shown in parentheses).

Vector Distance / 4 Angle Degrees
Ca(1) O4 (x2) 2.345(5) 04 _Ca(l) 04 158.0(9)
Ca(1)_0O8 (x2) 2.471(6) 04_Ca(1) 08 79.2(4)
Ca(1) 09 (x2) 2.879(7) 04_Ca(1) 09 111.1(7)
Ca(1) 010 (x2) 2.339(7) 04 _Ca(1) O10 84.9(5)
Average 2.509 04_Ca(1) 010 78.6(5)
04 Ca(1) 08 111.1(4)
04 _Ca(l) 09 79.2(4)
04 Ca(1) 010 78.6(5)
04 Ca(l) 010 84.9(5)
08 Ca(1l) O9 126.4(9)
08 Ca(1) 010 78.2(4)
08 Ca(1) 010 151.8(6)
09 Ca(l) 010 151.8(8)
09 Ca(1) 010 78.2(4)
010 _Ca(1)_O10 82.8(7)
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Table 3-17: Derived bond distances (A) and angles (°) for the Ca(2)Os and Ca(3)Og

octahedral sites in NazCa(VO4)(V207) (e. s. d. s are shown in parentheses).

Vector Distance / 4
Ca(2) 03 (x2) 2.397(6)
Ca(2) 010 (x2) 2.375(9)
Ca(2) O11 (x2) 2.408(7)
Average 2.393
Ca(3) O1 2.327(9)
Ca(3) 04 2.378(8)
Ca(3) 06 2.438(9)
Ca(3) O7 2.442(8)
Ca(3) O8 2.360(8)
Ca(3) 09 2.328(7)
Average 2.379

Angle Degrees
03 Ca(2) O3 170.8(9)
03_Ca(2)_010 (x2) 90.1(6)
03 Ca(2) 010 (x2) 83.0(5)
03_Ca(2) O11 (x2) 79.4(5)
03 Ca(2) O11 (x2) 105.7(7)
010 Ca(2) 010 81.3(8)
010 Ca(2) Ol11 (x2) 84.1(4)
010 Ca(2) O11 (x2) 157.0(6)
011 Ca(2) O11 114.8(9)
01 Ca(3) 04 165.3(7)
01 Ca(3) O6 87.8(6)
01 Ca(3) O7 74.8(5)
01 Ca(3) O8 108.3(6)
01 Ca(3) 09 94.5(6)
04 Ca(3) 06 98.6(6)
04 Ca(3) O7 92.0(6)
04 Ca(3) O8 84.7(7)
04 Ca(3) 09 77.0(6)
06 _Ca(3) O7 89.3(6)
06 Ca(3) O8 92.6(7)
06 _Ca(3) O9 170.3(7)
07 Ca(3) O8 176.4(8)
07 Ca(3) O9 82.3(5)
08 Ca(3) 09 95.6(6)
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3.2.4.3 Sodium Polyhedra
There are three different sodium polyhedra within the Na;Cay(VQ4)(V207) structure. Both

Na(1) and Na(3) have six-coordinate environments, whereas Na(2) has a seven-oxygen

coordination environment (Figure 3-14).

Figure 3-14: Na(2)Oy site in NazCay(VO4)(V207). Sodium and oxygen atoms are shown

as grey and red spheres respectively.
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Table 3-18: Derived bond distances (A) and angles (°) for the Na(1)Og and Na(3)Og sites
in Naz;Caxy(VO4)(V207) (e. s. d. s are shown in parentheses).

Vector Distance / 4 Angle Degrees
Na(1) O1 2.58(2) O1 Na(l) O2 66.2(7)
Na(1) O1 2.91(2) 01 Na(1) 02 74.9(8)
Na(1) 02 2.37(3) O1 Na(1) OS5 81.9(5)
Na(1) 02 2.38(3) O1 Na(l) 06 154.009)
Na(1) OS5 2.22(3) 02 Na(l) 02 96.9(6)
Na(1) 06 2.36(3) 02 Na(1) OS5 134.5(9)
Average 2.470 02 Na(l) 06 95.6(9)
02 Na(l) OS5 105.3(9)
Na(3) O1 2.38(3) 02 Na(1) 06 127.3(9)
Na(3) O3 2.29(3) O5 Na(1) 06 101.2(8)
Na(3) 05 2.34(3)
Na(3)_O7 3.16(3) 01 Na(3) O3 148.6(9)
Na(3) 09 2.75(3) O1 Na(3) O7 84.1(9)
Na(3) O11 2.20(3) O1 Na(3) 09 83.4(7)
Average 2.520 01 Na(3) O11 115.3(9)
03 Na(3) 07 96.7(9)
03 Na(3) 09 83.6(8)
03 Na(3) O11 96.0(9)
07 Na(3) 09 156(2)
07 Na(3) Ol11 94.7(4)
09 Na(3) O11 109.4(9)
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Table 3-19: Derived bond distances (A) and angles (°) for the Na(2)O; site in
NazCax(VOy-(V207) (e. s. d. s are shown in parentheses).

Vector Distance / A Angle Degrees
Na(2) O3 2.91(3) 03 Na(2) 06 44.6(5)
Na(2) OS5 2.48(3) 03 Na(2) O7 134.3(8)
Na(2) 06 2.89(3) O3 Na(2) O8 90.5(6)
Na(2) O7 2.36(2) 03 Na(2) 09 127.3(8)
Na(2) O8 2.64(3) 03 Na(2) O11 41.3(6)
Na(2) 09 2.46(2) 06 Na(2) O7 97.2(9)
Na(2) Ol11 2.47(2) 06 Na(2) O8 109.3(8)
Average 2.60 06 Na(2) O9 163.4(8)
06 Na(2) O11 85.1(5)
O7 Na(2) O8 131.3(9)
07 Na(2) O9 81.3(6)
07 Na(2) O11 160.8(9)
08 Na(2) O9 83.5(7)
08 Na(2) O11 64.3(4)
09 Na(2) O11 91.1(7)

3.2.5 Discussion

The vanadium ions within the structure are tetrahedrally coordinated by oxygen atoms, with
the V(1) and V(2) sites being linked by a bridging oxygen (O2) atom to form a pyrovanadate
unit. Usually one would expect the V-O(bridging) bonds to be slightly longer than the
remaining V-O bonds as reported by Murashova ez al. [27], however that does not appear to
be the case here. A possible reason for this discrepancy is that it was not possible to refine
the vanadium position due to its poor neutron scattering length and therefore the assigned
positional coordinates may be incorrect.

The inability of this material to stabilise the MnO4”" species in place of VO4” may be due to
the fact that the VO4 units in this material are slightly larger and somewhat more distorted
than those seen for NaCaVO, (section 3.1). As seen for NaCaV;  Mn,O4 the MnO43' ion
tends to impose its own geometry upon the host lattice, however the Mn®" jon is slightly

smaller than the V" ion (0.33 A and 0.355 A respectively) and would possibly be unstable in

101



Chapter 3 Mn" Systems

a larger tetrahedron. Indeed the longer metal-oxygen distance would tend to favour Mn*"
(0.39 A), which may explain the grey/brown coloured products for the attempted syntheses.

The Ca(2)Og and Ca(3)Os polyhedra exhibit similar average Ca-O distances (2.393 A and
2.379 A respectively). The average metal-oxygen distance for the Ca(1)Og polyhedron is
somewhat longer (2.509 A) due to the higher oxygen coordination number. A similar
situation exists for the sodium polyhedra, where the average bond length for six-coordinate

sodium (2.495 A) is shorter than that for seven-coordinate sodium (2.60 A).

3.2.6 Conclusion

The crystal structure of sodium calcium orthovanadate pyrovanadate (NazCax(VO4)(V207))
has been further refined using powder neutron diffraction. However, despite several
synthesis attempts, it was not possible to incorporate the MnO,> species into the structure;

multi-phase products were formed.
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4 'Transition Metal Borate Pigments

Metal borate materials have enormous structural diversity in the solid state, which makes
borate chemistry as extensive as the more commonly studied areas of phosphate and silicate
chemistry. Borate groups, when combined with the colourful properties of the transition
elements, have the potential to produce a number of useful inorganic pigments with good

physical and chemical properties.

In this section the cation distribution and its effect upon the colour of the CuyAliGa;«BOs
system is studied. The coordination environments of Cu* in the system are examined and
any variations, both structurally and in terms of colour, are considered as a function of x.

CuyAlgB40;7, an impurity phase obtained during the study of above system, is prepared as a
single phase and structurally characterised using PND. The synthesis and structure of cobalt
pyroborate Co;B,0;5 is refined using PND and the preparation and crystal structure of a

single crystal of composition Co,4sBOs is also presented.
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4.1 CUzAll_xGaxBOS

4.1.1 Introduction

The Ludwigite structure (space group Pbam) is one of the more common polytypes for
borates of the first row transition metals and is based on MgFeBQOs [1] a naturally occurring
mineral. Examples include Ni,FeBOs [2,3], Cuy.xCoxGaBOs [4], Co3BOs [5,6], CuFeBOs
[7], FesBOs [8], NisTiB,01g [9], NioCrBOs [10] and Ni;VBOs [10]. The copper aluminium
borate (Cup,AlIBOs) and copper gallium borate (Cu,GaBOs) structures are both monoclinically
distorted along the a axis by about 8 degrees [11] compared to the orthorhombic Ludwigite

structure.

Figure 4-1: Views of the Ludwigite structure (left) and the monoclinically distorted

structure of Cu,AIBOs.

Compounds in the CuO-Al,03-B,0; system have uses as selective mild dehydrogenation [12]
and dehydrocyclisation catalysts [13].

Single crystal preparations of the transition metal borates with empirical formula Cu;MBOs
(where M = Ga or Al), have shown that both the gallium and the aluminium versions afford
green crystals [11, 14]. It is known that the two systems crystallise with the same space
group — P2;/c — and as such, the aim here was to prepare a solid solution in order to study the
variation in colour and structure across the series.

Cu,AIBOs contains four mixed cation sites each containing a combination of Cu®" and A"
ions. Each of the four sites has a varying degree of distortion and, as such, the colour
originating from the cations present on each particular site will differ. In contrast the
reported structure refinements [14, 15] for Cu,GaBOs reveal that only two of the cation sites
contain both Cu?* and Ga®* with the remaining cation sites contain only copper. It is

therefore the aim of this study to determine how the natures of the four shared sites in
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Cu,AlBOs are affected when Al*" is replaced with Ga®* and how the substitution affects the

colour of the materials produced.

Figure 4-2: Views of the Cu,AIBOs (left) and Cu,GaBOs structures showing the shared
Cu/Al sites (green, yellow, blue, orange) and Cu/Ga sites (blue, orange only).

4.1.2 Synthesis

The six members of the series CuyAl;.xGayBOs (where x = 0, 0.2, 0.4, 0.6, 0.8, 1.0) were
prepared by grinding the reagents (CuO, Ga,0Os3 and 5% excess B(OH)s3) using an agate pestle
and mortar, and then heated in air at 950°C, for 24 hours. After cooling, washing in hot
water (to remove excess B(OH)3) and regrinding, the colours ranged from an intense vibrant
green, for the Cu/Al end member to an olive green, for the Cu/Ga end member. The products
were studied using UV visible spectroscopy, PXD and PND. Preliminary PXD data showed
that the main phase in each case was analogous to the Cu,AIBOs structure. However, despite
several attempts, some minor impurity phases could not be eliminated completely. These
appear in varying amounts throughout the series and have been identified as CuO,

Cu2A15B4O 17 and CuGa204.

4.1.3 Powder X-ray Diffraction

PXD data were acquired for the CupAl;.xGaxBOs series as described in Chapter 2, and a

Rietveld refinement of the structure for Cu, AIBOs was carried out using the model proposed
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by Hriljac et al. [11] as a starting point and the PC package, GSAS [18]. Initially, the lattice
parameters and diffractometer zero point correction were varied followed by the profile
coefficients to fit the peaks. Atomic positions and thermal parameters were then added to the
refinement. It was not possible to refine the fractional occupancies of the cation sites due to
the complexity of the model (three different cations scattered over four different sites).
Therefore these were fixed at the values determined by Hriljac ef al. [11]. Sensible values
were obtained for the refined temperature factors, which indicates that this distribution is
probably reasonable. The refinement proceeded smoothly and convergence was achieved,
giving a good fit to the observed data with chemically sensible bond distances and angles.
Refinement details are presented in Figure 4-3 and Table 4-1. Lattice parameters for the
remaining members of the series were determined using the CELL refinement program [16]

as described in Chapter 2 and are presented in Table 4-2.
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Figure 4-3: Observed (+++), Calculated (—), and difference (shown underneath) PXD
profiles for Cu;AlBOs. Tick marks indicate reflection positions (Cu,;AlIBOs (black),
CuzAlsB4017 (red), CuO (blue)).
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Table 4-1: Refined crystallographic data (PXD) for Cu,AlBO;s (e.s.d.s are shown in

parentheses).

Space group: P 2//a
Lattice parameters a = 9.3419(2) A, b =11.7388(2) A, ¢ =3.06077(3) A, B =97.7478(9) °

Atom x b% z Frac. Usiso /A°x100
Cu(l) 0.9934(4) 0.9934(4) 0.0451(9) .960 1.49(9)
Al(1) 0.9934(4) 0.9934(4) 0.0451(9) .040 1.49(9)
Cu(2) 0.00 0.00 0.00 925 1.1(1)
Al(2) 0.00 0.00 0.00 .075 1.1(1)
Cu(3) 0.00 0.500 0.500 411 1.6(1)
Al(3) 0.00 0.500 0.500 589 1.6(1)
Cu(4) -0.2306(4)  -0.1173(4) 0.427(2) 372 1.3(1)
Al(4) -0.2306(4)  -0.1173(4) 0.427(2) 628 1.3(1)
B 0.244(3) -0.141(3) 0.488(6) 1 2.2(6)
O(1) 0.102(1) 0.146(1) 0.019(4) 1 1.7(3)
0(2) 0.158(1) -0.0389(8) 0.483(3) 1 1.0(3)
0(3) 0.115(1) 0.366(1) 0.512(3) 1 1.4(3)
0(4) -0.113(2) 0.4269(9) -0.002(4) 1 4.8(4)
0O(5) -0.168(2) 0.2374(8) -0.398(4) 1 1.1(3)

Final fit parameters:x” = 0.2350, Ryp = 14.5 %, R, = 11.2 %

Table 4-2: Lattice parameters for the Cu;Al,Ga;.\BOs series obtained from PXD data

using CELL (e.s.d.s are shown in parentheses).

x a/Ad b/4 c/A B/°

0 0341902)  11.7388(2) 3.06077(3)  97.7478(9)
o 0365(1)  11.778(2)  3.0722)  97.71(2)
0.2 0394(5)  11.775(2)  3.109(6) 99.36
0.4 0.443(5)  11.931(4)  3.121(2) 97.22
0.6 0.46(2)  11.92409)  3.127(4) 98.07
0.8 0458(5)  11.928(8)  3.126(3) 97.90
1.0 0.465(7)  11.935(7)  3.125(2) 97.90
1.0° 0.477(2)  11.921(3)  3.1146(2)  97.91(2)
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2 _ values obtained from PXD Rietveld refinement. ° — Literature values

[11]. © - literature values [14].

An overall increase in the size of the unit cell is observed as a fraction of x for the series
CuAlGa; xBOs and can be explained in terms of the ionic radii of the cation being
incorporated. The effective ionic radius [17] of an AI** ion in a six-coordinate environment
is 0.535 A whereas Ga’" has a radius of 0.620 A. This is also observed in the Variable
Composition Diffractogram (Figure 4-4), where the shifting of the peak at 20 ca. 17.7° to
higher 26 value corresponds to an increase in the size of the unit cell. The peak at 20 =
16.75° corresponds to the impurity Cu,AlgB4O;7, which decreases with increasing gallium
content, which implies that there is no gallium analogue of the impurity - Cu,GagB4O17 . The
small peak at ca. 18.5° shows the presence of the CuGa,O4 impurity for the compositions
where x = 0.8 and 1.0. For the compositions where x = 0, 0.2 and 0.4 a more complicated
transition occurs at 2-theta = ca. 19°. For x = 0.2 and 0.4 there appears to be two peaks
present possibly corresponding to the formation of two phases/domains each with a different

composition.

X=1.0
— X=08
X=06
X=04
X=0.2
X=0.0

Figure 4-4: Variable composition diffractogram for the series Cu;Al; Ga,BOs showing

PXD data collected across the 20-range 16° to 20°.

4.1.4 Powder Neutron Diffraction

The collection of neutron diffraction data for boron containing samples is made difficult by

the large absorption cross-section observed for natural isotope boron (767.(8.) barn). Natural
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isotope boron consists of "B (20 %) and "B (80 %), whose absorption cross-sections are
3835.(9.) barn and 0.0055 barn respectively. Therefore, the study of borate materials is made
possible through the preparation of samples containing solely ''B. Samples in the series
Cu,Al; xGa,BOs (where x = 0, 0.2, 0.4, 0.6, 0.8, 1.0), were prepared as described in the
synthesis section, using “B(OH)3.

In order to delineate the oxygen and boron positions more accurately, time of flight (TOF)
powder neutron diffraction data were collected on the GEM diffractometer at the Rutherford
Appleton Laboratory, Oxfordshire, UK. All data sets were collected at room temperature and
data obtained from the low angle, 75°, 90° and backscattering banks were used in the
analysis. Rietveld refinements were initially performed using the model refined from the
PXD data (CupAlIBOs) as a starting point, with subsequent refinements (as x increases) using
the model obtained from the previous refinement, and the PC package, GSAS [18]. Initially
the lattice parameters were refined to accurately locate the reflections. The peak profiles
were then refined and the atomic positions varied. Finally, isotropic temperature factors were
added to the refinements. It was intended that each refinement would be based upon the
preceding one. However, as x increased the fit to the observed data became less satisfactory.
The deterioration of the fit may be due to the fact that the fractional site occupancies and the
gallium distribution were fixed for all samples except CuGa''BOs. The distribution for x = 0
was based upon that reported by Hriljac ef al. [11], subsequent refinements assumed that
gallium replaced aluminium like-for-like on each site. For the sample where x = 0.8, a better
fit to the observed data was obtained by assuming that sites 1 and 2 contain only copper.

The refinements proceeded to convergence giving reasonably good fits to the observed data
and chemically sensible bond distances and angles. The refinement profiles for
CwAl(M'B)Os are shown in Figure 4-5 and tables of crystallographic data and refinement

statistics for each phase are presented in Table 4-3 to Table 4-8.
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Table 4-3: Refined crystallographic data for CuzAl(nB)Os (e.s.d.s are shown in

parentheses).

Space group: P 2,/a
Lattice parameters a = 9.382(1) A, b=11.791(2) A, ¢ = 3.0752(4) A, B = 97.753(2) °

Atom x % z Frac. Usso /A°x100
Cu() 9917(2)  2812Q2) __.0447(3) 960 3205)
Al(1) 9917(2)  2812(2)  .0447(8) 040 52(5)
Cu(2) 0 0 0 925 09(7)
Al(2) 0 0 0 075 09(7)
Cu(3) 0 5 5 411 95(9)
Al(3) 0 5 5 589 95(9)
Cu(4) _2318(3)  -11423)  .4275(8) 372 12(6)
Al(4) _2318(3)  -11423)  .4275(8) 628 12(6)
B 2375(3)  -1361(3)  .4635(6) 1 34(4)
o(1) 10613)  .1462(3)  .0439(8) 1 45(6)
o) 1577(3)  -0386(3)  .4752(9) 1 77(6)
0Q3) 1174(3) 36718  .4970(9) | 1.18(6)
0(4) J1114(5)  4247(3) 010(1) 1 3.1(1)
065) _17103)  2384(3)  -.4006(8) 1 16(5)

Final fit parameters:y” = 19.66, Ryp = 5.50 %, R, = 5.16 %
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Table 4-4: Refined crystallographic data for CuzAlo,gGao,z(”B)OS (e.s.d.s are shown in

parentheses).

Space group: P 2//a
Lattice parameters a = 9.4124(5) A, b = 11.8245(5) A, ¢ =3.0863(2) A, B = 97.825(4) °

Atom x y z Frac. Usso JA*x100
Cu(1) .9913(4) 2831(3) .037(1) .960 .50(9)
Al(1) .9913(4) .2831(3) .037(1) .032 .5009)
Ga(l) .9913(4) .2831(3) .037(1) .008 .50(9)
Cu(2) 0 0 0 925 ()
Al(2) 0 0 0 060 A
Ga(2) 0 0 0 .015 (D)
Cu(3) 0 5 5 411 1.4(2)
Al(3) 0 5 5 4712 1.42)
Ga(3) 0 5 5 1178 1.42)
Cu(4) -.2301(6) - 1115(5) 431(2) 372 ()
Al(4) -.2301(6) -.1115(5) 431(2) .5024 (1)
Ga(4) -.2301(6) -.1115(5) 431(2) 1256 A
B .2382(5) -.1376(5) 462(2) 1 .25(8)
o(1) .1076(6) .1446(6) .044(2) 1 S
02) .1564(6) -.0426(5) 459(2) 1 1.1(2)
0(3) 1174(5) .3671(6) S11(2) 1 1.2(1)
0%) -.1096(8) .4248(6) .023(3) 1 2.9(2)
0(5) -.1703(6) .2388(5) -.40002) 1 3(D)

Final fit parameters:y” = 23.75, Rup = 6.76 %, R, = 6.21 %
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Table 4-5: Refined crystallographic data for Cu2A10.6Ga0,4(“B)05 (e.s.d.s are shown in

parentheses).

Space group: P 21/a
Lattice parameters a = 9.449(1) A, b=11.877(1) A, ¢ =3.1045(4) A, B =97.893(8) °

Atom X y z Frac. Usso JAX100
Cu(l) .9983(8) .2848(5) .029(3) 960 7(2)
Al(1) .9983(8) .2848(5) .029(3) .024 7(2)
Ga(1) .9983(8) .2848(5) .029(3) 016 7(2)
Cu(2) 0 0 0 925 2(2)
Al(2) 0 0 0 .045 2(2)
Ga(2) 0 0 0 .030 2(2)
Cu(3) 0 5 5 411 6(3)
Al(3) 0 5 5 3534 .6(3)
Ga(3) 0 5 5 2356 .6(3)
Cu(4) -.2273(8) -.1139(6) 437(2) 372 (D)
Al(4) -.2273(8) -.1139(6) 437(2) 3768 2
Ga(4) -.2273(8) -.1139(6) 437(2) 2512 (1)
B .2386(9) -.136(1) 459(2) 1 2(2)
o) .1080(9) .1490(9) .039(3) 1 .8(2)
0Q) .154(1) -.0428(8) 447(3) 1 9(12)
03) .1168(8) .364(1) .53403) 1 9(12)
O4) -115(2) 4186(9) 066(3) 1 2.1(3)
O(5) -.166(1) .2400(7) -.387(3) 1 5(2)

Final fit parameters:x”~ = 52.13, Ryp = 9.73 %, R, = 8.33 %
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Table 4-6: Refined crystallographic data for Cu2A10.4Gao,6(UB)05 (e.s.d.s are shown in

parentheses).

Space group: P 2;/a
Lattice parameters a = 9.4688(4) A, b=11.9248(5) A, c =3.1151(2) A, B =97.833(3) °

Atom X y z Frac. Usso /A°x100
Cu(l) 1.0003(7) 2811(5) .037(2) 960 1.9(2)
Al(1) 1.0003(7) 2811(5) .037(2) .016 1.9(2)
Ga(1) 1.0003(7) 2811(5) .037(2) .024 1.9(2)
Cu(2) 0 0 0 925 2(2)
Al(2) 0 0 0 .030 2(2)
Ga(2) 0 0 0 .045 2(2)
Cu(3) 0 5 5 411 5(2)
Al(3) 0 5 5 2356 5(2)
Ga(3) 0 S 5 3534 5(2)
Cu(4) -.2247(6) -.1179(5) 429(2) 372 A(D)
Al(4) -.2247(6) -.1179(5) 429(2) 2512 A(D)
Ga(4) -.2247(6) -.1179(5) 429(2) .3768 (1)
B .2392(8) -.1368(8) 453(2) 1 .6(2)
o(1) .1013(7) .1475(6) .049(2) 1 3(2)
02) .1567(7) -.0426(5) 460(2) 1 2(2)
03) .1229(8) .3683(9) .520(2) 1 1.7(2)
0O(4) -.1182(9) 4160(7) .042(3) 1 2.5(3)
0(5) -.1698(9) 2366(7) -.374(3) 1 1.7(2)

Final fit parameters:y° = 58.95, Ry, = 10.60 %, R, = 9.22 %
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Table 4-7: Refined crystallographic data for CuZAlo_zcao,s(nB)Os (e.s.d.s are shown in

parentheses).

Space group: P 2//a
Lattice parameters a = 9.4680(4) A, b=11.9318(5) A, ¢ =3.1162(2) A, B =97.829(4) °

Atom X y z Frac. Uiso /A*x100
Cu(l) .9970(5) .2829(4) .035(2) 1 3
Cu(2) 0 0 0 1 A1)
Cu(3) 0 5 5 400 2(2)
Al(3) 0 5 5 120 2(2)
Ga(3) 0 5 5 480 2(2)
Cu(4) -.2250(6) -.1178(4) 429(2) 300 3D
Al(4) -.2250(6) - 1178(4) 429(2) 140 3
Ga(4) -.2250(6) -.1178(4) 429(2) 560 (D)
B .2339(5) -.1342(6) 464(2) 1 42)
o) .0986(7) .1487(6) .040(2) 1 4(2)
02) 1530(7) -.0391(5) 461(2) 1 6(2)
0(3) 1153(7) .3590(8) 494(2) 1 1.5(2)
0(4) -.1144(8) 4165(5) .025(3) 1 1.5(2)
0(5) -.1656(7) 2391(5) -.393(2) 1 2(2)

Final fit parameters:y” = 68.02, Ryp = 10.95 %, R, = 9.31 %
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Table 4-8: Refined crystallographic data for CuzGa(uB)Os (e.s.d.s are shown in

parentheses).

Space group: P 2;/a
Lattice parameters a = 9.4689(6) A, b =11.9340(8) A, ¢ =3.1163(2) A, B = 97.796(3) °

Atom X y z Frac. U, /A°x100
Cu() 9937(5) _ 2818(3) 04402) 1 1.0(1)
Cu2) 0 0 0 ] 201)
Cu(3) 0 5 5 302) 102)
Ga(3) 0 5 5 72) 1)
Cu(4) _2259(4)  -1181(3)  .431(1) 4(1) 2109)
Ga(4) -.2259(4) -.1181(3) 431(1) 6(1) 21(9)
B 2339(5)  -1364(3)  474(2) 1 63(3)
o(1) 0991(5)  .1469(5) 044(2) 1 01)
0(2) 1577(6)  -0407(4)  471(2) 1 6(1)
0@3) 1190(5)  .3651(6)  .480(2) ] 1.1(1)
0(4) S1126(7)  4203(5)  -.017(2) 1 1.8Q2)
0(5) L1657(6)  2372(4)  -412(2) 1 602)

Final fit parameters:y* = 46.16, Ryp = 9.25 %, R, = 6.92 %

4.1.5 Interatomic Distances and Bond Angles

Selected interatomic bond distances and angles were extracted from the PND refinements and
are presented in Table 4-9 to Table 4-13. The values quoted for the mixed six-coordinate
sites are averages of the metal-oxygen bond lengths and angles within the structure as the

sites contain up to three different cations.

4.1.5.1 M(Q) site

In each compound of this series the M(1) site is occupied all but exclusively by Cu?". Indeed
for Cu,GaBOs the fractional occupancies used for the PND data refinement and those
presented by Bluhm and Schaefer [14] imply that there is no site mixing for the M(1) site and
that the site contains solely copper ions. The d° electronic configuration of Cu" makes it
susceptible to Jahn-Teller distortions if placed in an environment that has regular octahedral
symmetry. The presence of Cu”" leads to a coordination that is best described as 4+2, where

by the axial M(1)-O distances are, on average, between 20 — 25% longer than the equatorial
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bonds. The shorter, stronger M(1)-O bonds range from 1.857(9) A to 2.015(7) A in length,
with the two weaker axial interactions ranging in length from 2.232(9) A to 2.656(9) A.

Figure 4-6: M(1) (green) — oxygen (red) distorted octahedral site in Cu;Al;.xGa,BOs.

Table 4-9: Selected Bond lengths and Angles for the M(1) site in Cu;Al;GaBOs
extracted from powder neutron diffraction data (GEM). (M = Cu, Al, Ga - shared site).

X 0 0.2 0.4 0.6 0.8 1.0

M(1)_O1 1.921(4)  1.968(8)  1946(9)  1.857(9) 1.867(9)  1.894(7)
M(1) 03 2407(4)  2358(8)  223209)  2351(9)  2.331(9)  2.460(7)
M(1) 03 1.978(4)  2.015(7)  2.031(9)  2.054(9) 1.921(8)  1.949(6)
M(1) 04 1.944(5)  1.9239)  1.928(9)  1.963(9) 1.9098)  1.931(7)
M(1)_O5 1.9734)  1.962(7)  1.9559)  1.988(9) 1.966(8)  2.000(7)
M(1) 05 2489(4)  2.516(7)  2.600(9)  2.656(9)  2.563(8)  2.476(7)

03 M(1) 03 | 98.3(2) 97.4(4) 98.4(5) 100.5(5) 98.8(4) 99.4(4)
03 M(1) 04 | 174(4) 176(9) 17509) 176(9) 177(9) 175(7)
03 M(1) 05 | 99.7(3) 99.4(4) 98.9(7) 98.8(6) 97.6(5) 96.9(4)
03 M(1) 04 | 80.6(2) 80.1(4) 79.8(5) 81.1(4) 83.2(4) 83.8(3)
03_M(1)_ 05 | 162.1(9) 163(2) 160.3(5)  159.1(5) 163(2) 163(2)
04 M(1) 05 | 81.6(2) 83.3(4) 82.3(5) 79.1(5) 80.3(4) 79.9(4)

4.1.5.2 M(2) Site

The M(2) site, as with the M(1) site, is mainly occupied by Cu®*" ions and can also be
described as a 4+2 environment due to the Jahn-Teller distortions caused by Cu". The length
range of equatorial M(2)-O distances across the series is 1.94(1) A to 2.006(6) A, with the
axial bond ranging from 2.376(3) A to 2.449(8) A.
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Figure 4-7: M(2) (green) — oxygen (red) distorted octahedral site in CuAl;.xGaBOs.

Table 4-10: Selected Bond lengths and Angles for the M(2) site in CuzAl;xGaBOs
extracted from powder neutron diffraction data (GEM). (M = Cu, Al, Ga - shared site).

X 0 0.2 0.4 0.6 0.8 1.0
M(2) O1 (x2) | 1.986(4)  1.983(7) 2.00(1) 1.999(7)  2.001(7)  1.985(6)
M) 02 (x2) | 2376(3)  2.425(5)  2449(8)  2.444(6)  2.408(6)  2.419(5)
M@2) 02 (x2) | 1.987(4)  1.963(6) 1.94(1) 1.983(7)  1.953(7)  2.006(6)

01 M(2) 02 | 180.03)  180.0(5)  180.0(7)  180.0(5)  180.0(5)  180.0(4)

01 M(2) 02 | 803(2) 81.2(3) 81.8(4) 82.3(3) 82.73) 82.3(2)
01 M(2) 02 | 99.7(2) 98.9(4) 98.2(5) 97.7(4) 97.3(4) 97.8(3)
02 M(2) 02 | 99.7(2) 98.9(4) 98.2(4) 97.7(4) 97.3(4) 97.8(3)
02 M(2) 02 | 803(3) 81.1(5) 81.8(8) 82.3(6) 82.7(4) 82.3(5)

02 M(2) 02 | 180.0(3)  180.0(5)  180.0(7)  180.0(5)  180.0(6)  180.0(4)

4.1.5.3 M(3) Site

Again the M(3) site exhibits a distorted octahedral environment, which tends towards a 4+2
arrangement. Here though the distortion is less pronounced, with the axial bonds being, on
average, only ~ 16% longer than the equatorial bonds. This is consistent with a smaller
fractional occupancy of Cu®" ions on this site (around 40 %). The average bond length for
each environment increases as the gallium content is increased, which can be explained by
considering the relative sizes of the AI** (0.535 A) and Ga>* (0.62 A) ions in a six-coordinate

environment [17].
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Figure 4-8: M(3) (green) — oxygen (red) distorted octahedral site in Cu,Al;Ga,BOs.

Table 4-11: Selected Bond lengths and Angles for the M(3) site in Cu,Al;«Ga,BOs
extracted from powder neutron diffraction data (GEM). (M = Cu, Al, Ga - shared site).

X 0 0.2 0.4 0.6 0.8 1.0
M@3) 03 (x2) | 1916()  1.919(7) 1.95(1) 1.951(9)  2.007(8)  1.971(6)
M@3)_04 (x2) | 1.9294)  1.900(8) 1.88(1) 1.963(9)  1.979(8)  2.043(7)
M@3) 04 (x2) | 2.187(4)  2.216(7)  2394(9)  2.371(8)  2308(7)  2.177(6)
03 M(3) 03 | 180.0(4)  180.0(6)  180.009)  180.0(7)  180.0(6)  180.0(5)
03 M(3) 04 | 82.6(3) 83.1(4) 83.2(6) 83.8(5) 79.3(4) 80.45(2)
03 M(3) 04 | 97.4(2) 96.9(3) 96.8(4) 96.2(3) 100.7(3) 99.6(2)
03 M(3) 04 | 974(3) 96.9(4) 96.8(6) 96.2(5) 100.7(4) 99.6(3)
03 M(3) 04 | 82602 83.13) 83.2(4) 83.8(3) 79.33) 80.45(2)
04 M(3) 04 | 180.0(4)  180.0(6)  180.09)  180.0(7)  180.0(6)  180.0(5)

4.1.5.4 M(4) Site

The M(4) site is again a distorted octahedral one. However, in this case the coordination

tends towards a square pyramidal arrangement, with one of the axial bonds being around 0.5

A longer than the other five M(4)-O distances. As with the M(3) site the average bond

distances increase, as expected, with increasing gallium content.
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Figure 4-9: M(4) (green) — oxygen (red) distorted octahedral site in Cu,Al;Ga,BOs.

Table 4-12: Selected Bond lengths and Angles for the M(4) site in Cu;Al.xGa,BOs
extracted from powder neutron diffraction data (GEM). (M = Cu, Al, Ga - shared site).

X 0 0.2 0.4 0.6 0.8 1.0
M(4) O1 2.024(4)  2.023(7) 201509  2.043(8)  2.042(8)  2.056(6)
M(4) 01 1.912(4)  1.897(8) 1.89(1) 1.903(9)  1.943(8)  1.925(6)
M(4) 02 1.941(4)  1.963(8) 2.00(1) 2.035(8)  2.006(8)  2.012(6)
M(4) 04 1911(5)  1.961(9) 2.04(2) 1.98(1) 1.97(1) 1.916(8)
M(4) 04 2462(5)  2.449(9) 2.32(1) 2.40(1) 2467(9)  2.579(7)
M(4) 05 1.958(4)  1.999(8) 2.00(1) 2.00(1) 1.993(9)  2.006(7)
01 M@) O1 | 1027(2)  103.8(4)  1054(5)  1042(4)  102.8(4)  103.003)
01 _M@) 02 | 93.02) 94.8(4) 95.3(5) 95.0(4) 94.2(3) 93.5(3)
01 _M(@) 04 | 90.5(2) 89.1(3) 84.1(4) 86.7(3) 89.7(3) 92.73)
01_M@) 05 | 96.8(2) 95.9(4) 96.0(5) 96.7(4) 98.9(3) 100.5(3)
01 M@) 02 | 833(2) 83.4(4) 83.2(5) 83.4(4) 82.9(4) 83.6(3)
01 _M@) 04 | 167(3) 167(4) 170(6) 169(5) 167(4) 164.3(3)
01_M@) 05 | 952(2) 94.8(4) 97.3(5) 98.9(4) 98.0(3) 97.43)
02 M(4) 04 | 96.4(3) 98.1(6) 99.2(7) 97.0(6) 98.1(6) 95.03)
02 M(@4) 05 | 170.1(2)  169.3(4)  168.1(6)  167.1(5)  166.2(9)  165.4(3)
04 M(4) O5 | 82.8(3) 81.4(5) 78.4(7) 78.3(5) 78.1(4) 80.13)
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4.1.5.5 BO33' Group

Figure 4-10: BO33' group in CuAl;«Ga,BOs. Boron and oxygen atoms are represented

as purple and red spheres respectively.

Table 4-13: Selected Bond lengths and Angles for the BO3;> Group in CuzAl;Ga,BOs

extracted from powder neutron diffraction data (GEM).

b.¢ 0 0.2 0.4 0.6 0.8 1.0
B_O2 1376(4)  1.36209) 1.36(2) 137(1) 13689)  1351(8)
B_03 1.3514)  1.351(6) 1.36(1) 1.298(9)  1.418(%8)  1.381(6)
B_O5 1.359(4)  1.357(8) 1.41(2) 1.37(1) 141209)  1.366(7)

02 B 03 121.2(3)  122.06)  125.6(9)  122.1(9)  127.1(6)  121.3(5)
02 B 05 1203(3)  118.1(4)  115.8(8)  117.1(7)  1193(5)  120.1(4)
03_B 05 118.5(4)  119.7(6)  117.7¢9)  120.4(9) 113.4(7)  118.5(6)

4.1.6 Discussion

In each of the compounds studied here there are four different metal sites, each containing
varying amounts of Cu®", AI** and Ga>* ions. The copper ions appear to show preference for
sites 1 and 2, whilst the 3+ cations remain, almost exclusively on sites 3 and 4. Hriljac ef al.
give an explanation for this ordering [11] by considering the metal-oxygen-boron (m-o-b)
interactions within the Ludwigite type structure. Metal sites 1 and 2 each have four of these
interactions whilst sites 3 and 4 have only two each, the remaining interactions being of the
metal-oxygen-metal (m-o-m) type. The B-O bond has a relatively high covalency, therefore
the oxygen ion within an m-o-b interaction will have reduced ionic character; the 2- charge
on the ion will be reduced. For this reason sites 1 and 2 will have a lower effective charge
than sites 3 and 4, thus favouring the occupancy of those sites by divalent cations, namely

+
Gy,
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4.1.7 UV-Visible Spectroscopy

UV visible data were collected on undiluted samples for the CupAl;xGaBOs system,
according to the method outlined in Chapter 2. These are shown in Figure 4-12.

The Cu" & transition metal ion adopts the ground state configuration t2g6 eg3 when situated in
a strictly octahedral environment. The ground state electronic configuration t2g6 eg3 yields the
term zEg, whilst the excited electronic configuration corresponds to the 2T2g term. Therefore
only a single electron transition 2Eg - 2T2g is expected in an octahedral crystal field.
However, the Jahn-Teller effect for Cu" leads to a lowering of the symmetry and therefore
splits the both 2Eg ground state and the szg excited state. In most cases a tetragonally
elongated 4+2 arrangement is observed, as described in Chapter 1. This distortion causes the

energy level diagram to split as shown in Figure 4-11.

Energy
A

eb /,/-———-—-—-—-—- dx y
i

t, dy

e
dxz’ dyx
Oh D4h

Figure 4-11: Schematic representation of the energy level structure of Cu" according to

the reduction of symmetry Oy — Dyp.

The lowering of symmetry has the effect of broadening the observed absorption band. This
happens because the three transitions now present occur very close together and, unless the
spectrum is taken at a very low temperature, the bands may not be fully resolved.

The UV-Vis spectra observed for the CupAlxGaBOs system present a broad absorption
band centred at around 700-750 nm. This band is characteristic of the *E, — *Ty, transition
for the Cu" cation in an octahedral environment [19, 20]. The broadness of the band can be
attributed to the fact that the metal sites 1 and 2 are distorted due to the Jahn-Teller effect and
have axial bonds that are somewhat longer than the four equatorial bonds. The broadness of
the band is also a result of the four individual copper environments observed for these
materials. Despite the broadness of the observed absorption one can clearly see that the
centre of the band appears to shift toward longer wavelengths. It is possible that this is due to

differing sizes [17] and electronegativities [21] of aluminium (0.535 A, 3.32 eV) and galium
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ions (0.620 A, 3.2 eV) and the differing distortion they create on coordination to sites 1 and
2; those which contain mainly copper. The metal-oxygen distances are longer for the gallium
analogue and the O-Cu-O angles also differ. The value of Ayt will therefore be modified and

thus the absorption positions for a given transition will be shifted.

Absorption / Arb. Units

— X = 0.8
0

350 400 450 500 S50 600 650 70
Wavelength / nm
Figure 4-12: Diffuse reflectance spectra of the CuyAl;yGa,BOs series transformed

according to the Kubelka-Munk function.

4.1.8 Colour Measurements

CIE L*, a*, b* (CIELAB) colour measurements were performed using a Perkin-Elmer
Lambda 35 UV-Vis spectrometer. Results for the Cu,Al; Ga,BOs series are presented in
Table 4-14.

CIELAB allows the specification of colour perceptions in terms of three-dimensional space.
The L* - axis is known as ‘lightness’ and extends from O (black) to 100 (white). The other
two coordinates a* and b* represent redness-greenness and yellowness-blueness respectively.
Samples for which a*=b*=0 are achromatic and thus the L* - axis represents the achromatic

scale of greys from black to white (Figure 4-13).
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L =100

+b

-b

L=0

Figure 4-13: A diagrammatic representation of CIE L*, a*, b* 3-dimensional colour

space.

Table 4-14: CIE L*, a*, b* Colour data for the Cu,Al; Ga,BOs series.

X 0 0.2 0.4 0.6 0.8 1.0
L* 49.15 55.36 56.29 58.84 60.75 62.23
a* -24.69 -24.27 -23.94 -24.93 -21.65 -21.09
b* 22.72 235.39 27.60 32.12 31.03 32.87

Figure 4-14

series.

: Plots of the CIELAB parameters as a function of x for the Cu,Al;.«Ga,BOs
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Figure 4-15: A plot of a* v b* for the Cu,Al;.«Ga,BOs series.

The colour measurements reflect the shift in colour across the series from a dark intense
green to an olive green colour. The a* values move in the direction of the red region of the
axis and away from the green region. The b* values become more ‘yellow’ as the gallium
content increases. There also appears to be some lightening of the pigment when considering
the L* values obtained for the series - 49.15 for x = 0 to 62.23 for x = 1. The colour
measurements for the sample x = 0.6 seem to be displaced from the trend line, which

suggests that the reading for this sample is an anomaly and may be due to particle size

irregularities.

4.1.9 Conclusions
The preparation of a completed solid solution in the system Cuy(Al,Ga)BOs has been
successfully completed. Compounds in the system range in colour from a dark intense green

to a lighter olive green.

The substitution of AI’* ions by Ga’* ions has the effect of increasing the average metal-
oxygen distances for sites 3 and 4. It also has some effect on the copper coordination
environment (mainly sites 1 and 2) and thus the colour of the material produced.

Three impurity phases were identified in samples throughout the series - CuO, CuyAlgB4O17
and CuGa,O4 — and were included in each of the PND refinements. Attempts to prepare

single phase products were unsuccessful.
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4.2 Cu2A16B4017

4.2.1 Introduction

The copper aluminium borate, Cu,AleB4O17, was seen as an impurity phase for the system
discussed in section 4.1 - CupAl; xGayBOs. It is useful as a dehydrogenation catalyst [22] and
the average structure has been known for some time [23]. Further characterisation using
single-crystal and resonant scattering x-ray techniques [24] has confirmed the structure to a
greater degree of accuracy and precision. However, there is no literature data to suggest that
powder neutron diffraction has been used. In this case PND would enable more accurate
location of the lighter elements present within the material, namely oxygen and boron.
CuyAlgB4O;7 is also of interest to this particular study due to the green colour of the material
and the origins of that colour. The copper is seen to occupy around 50% of a five-coordinate
site, the remaining 50% being occupied by AI**, and a small proportion (ca. 1%) of the

octahedral site.

Figure 4-16: A view of the Cu;AlsB40Oy7; structure showing the Cu/Al shared sites:
trigonal bipyramidal (green) and octahedral (blue). BOs>" units are shown in purple.

Oxygen atoms are omitted for clarity.
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4.2.2 Synthesis

Cu,AlsB4O17 was prepared by grinding a stoichiometric mixture of the reagents (Copper (II)
Oxide, Aluminium Oxide and Boric Acid) to produce an intimate mixture. The resultant
mixture was transferred to a small alumina crucible with a lid, before being heated to 950 °C
for 24 hours. A lid was used on the crucible to help prevent the loss of B(OH); at high
temperatures. Phase identification by X-ray powder diffraction revealed that a single-phase

sample of CuyAlsB40O;7 had been obtained.

4.2.3 Powder X-ray Diffraction

PXD data were acquired for CuyAlgB4O;7, as described in Chapter 2, and Rietveld refinement
of the structure carried out using the model proposed by Kaduk et al. [24] as a starting point.
Initially, the lattice parameters and diffractometer zero point correction were varied followed
by the profile coefficients to fit the peaks. Atomic positions and thermal parameters were
then added to the refinement. Finally, fractional site occupancies were added to the
refinement. The refinement proceeded smoothly and convergence was achieved, giving a
good fit to the observed data with chemically sensible bond distances and angles.

Refinement details are presented in Table 4-15.
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Figure 4-17: Observed (+++), Calculated (—), and difference (shown underneath) PXD

profiles for Cu;AlsB4O¢7. Tick marks indicate reflection positions.

131



Chapter 4 Borate Systems

Table 4-15: Refined crystallographic data for Cu;AlB4O;; (e. s. d. s are shown in

parentheses).

Space group: [4/m
Lattice parameters a = 10.55469(8) A, ¢ = 5.66687(6) A

Atom X y z Frac. Usso JA*x100
Cul .1916(3) .0248(3) 0 478(3) 2.65(8)
All .1916(3) .0248(3) 0 .522(3) 2.65(8)
Cu2 25 25 25 .022(3) 1.5(1)
Al2 25 25 25 978(3) 1.5(1)

B .240(2) 495(2) 0 1 1.1(4)
01 0 0 0 1 3.0(5)
02 .1461(6) .2095(7) 0 1 95(3)
03 .3745(5) .2529(8) 0 1 .87(2)
04 .2345(5) 4328(4) 2017(7) 1 1.34(2)

Final fit parameters:y” = 0.2692, Rwp=15.13 %, R, =11.79 %

4.2.4 Powder Neutron Diffraction

TOF PND data were collected as described in section 4.1.4. A sample of Cu2A16(HB)4017
was prepared as described in the synthesis section.

A Rietveld refinement was performed using the model refined from the x-ray data as a
starting point and the PC package, GSAS [18]. A uniform approach to the structure
refinement was undertaken as described previously. Linear constraints were added to the
refinement of the site occupancies to give the required stoichiometry, i.e. a 1:3 ratio of Cu:AlL
The refinement proceeded smoothly to convergence giving a good fit to the observed data
and chemically sensible bond distances and angles.  The refinement profile for
CupAls(*'B)40,7 and tables of crystallographic data and refinement statistics are presented in

Figure 4-18 and Table 4-16.
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Figure 4-18: Observed (+++), Calculated (—), and difference (shown underneath) PND

profiles from the low angle, 75 °, 90 ° and backscattering banks for CuzAl6(11B)4017.

Tick marks indicate reflection positions.
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Table 4-16: Refined crystallographic data for CuyAls(*'B)4O, (e. s. d. s are shown in

parentheses).

Space group: 14/m
Lattice parameters a = 10.5636(7) A, c = 5.6716(4) A

Atom X y z Frac. Usso /A°x100
Cul .1919(2) .0256(2) 0 478(3) 1.10(4)
All .1919(2) .0256(2) 0 522(3) 1.10(4)
Cu2 25 25 25 .022(3) 17(3)
Al2 25 25 25 .978(3) 17(3)
B .2379(1) 4965(1) 0 1 42(2)
01 0 0 0 1 2.54(8)
02 .1464(2) .2090(2) 0 1 45(2)
03 .3740(1) .2438(2) 0 1 28(2)
04 .23740(9) 43053(8) .2086(2) 1 .81(2)

Final fit parameters:y” = 5.432, Ry, = 4.21 %, R, =4.14 %

4.2.5 Discussion

CupAls(*'B)4017 crystallises in the tetragonal space group 14/m with lattice parameters a =
10.5636(7) A, ¢ = 5.6716(4) A. The refined atomic coordinates, lattice parameters and site
occupancies agree well with literature values [24].

The structure, shown in Figure 4-16, consists of infinite chains of edge sharing MOy (M =
Al/Cu) octahedra, with the octahedra in adjacent chains being rotated by ca. 90 °, such that
the axial bonds are aligned approximately parallel to the ¢ and b axes. The chains are
interlinked by edge sharing with M4O13 (M = Al/Cu) units (Figure 4-19), which consist of
four edge sharing MOs trigonal bipyramids orientated around a single oxygen atom (O1), and

by corner sharing with the planar BO; units.
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Figure 4-19: A view of the M(1) sites (green) (where M = Cu/Al) in CuzAlg(*'B)4O17.

Oxygen atoms are shown in red.

4.2.6 Interatomic Distances and Angles

The cation-oxygen distances and bond angles, derived from the Rietveld refinement of the
PND data, are shown in Table 4-17 and Table 4-18. The distances shown for the trigonal
bipyramidal Cu/Al site and the octahedral Al/Cu site are averages of the metal-oxygen bond

lengths within the structure as the site contains both Cu®*" and AI** ions.

Table 4-17: Derived bond distances (A) for the M(1)Os, M(2)Os and BOj sites (where M
= Cu, Al) in Cu;Als("'B)4O17. (e. s. d. s are shown in parentheses).

Distance CuwAlg(''B)4Or;  Kaduk et al. [24]
M1 01 2.045(2) 2.038(1)
M1 02 1.997(2) 1.998(3)
M1 02 1.825(2) 1.854(3)
M1_04 1.872(1) 1.872(2)
M1 04 1.872(1) 1.872(2)
M2_02 (x2) 1.8430(9) 1.822(2)
M2 03 (x2) 1.9312(7) 1.934(2)
M2 04 (x2) 1.9261(8) 1.943(2)
B 03 1.370(1) 1.388(6)
B 04 (x2) 1.373(1) 1.352(4)
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Table 4-18: Derived bond angles (°) for the M(1)Os, M(2)O4 and BOj; sites (where M =

Cu or Al) in CusAlg("'B)4Oy7. (e. s. d. s are shown in parentheses).

Angle Cu,Als(" 18)4017
01 M1 02 83.65(7)
01 M1 02 88.10(8)
01 M1 04 (x2) 115.35(5)
02 M1 02 171.7(1)
02 M1 04 (x2) 81.71(5)
02 M1 04 (x2) 101.94(6)
04 M1 04 123.9909)
02 M2 02 180.00(0)
02 M2 O3 80.21(4)
02 M2 04 95.60(5)
03 M2 03 180.00(0)
03 M2 04 89.48(5)
04 M2 04 179.98(0)
03 B 04 (x2) 120.48(5)
04 B 04 119.0(1)

The metal-oxygen distances reported here are in agreement with those reported in the
literature [24]. However, it is worth noting that there seems to be slight discrepancies in the
boron-oxygen distances (Table 4-17). This may arise due to the different characterisation
techniques used. Kaduk ez al. utilised PXD and Cu K-edge EXAFS techniques, which are
less able to accurately locate the light atoms - boron and oxygen - within the structure when
compared to PND as utilised in this study. It is therefore assumed that the boron-oxygen

distances reported here are more accurate and representative of the actual structure.

4.2.7 Discussion.

As mentioned in Chapter 1, Cu" is often seen to occupy coordination environments that
display a ‘4+1’ type geometry as a result of the Jahn-Teller effect. When adopting this
geometry Cu" typically has four shorter coplanar bonds, which tend to have lengths within

the range 1.90 — 2.05 A and one elongated apical bond at around 2.1 — 2.4 A [25]. The four
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coplanar bonds would imply a square pyramidal arrangement of the Cu-O bonds. However,
the five coordinate site observed here is distorted from this arrangement towards a trigonal
bipyramidal one.

The M(1)-O bond lengths for the five-coordinate site do not seem to agree with those
mentioned above for typical Cu" coordinations. All five of the metal-oxygen distances are
shorter than 2.05 A and the M(1)-O(4) distance of 1.825 A is particularly short for a Cu-O
distance. These distances, however, are average values as the M(1) site is occupied in almost
equal proportions by cations whose effective ionic radii [17] differ significantly - Cu* (0.65
Ay and A" (0.48 A). Thus one could expect the ‘Cu-O’ distances to appear to be somewhat
shorter than those reported for sites containing solely Cu*" ions.

The refined temperature factor for O(1) is large, which suggests some uncertainty about its
position. This may be due to static disorder of some sort. Indeed, Kaduk et al. [24] proposed
a model based upon EXAFS experiments that describes a different model for the M(1) local
structure. Their EXAFS results seem to indicate that there is some degree of Cu'' clustering.
Stoichiometry dictates that two of the four M(1) sites surrounding O(1) (Figure 4-19) will
contain Cu" and that the two remaining sites contain AI>". It also mandates that there will be
only one oxygen atom at the centre of the 4-ring. The EXAFS data also indicates that two
copper cations occur as a cis-pair in the 4-ring. Therefore, displacement of O(1) away from
the cis-pair would allow for an elongated apical bond for each of the copper centres and
shorter bonds for each of the aluminium containing sites; a new O(1) site of -0.018, 0.018, 0
was suggested, which has a fractional occupancy of .

A repeat PND refinement was performed using the O(1) position suggested by Kaduk et al.
Selected refinement details and revised interatomic distances for the M(1) site are presented
in Table 4-19, Table 4-20 and Figure 4-20. Improved R factors were obtained indicating that

the revised model is probably a more accurate description of the local structure.
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Table 4-19: Refined crystallographic data (revised model) for Cu,Alg(*!B)4Oy7 (e. s- d. s

are shown in parentheses).

Space group: 14/m
Lattice parameters a = 10.56(4) A, c =5.67(2) A

Atom X y z Frac. Usso /A°%100
Cul .1920(2) .0254(2) 0 478(3) 1.04(4)
All .1920(2) .0254(2) 0 .522(3) 1.04(4)
Cu2 25 25 25 .022(3) 17(3)
Al2 25 25 .25 .978(3) 17(3)

B .2379(1) 4967(1) 0 1 43(2)
01 -0.018 0.018 0 0.25 0.02(7)
02 .1466(2) .2090(2) 0 1 46(2)
03 .3740(1) 2442(2) 0 1 31(2)
04 .23722(9) 43063(8) 2087(2) 1 .81(2)

Final fit pammeters:x2 =35.165, Ry, = 4.10 %, R, =4.10 %

Table 4-20: Derived (revised model) bond distances (A) for the M(1)Ojs sites (where M =

Cu or Al) in CU2A15(11B)4017. (e. s. d. s are shown in parentheses).

Distance Cu(a) Cu(b) Al(a) Al(b)

M1 Ol 2.265(9) 2.220(8) 1.840(7) 1.895(7)
M1 02 1.997(8) 1.997(8) 1.997(8) 1.997(8)
M1 O2 1.825(7) 1.825(7) 1.825(7) 1.825(7)
M1 04 1.872(6) 1.872(6) 1.872(6) 1.872(6)
M1 O4 1.872(6) 1.872(6) 1.872(6) 1.872(6)

where ‘a’ and ‘b’ refer to the fact that the two Cu(1) sites (and the two Al(1) sites) surrounding O(1) have
different M(1) O(1) distances using the model proposed by Kaduk et al.
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Figure 4-20: A view of the M(1) sites (blue) with O(1) displaced from 0, 0, 0 to -0.018,

0.018, 0. Oxygen atoms are shown as red spheres.

4.2.8 Site Occupancies

The fractional site occupancies obtained from the refinement of PND data agree well with
those published by Kaduk et al. [24], although our data seems to suggest a slightly larger
copper fractional occupancy on the M(2) site — 0.012(2) (Kaduk) compared with 0.022(3)
(this work).

4.2.9 Conclusions

Single phase samples of Cu,AlgB4O;7 and CuzAls(“B)4Ol7 have been prepared by
conventional solid state synthesis and the individual coordination environments for copper,
aluminium and boron have been studied using PXD and PND. The PND refinement has
refined the structure to a greater degree of accuracy than was previously reported and has
confirmed that the structure proposed by Kaduk et al. appears to be the correct description of

the local structure for the M(1) sites.

Further investigation of this material as a possible pigment was not performed due to the

weak green/yellow colour produced.
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4.3 Cobalt Pyroborate — Co,B,05

4.3.1 Introduction

The crystal structure of cobalt pyroborate (Co,B2Os) was originally elucidated by Berger [26]
and was the first example of its type, proving the existence of the B,Os" composite ion.
However, prior to this there are literature reports [27, 28, 29] to suggest that the borate was
already known, although its structure had not been determined. Subsequent to the Berger
paper a phase diagram of the CoO-B,0O; system was published [30], which defines the
pyroborate as one of only two ternary compounds within the system; the second being the
orthoborate Co3(BO3),. The stoichiometry of these borates were later confirmed by Hauck
and Muller [31] who also identified a third cobalt borate; Co(B40O7). A further cobalt borate
material to have been reported is the mixed-valent ludwigite Co3;BOs [5, 32]. More recently
Rowsell et al. [6] have performed a crystallographic investigation of the Co-B-O system and
have reported the formation of Co4(BO,)sO. None of these reports have utilised powder
neutron diffraction in the characterisation of the borate materials, which would enable more
accurate location of the lighter atoms present within the structure — boron and oxygen.

The intense violet colour of Co,B,0s is characteristic of octahedrally coordinated Co" and

can be attributed to the following spin-allowed, Laporte forbidden d-d electron transition
[20]: *T14(F) — *Tag(P).

Figure 4-21: A view of the C0,B,0s structure. Cobalt sites 1 and 2 and boron atoms are

represented as blue, red and purple spheres respectively. Oxygen atoms are omitted for

clarity

140



Chapter 4 Borate Systems

4.3.2 Synthesis

To allow a PND study of cobalt pyroborate to be undertaken a sample containing no "B had
to be prepared. This is due to the large absorption cross-section observed for natural isotope
boron (767.(8.) barn). Natural isotope boron consists of g (20 %) and 1B (80 %), whose
absorption cross-sections are 3835.(9.) barn and 0.0055 barn respectively.

Coo(*'B,)Os was prepared by heating a stoichiometric mixture of cobalt (II) oxide (Aldrich)
and ''B-boric acid (99 atom % ''B, Aldrich). The precursors were intimately mixed by
grinding before being transferred to an alumina crucible and heated in air to 800 °C for 15
hours. Initial phase identification PXD (26 range 10-70°, SOL-X detector, Bruker-D8)
revealed that the desired single-phase product had been formed.

Further characterisation was performed using PND, UV/Vis spectroscopy including colour

measurement and IR spectroscopy.

4.3.3 Powder neutron diffraction

In order to delineate the oxygen and boron positions more accurately, time of flight (TOF)
powder neutron diffraction data were collected on the POLARIS diffractometer at the
Rutherford Appleton Laboratory, Oxfordshire, UK. All data sets were collected at room
temperature and data obtained from the backscattering banks were used in the analysis. A
Rietveld refinement was performed using the model determined by Berger [26] as a starting
point and the PC package, GSAS [18]. A uniform approach to the structure refinement was
undertaken as described previously. The refinement proceeded smoothly to convergence
giving a good fit to the observed data and chemically sensible bond distances and angles.
The refinement profile for Coy(*'B,)Os, crystallographic data and refinement statistics are

presented in Figure 4-22 and Table 4-21.
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Figure 4-22: Observed (+++), Calculated (—), and difference (shown underneath) PND

profiles for Coz(llB)zos. Tick marks indicate reflection positions.

Table 4-21: Refined crystallographic data for Coz(uB)zOs. (e. s. d. s are shown in

parentheses).

Space group: P -1

Lattice parameters a = 3.17343(5) A, b = 6.1526(1) A, ¢ = 9.2792(2) A, o = 104.339(2) °, B =
91.158(2) °, vy = 91.845(2) °.

Atom x y Z Uiso /A7x100
Col 0.732(2) 0.2139(8) 0.3600(4) 0.98(7)
Co2 0.239(2) 0.3709(6) 0.1015(4) 0.48(5)
B1 0.6993(4) 0.6826(3) 0.3560(2) 0.41(3)
B2 0.3335(5) 0.8802(3) 0.1683(2) 0.47(3)
Ol 0.2621(5) 0.6965(3) 0.0543(2) 0.60(4)
02 0.2185(6) 0.0931(3) 0.1804(2) 0.77(4)
03 0.7401(6) 0.4767(4) 0.2587(2) 0.86(4)
04 0.5636(5) 0.8600(3) 0.2978(2) 0.68(4)
05 0.7704(6) 0.7253(3) 0.5032(3) 0.97(4)

Final fit parameters:y” = 2.983, Ry, = 2.18 %, R, = 4.35 %
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4.3.4 Interatomic Distances and Angles

The cation-oxygen distances and bond angles, derived from the Rietveld refinement of the
PND data together with literature values are shown in Table 4-22 and Table 4-23. The

derived values also agree well with those reported by Rowsell et al. [6].

Table 4-22: Derived bond distances (A) for the Co(1)Og, Co(2)Og, B(1)O3 and B(2)O3

sites in Coz(nB)zOs. (e. s. d. s are shown in parentheses).

Distance Coz(HB)zOs Literature
Values [26]*
Col 02 2.276(4) 2.22
Col 02 2.297(5) 2.13
Col O3 2.061(5) 2.02
Col 04 2.156(5) 2.20
Col OS5 2.044(5) 2.14
Col O5 1.973(5) 2.01
Co2 O1 2.153(4) 2.12
Co2 01 2.087(4) 2.02
Co2 01 2.147(4) 2.13
Co2 02 2.019(5) 2.02
Co2 03 2.178(5) 2.00
Co2 O3 2.111(4) 2.12
B1 O3 1.373(3) 1.28
Bl 04 1.408(2) 1.30
B1 O5 1.338(3) 1.28
B2 Ol 1.353(3) 1.30
B2 02 1.349(2) 1.33
B2 04 1.427(3) 1.29

* No errors are quoted for these values in the literature.
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Table 4-23: Derived bond angles (°) for the Co(1)Og, Co(2)0s, B(1)O;3 and B(2)0; sites

in COz(uB)Zos. (e. s. d. s are shown in parentheses).

Angle Coy(* 'B),0s Angle Coy(''B)20s
02 Col 02 87.9(2) 01 Co2 O3 89.5(2)
02 Col O3 79.3(2) 01 Co2 O1 97.1(2)
02_Col 04 62.3(2) 01 Co2 02 101.7(2)
02_Col 05 83.1(2) Ol Co2 03 83.3(2)
02 Col OS5 170.3(3) 01 Co2 O3 173.7(3)
02 Col O3 79.7(2) 01 Co2 02 102.4(2)
02_Col 04 80.2(2) 01 Co2 03 173.9(3)
02 Col OS5 169.5(3) 01 Co2 03 83.5(2)
02_Col 05 84.1(2) 02 Co2_ 03 83.5(2)
03 Col 04 136.9(2) 02 Co2 03 84.3(2)
03 Col 05 103.7(3) 03_Co2_03 95.4(2)
03_Col 05 104.6(2)

04 Col O5 90.9(2) 03 Bl 04 117.9(2)
04 Col 05 110.7(2) 03 Bl 05 124.5(2)
05 Col OS5 104.3(2) 04 B1 O5 117.6(2)
01 Co2_ Ol 84.3(2) Ol B2 02 129.2(2)
O1 Co2 O1 83.7(2) O1 B2 04 119.3(2)
01 Co2 02 170.8(3) 02 B2 04 111.5(2)
O1 Co2 03 90.3(2)
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4.3.4.1 Cobalt Octahedra

Figure 4-23: Co(1) (left) and Co(2) (right) sites in Co,(*'B)20s. Cobalt and oxygen are

shown as blue and red spheres respectively.

There are two individual CoOg sites present in Co,B,0s as shown in Figure 4-21 and Figure
4-23. The Co(1) site is a very distorted octahedron with an octahedral distortion value
(calculated using the expression below) of 32.56667; deviation from zero indicates some
degree of distortion. The two Co(1)-O(2) distances are on average 0.228 A longer than the

remaining four cobalt-oxygen bonds.
Ohuistortion = [ (10 — 90 [/12) + X (|6—— 180]/ 3)]
where 6 and 0__ are the observed O M _O angles for the octahedra.

The Co(2) site displays a more regular octahedral coordination environment and has an
octahedral distortion value of 13.4333. Unlike Co(1), the cobalt-oxygen distances observed
for Co(2) all lie within 0.159 A of each other, with the longest and shortest bonds being
2.178 A and 2.019 A respectively.
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4.3.4.2 Pyroborate group

—o—

Figure 4-24: B,0s" unit in Coz(llB)ZOS. Boron and oxygen atoms are shown as purple

and red spheres respectively.

Each boron atom is surrounded by a planar arrangement of three oxygen atoms. The two
BO; triangles are linked by a bridging oxygen atom (O(4)) to form a B,Os" pyroborate unit.
The B,Os" unit as a whole is not planar. The B(2)Os triangle is ca. 15 ° out of planarity with
the B(1)Os triangle and is also twisted by ca. 14 ° relative to the B(1)O3 unit. The B,0s" acts
as a bridge between the 4 x 1 sheets of edge-sharing CoOg octahedra by both corner- and
edge-sharing. It is also worth noting that the two B_O(4) — the bridging oxygen — distances
are on average ca. 5 % longer than the remaining four boron-oxygen distances. This was not

the case for the refinement performed by Berger [26].

4.3.4.3 Bond valence calculations

Bond valance data were used to confirm the oxidation state of cobalt on the two metal sites.
The presence of Co®* would lead to charge transfer transitions between the two sites, which
would lead to some darkening of the colour. For example the mixed-valent, Ludwigite-type,
cobalt borates (Co,1Alp9BOs [11] and CosBOs [5]) are black in colour due to such
transitions. Calculations were performed using PND data and the mathematical method
described by Altermatt and Brown in their papers: The Automatic Searching for Chemical
Bonds in Inorganic Structures [33] and Bond-Valence Parameters Obtained from a
Systematic Analysis of the Inorganic Crystal Structure Database [34]. Results are presented
in Table 4-24.
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Table 4-24: Bond Valence Data for CoanzOs

Atom Assumed Bond Valence % Deviation from
Oxidation State Sum Assumed Ox. State
Col +2 +1.909 5
Co2 +2 +1.928 4
B1 +3 +2.993 0
B2 +3 +2.971 1
01 -2 -1.974 1
02 -2 -1.875 6
03 -2 -1.955 2
04 -2 -2.05 2
05 -2 -1.965 2

No significant deviation from the expected values is observed, thus confirming the presence

of Co®* on the two metal sites.

4.3.5 UV visible spectroscopy

UV visible data were collected on undiluted samples for C0211B205, according to the method
outlined in Chapter 2. A broad absorption band centred at ca. 540nm dominates the visible
part of the spectrum. This band is characteristic of Co" in an octahedral coordination
environment and can be attributed to the *T, oF )(’czgseg3 ) — 4T2g(P)(t2g4eg3) transition. The
broadness of the peak is likely to be due to the distorted nature of the two cobalt sites
observed for Co,B,0:s.

4.3.5.1 Colour measurements

CIE L*, a* b* (CIELAB) colour measurements were performed using a Perkin-Elmer
Lambda 35 UV-Vis spectrometer. Results for C0211B205, are presented in Table 4-25 and
Figure 4-25.

Table 4-25: CIE L*, a*, b* Colour data for the Co,(''B),0s.

L* a¥ b*
Cor('B),0s | 41.34 31.13 -32.89
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Figure 4-25: CIE L*, a*, b* Colour data for the Coz(nB)zOs.

4.3.6 IR spectroscopy
Infrared vibration spectra were obtained for Co,B,0s, Coy(*°B),0s5 and Coy(*'B),0s using a
Perkin-Elmer Spectrum One spectrometer in diffuse reflectance mode. Spectra for the three

materials are presented in Figure 4-26.
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Figure 4-26: Infrared reflectance spectra for Co0;B,0s (red), Coz(IOB)ZOS (blue) and
Coz(llB)ZOS (green).
The spectral regions and specific absorption bands are assigned according to those reported

by Pascuta et al. and Motke et al. for borate glasses.
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Table 4-26: Frequencies and their assignment for IR spectra of C0,B,0s, Co:(""B),0s
and Co(''B),0s.

Wavenumber / cm™ Assignment

ca. 1100-1600 B-O stretching vibrations of
trigonal BO; units

ca. 700-750 B-O-B Bending vibrations
ca. 550-650 B-O-B stretching vibrations

It can be seen from the observed data that the spectrum for the sample containing "B is
shifted by a significant amount to shorter wavelengths when compared to the sample
containing natural boron. Conversely, the ''B spectrum is shifted only slightly to longer
wavelengths. The shift observed for each of the spectra can be explained by considering the
relative mass of the boron atoms in each sample. As the average mass of the boron atom is
decreased the frequency with which the vibrations occur will increase, therefore the
wavelength will become shorter. Natural boron consists of 20 % 198 and 80 % ''B, thus the
relative atomic mass for natural boron will be 10.8 (actual value 10.811(7) [35]). It can,

therefore be assumed that the behaviour of a ™B-O vibration will be closer to that of !'B-O

than '°B-O.

4.3.7 Conclusions

Single phase samples of Co0;B,0s, COQ(IOB)zos and COz(“B)205 have been successfully
prepared by conventional solid state synthesis. A complete structural characterisation of
Cox(''B),0s has been undertaken using PND and UV-Vis and IR spectroscopy.

The cobalt pyroborate structure has been refined to a greater degree of accuracy than had
been previously reported and the individual coordination environments of both cobalt and

boron have been considered.
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4.4 Co,45B0Os5 Single Crystal

4.4.1 Introduction

One of the more common structure-types for borates of the first row transition metals is the
ludwigite structure, as mentioned in section 4.1.1. One of the ternary phases found in the C-
B-O system [6] is a mixed-valent cobalt borate (CosBOs), which has the ludwigite structure.
Gotz and Hermann [5] were the first to detect this material and present its structure, which
has been refined since [32]. Other cobalt-containing ludwigite-type compounds include Cus.
xC0xGaBOs [4] and Co,1Alp9BOs [11]. These materials contain both Co" and Co™ ions,
which are distributed across four individual MOg sites within the ludwigite structure. As
mentioned previously (section 4.3.4.3) the colour — black — of these materials is due to
mixed-valent charge transfer transitions between sites containing Co®" and sites containing
Co™".

In an attempt to prepare a single-phase powdered sample of the intensely coloured cobalt
borate CoB,04, a black, metallic-looking, molten sample was produced. From this was
isolated a single needle-like single crystal, which appeared to be very dark red in colour.

Details of the method used are given in section 4.4.2.

4.4.2 Synthesis

The reagents, cobalt (II) oxide (0.50 g) and boric acid (0.8252 g), were intimately mixed by
grinding under acetone to yield a homogenous mixture. The acetone was allowed to
cvaporate in a drying oven (= 150 °C) and the mixture was transferred to an alumina boat.
The sample was then heated to 950 °C for 15 hours under flowing nitrogen gas. The sample
melted to form a black metallic-effect glass with a small cluster of dark red crystals at one
edge of the boat. The largest single crystal was isolated and studied using single-crystal X-
ray diffraction. The crystal has an overall elemental composition of Co,45BOs and is seen to

crystallise in the orthorhombic space group Pbam, as described for the ludwigite structure.

4.4.3 Single Crystal X-ray Diffraction

Single crystal X-ray diffraction data were collected using a Nonius Kappa CCD
diffractometer. The X-ray source is a rotating anode giving molybdenum K, radiation (A=
0.71073 A). The crystal was mounted on a glass fibre and fixed in a goniometer, which was
used to orient the crystal over a range of angles relative to the X-ray beam. An area detector
measured the intensities of the diffracted X-rays. Initially a single position scan was done to
check the quality of the diffraction from the crystal, before the collection of a full data set
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was initiated. Analysis of the collected data was carried out using SHELXS/L-97 and the
WINGX system (Ver. 1.64.03) [36]. The collection of single crystal data and its refinement
was performed in association with Lee A. Gerrard, Southampton University.

Crystallographic data and refinement statistics for Co, 45BOs are presented in Table 4-27.

Table 4-27:Refined crystallographic data for Co04BOs (e.s.d.s are shown in

parentheses).

Space group: Pbam
Lattice parameters a=9.191(1) A, b =12.038(2) A, ¢ =2.9945(3) A

Atom x y z Frac. U, /A°
Co() 0 0 0.5 086(1) __ 0.0046(6)
Co(2) 0.5 0 0 0.75(1) 0.0066(7)
Co(3) 0.2381(1)  0.11428(9) 0 0.68(1)  0.0048(5)
Cod) | -0.00200(8) 0.27872(8) 0.5 0.88(1)  0.0043(5)
B 20.2297(8)  0.1369(6) 0 1 0.010(2)
o) L03786(5)  0.1376(3) 0 1 0.014(1)
0(2) 20.1522(5)  0.0406(4) 0 1 0.014(1)
0Q3) 0.1101(5)  0.1427(3) 0.5 1 0.015(1)
o) 0.3423(5)  0.2613(4) 0 1 0.013(1)
o(5) 0.3846(6)  0.0748(4) 0.5 1 0.022(1)

Final fit parameters:y” =1.138, Ryp = 9.57 %, R, = 3.96 %
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Figure 4-27: A view of the Co,4BOs showing the four individual cobalt octahedral sites
(blue, red, green and yellow). Boron atoms are shown as purple spheres and oxygen

atoms are omitted for clarity.

4.4.4 Interatomic Distances and Angles

Derived interatomic distances and angles for Co,4sBOs and literature values for the related

ludwigite-type phases Co, 1Alp9BOs and Co3BOs are presented in Table 4-28.
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Table 4-28: Derived bond distances (A) for the Co(1)Qs, Co(2)Os, Co(3)O4, Co(4)Os and

BQO; sites in Coy45BO0s. (e. s. d. s are shown in parentheses).

Distance Co0,45BOs5 C02,1A10_9B05 Co3BOs
Co(1) 02 (x4) | 2.107(3) 211303) 2.11503)
Co(1) 03 (x2) | 1.993(4) 1.993(3) 1.982(3)
Co(2) O1 (x2) | 1.997(4) 1.984(3) 1.996(3)
Co(2) 05 (x4) | 2.044(4) 2.036(3) 2.055(3)
Co(3)_02 2.025(5) 1.997(4) 2.024(4)
Co(3) 03 (x2) | 1.935(3) 1.936(3) 1.940(3)
Co(3)_04 2.012(5) 2.013(4) 2.029(4)
Co(3) 05 (x2) | 2.069(4) 2.070(3) 2.054(3)
Co4) O1(x2) | 2.131(3) 2.139(3) 2.124(3)
Co(4) 03 1.935(5) 1.932(4) 1.941(4)
Cod) 04 (x2) | 2.127(3) 2.131(3) 2.126(3)
Co(4) 05 2.048(5) 2.049(4) 2.040(4)
B O1 1.368(9) 1.370(7) 1.370(7)
B 02 1.360(9) 1.369(7) 1.379(7)
B 04 1.393(9) 1.378(6) 1.361(6)
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Table 4-29: Derived bond angles (°) for the Co(1)Os, Co(2)0Q4, Co(3)0s, Co(4)Os and

BOj sites in Co245BO0s. (e. s. d. s are shown in parentheses).

Angle C0545BOs Angle C0,245B0O;
02 Col 02 180.0 01_Co4 01 89.3(2)
02 Col 02 90.6(2) 01_Co4 03 96.7(2)
02 Col_0O2 89.4(2) 01_Co4_04 163.7(2)
02 Col 03 97.9(2) 01 _Co4 04 88.3(2)
02 _Col1_03 82.1(2) 01 _Co4 05 82.2(2)
03 Col1_03 180.0 03_Co4 04 99.6(2)
03 Co4 05 178.4(2)
01 _Co2 O1 180.0(3) 04 Cod4 04 89.5(2)
01_Co2 05 94.3(2) 04_Co4_O5 81.5(2)
01 _Co2 05 85.7(2)
05 Co2 05 180.0(3) 01 B 02 121.9(6)
05 Co2 05 85.8(2) 01 B 02 120.1(6)
05 Co2 05 94.2(2) 01 B 02 118.0(6)
02 _Co3_03 85.7(2)
02_Co3_04 174.5(2)
02 Co3 05 92.4(2)
03 Co3 03 101.4(2)
03_Co3 04 97.7(2)
03_Co3_05 175.2(2)
03 Co3 05 82.9(2)
04 _Co3 05 83.8(2)
05_Co3_05 92.7(2)

4.4.5 Discussion

Co0,45BOs adopts the Ludwigite structure as described previously and, due to charge
balancing constraints, must contain both Co™ and Co™. This is also the case for the mixed-
valent cobalt borates mentioned in section 4.4.1, where Co,.1Aly 9BOs has a Co™:Co™ ratio of
1:1.1 and CosBOs has a Co™:Co™! ratio of 1:2. For the material Co0,45BO:s, a greater presence

of Co’™ must be true. Indeed, calculations to determine the amount of each oxidation state
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present lead to the following composition: C02+o‘34C03+2_11BO5. This material therefore has a
Co™:Co™ ratio of 1:6.21.

As previously mentioned (section 4.1.6) for the Ludwigite structure, the covalency of the B-
O bond affects the distribution of cations over the four octahedral metal sites. Therefore, due
to the metal-oxygen-boron interactions, it is probable that sites 1 and 4 will contain a higher
proportion of Co?" cations than sites 2 and 3. However, due to the fact that the sites are only
partially occupied in each case, bond valence calculations do not help to solve the

distribution of Co*" and Co’" over the four sites.

4.4.6 Conclusions

The Co,45BOs single crystal has been characterised using X-ray diffraction and is a further
example of a mixed-valent cobalt borate that adopts the ludwigite structure. The interatomic
distances and angles presented here are in accordance with those presented for other cobalt
containing ludwigites. Indeed, they are extremely similar to those reported for Coz.1AlgsBOs.
Due the limited sample size and nature it was not possible to obtain UV-Visible data to
further study the colour of the sample. Nor was it possible to prepare an equivalent powder

sample.
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5 Mixed Spinel Systems

Spinel-type systems, as described in Chapter 1, are extremely useful as inorganic pigments
due to their high chemical and thermal stability. The diverse nature of the colours available
through the incorporation of certain metal cations into the spinel structure is impressive and
is an area of great scientific interest. Some research groups have studied the effect of the
synthetic method upon pigment colour and structure [1, 2, 3, 4], whilst others have
concentrated upon substitution of both ‘coloured’ [5, 6, 7, 8] and ‘colourless’ [9, 10] cations.
Also a number of groups have been concerned with gaining a better understanding of the
spinel structure itself and of existing pigment systems [11, 12, 13]. In most of these cases the
aim has been to develop methods that can improve the properties — chemical and physical
stability and/or colour — of the pigment in some way.

The distribution of the metal cations across the octahedral and tetrahedral sites within the
spinel structure obviously has a large influence upon the colour produced by a particular
pigment. The ability to predict the preferred coordination geometry of a given cation and
additionally to restrict that cation to a desired site in preference to another has important
implications for the coloured properties of the system. In the case of the cobalt compounds
considered in this Chapter, being able to direct the cobalt ions onto sites that are tetrahedral
or highly distorted in preference to octahedral sites, using a colourless metal species as the
driving force, might allow the production of a more intensely coloured pigment with the

minimum amount of cobalt incorporation within the structure.

In this section two complex inverse spinel systems ((Co;x(MgZn)x),TiOs and Co(Mg;.
«Zn,)TiOy4) are studied using PXD, PND and combined EXAFS/PND techniques in an effort
to solve the cation distributions and also to begin to model the local lattice distortions caused

by Ti*" ions within the spinel structure.
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51 (Co1x(MgZn),),TiO4 and Co(Mg.Zn,)TiO,

5.1.1 Introduction

The incorporation of cobalt into the tetrahedral and octahedral sites of the inverse titanium
spinels Mg, TiO4 and Zn,TiO4 produces compounds that have intense green colours.

Two complex pigment systems are studied here, (Co1.x(MgZn)x),TiO4 and Co(Mg1.xZnx)TiO4
(where x =0, 0.2, 0.4, 0.6, 0.8, 1.0), with the aim of solving the cation distributions over the
tetrahedral and octahedral spinel sites and, ultimately to determine the distribution of cobalt

over the sites, as a function of zinc and magnesium content.

5.1.2 Synthesis

The two systems, (Co;x(MgZn)x),TiO4 and Co(Mg;.xZn,)T104 (where x = 0.0, 0.2, 0.4, 0.6,
0.8, 1.0), were prepared by heating stoichiometric mixtures of cobalt (II) oxide, magnesium
(ID) oxide, nickel (II) oxide and titanium (IV) oxide (all >99% purity). The ground mixtures
were formed into pellets, firstly to aid reaction and secondly to enable the simultaneous firing
of multiple samples to ensure that reaction conditions were consistent for each composition.
The pellets were heated in air to 1200 °C for 48 hours.

The colour of the resulting materials for the (Co;x(MgZn)y),TiO4 system ranged from a very
dark and intense green for the composition Co,TiO4 (x = 0) to white for MgZnTiO4 (x = 1).
For the Co(Mg;.xZn,)TiO4 system colours ranged from an intense dark green (CoMgTiO4, X
= 0) to an olive-like green/brown colour (CoZnTiO4, x = 1.0)

Initial phase identification X-ray powder diffraction data revealed that the desired inverse
spinel type phase had been formed in each case. The products were studied further using

PND and EXAFS/PND combined refinement.

5.1.3 Powder X-ray Diffraction

PXD data for the (Co;x(MgZn)y),TiO4 and Co(Mg; xZnx)TiO4 (x =0, 0. 2, 0.4, 0.6, 0.8, 1.0)
systems were recorded on a Siemens D5000 diffractometer using Cu Ko, radiation (A =
1.5406 A) over the two-theta range 10° — 110° for 15 hours. The diffraction patterns
obtained for samples containing cobalt have relatively high signal-to-noise ratios for such a
regular and well-defined structure. This is caused by the fluorescence of cobalt when
exposed to X-radiation at a particular wavelength. Rietveld refinements were performed
using the PC package, GSAS [14] as described in Chapter 2. Literature {8, 15] values were
used as the initial models for Co,TiO; (x = 0 for the (Co;x(MgZn)y),TiO, system) and
CoZnTiO4 (x = 1.0 for the Co(Mg;.xZny)TiO4 system) respectively. Subsequent refinements
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utilised the values obtained in the preceding refinement. The fractional site occupancies for
the tetrahedral and octahedral sites were fixed at values based upon the intended composition
in each case and the site preferences displayed by the cations in the end-member compounds
(x =0 and x = 1.0). It was not possible to refine these site occupancies due to the complexity
of the cation distribution. The refinements proceeded smoothly to convergence giving a good
fit to the observed data and chemically sensible bond distances and angles in each case.

The refinement profiles for CojoMgosaZng4TiOs, MgZnTiO4, CoMgysZng,TiOs and
CoMgo.8Zno2TiO4 are shown in Figure 5-1. Tables of cyrstallographic data and refinement

statistics for each phase are presented in Table 5-1 and Table 5-2.
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Figure 5-1: Observed (+++), Calculated (—), and difference (shown underneath) PXD
profiles for Co;,Mgp4Zng4TiO4 (top left), MgZnTiO4 (top right), CoMg,sZn,TiO4
(bottom left) and CoMgsZn,,TiO; (bottom right). Tick marks indicate reflection

positions.
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Table 5-1: Refined crystallographic data (PXD) for the (Co,.4(MgZn),),TiO4 (x = 0, 0.2,

0.4, 0.6, 0.8, 1.0) series as a function of x). (e. s. d. s are shown in parentheses). Cation

positions Td (1/8,1/8,1/8) and Oh (1/2,1/2,1/2).

Space group: Fd-3m

Parameter 0 0.2 0.4 0.6 0.8 1.0
Cell Parameter | $.42243(9) 8.4242(3) 8.42349(5) 8.41978(4) 8.4171(2) $.41133(3)
(A)
Tetrahedral Site
Uigo™ 0.7(2) 0.7(2) 0.5(2) 0.8(1) 0.5(2) 1.13(5)
Occupancy# 1.0/0/0 0.80/0.05/ 0.60/0.10/ 0.40/0.10/  0.15/015/  0/0.09(6)
(Co /Mg / Zn) 0.15 0.30 0.50 0.70 0.991(6)
Octahedral Site
Uiso™ 2.5(3) 1.6(2) 1.8(2) 3.9(2) 5.3(2) 0.89(7)
Occupancy # 05/0/0 0.400/0.075 0.30/0.15/ 0.20/0.25/ 0.125/0.325  0/0.496(3)
(Co /Mg / Zn) /0.025 0.05 0.05 /0.05 /0.004(3)
Oxygen Site
X (=y=2) 0.2554(9) 0.2576(7) 0.2566(6) 0.2529(5) 0.2452(5) 0.2589(4)
Usiso® 3.3(4) 1.4(4) 2.8(3) 3.5(3) 4.6(3) 2.2(2)
Ryp (%) 3.62 3.65 3.96 4.46 6.56 11.19
R, (%) 2.87 2.92 3.14 3.50 5.11 8.67
Xz 0.1028 0.0945 0.0977 0.1121 0.1298 0.1463

* sotropic temperature factors are quoted with units - A°x100. * Ti fractional occupancies are

assumed to be zero on the tetrahedral site and 0.5 on the octahedral site.
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Table 5-2: Refined crystallographic data (PXD) for the Co(Mg;.,Zn,)TiO4 (x = 0, 0.2,
0.4, 0.6, 0.8, 1.0) series as a function of x. (e. s. d. s are shown in parentheses). Cation

positions Td (1/8,1/8,1/8) and Oh (1/2,1/2,1/2).

Space group: Fd-3m

Parameter 0 0.2 0.4 0.6 0.8 1.0
Cell Parameter 8.42441(5) 8.42255(5) 8.44224(9) 8.4427(3) 8.4428(2) 8.4431(3)
(A)
Tetrahedral
Site
Uiso ™ 1.4(2) 0.4(2) 0.3(3) 0.4(3) 0.8(2) 0.7(3)
Occupancy * 0.61(2)/ 0.50/040/  0.50/020/  0.40/0.10/  025/0.05/  0.02(2)/0
(Co/Mg/ Zn) 0.39(2)/0 0.10 0.30 0.50 0.70 0.98(2)
QOctahedral Site
Ujgo* 1.1Q2) 2.1(2) 4.7(4) 3.3(3) 3.2(3) 3.3(3)
Occupancy # 0.196(6) / 0.25/020/ 0.25/0.20/ 0.30/0.15/ 0.375/0.075 0.492(6) /
(Co /Mg / Zn) 0.304(6) / 0 0.05 0.05 0.05 /0.05 0/
0.008(6)
Oxygen Site
X (Fy=2z) 0.2613(5) 0.2563(5) 0.2567(9) 0.2546(9) 0.2520(9) 0.2518(9)
Uio® 1.6(3) 3.0(3) 5.2(5) 2.8(4) 3.9(5) 3.1(4)
R, (%) 4.63 4.10 19.97 19.26 4.36 5.96
R, (%) 3.77 3.24 15.81 15.05 3.57 4.74
X2 0.1021 0.1037 0.1023 0.0997 0.1028 0.1185

* Isotropic temperature factors are quoted with units - A“x100. " Ti fractional occupancies are

assumed to be zero on the tetrahedral site and 0.5 on the octahedral site.

5.1.4 Powder Neutron Diffraction

Time of flight (TOF) powder neutron diffraction data were collected on the POLARIS
diffractometer at the Rutherford Appleton Laboratory, Oxfordshire, UK. All data sets were
collected at room temperature. Rietveld refinements were performed using the PC package,
GSAS [14] as described in Chapter 2. Literature [8, 15] values were used as the initial
models for Co,TiO4 (x = 0 for the (Co1x(MgZn),),TiO4 system) and CoZnTiO4 (x = 1.0 for
the Co(Mg.xZny)TiO4 system) respectively. Subsequent refinements utilised the values

obtained in the preceding refinement. A uniform approach to the structure refinement was
164




Chapter 5 Mixed Spinel Systems

undertaken for each of the data sets obtained with different x values to ensure consistent
results. Initially the background was modelled and the lattice parameters were refined to
accurately locate the reflections. The peak profiles were then refined and the atomic
positions varied. Finally, isotropic temperature factors and fractional site occupancies for the
tetrahedral and octahedral metal sites were added to the refinement. Linear constraints were
added to the refinement of fractional occupancies for the end member compounds of each
series (x = 0, 1.0) to give the required stoichiometry. Due to the complexity of the cation
distribution over the tetrahedral and octahedral sites for the remaining members of each
series (x = 0.2, 0.4, 0.6, 0.8) the site occupancy values were fixed according to the reactant
levels. In each case the values were also fixed according to the site preferences shown by
each cation in the end-member compounds of each series.

The refinements proceeded smoothly to convergence giving a good fit to the observed data
and chemically sensible bond distances and angles. The refinement profiles for
Co16Mg2Zny,TiO4 and CoZnTiO4 are shown in Figure 5-2 and Figure 5-3 respectively.
Tables of cyrstallographic data and refinement statistics for each phase are presented in Table

5-3 to Table 5-14.
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Figure 5-2: Observed (+++), Calculated (—), and difference (shown underneath) PND

profiles for Coy,¢Mgo2Zn,,TiO4. Tick marks indicate reflection positions.
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Table 5-3: Refined crystallographic data (PND) for Co,TiO, (e. s. d. s are shown in

parentheses).

Space group: Fd-3m
Lattice parameters a = 8.44858(5) A

Atom x % z Frac. Usso /A°x100
Co(1) 0.5 0.5 0.5 0.500(3) 0.79(9)
Ti(1) 0.5 0.5 0.5 0.500(3) 0.79(9)
Co(2) -0.125 -0.125 -0.125 1.000(6) 0.96(4)
Ti(2) -0.125 -0.125 -0.125 0.000(6) 0.96(4)

o 0.26059(3)  0.26059(3)  0.26059(3) 1 1.06(1)

Final fit parameters:y” = 1.739, Ryp = 2.74 %, R, = 5.00 %

Table 5-4: Refined crystallographic data (PND) for Co;¢Mgp2Zng,TiO, (e. s. d. s are

shown in parentheses).

Space group: Fd-3m
Lattice parameters a = 8.44607(4) A

Atom X y z Frac.* Uso /A% 100
Co(1) 0.5 0.5 0.5 0.400 .09(9)
Mg(1) 0.5 0.5 0.5 0.075 .09(9)
Zn(1) 0.5 0.5 0.5 0.025 .09(9)
Ti(1) 0.5 0.5 0.5 0.500 .09(9)
Co(2) -0.125 -0.125 -0.125 0.800 0.68(3)
Mg(2) -0.125 -0.125 -0.125 0.050 0.68(3)
Zn(2) -0.125 -0.125 -0.125 0.150 0.68(3)

0] 0.26069(3)  0.26069(3)  0.26069(3) 1 1.07(1)

Final fit parameters:y” = 1.943, Rup=2.84%,R,=5.11 %
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Table 5-5: Refined crystallographic data (PND) for Coy.2Mgp4Zng4TiOy4 (e. s. d. s are

shown in parentheses).

Space group: Fd-3m
Lattice parameters a = 8.44750(4) A

Atom X y z Frac.* Usso /A%x100
Co(1) 0.5 0.5 0.5 0.300 1.6(4)
Mg(1) 0.5 0.5 0.5 0.150 1.6(4)
Zn(1) 0.5 0.5 0.5 0.050 1.6(4)
Ti(1) 0.5 0.5 0.5 0.500 1.6(4)
Co(2) -0.125 -0.125 -0.125 0.600 0.55(2)
Mg(2) -0.125 -0.125 -0.125 0.100 0.55(2)
Zn(2) -0.125 -0.125 -0.125 0.300 0.55(2)

0] 0.26075(3)  0.26075(3)  0.26075(3) 1 1.00(1)

Final fit parameters:y® = 2.206, Ry, = 3.11 %, R, = 5.44 %

Table 5-6: Refined crystallographic data (PND) for CoysMgpeZnyeliO4 (e. s. d. s are

shown in parentheses).

Space group: Fd-3m
Lattice parameters a = 8.44515(5) A

Atom x y z Frac.* Uso /A°x100
Co(l) 0.5 0.5 05 0.200 0.92)
Mg(1) 0.5 0.5 0.5 0.250 0.9(2)
Zn(1) 0.5 0.5 0.5 0.050 0.9(2)
Ti(1) 0.5 0.5 0.5 0.500 0.92)
Co(2) -0.125 -0.125 -0.125 0.400 0.40(2)
Mg(2) -0.125 -0.125 20.125 0.100 0.40(2)
Zn(2) -0.125 -0.125 20.125 0.500 0.40(2)

0 0.26085(3)  0.26085(3)  0.26085(3) 1 0.85(2)

Final fit p::lrameterszx2 =3.125, Ryp = 3.64 %, Ry, = 6.13 %
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Table 5-7: Refined crystallographic data (PND) for Co¢.4Mgg3ZngTiOy (e. s. d. s are

shown in parentheses).

Space group: £d-3m
Lattice parameters a = 8.43693(4) A

Atom X y z Frac. * Usiso JA*x100

Co(1) 0.5 0.5 0.5 0.125 1.79(9)
Mg(1) 0.5 0.5 0.5 0.325 1.79(9)
Zn(1) 0.5 0.5 0.5 0.050 1.79(9)
Ti(1) 0.5 0.5 0.5 0.500 1.79(9)
Co(2) -0.125 -0.125 -0.125 0.150 0.55(2)
Mg(2) -0.125 -0.125 -0.125 0.150 0.55(2)
Zn(2) -0.125 -0.125 -0.125 0.700 0.55(2)

O 0.26095(3)  0.26095(3)  0.26095(3) 1 0.90(2)

Final fit parameters:y” = 2.969, Ry, = 3.46 %, R, = 6.12 %

Table 5-8: Refined crystallographic data (PND) for MgZnTiQO, (e. s. d. s are shown in

parentheses).

Space group: Fd-3m
Lattice parameters a = 8.43497 (4) A

Atom X y z Frac. U, /A*x100
Me(1) 0.5 0.5 0.5 0.49(3) 1.00(5)
Zn(1) 0.5 0.5 0.5 0.01(3) 1.00(5)
Ti(1) 0.5 0.5 0.5 0.500 1.00(5)
Me(2) -0.125 -0.125 -0.125 0.02(6) 0.60(2)
ZnQ) -0.125 -0.125 -0.125 0.98(6) 0.60(2)

0 0.261093) 0.26109(3)  0.26109(3) 1 0.824(8)

Final fit parameters:y” = 2.906, Ry, = 3.83 %, R, = 6.15
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Figure 5-3: Observed (+++), Calculated (—), and difference (shown underneath) PND

profiles for CoZnTiOy4. Tick marks indicate reflection positions.

Table 5-9: Refined crystallographic data (PND) for CoMgTiOy (e. s. d. s are shown in

parentheses).

Space group: d-3m
Lattice parameters a = 8.44650 (5) A

Atom X y z Frac. Uiso /A% 100
Co(1) 0.5 0.5 0.5 0.215(7) 0.7(3)
Mg(1) 0.5 05 0.5 0.285(7) 0.7(3)
Ti(1) 0.5 0.5 Q.5 0.500 0.7(3)
Co(2) -0.125 -0.125 -0.125 0.57(2) 0.74(4)
Mg(2) -0.125 -0.125 -0.125 0.43(2) 0.74(4)

(0] 0.26074(3)  0.26074(3)  0.26074(3) 1 0.91(2)

Final fit parameters:y” = 3.874, Ry, = 4.24 %, R, = 7.01 %
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Table 5-10: Refined crystallographic data (PND) for CoMg,gZn,,TiO4 (e. s. d. s are

shown in parentheses).

Space group: Fd-3m
Lattice parameters a = 8.44696 (5) A

Atom x ¥y z Frac. * Usso /A°x100
Co(l) 05 05 05 0.25 0902)
Meg(1) 0.5 0.5 0.5 0.20 0.9(2)
Zn(1) 0.5 0.5 0.5 0.05 0.9(2)
Ti(1) 0.5 0.5 0.5 0.500 0.9(2)
Co(2) 20125 -0.125 20125 0.50 0.72(3)
Mg(2) -0.125 -0.125 -0.125 0.40 0.72(3)
Zn(2) 20125 -0.125 20.125 0.10 0.72(3)

o 0.260793)  0.26079(3)  0.26079(3) 1 0.90(1)

Final fit parameters:y” = 2.582, Ryp = 3.77 %, R, = 6.37 %

Table 5-11: Refined crystallographic data (PND) for CoMggZng4TiO4 (e. s. d. s are

shown in parentheses).

Space group: Fd-3m
Lattice parameters a = 8.44706(4) A

Atom x y z Frac.* Ui /A°x100
Co(l) 0.5 05 0.5 0.5 0.82)
Mag(1) 0.5 0.5 0.5 0.20 0.8(2)
Zn(1) 0.5 0.5 0.5 0.05 0.8(2)
Ti(1) 0.5 0.5 0.5 0.50 0.8(2)
Co(2) -0.125 -0.125 -0.125 0.50 0.58(2)
Mg(2) -0.125 -0.125 -0.125 0.20 0.58(2)
Zn(2) -0.125 -0.125 -0.125 0.30 0.58(2)

0 0.26083(3)  0.26083(3)  0.26083(3) 1 0.95(2)

Final fit parameters:y” = 2.735, Ryp = 3.30 %, R, = 5.65 %
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Table 5-12: Refined crystallographic data (PND) for CoMgg ,Zn(TiOy4 (e. s. d. s are

shown in parentheses).

Space group: Fd-3m
Lattice parameters a = 8.44573(4) A

Atom x ¥ z Frac.* Uso /A°x100
Co(l) 05 05 05 0.30 110)
Mg(1) 0.5 0.5 0.5 0.15 1.13)
Zn(1) 0.5 0.5 0.5 0.050 1.13)
Ti(1) 0.5 0.5 0.5 0.500 1.13)
Co(2) -0.125 -0.125 20125 0.40 0.58(2)
Mg(2) 20125 0.125 -0.125 0.10 0.58(2)
Zn(2) -0.125 -0.125 -0.125 0.50 0.58(2)

o 0.26077(3)  0.26077(3)  0.26077(3) 1 0.968(9)

Final fit parameters:y* = 2.808, Ryp =3.48 %, R, =5.68 %

Table 5-13: Refined crystallographic data (PND) for CoMg2ZnysTiO4 (e. s. d. s are

shown in parentheses).

Space group: Fd-3m
Lattice parameters a = 8.44565(4) A

Atom X y z Frac.* Usiso /A% 100
Co(1) 0.5 0.5 0.5 0.375 0.2(3)
Mg(1) 0.5 0.5 0.5 0.075 0.2(3)
Zn(1) 0.5 0.5 0.5 0.050 0.2(3)
Ti(1) 0.5 0.5 0.5 0.500 0.2(3)
Co(2) -0.125 -0.125 -0.125 0.250 0.67(2)
Mg(2) -0.125 -0.125 -0.125 0.050 0.67(2)
Zn(2) -0.125 -0.125 -0.125 0.700 0.67(2)

0] 0.26067(3)  0.26067 (3) 0.26067(3) 1 1.061(9)

Final fit parameters:y” = 2.940, Ry, = 3.39 %, R, = 5.51 %
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Table 5-14: Refined crystallographic data (PND) for CoZnTiO, (e. s. d. s are shown in

parentheses).

Space group: Fd-3m
Lattice parameters a = 8.45116(4) A

Atom X y z Frac. Uiso JA°x100
Co(1) 0.5 0.5 0.5 0.477(5) 1.0(2)
Zn(1) 0.5 0.5 0.5 0.023(5) 1.0(2)
Ti(1) 0.5 0.5 0.5 0.500 1.0(2)
Co(2) -0.125 -0.125 -0.125 0.046(9) 0.79(2)
Zn(2) -0.125 -0.125 -0.125 0.954(9) 0.79(2)

O 0.26056(3)  0.26056(3)  0.26056(3) 1 1.01509)

Final fit parameters:y” = 2.523, Rap=3.23%,R; 521 %

5.1.5 Fractional Occupancies

Due to the complexity of these systems it was only possible to refine the fractional site

occupancies for the end member compounds of each group —x =0 and x = 1.0.

5.1.5.1 (Co1x(MgZn),),TiO4 — C0,TiO4 and MgZnTiO4

The PND refinement data obtained for Co,TiO4 suggests an ideal inverse-spinel arrangement
of cations. The cobalt 2+ ions occupy the tetrahedral site and half of the available octahedral
sites, whilst Ti*" occupies the remaining octahedral sites. No site mixing is observed,
therefore for the remaining members of each series the octahedral fractional site occupancy
was fixed at 50 % titanium for all samples. This allows the fractional site occupancies for the
remaining ternary compounds to be refined.

Refined fractional site occupancies for MgZnTiOy4 indicate that zinc shows strong preference
for a tetrahedral coordination and the magnesium appears to prefer octahedral sites. Indeed
the tetrahedral site is occupied almost exclusively by =zinc 2+ ions -
[Z10.9sMg0.02] [ Z10.02Mg0.98]*TiO4. It has been reported that this preference is due to the

covalent properties exhibited by Zn*" ions in a tetrahedral oxygen environment [16].

5.1.5.2 Co(Mg;+Zn,)TiO4 — CoMgTiO4 and CoZnTiO4
Given that magnesium was seen to occupy the octahedral site in preference to the tetrahedral
site in MgZnTiO,, a similar distribution was expected for CoMgTiO4. However this was not

observed. In fact both the cobalt and magnesium ions are distributed almost equally between
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the two sites - [Coos57Mgo43] “[Co0.43Mgo57]°TiO4. This result highlights the fact that

neither cobalt nor magnesium shows a particularly strong preference for either site, although
a slightly larger fraction of cobalt tends to occupy the tetrahedral site.

In a similar fashion to that observed for MgZnTiOs, zinc shows strong preference for the
tetrahedral site in CoZnTiO4 causing the cobalt to be displaced onto the octahedral site -
[C00.046Z10.954] “TC00.954Z10.046] " TiOs.

It can be seen from these results that the addition of zinc to each of these materials has the
effect of displacing those cations currently occupying the tetrahedral site such that Zn*" can
occupy the site. This will greatly affect the colour of the pigment produced in each case.
The magnesium ions seem to show a slight preference for the octahedral site and, for
CoMgTiOy, they seem to simply ‘dilute’ the cobalt presence on each site. Again this has
important implications as far as the colour properties of the pigment are concerned, although

the main effect may be a dilution/lightening of the colour rather than any actual colour

change.

5.1.6 Interatomic Distances and Angles

The metal-oxygen distances and bond angles, derived from the Rietveld refinements, are
shown in Table 5-15 and Table 5-16. The distances shown for the shared octahedral (M(1))
and tetrahedral (M(2)) sites are averages of the metal-oxygen bond lengths within the
structure as the sites contain up to three different metal ions. It is expected that the derived
values will lie somewhere between the values for the singly occupied sites of the end member

compounds.

Table 5-15: Derived bond distances (A) and angles (°), as a function of x, for the (Cos.

x(MgZn),),TiOy series. (e. s. d. s are shown in parentheses).

Distance / Angle 0 0.2 0.4 0.6 0.8 1.0
M(1) O (x 6) 2.0266(2) 2.0252(2) 2.0252(2) 2.0238(3) 2.0211(2) 2.0193(2)
M) O (x4) 1.9841(4) 1.9851(4) 1.9862(4) 1.9871(4) 1.9867(4) 1.9888(4)

O M(1) O (x6)| 84.832) 84.78(2) 84.75(2) 84.70(3) 84.65(2) 84.55(2)
O M(1) O(x3)| 180 180 180 180 180 180
O M(1) O(x6)| 95.17(2) 95.22(2) 95.25(2) 9530(2) 95.35(2) 95.45(2)

O M2) O(x6)| 109471 109.471 109.471 109.471 109.471  109.471
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Table 5-16: Derived bond distances (A) and angles (°), as a function of x, for the

Co(Mg1xZn,)TiOy series. (e. s. d. s are shown in parentheses).

Distance / Angle 0 0.2 0.4 0.6 0.8 1.0
M(1) O (x 6) 2.0249(3) 2.0247(2) 2.0244(2) 2.0245(2) 2.0253(2) 2.0275(2)
M@2) O (x4) 1.9859(5) 1.9867(4) 1.9873(4) 1.9861(4) 1.9846(4) 1.9843(4)

O M(1) O(x6)| 84.75(2) 84.73(2) 84.71(2) 84.74(3) 84.79(2) 84.85(2)
O M(1) O(x3)| 180 180 180 180 180 180
O M(1) O(x6)| 9525(2) 95.27(2) 95.29(2) 95.26(2) 95.21(2) 95.15(2)

O M@2) O(x6)| 109471 109471 109471 109.471 109.471  109.471

5.1.6.1 (Co1x(MgZn),),TiOy series

It can be seen from the derived interatomic distances and angles that there is a consistent
variation of both the tetrahedral and octahedral coordination environments as the value of x is
varied (Figure 5-4). The octahedral bond length (M(1) O) displays an overall decrease in
size as the cobalt content is decreased. Conversely the tetrahedral bond distance increases.
The octahedral environment tends towards a more distorted situation when considering the
O _M(1) O bond angle; the difference between this angle and 90° increases as x increases.
These observations can be explained in terms of the site occupancies and the effective ionic

radii of the cations involved (Table 5-17).

Table 5-17:Effective ionic radii values [17] for the (Co;«(MgZn),),TiO4 system. Values

are quoted in Angstroms.

Metal Coordination Number

Cation 4 6
Co” 0.58 0.745
Mg* 0.57 0.72
Ti*" 0.42 0.605
Zn* 0.60 0.74
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The refined fractional site occupancies for the end member compounds of this series
(Co,TiO4 and MgZnTiOy) reveal that, in the absence of any zinc or magnesium, cobalt is
distributed equally between the tetrahedral and octahedral sites. Also, for x = 1.0 the Zn*"
ions show preference for the tetrahedral site whilst the majority of the Mg®" ions tend to
occupy the octahedral site. Therefore, as the magnesium ions are smaller than the Co*" ions
that they replace on the octahedral site, it follows that the average metal-oxygen distances for
that site will be shorter. Similarly, the tetrahedral metal-oxygen distances increase because

the Co*" ions are replaced by Zn*" ions, which are slightly larger.
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Figure 5-4: Variation of the M(1)-O distance (top left), the M(2)-O distance (top right),
the O_M(1)_O bond angle (bottom left) and the oxygen position as a function of x for
the (Co1-x(MgZn),),TiO4 system. M = Co, Zn, Mg, Ti.

5.1.6.2 Co(Mg;«xZn,)TiOy series

For the Co(Mg;.xZny)TiO4 series the variation in octahedral and tetrahedral bond length,
octahedral bond angle and oxygen position appears to be more complicated than for the (Co;.
(MgZn)x),TiOy4 series (Figure 5-5). The increase in the size of the octahedral metal-oxygen
distance (M(1)-O) is expected; as the zinc concentration increases the Mg2+ and Co”" ions

that occupy the tetrahedral site are displaced onto the octahedral site. Therefore the greater
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ionic radii of Co*", when compared to Mg, causes an overall increase in the average M(1)-
O distance as the magnesium concentration decreases.

On closer inspection it can be seen that the average M(1)-O distance decreases on moving
from x = 0 to x = 0.4; at x = 0.6 it begins to increase. It is thought that this occurs due to the
strong tetrahedral site preference observed for zinc. As the zinc concentration increases, it is
likely that the smaller magnesium ions will be effectively displaced onto the octahedral site
before the cobalt ions. Thus causing the M(1)-O distance to decrease. When the zinc
concentration exceeds x = 0.5, cobalt ions will begin to be displaced from the tetrahedral site
onto the octahedral site (for x = 0 the site occupancy for the tetrahedral site was = 50 % Co
and = 50 % Mg), thus causing the average M(1)-O distance to increase.

The metal-oxygen distance for the tetrahedral site (M(2)-O) does not behave as expected.
The fractional site occupancies for the tetrahedral site in CoZnTiOy (x = 1.0) indicate that the
site is occupied almost exclusively by zinc rather than ~ 50 % Co and = 50 % Mg as in
CoMgTiO4 (x = 0). Therefore, one would expect the average M(2)-O distance to increase as
the overall zinc content is increased. However, this is not the case here. For the samples
where x = 0, 0.2 and 0.4 the higher zinc content of the site causes an increase in the average
M(2)-O distance, as expected. Beyond this, however, a decrease in size is observed, which
may be due to the increasing size of the octahedral site or possibly some degree of local

distortion caused by the Ti*" ions on the octahedral site.
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Figure 5-5: Variation of the M(1)-O distance (top left), the IM(2)-O distance (top right),
the O_M(1)_O bond angle (bottom left) and the oxygen position as a function of x for
the Co(Mg;xZn,)TiO4 system. M = Co, Zn, Mg, Ti.

5.1.7 Discussion

The refined (PXD and PND) temperature factor for the octahedral site is relatively large and
indicates some degree of uncertainty regarding the positional coordinates. A possible
explanation for this is that the octahedral environment observed using either PXD or PND is
an average one; each of the metal cations present on an octahedral site will impart some
influence upon its own coordination environment, therefore in some cases there will be up to
three different coordination environments averaged to provide the data presented in the tables
above. Indeed, titanium is often seen to occupy a distorted octahedral environment, rather
than the regular octahedron suggested by this model. Combined EXAFS/PND refinements

were performed to help model these possible distortions.

5.1.8 Combined EXAFS/PND Refinements

Due to the complexity of these systems in terms of the distribution of cations across the
tetrahedral and octahedral sites, it was not possible to obtain refined fractional site
occupancies for the quaternary systems using PXD or PND alone. To enable a better

understanding of the cation distribution throughout each series combined EXAFS/PND
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refinements were performed for a number of materials using ‘P’ the combined refinement
program (see Chapter 2).

A further reason for using the combined refinement is that it can give specific data regarding
a particular element in a given site. PND or PXD alone, provide bond lengths and angles that
are averaged for a mixed site across the structure as a whole, which leads to the suggestion,
for instance, that the Co-O (Td) bonds may become longer as x increases across the (Co;.
x«(MgZn),)2TiOy4 series and as more zinc occupies the tetrahedral site. However, what in fact
may be happening is that the Co-O bond lengths remain exactly the same and tetrahedral sites
containing Zn* have a longer cation-oxygen bond length, which would in turn cause the
average metal-oxygen bond length to increase.

In each case N. Binsted performed the combined refinement in association with the author.

5.1.8.1 Data Collection

Room temperature cobalt K-edge, zinc K-edge and titanium K-edge EXAFS were collected
on stations 7.1, 8.1, 9.2 and 9.3 at the SRS Daresbury Laboratory in transmission mode as
described in Chapter 2. Up to six scans were collected in each case and the data averaged to
improve the signal to noise ratio. Background subtraction of the EXAFS data was performed
using PAXAS [18]. PND data were collected on POLARIS at the ISIS facility, Rutherford
Appleton Laboratory (RAL) as described in Chapter 2. Results are presented for a binary
(C0,T10y), a ternary (CoZnTiO4) and a quaternary (Cog sMgp ¢Zny ¢1104) system.

5.1.8.2 Co,TiO4

An initial model was taken from the PND refinement performed earlier in this Chapter. Both
the background-subtracted EXAFS and the PND data were entered into the program and the
scattering phase shifts calculated using a common value of the interstitial potential for all
atoms. Both combined (EXAFS + PND) and PND-only refinements were performed; the
combined refinement used equal weightings for the spectra with Wexars = Wpnp = 0.5, while
PND-only refinements used Wexars = 0 and Wenp = 1.0. A cluster radius of either 5 or 6
angstroms was used to calculate the EXAFS spectra. Contributions were identified to at least
10 A, but regular use of such large clusters is prohibitive in terms of CPU time. As with all
regular solids, multiple scattering effects are important beyond the first shell of atoms, and

paths involving up to 3 different scattering atoms were always included.
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5.1.8.2.1 Results and Discussion

The fits to the EXAFS data for both the Co-K and the Ti-K edges are shown in Figure 5-6.
The fit to the cobalt-edge data is reasonably good and indicates that the standard spinel model
is more or less sufficient to describe the Co>” environments present. There are anomalies
however, especially in paths that contribute to the ca. 5.5 A peak in the Fourier transform.
However, this model fails to describe the Ti*" environment adequately. This can be seen in
Figure 5-6 where the oscillations shown for the fit to EXAFS data (Ti-K) appear to be out of
phase, especially between ~ 4-6 A™.
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Figure 5-6: EXAFS plots (left) and Fourier transformed EXAFS plots (right) for
Co,TiO4. Co K-edge (top) and Ti K-edge (bottom). The solid and dotted lines represent

the observed data and calculated fit respectively.

The Fourier transform shows that the first shell has been modelled incorrectly; the peak shape
and size calculated for the first shell are incorrect and the experimental data seem to suggest a
shorter average Ti — O distance than is being calculated. For these refinements the physical

requirement that Co*-Ti and Ti*-Co Debye-Waller (DW) factors are identical was assumed.
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It was also assumed that Co-O and Ti-O DW factors for the same distance (i.e. same site to
same oxygen for mixed sites) were the same, which should be approximately true. An

improvement could be obtained with physically unreasonable DW factors.

Both EXAFS and PND data agree that Ti*" prefers to occupy the octahedral environment
almost exclusively. However, Co*" cations also occupy the octahedral site in Co,TiOq,
therefore the environment observed by refining PND data is an average one despite the fact
that one would expect the Ti-O distance to be shorter than the Co-O distance; Ti*" is a
smaller ion with a greater nuclear charge. EXAFS should allow the two environments to be
determined independently, however in this case the model is producing an average Ti-O
distance that is similar to the Co-O distance and slightly longer than that indicated by the
experimental data.

In a number of pseudobrookite-type oxide materials (A*"Ti*",Os, where A = Co, Mg, Fe or
A Ti*0,, where A = Ga or Al) [19, 20, 21] the Ti*" ion adopts a distorted octahedron of
oxygen ligands, where by one of the Ti-O distances is noticeably longer than the remaining
five distances. Kunz et al. [22] also note that sites containing Ti typically have high bond-
length distortion (BLD) [23] values. The symmetry constrictions and cubic nature of the
standard inverse spinel model used do not allow for the sort of local lattice distortions
described, therefore a second model was developed to allow the O atom to move along the
(111) axis by an amount dependent upon the neighbouring atom. Thus, the calculated model
would be a statistical mixture of Co-O-Co, Co-O-Ti, Ti-O-Co and Ti-O-Ti entities. This is
an approximate model for both the local and long-range structure. The undistorted value was

used for the PND refinement. EXAFS fits to the data for the second model are shown in

Figure 5-7:.
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Figure 5-7: (Model 2) EXAFS plots (left) and Fourier transformed EXAFS plots (right)
The solid and dotted lines

for Co,TiO4. Co K-edge (top) and Ti K-edge (bottom).

represent the observed data and calculated fit respectively.

The second model produces a much better fit to the observed EXAFS data (Rexars (1St

model) = 71.3, Rexars (2™ model) = 40.7) and appears to model both of the cations

reasonably well. Selected data for each of the combined refinements are shown in Table

5-18.
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Table 5-18: Refined data derived from combined EXAFS/PND refinements for
COzTiO4.

Parameter Standard Model Local Lattice Distortion
Model
Cell 8.448(3) A 8.448(3) A
0, x 0.261(1) 0.261(1)
Dp (Ti-O-Ti) 0 0.024(1) A
Dp (Ti-O-Co) 0 0.005(1) A
Dp (Co-O-Co) 0 -0.002(2) A
BL(Oh) (Co-O-Co) 2.025 A 2.04 A
BL(Oh) (Co-0O-Ti) 2.025 A 2.063 A
BL(Oh) (Ti-0-Co) 2.025 A 1.989 A
BL(Oh) (Ti-O-Ti) 2.025 A 1.867 A
BL(Td) (Co-0) 1.983 1.983
BVS (Co(Oh)) 2.44 2.27
BVS (Co(Td)) 1.80 1.80
BVS (Ti(Oh)) 3.40 4.48
RExaFs 71.3 40.7
Rpnp 5.9 5.9

NB. Dp = displacement of the O atom away from the first cation in the 111
direction, relative to the oxygen position. BL = first-cation oxygen distance when
attached to a specific second cation in a neighbouring octahedron. BVS = bond

valence sum.

Despite a well-modelled first shell and an improved fit to the observed data when using the
second model, the model itself has a number of limitations. The movement of the O atom is
limited to being along the 111 axis due to symmetry constraints and the subsequent
complexity of the model if it were otherwise. This gives rise to anomalous results where Ti-
O--Ti distances differ from Ti--O-Ti distances, thus creating an unsymmetrical Ti-O-Ti
situation rather than a perfectly symmetrical one, as should be the case. There are also clear
anomalies in the first and second shell distances for Ti.

A similar situation was observed for the remaining compounds being considered.
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5.1.9 Reverse Monte-Carlo Simulation

In an effort to better model the local lattice distortions for each material a Reverse Monte-
Carlo (RMC) approach [24, 25, 26, 27, 28, 29, 30, 31] was adopted. With this method the
starting model for crystalline materials is a supercell of the crystal lattice, presumed to have
periodic boundary conditions. A fitting function y” is calculated, utilising the sum of squares
of residuals from the fits to experimental data, together with those for any restraints that are
to be applied to the solution. Random changes are made to the coordinates of the model,
which are accepted with probability P(Ay?) > 0 if Ay? is positive or 1 if Ay is negative. The

procedure is then repeated until convergence to a minimum is achieved.

5.1.9.1 Results

RMC EXAFS plots and Fourier transformed EXAFS plots for Cog gMgp 6Zng ¢T104 are shown
in Figure 5-8 and Figure 5-9 respectively. Tables of cyrstallographic data and refinement
statistics for Co,TiOs, CoZnTiO4 and CopgMgpeZng¢TiO4 are presented in Table 5-19 to
Table 5-21

Co K edge (experiment)k? _— Zn K edge (experiment 3)+k? —
Small Atom MS Theory [«k® = —-——-—- Small Atom MS Theory 3«k% = —-——--—-

k¥ chi(k)

T1 K edge (experiment 2)+k3
Small Atomn M3 Theory 2¢k?

k" chi(k)

5 7
k/Angstroms '

Figure 5-8: (RMC) EXAFS plots for CoysMgoZngsTiO4. Co K-edge (top left), Zn K-
edge (top right) and Ti K-edge (bottom). The solid and dotted lines represent the

observed data and calculated fit respectively.
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Figure 5-9: Fourier Transformed (RMC) EXAFS plots for CoysMgo.cZnsTi04. Co K-
edge (top left), Zn K-edge (top right) and Ti K-edge (bottom). The solid and dotted

lines represent the observed data and calculated fit respectively.

Table 5-19: Determined (RMC) site positions (x, y, z) for Co,TiO4 — M(1) = Octahedral,
M(2) Tetrahedral

Lattice parameter a = 8.4479 A

Atom X y Z Multiplicity
Co(1) 0.5011 0.4999 0.4992 8
Ti(1) 0.5009 0.5013 0.5007 8
Co(2) -0.1246 -0.1250 -0.1247 8

(0] 0.2598 0.2595 0.2608 32

Final fit parameters:y> = 0.381 x 10, Rgxars = 37.138, Partial Rexars = 42.656 (Co) and
33.420 (Ti), RPND =15.929

184



Chapter 5 Mixed Spinel Systems

Table 5-20: Determined (RMC) site positions (x, y, z) for CoZnTiO4 — M(1) =
Octahedral, M(2) Tetrahedral

Lattice parameter a = 8.4508 A

Atom X y z Multiplicity
Co(1) 0.5009 0.5001 0.4998 8
Ti(1) 0.5004 0.5004 0.4998 8

Zn(2)* 0.1240 0.1258 0.1247 8
6] 0.2578 0.2592 0.2604 32

Final fit parameters:y® = 0.2189 x 107, Rexars = 40.155, Partial Rexars = 41.698 (Co),

38.878 (Ti) and 39.367 (Zn), Rpnp = 5.235.
* Tt 1s assumed that zinc is 100 % tetrahedral and that Co is 100 9% octahedral.

Table 5-21: Determined (RMC) site positions (x, y, z) for CoggMgy ¢Zng¢TiO4 — M(1) =
Octahedral, M(2) Tetrahedral

Lattice parameter a = 8.4508 A

Atom x y z Multiplicity
Co(1) 0.4989 0.4987 0.4985 4.70
Mg(1) 0.5019 0.5010 0.5004 3.11
Zn(1) 0.5021 0.4984 0.4928 0.19
Ti(1) 0.5006 0.5011 0.5008 8
Co(2) 0.1249 0.1263 0.1251 1.70
Zn(2) 0.1241 0.1242 0.1254 4.63
Mg(2) 0.1225 0.1228 0.1246 1.67

0] 0.2609 0.2600 0.2608 32

Final fit parameters:x2 = 0.2782 x 10'7, Rexars = 40.963, Partial Rgxars = 39.818 (Co),
42.231 (Ti) and 40.463 (Zn), Rpnp = 4.5188

For the material CoZnTiO4, Zn was assumed to occupy only the tetrahedral site. However,
slight discrepancies in the Fourier transform at ca. suggest the possible presence of a small
amount (< 10 %) of octahedral zinc. This is in agreement with the refined fractional
occupancies obtained from the powder neutron diffraction data refinement (section 5.1.4) -
[C00.046Z10.954] “[C00.954Z10.046]*'TiO4 — which indicate that approximately 5 % of the zinc

atoms lie on the octahedral site.
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5.1.9.2 Multiplicity Values

The multiplicity values quoted in the tables above are equivalent to the fractional occupancy
values quoted for the PND refinements (section 5.1.5). However they refer to a fraction of
the total site multiplicity rather than being a fraction of 1.0. In each case the multiplicity can
be converted into an equivalent fractional occupancy by dividing the value by eight (for the
tetrahedral site) or by sixteen (for the octahedral site). Calculated fractional occupancy
values derived from the RMC calculations are presented below and are compared with the

predicted values used for the refinement of PND data in section 5.1.4.

Figure 5-10: Calculated fractional occupancy values for CoysMgy¢ZnsTi04 derived

from RMC calculations. PND values were predicted. M(1)-Octahedral, M(2)-

Tetrahedral.
Element (site) Co(1) Mgl Zn(1) Ti(1) Co(2) Mg2) Zn(Q2)
(RMC) EXAFS/PND 0.2937 0.1944 0.0119 0.5 0.2125 0.2088 0.5787
PND 0.200 0.25 0.050 0.5 0.400 0.100 0.500

The RMC-derived values imply a greater concentration of cobalt on the octahedral site than
was previously predicted for this material and serves to highlight the preference shown by

zinc for the tetrahedral site.

5.1.9.3 Interatomic Distances

The metal-oxygen distances and bond angles, derived from the RMC simulations, are shown
in Table 5-22 to Table 5-24. The distances shown for the shared octahedral (M(1)) and
tetrahedral (M(2)) sites, unlike those derived from PND refinements (section 5.1.6), are
element specific rather than averages of the metal-oxygen bond lengths within the structure.
However, in each case the presented value is an average of the metal-oxygen distances for
that particular element on a particular site. The skewness value quoted for each element
gives a measure of deviation from a perfectly symmetrical coordination environment —

deviation from zero indicates a degree of distortion.
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Table 5-22: Refined distances obtained from the RMC simulation for Co,TiO4 (DW =
EXAFS Debye-Waller factor). M(1) = Octahedral, M(2) Tetrahedral

Vector | Distance/A  DW  Skewness
Co(1)-0O 2.0619 0.0150  0.0005
Ti(1)-O 2.0155 0.0249  0.0039
Co(2)-0O 1.9832 0.0080  0.0000

Table 5-23: Refined distances obtained from the RMC simulation for CoZnTiO4 (DW =
EXAFS Debye-Waller factor). M(1) = Octahedral, M(2) Tetrahedral

Vector | Distance/A  DW  Skewness
Co(1)-0 2.0662 0.0185  0.0000
Ti(1)-0O 2.0266 0.0314  0.0057
Zn(2)-0 1.9806 0.0136  0.0006

Table 5-24: Refined distances obtained from the RMC simulation for
Coy.sMgosZngsTiOys (DW = EXAFS Debye-Waller factor). M(1) = Octahedral, M(2)
Tetrahedral.

Vector Distance/A  DW  Skewness
Co(1)-0 2.0752 0.0105  0.0002
*Mg(l)- O - - -
Zn(1)-0 2.0713 0.0204 0.0018
Ti(1)-0O 2.0018 0.0301  0.0043
Co(2)-0O 1.9916 0.0060  0.0000
Mg)-0| - - -
Zn(2)-0 1.9960 0.0091  0.0007

* Data not available; Mg EXAFS data not collected.

For each of the materials under consideration the DW factor for titanium on the octahedral
site is relatively large, which suggests some uncertainty about its position. This is probably
due to static disorder caused by local lattice distortions. In addition to this, the skewness

values for the titanium site indicate deviation from perfectly octahedral symmetry.
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The high DW value for octahedrally coordinated zinc in Cop §Mgp 6Zng ¢TiOy4 is probably due

to the small fraction of zinc associated with the octahedral site — fractional sites occupancy =

0.0119.

5.1.9.4 Radial Distribution Function

Radial distribution functions (RDF) were generated from the RMC simulations for each
phase. RDF diagrams for Co,TiO4 and Cop Mg Zno 61104 are presented in Figure 5-11 and
Figure 5-12 respectively.

Oh - Co | Oh-Ti

RDF 'R®

RDF R?

0 . : : = :
3 3 4 3 2 3 +

r/ Angstroms r / Angstroms

g| Td-Co

3 1
r/ Angstroms

Figure 5-11: RDF diagrams for octahedral Co-O (top left), octahedral Ti-O (top right)
and tetrahedral Co-O distances obtained from the RMC simulation for Co,TiOj4.
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Figure 5-12: RDF diagrams for tetrahedral Co-O (top left), octahedral Ti-O (top right),
octahedral Co-O (middle left), Tetrahedral Zn-O (middle right) and octahedral Zn-O
(bottom) distances obtained from the RMC simulation for Cog Mg ¢Zng ¢TiOy4.

For each phase the RDF diagram for octahedral titanium reveals a small secondary peak at
ca. 2.3 A. Integration of the peak areas indicates that the primary peak, at ca. 1.9 A, is
equivalent to approximately five oxygen atoms and that the secondary peak equates to

approximately one oxygen atom. This suggests that titanium probably occupies a distorted
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six-coordinate environment that has five shorter Ti-O distances and one long Ti-O distance.

Titanium oxygen distances for each phase are shown in Table 5-25.

Table 5-25: Titanium — Oxygen distances (A) derived from RDF calculations.

Distance Co,TiO4 CoZnTiOs CogMgyeZngsTiOy
‘Short’ Ti-O (x5) 1.950 1.936 1.947
Long Ti-O (x1) 2.330 2.353 2.332

5.1.9.5 Discussion

The titanium coordination environment in each of the materials considered appears to be a
distorted ‘5+1” arrangement where by one of the Ti-O distances is ca. 0.4 A longer than the
remaining five interactions. This contradicts previous data that suggested a regular
octahedral arrangement of oxygen atoms around the titanium centre and indicates that titanate
type spinel materials are described by a model that deviates from the accepted regular
inverse-spinel structure.

The octahedral metal-oxygen distances obtained for cobalt and zinc are around 0.04 A longer
than those derived from PND refinements. It was not possible to derive Mg-O distances
from the combined refinements due to the lack magnesium EXAFS data. The average
titanium-oxygen distances are in agreement with those mentioned in section 5.1.6. However,
the RMC combined refinements have yielded a more accurate model for the titanium

coordination environment.

5.1.10 Conclusions

Twelve materials in the system (Co,Mg,Zn),TiO4 have been prepared by conventional solid
state synthesis and were characterised by the Rietveld refinement of both PXD and PND
data. Combined EXAFS/PND refinements and RMC simulations were performed to help
solve the cation distribution for a quaternary system and to help model the local lattice
distortions caused by octahedrally coordinated Ti*".

The observed colour of the materials is greatly affected by the substitution of the metal
cations. It is possible to direct the Co”" species onto the octahedral site of the spinel structure
by the addition of Zn®" cations, which show a high degree of preference for the tetrahedral
site. The addition of Mg*" to the system has the effect of diluting the presence of Co* on

each of the metal sites, rather than being able to direct the Co”" species. The addition of

190



Chapter 5 Mixed Spinel Systems

either zinc or magnesium seems to have a detrimental effect upon the observed colour of the
material, although it does provide some degree of colour ‘tunability’.

Combined EXAFS/PND RMC simulations have yielded a new model for the titanium
coordination environment present in these systems. Instead of occupying a regular
octahedral site, Ti*" adopts a ‘5+1’ arrangement of oxygen atoms with one Ti-O distance
being ca. 0.4 A longer than the remaining five Ti-O distances.

The cation distribution for the quaternary system CogsMgp¢ZngsTiO4 has been determined

by the combined refinement of EXAFS and PND data using a Reverse Monte Carlo

approach.
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6 Cobalt Aluminate

6.1 Introduction

Cobalt Blue is a readily available industrial pigment with applications ranging from coatings
and ceramics to plastics and paints. The colour of this pigment, due to the *A,(F) — 4T1(P)
absorption for tetrahedrally co-ordinated cobalt, is well known to be at its most intense when
there is a deficiency of cobalt such that the composition is close to ‘Cop7Al,O4’ rather than
the ideal spinel composition of CoAl,O4. However the reason for this phenomenon is little
understood. It is therefore the aim of this study to provide an insight into this phenomenon

and its effect upon the colour of the resulting pigment.

In this section the cation distribution throughout the Co;xAl,O4 series is considered as a

function of x and a theory to explain the perceived darkening in colour as x decreases is

presented.

6.2 COl_XA1204

6.2.1 Synthesis

The Co1xAlLO4 (x =0, 0.1, 0.2, 0.3) series was prepared by heating stoichiometric mixtures
of cobalt (II) oxide and aluminium (III) oxide (both >99% purity). The reagents were
intimately mixed by grinding after which they where transferred to an alumina crucible and
heated to 1100 °C for 15 hours. Grinding was performed under an inert atmosphere to
prevent oxidation of the CoO reagent to Co304. The materials produced ranged from an
intense royal blue colour (x = 0.3) to a dark blue/black colour (x = 0). Initial phase
identification X-ray powder diffraction data revealed that the desired spinel type phase had

been formed in each case.

The products were studied further using PND, EXAFS and UV -visible spectroscopy.

6.2.2 Powder Neutron Diffraction

Time of flight (TOF) powder neutron diffraction data were collected on the POLARIS
diffractometer at the Rutherford Appleton Laboratory, Oxfordshire, UK. All data sets were
collected at room temperature. Rietveld refinements were performed using the PC package,
GSAS [1]. Literature [2] values were used as the initial model for CoAlLOs (x = 0),
subsequent refinements utilised the values obtained in the preceding refinement. A small
AlLOs3 impurity phase was identified in each sample; this was included in the refinements as
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an additional phase. A uniform approach to the structure refinement was undertaken for each
of the data sets obtained with different x values to ensure consistent results. Initially the
background was modelled and the lattice parameters were refined to accurately locate the
reflections. The peak profiles were then refined and the atomic positions varied. Finally,
isotropic temperature factors and fractional site occupancies for the tetrahedral and
octahedral metal sites were added to the refinement. Linear constraints were added to the
refinement of the site occupancies to give the required stoichiometry. Three separate
refinements were performed for each sample:

Refinement 1

The final stoichiometry of the sample was assumed to be that intended at the point of
synthesis. However, to enable the tetrahedral and octahedral sites to be fully occupied whilst
conserving the intended Co/Al ratio the compositions (x = 0.1, 0.2, 0.3) were slightly
adjusted in each case:

Cop9AlLOs becomes Cogg3Alz 704

CopsAl,O4 becomes CopgsAlr 1404

Cog7ALOs becomes CogrsAls 204

Refinement 2
The presence of aluminium (II) oxide as an impurity in each sample may indicate that the
excess Al;Oj; included in each synthesis is not incorporated into the final product. For this

reason the final stoichiometry of each sample was assumed to be the ideal spinel composition

— COA1204.

Refinement 3

The fractional occupancies for each of the metal sites were constrained to sensible values by
assuming that the fractional occupancy sum for each metal site was 1, whilst the cobalt and

aluminium fractions were allowed to vary independently of each other.

The refin<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>