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VIBRATION CONTROL WITH AN ELECTRODYNAMIC ACTUATOR 

by Christoph Paulitsch 

This thesis deals with different configurations of an electrodynamic actuator that is used to 

control vibrations of mechanical structures. Stability and vibration reduction performance 

are investigated both with theoretical and experimental studies on the model problem of an 

aircraft panel. 

At first a conventional, electrodynamic, reactive actuator acting on the aircraft panel and 

reacting against a fixed base is studied. Direct velocity feedback with ideal velocity sensor 

and force actuator, with an accelerometer sensor and with different self-sensing control 

schemes such as a shunted resistor, positive current feedback, induced voltage feedback 

and induced voltage feedback with inductance compensation are compared. 

Then the design of a more practical, lightweight, electrodynamic, inertial actuator is 

studied. Important design considerations for the mechanical and the electrical parts are 

highlighted and some designed characteristics are validated at a prototype actuator. 

Finally the lightweight, electrodynamic, inertial actuator is applied on the aircraft panel 

and vibration reduction is compared to passive means of vibration reduction. First internal 

relative velocity and external absolute velocity feedback are investigated considering ideal 

sensors. In practice, the external velocity feedback loop is implemented using a 

commercial accelerometer while the internal velocity feedback loop is implemented with 

self-sensing control schemes or, as an alternative, with a secondary coil sensor. Then 

internal and external direct velocity feedback loops are implemented simultaneously using 

either the accelerometer - self-sensing or accelerometer - secondary coil sensor 

combination. The best combination of external and internal direct velocity feedback for 

maximum vibration reduction and robust stability of the inertial actuator is identified. 

Alternative ways to stabilise the inertial actuator are also studied. The result is a 

competitive, lightweight system for broadband vibroacoustic control. 
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1. INTRODUCTION 

In many practical cases it is important to control mechanical vibrations since they may 

result in excessive radiated noise which may harm operators, machines, the environment or 

may compromise the functionality of attached devices [1-3]. In some cases active vibration 

or active structural acoustic control systems may be more effective than passive treatments 

of the same weight [4-6]. Passive treatments are especially bulky for control of high 

wavelength and low frequency noise [2]. When a signal correlated to the primary 

disturbance is not available or cannot be obtained far enough in advance feedforward 

control cannot be implemented [7]. In this case feedback control schemes should be used 

[4]. Direct velocity feedback adds active damping and is robust to changes in the vibrating 

structure if closely located and dual actuator sensor pairs are used [24]. In order to ensure 

stability of direct velocity feedback the sensor and actuator transducers have to be carefully 

chosen and designed. Also, an appropriate reaction structure has to be used [8]. For direct 

velocity feedback electrodynamic sensor-actuator transducers are interesting because they 

directly measure velocity and generate a force. When actuators are simultaneously used as 

sensors potentially collocation and duality properties are improved [29, 30]. This thesis 

summarizes a study of single input single output (SISO) and multiple input multiple output 

(MIMO) active feedback control schemes with an electrodynamic actuator and the 

appropriate sensor. 

1.1 Active vibroacoustic control 

Normally, active control systems are used in parallel to, or as a substitute of, passive means 

to improve low frequency structure-borne sound generation, transmission or radiation. For 

instance, active vibration systems can be used to influence vibration generation 

mechanisms or to reduce vibration of a receiving structure [8]. Active isolators might also 

be added in parallel to passive mounting elements in order to enhance isolation effects [9]. 

Finally smart beams or smart panels with integrated actuators and sensors can be used to 

reduce structure-borne sound transmission of truss structures or noise radiation of 

enclosures or partitions [10]. Especially in this last application active systems should be 

lightweight, cost-effective, robust and simple in order to be able to compete with passive 

vibration reduction treatments. 
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In general active control architectures can be divided into two families: feedforward and 

feedback control systems [4]. Feedforward control schemes are particularly suited for the 

control of tonal disturbances that are usually identified by a reference sensor. Feedback 

control architectures do not use reference sensors and are especially advantageous for 

control of broadband random excitation. 

Previous applications 

Up to present S1SO feedback control systems have been developed in practice for the 

solution of particular acoustic problems [11] as for example the control of low frequency 

noise propagation in ventilation ducts [12] or low frequency noise insulation in headsets 

and headrests [13]. Currently, commercially available active headsets use an analogue 

feedback control system with a collocated error microphone and loudspeaker actuator for 

the low frequency noise reduction that could not be controlled by the headset shells only. 

Also, Active Noise Control (ANC) systems for the reduction of cabin noise in propeller 

aircrafts have been developed [14]. In this case a MIMO feedforward control system is 

used where a tonal reference signal is taken from the rotor of the propeller and a relatively 

large number of control loudspeakers and error microphones are used. Alternatively 

vibration actuators on the fuselage replace loudspeakers in order to implement so called 

Active Noise and Vibration Control (ANVC) [11, 15]. These systems are not suited for 

controlling wide band excitations and moreover they are affected by a number of 

drawbacks. First they require a relatively expensive and delicate multi-channel controller. 

Second they require a lot of wiring, actuators and sensors, which implies weight, reliability 

and installation problems. Third MIMO feedforward control systems are sensitive to 

failures of any single sensor or actuator component so that the controller is constantly 

updated based on all sensor signals in order to avoid instabilities. Finally due to their 

complexity multi-channel controllers are usually implemented using digital signal 

processors (DSPs), which limits a) the control bandwidth because of an anti-ali sing filter 

[7] and the time needed for calculation and b) the dynamic range and resolution because of 

the limited number of bits. 

Active structural acoustic control (ASAC) 

As a result during the past ten years scientists have begun to develop active structural 

acoustic control (ASAC) systems where structural sensors and actuators are closely 

attached or even embedded on partitions in order to control sound transmission. Most of 
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this research is motivated by the reduction of radiation or structure-borne nOIse 

transmission of the fuselage walls or marine hulls in aerospace and naval applications 

respectively [16]. These structures generally consist of thin and lightly damped panels with 

well separated resonances at lower frequencies so that the sound radiation is governed by 

the self-radiation of each resonant structural mode [4, 17]. Initially feedforward control 

systems measuring a reference signal at the noise source were used to drive the structural 

actuator to minimize sound radiation into the interior of the enclosure [18]. Therefore 

systems were still limited to the control of tonal disturbances. In parallel researchers have 

also developed feedback control systems where the signals from structural sensors are fed 

back to the structural actuators in such a way as to minimize the vibration component that 

contributes to the sound radiation. This has led to the design of relatively complicated 

multichannel feedback controllers using state space design [19]. 

Distributed sensors and actuators 

Two interesting alternative approaches have been proposed recently [20]. The first one 

uses distributed sensors and actuators that enable control of the principal low frequency 

radiation components of the panel vibration [21]. In this case it is possible to implement a 

SISO feedback control system using the classic feedback control design theory (Nyquist 

criterion, root locus criterion and frequency domain design). The main problem 

encountered with this type of system is the design of suitable sensor-actuator pairs for the 

implementation of active structural acoustic control (ASAC) and also a stable feedback 

control system with a sufficient bandwidth as highlighted in [22-24]. 

Decentralised sensor-actuator pairs 

The second type uses a large number of collocated sensor-actuator systems acting 

independently from each other with localized feedback control loops [25]. As 

schematically illustrated in Figure 1.1 each control unit implements direct velocity 

feedback control in such a way as to provide active damping on the panel. Active damping 

is especially interesting when vibration and sound radiation at resonance is to be reduced 

as in the case of low frequency noise radiation and transmission of thin, lightly damped 

panels. This arrangement has given very interesting initial simulation results especially for 

ideal out of plane point force actuators that could result in sound reduction of several 

decibels (dBs) if the individual control unit is stable. 
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Figure 1.1: Active structural acoustic control (ASAC) with a large number of collocated sensor-actuator 

pairs. 

Collocation and duality 

In order for the individual SISO direct velocity feedback control unit to be unconditionally 

stable and robust, the real part of the sensor actuator transfer function must be positive real 

at all frequencies [26]. Unconditional stability is theoretically guaranteed by collocated and 

dual sensor-actuator pairs [27]. A sensor-actuator pair is often referred to as being dual 

when each transducer is of the same type i.e. the sensing / actuation direction, spatial 

distribution and reaction characteristics are the same [28]. Additionally when a collocated 

sensor-actuator pair is described by two power-conjugated dual variables, for example a 

force and a velocity, direct feedback becomes robust to changes in the plant response [29]. 

In the case of the control of flexible structures a physically dual sensor-actuator pair has 

the same function form for the sensing and actuation modal coupling coefficients [27] . For 

example a force actuator is dual to a linear displacement, velocity or acceleration sensor. 

Moment actuators are instead dual to rotational displacement, velocity or acceleration 

sensors. In reality there is not something like a pure moment or force actuator. For example 

piezoelectric patch actuators bonded on plates generate both out of plane moments and 

forces and in plane forces [22] . A possibility to obtain better collocation of piezoelectric 

patch actuators and point sensors is appropriate shaping of the patch actuator [30]. Also, in 

reality even a closely placed shaker force actuator and accelerometer sensor does not act as 

a collocated and dual pair since sensor and actuator dynamics interfere at higher and lower 

frequencies [31]. 

Self-sensing actuator 

A possibility to obtain better collocation and duality properties are self-sensing actuators 

[32]. For example a shaker force actuator can be simultaneously used as a velocity sensor 
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[33]. In this case a velocity output signal could be directly measured by the actuation 

transducer itself instead of using the sophisticated electronics necessary to obtain such a 

signal from an accelerometer. Then although the measured signal Yo is slightly different 

from the structural velocity Vs to be controlled it still might be used for active feedback 

control. This concept could be readily explained with the block diagram in Figure 1.2 [34] 

where Gsp is the frequency response function (FRF) from Fp to Vs, Gop is the FRF from Fp 

to Yo, Gsi is the FRF from Yi to Vs and Goi is the FRF from Yi to Yo. 

Fp Vs .... .... ... Gsp +. 
~ ... 

+t ~ 

.. GSi ... 

.. Gop ... t_l+ y Yo .... I ..... Goi .. 
JIll""" ... ~ 

I -G I 
I I 

Figure 1.2: Generalfeedback controlframeworkfor self-sensing active vibration control. 

In order to implement simple feedback control, the measured output signal Yo should be 

fed back with a real feedback gain G to the control input Yi such that the influence of the 

disturbance force Fp on the controlled velocity Vs is reduced. The general frequency 

response functions (FRFs) Gsp, Gsi, Gop and Goi as well as the control input Yi and the 

measured output Yo are different for different self-sensing (SS) active control schemes. 

One aim of this thesis is to investigate different self-sensing active control schemes for an 

electrodynamic reactive actuator (RA) reacting against a fixed base and an electrodynamic 

inertial actuator (IA) reacting against an internal inertial mass. Based on Figure 1.2 the 

FRF for the investigation of stability is Y ~=Goi and the closed loop performance is given 

by V/Fp=(Gsp+G(GoiGsp-GsiGop))/(l +GGo;) in comparison to the open loop FRF V/Fp=Gsp. 

Inertial actuators 

According to Newton's laws [35], mechanical actuators or sensors react or sense relative to 

a reference structure. These reaction characteristics also determine duality of the actuator

sensor pair [28]. Only in rare occasions a fixed environment can be used as a reaction base. 

Often such a reference structure is relatively flexible and interferes with the active control. 

An interesting example is the case of piezoelectric patch actuators bonded to a mechanical 

structure where forces and moments in one direction on one side of the patch are globally 
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cancelled by reacting forces and moments in the opposite direction on the opposite side of 

the patch [36, 37, 26]. As a result actuation and reaction forces and moments are against 

the same flexible structure at slightly different locations. At smaller wavelengths the 

slightly different location of action and reaction moments leads to non-collocation with 

point sensors. Point sensors such as accelerometers usually use an inertial mass as 

reference system that does not have resonances in the measurement range. A force actuator 

reacting against an inertial mass as reference system (inertial actuator) is the simplest 

implementation of an actuator with a combined reaction system. Inertial actuators have 

been used in machine tool [38], automotive [39], aircraft [40] or especially space [41-43] 

applications. Because of the required forces for large structures to be controlled rather 

heavy actuators have been used. In some cases inertial actuators can be simultaneously 

used as passive vibration absorbers [44, 45], alone or with several actuators together [46]. 

It has also been observed that sensor [47] or actuator dynamics [8, 48, 49] influence 

stability of active control. Especially the inertial mass introduces a well-known rigid body 

mode that may lead to stability problems when direct velocity feedback is implemented 

[50]. The fundamental resonance of the inertial actuator due to this rigid body mode leads 

to a high-pass filter behaviour shown in Figure 1.3 [26]. Thus in contrast to reactive 

actuators, the actuation force Fa of inertial actuators is different from the actual force 

transmitted on the structure Ft. 

t~[;2; I 
0.5 1 5 

'.~I non_dimronal frequency ro/roo 

0.5 1 5 
non-dimensional frequency w/wo 

Figure 1.3: Bode plot of the frequency response function (FRF) between the actuation force Fa and the 

transmitted force Ft. 

For frequencies much higher than the fundamental resonance frequency Wo of the inertial 

actuator the transmitted force converges to the actuation force, but for frequencies smaller 

than Wo the transmitted force is much smaller. Most importantly in correspondence to the 

fundamental resonance frequency there is an additional phase shift that influences the 

stability behaviour of the inertial actuator in a direct velocity feedback loop. One way to 

tackle this stability issue would be to reduce the fundamental resonance frequency by 
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decreasing the stiffness of the actuator suspension or by increasing the inertial mass of the 

actuator during its design. There are geometrical and mechanical limits on stiffness 

reduction and mass increase for small, lightweight actuators [51]. An aim of this thesis is 

to investigate practical solutions for reduction in suspension stiffness and increase in 

inertial mass for the design of a lightweight inertial actuator (IA). Adjusting internal 

actuator damping has also been proposed [49]. An active control scheme might use an 

internal relative displacement sensor with a low-order controller [52]. Another aim of this 

thesis is to investigate self-sensing (SS) control and an internal velocity sensor (rvS) to 

add optimum internal damping. The use of an inertial actuator for active control is further 

limited by the maximum transmitted force that is directly related to the inertial mass and its 

maximum displacement i.e. the stroke of the actuator [53]. Therefore stroke saturation may 

influence actuator performance [54-56]. In general the described behaviour is independent 

from the generation mechanism of the actuation force, although the transduction 

mechanism should be compatible with the required stroke and inertial mass. 

1.2 Transduction mechanisms for inertial actuators 

The generation mechanism of the actuation force Fa should not add much additional 

weight or should be integrated into the inertial mass of the actuator. In particular the 

contrasting requirements compiled in Table 1.1 demand a transducer mechanism with low 

added mass, high stroke, high internal damping and as small as possible suspension 

stiffness. 

Table 1.1: List of contrasting requirements and proposed solution (underlined) [57]. 

Contrasting requirements 

A lightweight design implies low mass and small dimensions that lead to a 
lower limit on vertical susQension stiffness. 

A high transmitted actuator force can be realized by a high inertial mass and 
a high stroke that limits Qossible transduction mechanisms. 

A low lower limit on the control bandwidth implies a low, well-damped 
resonance frequency ofthe actuator that can be realized by a high inertial 
mass, low suspension stiffness and high internal damQing. 

A high actuation force tends to increase the actuator mass and limits possible 
transduction mechanisms. 
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Actuator technologies 

Following [58] actuator technologies with mechanical output include electromagnetic, 

fluid, bimetallic, electrochemical, electrorheological, piezoelectric, magnetostrictive, shape 

memory and micro actuators. In addition braided pneumatic actuators [59] can also be used 

as actuators for mechanical systems. Only small forces Fa and small displacements can be 

generated by micro actuators [60], chemomechanical actuators have a large time constant, 

electrochemical actuators are still in development, magnetorheological, electrorheological 

and hydraulic actuators have a response time in the milliseconds range and shape memory, 

bimetallic and braided pneumatic actuators are even slower. A subclass of actuators are 

electromechanical transducers that can be either classified in inductive, capacitive or 

resistive actuators or following the used materials [61]. Magnetostrictive and piezoelectric 

actuators allow large forces and small displacements [62], whereas electromagnetic 

actuators can be designed for a large force range and large displacements. In contrast to 

magnetostrictive actuators piezoelectric actuators do not need an external magnetic field 

generator. The two commonly used transduction mechanisms for active vibration control at 

acoustic frequencies are electrodynamic and piezoelectric [4, 26]. 

Piezoelectric actuators 

The piezoelectric effect results from a material property where molecules or atoms are 

placed within a material in such a way that their positive and negative charges locally do 

not compensate [61]. When a tensile or compressive stress is applied to the material a net 

charge can be sensed at the surface. Inversely when a voltage is applied across the material 

the charged parts are repulsed or attracted leading to an overall extension or contraction of 

the material. This property is strongest in ceramic materials. Ceramics have a high 

mechanical stiffness and the maximum stroke is proportional to the length of the actuator. 

The maximum stroke can be amplified for example by lever mechanisms, but then the 

resulting force also is reduced [63]. Hence the maximum stroke and force are to be 

balanced in a specific application as is also indicated in the diagram of Figure 1.4. This 

figure shows the maximum stroke versus the maximum actuation force for a number of 

commercially available piezoelectric actuators with different stroke amplification 

mechanisms [64, 65]. The maximum stroke is achieved when the actuator is not blocked 

and the maximum force is obtained when the actuator is connected to a very high 

impedance structure [62]. The number in each box shows the weight in grams for the 

actuator. 
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Figure 1.4: Free displacement in 11m and blocked force in N for various piezoelectric actuator technologies, 

boxes indicate actuator weight in grams, graph modified from [64, 65]. 

The data collected in this graph indicates that strokes up to 1mm and forces up to 5kN -can 

be generated. Actuators with higher strokes seem to increase in weight and have a smaller 

force generation capacity. 

Electrodynamic actuators 

Electrodynamic actuators are based on the Lorentz force principle where an electrically 

conductive wire is immersed in a constant magnetic field [61, 66]. They belong to the 

group of electromagnetic actuators [67, 68]. Alternative names for electrodynamic 

actuators are voice coil motor (VCM) [69] or moving coil type actuator [70]. When there is 

an electrical current in the wire a force on the wire is generated perpendicular to the 

direction of the current flow and the magnetic field. Inversely when the wire moves in the 

magnetic field there is a voltage induced in the wire in a direction perpendicUlar to the 

magnetic field and the direction of wire displacement. For electrodynamic actuators the 

stiffness of the suspension for the moving coil can be designed independently from the 

force generation mechanism and should be small for vibroacoustic control. The stroke and 

force also can be designed over a large range with major constraints given by the available 

space and possible weight [71]. At a given weight the maximum force depends on the 

material used for the coil wire and for the generation of the magnetic field. The wire 

material gives a limit on the temperature increase that results from the current flow. The 

material of the permanent magnet limits the realizable magnetic field densities. Figure 1.5 

shows the maximum stroke versus the maximum actuation force for a number of 

commercially available electrodynamic actuators whose main characteristics are compiled 

in Appendix A. 
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Figure 1.5: Stroke in mm and actuation force in N for various commercially available electrodynamic 

actuators indicated by a dot '. ' and the actuator weight in grams, values from [72-85]. 

Electrodynamic actuators are designed for high strokes and a large range of forces. The 

actuator weight in grams indicated by the numbers tends to increase significantly for high 

forces. There is no clear relation between weight and force since for example an actuator 

with a maximum force of about ION and a maximum stroke of about 2.5mm can be 

obtained with an actuator of 71 grams or 910grams. Also, the choice between maximum 

stroke and maximum force is not as clear for electrodynamic actuators as for piezoelectric 

ones where it is mostly influenced by the used mechanical amplification mechanism. This 

weak correlation could be the result of different scaling laws considered for the design of 

electrodynamic actuators [86]. For example if the magnetic energy is considered to stay 

constant when the actuator is scaled up or down the actuator force scales with P, where I is 

a characteristic dimension of the actuator. If the current density is kept constant the 

actuator force scales like t, whereas assuming increased current density for decreasing 

dimensions the actuator force scales like P. Scaling effects hence strongly depend on 

design considerations of a specific application. 

In conclusion, the challenge for piezoelectric inertial actuators is the high stroke required 

for a low inertial mass whereas the challenge for electrodynamic inertial actuators is the 

actuation force. The stroke - blocked force characteristic is well known for piezoelectric 

actuators to be related to the deformation energy and Figure 1.4 clearly shows that strokes 

higher than Imm can only be achieved with substantial addition of weight. But this 

characteristic is not very well known for electrodynamic actuators because of the 

uncertainty in the design [87]. Additionally, as discussed in Section 1.1, for inertial 

actuators higher strokes potentially lead to a lower actuator mass. Therefore another aim of 

this study is to investigate the force - mass relationship for electrodynamic actuators and to 
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illustrate the design choices listed in Table 1.1 in order to realize a high stroke inertial 

actuator. 

1.3 Self-sensing control 

In Section 1.1 it has been mentioned that using a self-sensing actuator might be a potential 

means of guaranteeing better collocation and duality properties for the implementation of 

direct velocity feedback loops. Additionally, weight and complexity could be reduced. 

In principle self-sensing actuators, also called sensoriactuators, sense and act on the same 

mechanical degree of freedom (DOF). Depending on reciprocity many transducers may be 

used both as sensor or actuator [88], whereas usually they are designed to be efficient for 

one function only, the other being a disturbance usually minimized. Several types of 

transducers based on the magnetostrictive or piezoelectric phenomena have been 

investigated for their use as sensoriactuators [89, 90, 32]. Magnetic bearings have also 

been investigated to become self-sensing, thus eliminating a special sensor for the rotor 

position [91]. Also sensorless electric motors can be seen as electromagnetic 

sensoriactuators where the current is used to obtain information about the motor rotational 

speed [92]. Loudspeakers are a common example for linear, electrodynamic actuators 

where self-sensing usually is used to increase damping. In general additional potential 

advantages of self-sensing actuators for practical applications are the reduced number of 

transducers, amplifiers and cables, reduced size and reduced risk of failure. 

There are paSSIve, active, hybrid active-passive and semi-active ways to influence the 

structural vibration by sensoriactuators. In the passive case no additional power source is 

used so that for a real feedback gain the real part of the open loop FRF is positive at all 

frequencies. Active control uses an additional power source so that the real part of the open 

loop actuator - sensor FRF may also be negative. Hybrid active-passive control involves a 

system where passive treatments and active control are used in parallel, for instance to 

improve the stability margin of active control or improve performance of passive control. 

The real part of the passive open loop FRF always is positive at all frequencies whereas for 

the active open loop FRF it may also be negative. Semi-active control is defined by a 

number of authors [4, 26]. Semi-active actuators are described "as essentially passive 

elements in that they can only store or dissipate energy. Their use in active control stems 

from the fact that their passive mechanical properties can be adjusted by the application of 

a control signal and such systems are thus sometimes called 'adaptive'" [4, p.59]. 

11 



"Relatively steady-state or slowly time-varying control inputs" are applied "which tend to 

change the system response by altering the system characteristics itself. As these types of 

inputs are not vibratory in nature and do not add energy to the dynamic system we call 

these systems 'semi-active' or 'adaptive'" [4, p.147]. Since active feedback systems can 

also change the system characteristics, the main difference between purely active and 

semi-active devices would then be the 'relatively steady-state or slowly time-varying' 

nature of the control action. By definition semi-active control is then restricted to control at 

lower frequencies. A second difference would be the fact that control devices do not add 

energy to the system. This is achieved by restricting the control action to "control forces [j] 

opposing the ... velocity [v] which are exclusively dissipative (fV:SO)" [26, p.267]. Semi

active devices are used in feedback loops with control circuits switching between two 

states. First higher frequency dynamics might be excited because of the periodic step 

excitation of the switching that has a wide-band frequency spectrum. Second the switching 

frequency limits the control range. Hence, feedback with switched devices "works well for 

narrow-band disturbances, but tends to be less effective when subjected to wide-band 

disturbances" [26 p.273]. In conclusion, semi-active feedback control is a subclass of 

active feedback control where low frequencies are targeted and the real part of the open 

loop FRF is positive in the control bandwidth emulating a passive system. Less energy is 

necessary than for active control because first the switching frequency determines a 

bandwidth limit and second the switching states could be implemented solely in a passive 

way. 

Piezoelectric sensoriactuators 

A first widely studied example of sensoriactuators are piezoelectric patches that are used to 

apply and sense stress and strain components on a structure [4]. Passive vibration control 

with piezoelectric actuators has been implemented by using a resistor shunted across the 

connections of the piezoelectric patch in which case the stiffness of the structure is 

changed [93]. An adaptive device can be obtained by electronically varying the resistance 

[94]. Additionally, an electrical inductance in series to the resistance can be used to 

optimally tune the resonance frequency of the shunted circuit to a resonance frequency of 

the structure so that the electrical current in the shunt and hence the dissipated electrical 

energy is increased [95]. When damping of multiple structural resonance frequencies is 

targeted a digital implementation of multiple resonant inductors is more convenient [96]. 

For optimum vibration reduction these devices require tuning to the targeted resonance 

frequency of the structure and hence are sensitive to changes in structural resonance 
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frequencies. Additionally the control at low structural resonance frequencies requires high 

inductance values and hence increases weight or effort [97]. 

Broadband vibration control can be achieved when purely active methods are used. A 

bridge circuit can then be applied to measure the structural strain and electronically 

generate the control action i.e. the control stress [32, 98]. Then by feeding back the strain 

rate damping is added to the mechanical structure. Because of the balancing problems and 

in order to reduce power requirements the bridge parameters can be adapted electronically 

[99-102]. Obviously the adjustment of the bridge can be avoided by using separate closely 

located sensor and actuator patches used as actuator and sensor. This arrangement 

normally does not guarantee perfect collocation [103]. An active solution for the balancing 

problem is to use robust design techniques that require knowledge about parameter 

changes to be incorporated in the controller design [104]. In such systems a trade-off 

between robustness and performance must be found [105]. Finally instead of using positive 

electrical parameters a negative capacitance can be used to cancel the internal capacitance 

of the piezoelectric patch [106-108] so that only the induced signal remains that can be fed 

back or dissipated over an additional resistance. Since piezoelectric actuators show 

hysteresis at large displacements and not an ideal capacitive behaviour this linear 

compensation has limits [109]. Once the inherent, piezoelectric capacitance has been 

compensated no electric parameters need to be tuned to a structural resonance so that 

broadband control is realised. Technically the negative capacitance circuits are not much 

different from a bridge circuit with high-gain feedback that is interpreted as a negative 

impedance amplifier [108]. For example digital impedance synthesis [96] or analogue 

electronics of the Riordan-type [108, 110] are used. 

As a combination between active and passive devices active constraint layer damping can 

also use piezoelectric sensoriactuators in order to actively influence the properties of 

viscoelastic damping treatments usually attached between the patch and the structure [111-

113]. Since broadband control is targeted and there is no restriction on the energy applied 

to the structure this is a purely active technique [114]. Hybrid control improves stability of 

the sensoriactuator active control loop by using passive treatments [115]. In this case it is 

important to properly design the passive and active component so that they complement 

each other to enable control of both high and low frequency modes of vibration. 

Semi-active shunt-switching has been introduced that allows switching between at least 

two different shunted circuits [97]. State-switching implements switching between a small 
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shunted resistance, where significant electrical energy is dissipated and a very high, open 

circuit, shunted resistance, where nearly no electrical energy is dissipated. The circuit is 

closed when the displacement reaches a maximum and it is opened when the displacement 

is zero again at the static equilibrium position. State-switching is reported to suit well 

applications where the stiffness of the piezoelectric patch dominates the stiffness of the 

structure [97]. Pulse switching allows switching between a shunted resistance and 

inductance in series and a very high (open circuit) resistance [116]. The circuit is closed 

when the displacement is maximum and it is reopened when the applied charge reaches a 

peak: that is out of phase with the velocity [97]. In the same reference it is stated that pulse 

switching has a lower sensitivity to environmental changes than the resonant shunt 

technique and it is easier to tune [97]. Since shunt-switching is a semi-active method it is 

limited to a certain frequency range. 

Electrodynamic, self-sensing actuators 

A second example of self-sensing actuators are linear, electrodynamic actuators that apply 

a point force on the structure and sense a linear velocity. It has been found that force 

actuators give relatively good results for ASAC at low frequencies when arrays of sensor

actuator pairs are used to implement direct velocity feedback control loops [25]. 

Additionally electrodynamic actuators are more suitable for the control of low frequency 

vibration as piezo actuators tend to excite high frequency structural modes more efficiently 

[20]. Self-sensing, electrodynamic force actuators are particularly advantageous when the 

induced voltage is proportional to the velocity of the mechanical system. Then feeding 

back their output should be similar to direct velocity feedback resulting in active damping. 

Thus, other sources of instability such as non-ideal time integrators for acceleration or time 

differentiators for displacement sensors are avoided. Electrodynamic self-sensing has been 

studied for active vibration damping at disk drives [117], high-speed lifts [69], for shunt 

damping [118], viscosity measurements [119] and extensively at electrodynamic 

loudspeakers. At this last application usually a signal proportional to the coil velocity has 

been used to add damping to the first rigid mode. Thus, mainly low frequency loudspeaker 

behaviour is influenced only. 

A purely passive control circuit uses a shunted resistance in order to feedback a current 

proportional to the induced voltage in the coil. Since the induced voltage is proportional to 

the coil velocity and the applied force is proportional to the coil current, damping is added 

to the structure in a broad frequency range. When an appropriate capacitor is shunted to the 
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coil the electrical circuit resonates with the mechanical resonance so that the current in the 

shunt, and hence the energy dissipation, is increased in the electrical circuit in a narrow 

frequency band [118]. 

The induced voltage can also be determined using a Wheatstone bridge [120]. When 

induced voltage feedback is implemented without an additional amplifier that potentially 

inserts energy into the system passive vibration control results as in the shunted resistor 

case. With an additional feedback amplifier a negative resistance component can be 

implemented that cancels the internal coil resistance and actively adds damping in a broad 

frequency range [121]. When induced voltage feedback is used to influence the mechanical 

low frequency behaviour of a loudspeaker, the coil inductance is usually neglected [122-

124]. Therefore the necessary balance of the Wheatstone bridge is simple in theory [122], 

but restricted to the low frequency region. The upper frequency loudspeaker behaviour can 

be controlled using inductors and capacitors in the bridge circuit usually targeting the 

pressure response directly rather than the intermediate coil velocity [125, 126]. Care has to 

be taken to also consider the output impedance of the amplifier that "comes in parallel with 

the bridge, thus spoiling the correction" [122] and making tuning more cumbersome. 

The tuning problem can be avoided by feeding back the voltage induced in a secondary 

sensing coil mechanically linked to the primary driving coil as proposed by [127, 128] and 

in a number of loudspeaker patents [129-135]. If the sensing and the driving coil are 

collocated and oriented perpendicular to each other the mutual coil inductance between the 

coils is minimum and maximum sensing bandwidth is achieved, but vibrations can only be 

sensed in different directions. When the coils are placed side-by-side driving and sensing 

are closely located, but there is an increased mutual coupling inductance. Examples for 

double-coil applications are pickup actuators in optical disk drives [136], vibrating 

pressure transducers [137] and force-feedback joysticks [138]. In order to build a more 

compact system and potentially allow collocated sensing, the primary and secondary coil 

can be aligned. This configuration results in an important mutual coupling inductance 

between both coils that leads to a steady increase and phase shift in the open loop FRF at 

increasing frequencies [139]. A proposed cut-off filter may compensate for the rise, but it 

also limits the sensing bandwidth [140]. Therefore another aim of this thesis is to introduce 

a compensator that allows a relatively larger sensing bandwidth. 

Another solution that benefits from the apparent amplifier resistance is proposed by [141, 

142] where a negative output impedance amplifier is used [143-145]. This amplifier partly 
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cancels the internal loudspeaker impedance so that the induced voltage, proportional to 

velocity, can be used to generate the wanted control force. A negative output impedance 

amplifier has been considered as an additional bass compensating stage [146], as a bridge 

circuit [147, 121] with high feedback gains or as positive current proportional feedback 

[148]. At first, studies concentrated on reducing the effective loudspeaker resistance by 

direct positive current feedback [147-152] or using combined sensor self-sensing schemes 

[153-155]. Hence, the real part of the internal loudspeaker impedance was targeted only. 

When the self-inductance of the coil is not compensated large vibration amplification at 

higher frequencies results because of positive feedback [146]. Since at those frequencies 

the loudspeaker enclosure plays an important part [146], further developments that aimed 

at the compensation for the acoustical surrounding rather compensated only for the coil 

resistance than also for the coil inductance [156-158]. Nowadays in order to compensate 

for the reduction of the high-frequency response [159] or to minimize dissipation in the 

amplifier output stage [160], inductance compensators are commonly used in the power 

amplifier. This necessitates either a combined amplifier-loudspeaker design [161] or an 

amplifier-loudspeaker interface which may be added including a so-called Zobel 

compensation [162]. Recently a rather complicated estimator based on positive current and 

negative voltage feedback compensating for an ideal coil inductance has been presented for 

active vibration control [33]. It has been applied at loudspeakers using operational 

amplifiers and digital compensation [163]. Also in [164] an ideal inductive behaviour is 

assumed for the implementation of a current fluxion amplifier that is used to either 

synthesise an impedance or admittance shunted to the actuator depending on whether the 

voltage or the current is to be controlled. In conclusion, for loudspeakers the vibration 

response has usually not been investigated at higher frequencies since the sound pressure 

response has been targeted only [164]. For active vibration control applications the 

inductance has been compensated to allow control at relatively low frequencies and a small 

number of mechanical modes. In this thesis vibration control that targets mechanical 

modes at high frequencies is investigated. Therefore a further aim is to demonstrate the 

feasibility of a simple inductance compensator presented in [165] for vibration control of a 

large number of mechanical modes. 

Passive treatments could be used in combination with self-sensing active control. A 

loudspeaker application may consist of a copper ring placed close to the air gap. In this 

ring eddy currents [166] are induced and electrical energy is dissipated into heat in order to 

reduce distortion and power consumption. In this thesis it is also shown that passive 

treatments may increase the stability margin of active control. 
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Recently low frequency semi-active shunt-switching as for piezoelectric actuators has also 

been applied to electrodynamic actuators [210]. Also, high-frequency pulse width 

modulation (PWM) amplifiers are commonly used to drive electrodynamic actuators in an 

energy efficient way. 

1.4 Scope and objective 

This PhD dissertation presents a theoretical and experimental study of active vibration 

control with an electrodynamic actuator. The test rig used to study the actuator consists of 

a clamped, thin aluminium panel of dimensions lxxly = 0.414m x 0.314m which is excited 

by a primary electrodynamic shaker. Two control actuation configurations have been 

considered. First a reactive configuration where the electrodynamic actuator reacts against 

a rigid base (RA) and second an inertial configuration where the electrodynamic actuator 

reacts against the mass of the magnet (IA) are used. 

The three main objectives of this thesis are 

1. to investigate self-sensing (SS) active vibration control of the low frequency modes 

of the panel; 

2. to design, build and implement a prototype lightweight, electrodynamic, inertial 

actuator; 

3. to assess stability and performance of external absolute velocity feedback and 

internal relative velocity feedback implemented with either self-sensing control, 

passive means (eddy currents) or an internal velocity sensor (IVS). 

A numerical, fully coupled model of the panel and an electrodynamic reactive actuator 

(RA) and the electrical circuit used for self-sensing active vibration control has been 

formulated and compared to measurements. The self-sensing control schemes 

shunted resistor, 

positive current feedback, 

induced voltage feedback and 

induced voltage feedback with inductance compensation 

are compared to direct velocity feedback using a separate sensor. Moreover, important 

considerations for the design of an inertial actuator regarding 
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the stroke and inertial mass 

the electromagnetic circuit and 

the suspension 

have been studied and aspects for miniaturisation highlighted. Eddy current damping and 

the self-sensing control schemes 

shunted resistance , 

proportional current feedback, 

induced voltage feedback and 

induced voltage feedback with inductance compensation 

are applied to an inertial actuator (IA). Also, an internal velocity sensor (rvS) with 

inductance compensation is proposed. The benefit of self-sensing vibration control for 

increased performance and stabilisation of inertial actuators used for direct velocity 

feedback is shown in comparison to 

an internal velocity feedback sensor 

a compensator for the fundamental actuator resonance and 

a high-pass filter. 

Finally the active control effects are compared to the passive effects generated by a) a 

passive inertial actuator with high internal Eddy current damping and b) a passive damping 

treatment of a similar weight as the actuator. 

The effectiveness of active vibration control of a plate with a lightweight, self-sensing, 

inertial actuator is demonstrated experimentally and theoretically for these control schemes 

in terms of the reduction of plate vibrations at the secondary actuator position relative to a 

primary force disturbance. Stability limits are also investigated. 

1.5 Structure and organisation 

The thesis is organised in three parts. In the first part, Chapter 2, self-sensing (SS) active 

vibration control with electrodynamic reactive actuators {RA) is investigated with 

reference to the model problem. A numerical model based on the exact solution of a 

clamped plate is developed. Experiments and simulations are presented for different self-
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sensmg control schemes. In particular it is investigated whether self-sensing active 

vibration control leads to improved collocation and duality and how the effectiveness of 

self-sensing active vibration control at higher modes can be improved. 

Since the reactive actuator (RA) considered in the first part of the thesis is relatively bulky 

a more practical lightweight, inertial actuator has been developed and tested for the study 

of vibration control with inertial actuators. An inertial actuator (IA) also does not need to 

be connected to a fixed base. In the second part, Chapters 3 and 4, important design 

considerations are discussed and self-sensing control schemes are applied to the 

lightweight, inertial actuator. Chapter 3 highlights the constraints due to the mechanical 

system and the used geometry that lead to a functional relation between maximum actuator 

force and size respectively mass. The characterisation of the constructed prototype is also 

presented. As alternative to self-sensing, an internal velocity sensor is proposed and 

studied in simulations and experiments. Chapter 4 investigates the previously studied self

sensing control schemes for the inertial actuator with simulations and measurements. Also, 

it compares these control schemes with control using the internal velocity sensor. 

The third part, Chapter 5, is focused on combined internal and external velocity feedback. 

Simulations and experimental results are presented which show the benefits of hybrid 

control when passive Eddy current damping is used to improve stability of active vibration 

control. The notion of a best combination of internal and external velocity feedback gains 

is introduced and validated in experiments and simulations. 

1.6 Contributions 

The main original contributions of this thesis are: 

1. An investigation of limits of electrodynamic, self-sensing vibration control for 

higher frequencies and possible means to overcome these limits. 

2. The description ofthe design and validation procedure of an innovative, 

lightweight, electrodynamic, inertial actuator. 

3. The analysis of stability of active vibration control with inertial actuators and the 

role of internal and external velocity feedback. 

4. The description and validation of a competitive system for broadband vibroacoustic 

control. 
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2. VIBRATION CONTROL OF A PLATE WITH A REACTIVE ACTUATOR 

This chapter is focused on how a self-sensing actuator can be used for active damping. 

It is investigated how an electrodynamic actuator can be simultaneously used as an 

actuator and sensor in a direct velocity feedback loop. Special focus is on whether a 

self-sensing actuator helps to guarantee improved sensor-actuator collocation and 

duality and how it can be used to add damping to more than only the first few structural 

vibration modes. 

In addition to the reference cases ideal direct velocity feedback and direct velocity 

feedback with an accelerometer sensor, self-sensing vibration control using a 

conventional electrodynamic shaker actuator as in [165] is investigated. The following 

four circuits have been added to the actuator: 

a) a shunted resistor, 

b) a positive current feedback loop, 

c) a Wheatstone bridge for induced voltage feedback and 

d) an Owens bridge for induced voltage feedback with inductance compensation. 

Whenever possible both simulation and experimental results are shown for the model 

problem where the electrodynamic control actuator is connected to a clamped plate and 

reacts against a fixed base as a reactive actuator (RA). As schematically shown in 

Figure 2.1 a primary force is generated on the panel by a shaker in such a way as to 

excite most of the low frequency resonant modes of the panel. A force transducer 

measures the primary force whereas a monitor velocity sensor measures the plate 

velocity at the control position to be reduced. 

Section 2.1 considers an ideal secondary out of plane force actuator and an ideal out of 

plane velocity sensor. The change in the kinetic energy of the whole plate is shown for 

different direct velocity feedback gains and the integrated kinetic energy of the plate 

between 10Hz and 1kHz is also shown. As a reference case in Section 2.2 direct 

velocity feedback with an electrodynanlic, reactive actuator (RA) and an accelerometer 
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Figure 2.1: Sketch of the model problem where a test panel is connected to a self sensing electrodynamic 

actuator which is set to control the vibrations generated by a primary force disturbance. 

IS investigated. Both current command and voltage command of the actuator are 

considered in simulations and measurements. Sections 2.3 to 2.6 contrast simulated and 

experimental results with a shunted resistor, positive current feedback and induced voltage 

feedback with and without inductance compensation. In each section the model is first 

presented and the FRFs for the general control framework shown in Figure 1.1 are given. 

Then the stability of the feedback control schemes is investigated with reference to the 

open loop sensor-actuator response function. Finally the active damping performance is 

evaluated considering the reduction of the vibration of the panel at the control position 

with reference to the primary disturbance excitation. Whenever simulations and 

measurements are different, measured results are compared. As also described in Appendix 

F for Nyquist plot measurements amplification due to measurement and feedback 

amplifiers are included in the open loop FRF i.e. sensors are not calibrated. For 

measurements of the closed loop FRF, however, additional amplification due to the 

measurement amplifiers is removed from the measured signal i.e. the sensor signal is 

calibrated. 

2.1 Direct velocity feedback 

This section presents the model and simulation results regarding stability and performance 

in the ideal case when there are neither actuator nor sensor nor feedback amplifier 

dynamics, but ideal primary and secondary out of plane forces are applied on the panel, the 

out of plane plate velocity is ideally measured and direct velocity feedback is realised by a 
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real gain. Under these conditions direct velocity feedback with a number of decentralised, 

collocated out-of-plane force actuator velocity sensor pairs gives more vibration reduction 

than in the case with strain actuator out of plane velocity sensor pairs [25]. 

2.1.1 Model 

For a single out of plane force actuator velocity sensor pair the model problem shown in 

Figure 2.1 is much reduced to a plate to which two ideal forces are applied. A cross-section 

view of the plate is schematically shown in Figure 2.2. 

F
V'L ~ 

·\·GL-~G£JI -----' 
Figure 2.2: Schematic plate model with disturbance force Fp> secondary force Fs and secondary velocity Vs 

sensor. 

The plate is assumed to be clamped along the four edges and to be made of aluminium 

with dimensions Ix x Iy = 0.414 m x 0.314 m and thickness h = 0.001 m. The material and 

geometrical properties of the panel test rig and self-sensing actuator valid for the whole 

Chapter 2 are summarised in Table 2.1. 

Table 2.1: Parameter values used for simulations in Chapter 2. 

Parameter Value Description 
Ix 0.414m Plate length 
Iy 0.314m Plate width 
h O.OOlm Plate thickness 
xp 0.345m X coordinate of primary force position 
Yp 0.254m Y coordinate of primary force position 
Xs 0.225m X coordinate of secondary force position 
Ys 0.12m Y coordinate of secondary force position 
p 2700kg/m3 Mass density of plate 
KI 1.2037 Coefficient to adjust for boundary conditions 
H 0.04 Damping coefficient 
E 71 10~/m2 Young's modulus of plate 
K2 0.7042 Coefficient to adjust for boundary conditions 
v 0.33 Poisson's ratio 
Mp 0.03kg Added mass of primary shaker 
M O.OI77kg Added mass of secondary shaker 
If' 3N/A Transducer coefficient (BI product) of secondary shaker 
K 989N/m Suspension stiffness of secondary shaker 
D INs/m Suspension damping of secondary shaker 
Re 3.050 Electrical resistance of shaker 
Le 0.0002H Electrical inductance of shaker 
R[ 0.5/1/3.0347 0 Shunted 1 measurement 1 Owens bridge resistor 
R, 40 Upper resistance in Wheatstone bridge 
R2 10 Lower resistance in Wheatstone bridge 
R3 6293 .80 Lower resistance of Owens bridge 
C 10 nF Capacitance of Owens bridge 
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The steady state flexural response of the panel has been derived assuming the primary 

force disturbance to be harmonic, with time dependence of the fonn Re {exp(j cut)} where 

OJ is the circular frequency and j = ~. The mechanical and electrical functions in the 

model have therefore been taken to be the real part of anti clockwise rotating complex 

vectors, i.e. phasors, given in the fonn X(cu)ej{J){ where X(OJ) is the phasor at t = o. 

The phasor of the complex velocity at the error sensor, Vs (OJ) , can be expressed in tenns 

of the phasors of the primary, Fp (cu) , and secondary, Fs (OJ), force excitations with the 

following mobility relation 

where the two mobility functions, Ysp (OJ) and Yss (cu) , have been derived with the 

following modal expansions 

where 

cP; ={¢l (xp,Yp) ¢n (xP,Yp) ... ¢N ( X P , Y p )} , 

CPsT ={¢l (xs,Ys) ¢n(xs,yJ ... ¢N(Xs,yS)}' 

a1 0 0 0 

0 0 

A= an and a = 
JOJ 

n 
pl)yh[ OJ: (1 + j77)-OJ2

]' 
0 0 

0 0 0 aN 

(2.1) 

(2.2a,b) 

In the two equations above (x p , y p) and (x s , Y s) are the coordinates of the primary and 

control positions, p is the density of the material, 77 is the loss factor. Finally OJn and 

¢n (x,y) are respectively the n-th natural frequency and natural mode which have been 

taken from reference [167] for a clamped panel. OJn is adjusted by a factor ~ Kl / K2 to 
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Improve the agreement with measurements since neither ideally clamped nor simply 

supported boundary conditions could be implemented on the set-up. Modes having natural 

frequencies up to 2000Hz are considered and the effect of residual modes [26] is taken into 

account by adjusting the measured FRF with a constant factor to fit simulations. 

When ideal feedback components are assumed and actuator and sensor dynamics are 

neglected direct velocity feedback is implemented by a secondary feedback force 

(2.3) 

Closed loop stability is verified by investigating the locus of the open loop FRF 

(2.4) 

in the real imaginary plane. In order to guarantee closed loop stability the locus of the open 

loop FRF should not encircle the critical point (-1, OJ) [168]. Vibrations are amplified in 

the closed loop case for those frequencies where the open loop locus lies within a circle of 

radius 1 about the critical point. This effect is called spillover. If the locus lies completely 

in the real half-plane unconditional stability and no spillover effects result since there is no 

real positive feedback gain G for which the open loop encircles the critical point [4]. 

Then the closed loop plate velocity at the sensor per unit primary disturbance force is given 

by 

(2.5) 

Using a similar result from [25] the kinetic energy of the plate at each frequency is 

that can be summed up over the required frequency range. For this control scheme the 

FRFs of the general control scheme in Figure 1.2 are given by GOI=GSI=YSS and 

Gsp=Gop=Ysp when the control output Yo=Vs and control input Y,=Fs. 
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2.1.2 Stability 

Figure 2.3 shows the simulated open loop FRF between the secondary control force and 

the measured plate velocity following Eq. (2.4). This FRF cannot be measured since it 

would be distorted by the dynamics of measurement devices. It lies in the positive real 

half-plane indicating unconditional stability of the closed loop. When reaching the 

resonance frequencies of the plate the locus has intersected with the real axis an odd 

number of times. At anti-resonances it has intersected an even number of times. 

Additionally at the resonance frequencies the locus lies far away from the critical point so 

that more vibration reduction is predicted than at the anti-resonances that lie closer to the 

critical point. Also, vibration reduction is different for each mode so that the relative 

importance of resonance peaks is predicted to change in the closed loop case. 
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Figure 2.3: Simulated Nyquist plot of the FRF between the secondary force Fs and the plate velocity Vs at the 

secondary force position. 

2.1.3 Performance 

Figure 2.4 shows the simulated FRF between the primary disturbance force and the plate 

velocity at the secondary force position in the open loop case (thick solid line) and for 

direct velocity feedback gains of 10 (thin dashed line), 30 (dotted line) and 100 (thick 

dash-dotted line). In this case measurements also are not possible for the same reasons as 

mentioned before. Large vibration reduction is visible in the whole frequency range and 

vibration reduction increases for increasing feedback gains. Additionally in the closed loop 

case the relative importance of the resonance peaks changes. In the model given by Eq. 

(2.2a,b) the relative importance or weighting of the resonances is given by the vector of 

modal contributions <l>s that is determined by the mode shapes. Hence, Figure 2.4 indicates 

that the observable modal contributions and mode shapes are changed by velocity feedback 

which adds an additional constraint on the plate. Since the modal contributions also 
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influence the kinetic energy as illustrated by Eq. (2.6) the kinetic energy of the plate should 

also be changed by direct velocity feedback. From Figure 2.4 it is not clear whether the 

kinetic energy will be reduced or increased since the relative vibration amplitude of some 

modes relative to other modes is decreased or increased although the absolute vibration 

amplitude at the control actuator point is decreased. 

~D7t------~~--~~1~~----------~~1~ 

F_(Hz) 

Figure 2.4: Amplitude of the simulated FRF between the primary disturbance force and the plate velocity at 

the secondary force position in the open loop case (thick solid line), for a feedback gain of 1 0 (thin dashed 

line), 35 (dotted line) and 100 (thick dash-dotted line). 

Figure 2.5 shows the kinetic energy of the plate in the open loop case (thick solid line) and 

for direct velocity feedback gains 10 (thin dashed line), 35 (dotted line) and 100 (thick 

dash-dotted line). For a feedback gain of 10 and 35 the kinetic energy of the plate is 

reduced at resonance and there is a slight increase at anti-resonance. For a gain of 100 

there clearly are new resonance peaks whereas some open loop peaks do no longer appear. 

Hence, there seems to be an optimum feedback gain for which the sum of the kinetic 

energy over this frequency range is minimum. The reduction in kinetic energy is small 

using one actuator and it is more important at low frequencies. 

Figure 2.5: Kinetic energy of the panel excited by a primary force in the open loop case (thick solid line), for 

a feedback gain of10 (thin dashed line), 35 (dotted line) and 100 (thick dash-dotted line). 
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Figure 2.6 shows the integral of the kinetic energy between 10Hz and 1kHz for different 

direct velocity feedback gains. There is a minimum at a feedback gain of about 35. At this 

minimum the vibration energy is not reduced at every frequency since Figure 2.5 clearly 

shows that there is reduction at resonances and amplification at anti-resonances. Also, the 

position of the minimum depends on which frequency range is used for the integration. 
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Figure 2.6: Normalized kinetic energy level of the panel, integrated from 10Hz to 1kHz, plotted against the 

gain of the direct velocity feedback controller. 

2.2 Direct velocity feedback with accelerometer sensor 

In the previous section it has been illustrated that changes in mode shapes are already 

visible in the FRF between the primary disturbance force and the plate velocity at the 

secondary force position. In the remaining part of the thesis only this FRF to a single point 

on the plate is considered from which the kinetic energy is not, in general, precisely known. 

Also, in a real system collocation and duality properties of an actuator sensor pair should 

allow at least those feedback gains for which changes in observable mode shapes are 

clearly visible in the FRF or even those gains for which minimum kinetic energy of the 

plate can be achieved in the targeted frequency range between about 20Hz and about 1kHz. 

The practical implementation of the direct velocity feedback system considered in this 

section is shown in Figure 2.7. The primary force generated by a pI1mary shaker IS 

measured with an Endevco 2313 force transducer that adds a mass Mp to the plate at 

y 
position (x p ,Y p) so that the transfer mobility Ysp is modified to be Y;p = . sp 

1 + jOJM pYpp 

The secondary force at position (xs' y s) is generated by an electrodynamic reactive 

actuator (RA) that also reacts against a fixed base. Due to the mass of an intermediate 

B&K 8230 force transducer and the moving coil the point mobility of the plate at the 
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control position (x s ,Y s) is modified to be Y;s = .Yss . In some cases the force 
1 + jOJMYss 

transducer at the control actuator position is not used in order to reduce distortion due to its 

mass effect. On the opposite side of the control actuator a B&K 4375 accelerometer is 

added. Integration of its output signal with a B&K 2635 charge amplifier gives a signal 

proportional to the plate velocity. 

Figure 2.7: Photography of the experimental set-up with the primary shaker on the left hand side in the 

background and the secondary control actuator in the foreground. 

In the following subsection direct velocity feedback with the described set-up and a current 

command amplifier is investigated, whereas Subsection 2.2.2 focuses on direct velocity 

feedback with a voltage command amplifier. 

2.2.1 current command 

Considering the lumped parameter model of the control actuator shown in Figure 2.8, the 

secondary force exerted on the plate is given by 

(2.7) 

where Z = K + D is the impedance of the coil suspenSIon system here modelled as a 
jO) 

stiffness K and VISCOUS damper D in parallel; !f/ is the electrodynamic transducer 

coefficient (El product) of the actuation mechanism in the RA and I is the driving current 

of the RA. 
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Figure 2.8: Model of the electrodynamic current driven actuator connected to the plate and reacting against 

a fIXed base. 

Taking into account the mass, damping and stiffness of the control actuator, the modified 

transfer and point mobility of the plate based on Eqs. (2.1) and (2.7) become y.; = y.: 
1 + Y.sZ 

Y' 
and Y; = sp . The secondary force depends on the actuation force that is proportional 

1 + Y.sZ 

to the current in the shaker coil which is driven by a current command amplifier. Direct 

velocity feedback with a current command amplifier leads to 

J=-GVs. (2.8) 

The open loop FRF to be investigated for the stability of this feedback scheme is 

v. _ Y" J - sslf/ (2.9) 

when amplifier dynamics are neglected. The closed loop FRF to check performance then 

becomes 

V. (1 GY" )-1 Y" - = + ss If/ sp . 
Fp 

(2.10) 

When considering Yo=Vs and ~=J for the general control scheme the FRFs Gop=Gsp= y.; 

Stability 

Figure 2.9 shows the simulated (left) and measured (right) Nyquist plot of the FRF 

between the input voltage to the current command amplifier and the time integrated 

accelerometer output signal. Simulations with Eq. (2.9) and measurements show a number 

of loops in the positive real half-plane due to the resonances of the plate. Measurements 

29 



additionally show relatively smaller loops in the negative real half-plane because of 

internal actuator resonances beyond about 10kHz so that unconditional stability is not 

guaranteed. Because of these loops spillover into internal actuator resonances is predicted 

in the closed loop case in addition to large vibration reduction at other structural 

resonances. 
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Figure 2.9: Simulated (left) and measured (right) Nyquist plot of the FRF between the driving current J and 

the time-integrated accelerometer output signal Vs. 

Performance 

Figure 2.l 0 shows the simulated (left) and measured (right) FRF between the primary 

disturbance force and the plate velocity at the secondary actuator position in the open loop 

case (thick solid line) and for velocity feedback with the same feedback gain as in Figure 

2.9 (thin solid line). Contrasting the open loop response function in Figures 2.4 and 2.l0 

the passive mass effect of the primary and secondary force transducers are clearly visible 

in simulations and measurements by a shift of resonance frequencies of the panel to lower 

values. Furthermore the amplitude of the panel response decreases at higher frequencies. 

The stiffening effect generated by the suspension system in the control shaker is also 

visible in simulations and measurements by an upwards shift of the first resonance 

frequency of the panel. Large vibration reductions similar to those simulated in Section 2.1 

for the ideal control case are visible indicating that this active feedback scheme could be 

used in practice to implement optimum direct velocity feedback. Similar to Figure 2.4 the 

relative importance of the resonance peaks at the sensor position also changes. 
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Figure 2.10: Simulated (left) and measured (right) amplitude of the FRF between the primary disturbance 

force Fp and the plate velocity Vs at the control actuator position in the open loop case (thick solid line) and 

for plate velocity feedback (thin solid line). 

2.2.2 voltage command 

A current command amplifier demands the design of an extra current control loop internal 

to the amplifier. Such a control loop could become unstable if a different combination of 

actuator and amplifier was used [160]. An appropriate current command amplifier is not 

always available. Therefore direct velocity feedback with a voltage command amplifier is 

studied. As represented by the electrical circuit in Figure 2.11, in contrast to a current 

command amplifier, for a voltage command amplifier the current in the actuator coil is 

given by 

1 
1= -(UAB -Uind ) 

Ze 
(2.11 ) 

where Z e = Re + j {i)Le is the electrical impedance of the control actuator and Re , Le are 

the resistance and self-inductance of the coil. UAB is the driving voltage applied to the RA 

and U ind is the induced voltage in the driving circuit generated by the back electro motive 

force (back-emf). 

Figure 2.11: Model of the electrodynamic voltage driven actuator connected to the plate and reacting 

against a fIXed base. 
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The back-emf, or induced voltage, is due to the vibration of the coil that is excited by the 

plate vibrations at the control point [33]: 

(2.12) 

The open loop FRF investigated for stability is then 

(2.13) 

and if direct velocity feedback is implemented by 

(2.14) 

the FRF to assess vibration is given by 

(2.15) 

In the general control scheme the measured output and the control input are given by Yo= Vs 

and Y1=UAB with the FRFs Gop=Gsp=(1 + Y"ssvllZer 1 Y"ss and GS1=G01=(1 + Y"ssvllZer 

I Y' 'ssIjlIZe. 

Stability 

Figure 2.12 shows the simulated (left) and measured (right) open loop FRF. A large 

number of loops due to the resonance frequencies of the plate lie in the positive real half 

plane. For increasing frequencies some loops also extend into the negative real half plane 

because of the additional phase shift due to the inductance. Spill-over is not expected 

because of the inductance effect since the locus is more than a distance of 1 away from the 

critical point. Measurements show at least one additional loop in the negative real half

plane due to internal resonances of the actuator that have also been observed in Figure 2.9. 

The amplitude of the open loop FRF at these resonances is reduced and the phase is shifted 

relative to the current command case because of the inductance-like effect. A different 

maximum stabilizing gain and spill-over at higher frequencies is hence expected. 
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Figure 2.12: Simulated (left) and measured (right) Nyquist plot of the FRF between the amplifier input 

voltage U and the time-integrated accelerometer output signal Vs-

Performance 

Figure 2.13 shows the simulated (left) and measured (right) FRF between the primary 

disturbance force and the plate velocity at the control actuator position in the open loop 

current command case (thick dashed line), in the voltage command case (thick solid line) 

and for direct velocity feedback with a gain used to plot Figure 2.12 (thin solid line). 

Because of the low-pass filter effect of the inductance that cuts off internal actuator 

resonance frequencies higher gains are realized in the voltage command closed loop case 

than in the current command closed loop case. Thus, higher vibration reductions are 

achieved in the first case. Despite the inductance effect no spill-over is visible in the 

chosen frequency range. Similar to Figure 2.4 the relative importance of the resonance 

peaks is also changed. 
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Figure 2.13: Simulated (left) and measured (right) amplitude of the FRF between the primary disturbance 

force Fp and the plate velocity Vs at the control actuator position in the open loop case with current drive 

(thick dashed line), in the open loop case with voltage drive (thick solid line), and plate velocity feedback 

(thin solid line). 
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The reactive voltage driven actuator in combination with a collocated accelerometer sensor 

hence could be used to implement optimum direct velocity feedback at lower frequencies 

for a thin plate. 

Sometimes a velocity sensor is not available or a sensor cannot be placed collocated to the 

actuator. Therefore the following sections investigate control schemes with a self-sensing 

actuator. 

2.3 Shunted resistor 

A resistor R, shunted to the connections of the self-sensing electrodynamic actuator in a 

configuration as shown in Figure 2.14 closes the electric circuit and allows a current flow I 

in the actuator. 

shunted resistor 

Figure 2.14: Model of the electrodynamic reactive actuator connected to the plate and shunted with a 

resistor. 

The resistor implements negative current feedback to the actuator voltage 

(2.16) 

Stability of this passive scheme is assessed by the open loop FRF 

(2.17) 

The feedback gain G=-R, is changed by varying the value of the shunted resistor R,. In the 

open circuit case the resistance tends to infinity whereas in the closed circuit case the 

resistance tends to zero. The closed loop FRF of the plate is 
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Vs _ Y,; 
Fp 1 + \f/2 /( R[ + Ze) Y,; . (2.18) 

The control input Yi and output Yo signals in the scheme of Figure 1.2 are gIVen 

respectively by the voltage UAB and the current I in the driving circuit of the RA. As a 

result the four transfer functions in the control framework in Figure 1.2 are given by the 

fiollowl'ng relatl·ons·. G Ys~ G. = Y,;(\f//Ze) G = -Y,;(\f//Ze) and 
sp = 2/ "' Sl 1 2/z Y"' op 1 + 1//

2 /Z Y" 1 + \f/ Z eYss + \f/ e ss 'f' e ss 

G - (l/Ze) 
oi -1 + 2/Z Y" \f/ e ss 

Stability 

Figure 2.15 shows the simulated (left plot) and measured (right plot) Nyquist plot of the 

open loop FRF between the input voltage UAB and the coil current I. The current is 

measured using a measurement resistor in series to the RA. Measurements and simulations 

agree well up to about 1kHz, but they diverge for higher frequencies because of the non

ideal inductive behaviour. With this type of control scheme the locus lies in the right hand 

side so that unconditional stability is predicted as expected for a purely passive system. For 

low frequencies the locus starts at liRe and it tends to the origin for high frequencies since 

an ideal inductance has been assumed. The loops at lower frequencies due to the induced 

voltage lie rather far away from the critical point so that the feedback current will be small 

and only a small amount of added damping is expected when the control loop with the 

shunted resistor is closed. 
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Figure 2.15: Simulated (left plot) and measured (right plot) Nyquist plot of the open loop FRF between the 

voltage input UAB to the control actuator and the coil current 1. 
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Performance 

The two plots in Figure 2.16 show the simulated (left plot) and measured (right plot) 

vibration of the panel at the control position with reference to the primary disturbance 

excitation. The thick and thin solid lines give the vibration of the panel at the control 

position when the driving circuit of the control shaker is either left open or is closed with a 

small resistor R,. Measurements below about 20Hz are not reliable due to small coherence 

values. Both plots show that only small damping can be added mainly at the first resonance 

frequency of the plate. Damping increases for decreasing value of the resistor since the 

current leading to an opposing secondary force is reduced less, i.e. the starting point of the 

locus of the Nyquist plot in Figure 2.15 moves towards the origin. Maximum passive 

damping is achieved when the connections of the shaker are closed without an intennediate 

shunting resistor effectively applying only the resistance of the connecting wire . 
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Figure 2.16: Simulated (left plot) and measured (right plot) vibration level of the panel at the control 

actuator position with reference to the primary disturbance Fp in the open loop case (thick solid line) and 

for a lohms shunted resistor (thin solid line). 

2.4 positive current feedback 

In order to further reduce the value of the shunted resistor a positive current feedback loop 

generating a negative resistance can be used. Then as shown in Figure 2.17 a measurement 

resistor R, is added in series to the shaker so that a modified electrical 

impedance Z; = R[ + Ze results. Instead of directly feeding back the coil current I the 

voltage over the measurement resistor UBe proportional to current is fed back to the shaker 

input via an amplifier. The input voltage becomes 

(2.19) 
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where G is a real positive feedback gain and the open loop FRF is 

UBC (R{IZ;) 
U

AC 
= 1 + 1f/2 /Z;y.; . 

/ I 

B 

c 
R, 

current feedback 

(2.20) 

Figure 2.17: Model of the electrodynamic reactive actuator with positive current feedback and connected to 

the plate. 

Positive feedback is implemented since negative feedback would not be different from the 

shunted resistor case presented in the previous section. The closed loop FRF ofthe plate is 

~ Y.; 
Fp 1 + y.; 1f/2 / ( Z; - G R{ ) 

(2.21 ) 

where the feedback gain compensates for the real part of the electrical coil impedance, i.e. 

the resistive part. The signal output Yo in the scheme of Figure 1.2 is the voltage drop UBC 

over the measurement resistor, which is indeed proportional to the current in the driving 

circuit of the shaker, and the signal input Y,. is the driving voltage UAc of the shaker. 

Therefore the transfer functions in the block diagram of Figure 1.2 remain proportional to 

y.; 
those presented in Section 2.3 namely G = --....:..,---

sp 1 + I//2/Z/y" ' 
't' e ss 

y" ( R IZ/) ( 1 / 
G = - sp If/ { e and G . = R{ Ze) . A Crown Electronics DC-300 amplifier is 

op 1 + I//2/Z/Y" 0' 1 + 2/Z/y" 
't' ess 'If ess 

used to implement the feedback gain G. Due to its small electrical output impedance R, the 

amplifier already adds damping to the plate that is in the range of the shunted resistor case 

presented in Section 2.3. 

Stability 

The two plots in Figure 2.18 show the simulated (left plot) and measured (right plot) 

Nyquist plots of the open loop FRF between the amplifier output voltage UAc and the 
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voltage over the measurement resistor UBc for frequencies up to 10kHz in simulations. 

Measurements and simulations agree well up to about 1 kHz, but they diverge for higher 

frequencies. Compared to that in Figure 2.15 the locus has flipped into the left half plane 

so that the closed loop is predicted to be only conditionally stable. In the closed loop case, 

the voltage drop over the measurement resistor, which is proportional to the coil current, is 

predicted to be amplified. As a consequence the actuation force on the plate increases. 
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Figure 2.18: Simulated (left plot) and measured (right plot) Nyquist plot of the FRF between the input 

voltage UAC and the feedback voltage Usc .. 

This actuation force is opposite to the vibration velocity since for electrodynamic actuators 

the induced voltage, following Eq. (2.11) transformed into current, is of opposite sign to 

the current and the control force. Relatively more damping than in the passive shunted 

resistor case is predicted since the current is amplified electronically. 

Performance 

Figure 2.19 shows the simulated (left plot) and measured (right plot) vibration of the panel 

at the control position with reference to the primary disturbance excitation. The thick and 

thin solid lines give the vibration of the panel at the control position without the passive 

amplifier effect (thick solid line) and for a positive current feedback gain close to the 

stability limit (thin solid line). With reference to the shunted resistor case, a larger amount 

of damping of about 12dB is added to the first resonance frequency of the plate. Moreover 

about 4dB and 9dB damping is added to the second and third resonance frequencies. 

However, beyond about 200Hz spillover into higher modes occurs which will lead to 

instability if larger feedback gains are implemented. 
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Figure 2.19: Simulated (left plot) and measured (right plot) vibration level of the panel at the control 

actuator position with reference to the primary disturbance Fp in the open loop case (thick solid line) and for 

positive current feedback (thin solid line). 

2.5 Induced voltage feedback 

In the previous case the current resulting from the feedback driving voltage is measured in 

addition to the current resulting from the induced voltage. In order to better estimate the 

induced voltage a Wheatstone bridge is added that partially compensates for the feed 

through from driving voltage to sensed current. As shown in Figure 2.20 one half of the 

bridge is formed by the electrical part of the shaker and a resistor R, in series and the 

second half-bridge is formed by two resistors RI and R2 in series in parallel to the first half

bridge. 

F p 

B 
induced voltage feedback 

Figure 2.20: Model of the electrodynamic reactive actuator with Wheatstone bridge for induced voltage 

feedback and connected to the plate. 

The voltage over each half of the bridge is given by 

(2.22) 

where II is the current in the second half-bridge. The input voltage to the feedback 

amplifier between the shaker input and the lower half of the second half-bridge is 
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(2.23) 

When the feedback amplifier implements direct feedback, i.e. 

(2.24) 

the open loop FRF is given by 

(2.25) 

This equation clearly shows that in comparison to Eq. (2.20) an additional feed through 

term can be cancelled. The closed loop FRF of the plate becomes 

v. _ y.; 
Fp - (1 + 1j12 / ( z; ) y.; ) ( 1 - y.; / ( G R, (R] + R2 ) / (R] + R2 + R2 ) - z; )) . 

(2.26) 

UBC simultaneously is the input voltage from the DC-300 amplifier and the control input 

Yi. The output signal from the bridge, UAD, is the bridge output voltage and the control 

output Yo. In this case the four transfer functions in the control block diagram of Figure 1.2 

are given by the following relations: G = y.; G. = y';(1jI /Z;) 
sp 1+ Y" IIF

2/Z" SI 1+ Y" 2/Z' , 
S5 Y' e ss If/ e 

Stability 

The two plots in Figure 2.21 show the simulated (left plot) and measured (right plot) 

Nyquist plots of the open loop FRF between the bridge input voltage UBC and the amplified 

bridge output voltage UAD for frequencies up to 10kHz. The simulated locus is completely 

in the right half plane, which indicates unconditional stability. Measurements up to 

100 kHz show that for higher frequencies the electric circuit of the shaker does not behave 

like a real inductance. Probably for even higher frequencies the locus will enclose the 

critical point (-I,Oj) at some gains. Therefore a steep 10 kHz low pass filter is used, so that 

closed loop stable feedback gains are implemented in practice. 
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Figure 2.21: Simulated (left plot) and measured (right plot) Nyquist plot of the FRF between the bridge input 

voltage UBe and the amplified bridge output voltage UAD. 

Performance 

Figure 2.22 shows the simulated (left plot) and measured (right plot) vibration of the panel 

at the control position with reference to the primary disturbance excitation. The thick and 

thin solid lines give the vibration of the panel at the control position without the passive 

amplifier effect (thick solid line) and for two induced voltage feedback gains (thin solid 

and thick dashed lines). 
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Figure 2.22: Simulated (left plot) and measured (right plot) vibration level of the panel at the control 

actuator position with reference to the primary disturbance Fp in the open loop case (thick solid line) and for 

increasing bridge output voltage feedback gains (thin solid and thick dashed line). 

Due to risk of instability, because of measurement uncertainty, higher feedback gains have 

not been implemented in practice and thus only the thin solid line has been predicted in the 

right hand side plot. Comparable vibration reduction as in the positive current feedback 

case is achieved and, as found in the previous section, spillover, due to the uncorrected 
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inductance, appears at higher frequencies. In order to increase control bandwidth a bridge 

circuit should also compensate for the shaker inductance. 

2.6 Induced voltage feedback with inductance compensation 

Additional inductance compensation IS achieved usmg a so-called Owens bridge. As 

shown in Figure 2.23 relative to a Wheatstone bridge, resistors are replaced by the reactive 

components Z1 = R3 + j~ and Z2 = j~ with a capacitance C and a resistance R3. 

B 

induced voltage feedback 
with inductance compensation 

Figure 2.23: Model of the electrodynamic reactive actuator with Owens bridge for induced voltage feedback 

with inductance compensation and connected to the plate. 

Eqs. (2.22) and (2.23) become 

(2.27) 

and 

(2.28) 

As in the previous case direct feedback is implemented by 

(2.29) 

so that also a frequency dependent feed through term can be compensated by the open loop 

FRF 

(2.30) 
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Direct feedback results in a closed loop plate FRF 

Usc is simultaneously the input voltage from the H&H VX-200 amplifier and the control 

input Yj in the block diagram of Figure 1.2. UAD is the bridge output voltage and the control 

output Yo also in the block diagram of Figure 1.2. In this case the four transfer functions 

are given by the following 

-'1/ y,; /Z; 
G = ----'-'--

op 1+ IIF2 y"/Z' 
't' ss e 

Stability 

Y" 
expressions: Gsp = 2 sp , 

I+IIF Y"/Z' 

Z 
and G. = 1 

01 Z +Z 
1 2 

'f' ss e 

Z + IIF2y" 
e 't" ss 

Z'+IIF2y" . 
e 't' S5 

G . = y,; '1/ / z; 
Sl I+ IIF2 y"/Z' , 

Y' ss e 

The two plots in Figure 2.24 show the simulated (left plot) and measured (right plot) 

Nyquist plots of the open loop FRF between the bridge input voltage Usc and the bridge 

output voltage UAD for a tuned Owens bridge. The simulated locus is on the right hand side 

predicting unconditional stability. If the bridge is mistuned by less than 1 % simulations 

predict that unconditional stability is no longer guaranteed. The measured locus on the 

right hand side indicates an important influence and phase shift of the amplifier at lower 

frequencies that spoils the tuning [122]. Also at higher frequencies the locus moves into 

the left half plane since the electrical circuit of the shaker does not behave like an ideal 

inductance at these frequencies. Hence, only conditional closed loop stability is predicted. 
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Figure 2.24: Simulated (left plot) and measure (right plot) Nyquist plot of the FRF between the Owens 

bridge input U Be and output voltage UAD. 
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Performance 

Figure 2.25 shows the simulated (left plot) and measured (right plot) vibration of the panel 

at the control position with reference to the primary disturbance excitation. The thick and 

thin solid lines give the vibration of the panel at the control position without the passive 

amplifier effect (thick solid line) and for two induced voltage feedback gains (thin solid 

and thick dashed lines). High vibration reduction is predicted at lower frequencies and 

spill-over occurs only at higher frequencies beyond about 400Hz. The plot on the right 

hand side shows only one control case (thin solid line) close to the stability limit. For 

simulations and measurements in Figure 2.25 the secondary force transducer is removed 

for practical reasons so that the open loop amplitude is increased at higher frequencies 

relative to previous measurements and simulations. High vibration reduction up to 9dB is 

measured in the frequency range up to about 500Hz and the 11th visible mode. For higher 

frequencies spillover into higher modes occurs. Relatively less vibration reduction than 

that obtained with the resistive Wheastone bridge is obtained at the first resonance 

frequency because in the open loop case the small amplifier output impedance has already 

added damping. Measurements do not show a pure active damping effect since the locus of 

the open loop FRF in the Nyquist plot is rotated because of the high pass filter in the 

driving amplifier. 
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Figure 2.25: Simulated (left plot) and measured (right plot) vibration level of the panel at the control 

actuator position with reference to the primary disturbance Fp in the open loop case (thick solid line) and for 

increasing Owens bridge output voltage feedback gains (thin solid and thick dashed line). 

2.7 Summary 

The four control schemes shunted resistor (Figure 2.14), positive current feedback (Figure 

2.17) and induced voltage feedback with (Figure 2.20) and without (Figure 2.23) 

inductance compensation have been investigated for vibration reduction of a clamped plate 
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using a self-sensing, electrodynamic actuator reacting against a fixed environment (SSRA). 

They have been compared to direct velocity feedback a) with an ideal actuator and sensor 

(Figure 2.4), b) with an accelerometer and a current driven electrodynamic actuator (Figure 

2.10) and c) with an accelerometer and a voltage driven electrodynamic actuator (Figure 

2.13). A model of the plate and the electrical circuit has been developed and a general 

control framework has been presented in the frequency domain. Measurements at a test 

setup have shown reasonable agreement with the model up to about 1kHz. 

Both in the direct velocity feedback case with accelerometer and voltage driven actuator 

and in the self-sensing actuator case, for higher frequencies, the electrical circuit of the 

shaker does not behave like an ideal inductance and dynamics of the electrical circuit 

interfere. Hence, duality between the actuation and sensing mechanisms is only guaranteed 

at lower frequencies resulting in spillover at higher frequencies in the closed loop case. In 

the case with accelerometer more vibration reduction is achieved than in the self-sensing 

actuator case because the inductance does not also limit the sensing bandwidth. Non-ideal 

collocation effects could not be distinguished because the mass effect of the force 

transducers dominates the frequency response at higher frequencies. In some cases at lower 

frequencies the amplifier characteristics interfere as well as low measurement coherence. 

Approximate vibration reductions for different control schemes are listed in Table 2.2. In 

the shunted resistor case vibration reductions of about 5dB at the first resonance frequency 

and about 2dB at the second and third resonance frequencies have been observed in 

simulations and measurements. For positive current feedback and induced voltage 

feedback without inductance compensation, vibration reduction of about 12dB at the first 

resonance frequency and about 4dB and 9dB at the second and third resonance frequencies 

are visible in measurements. However, spillover into higher modes occurs at about 200Hz. 

Induced voltage feedback with partial inductance compensation leads to measured 

vibration reduction of about 9dB at the first resonance frequency and of at least 5dB at 

each mode up to the 11 th visible mode at 400Hz. Small spillover starts to appear at 

frequencies beyond about 500Hz. Higher vibration reduction at the first resonance 

frequency is anticipated if an appropriate amplifier is used. These vibration reductions are 

far away from those required for an optimum gain simulated in the ideal force actuator and 

velocity sensor case. Table 2.2 also lists the approximately achieved values when an 

accelerometer is used both in the current command and the voltage command case. When 

an accelerometer in combination with a sophisticated charge amplifier is used much more 

vibration reduction is achieved than with self-sensing vibration control. 
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With self-sensing vibration control further reduction could probably be obtained also using 

a sophisticated compensator that includes a more detailed model of the electrical shaker 

circuit at higher frequencies. For instance lumped parameter models are proposed in [169] 

to model higher frequency effects in ferrite inductors. Another way would be a non

physical model using for instance a digital compensator with a look-up table. The limited 

dynamic range and bandwidth / computation speed constitutes a technology limit when 

digital components are used. In Appendix B it is shown that compensation of the electrical 

impedance of the electrodynamic actuator leads to optimum kinetic energy reduction. 

The used electrodynamic, reactive actuator (RA) weighs more than the plate and it requires 

a fixed reaction base. Therefore in the next chapter the design of a lightweight inertial 

actuator (IA) is considered that does not require any external reaction structure in addition 

to the plate. 

Table 2.2: Approximate, measured vibration reduction in dB at the first to 10th plate resonances for the 

studied control schemes in Chapter 2. 

Control Res 1 Res 2 Res 3 Res 4 Res 5 Res 6 Res 7 Res 8 Res 9 Res 10 Fig.2 

DVFB acc. cc. 21 12 13 11 14 24 8 15 4 13 2.1 0 

DVFB acc. vc. 24 18 19 20 22 33 14 24 10 21 2.13 

Shunted resistor 5 3 3 1 2.16 

f r. mo " ~. J .. \ 

n J( R t 
.... .,' . ~, ~C-

Positive current FB 12 4 9 4 1 2.19 

Wheatstone bridge 12 4 8 -1 1 1 1 2.22 

Owens bridge 8 9 5 4 7 1 7 6 3 4 2.25 

1·· 
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3. DESIGN OF A LIGHTWEIGHT, ELECTRODYNAMIC, INERTIAL 

ACTUATOR WITH INTERNAL VELOCITY SENSOR 

In the previous chapter a rather heavy, unpractical, electrodynamic, reactive actuator (RA) 

has been used to study self-sensing vibration control. In order to reduce weight and allow 

its application to practical structures the design of a lightweight, electrodynamic, inertial 

actuator (IA) is presented in this chapter. An internal velocity sensor (NS) is proposed as 

an alternative to self-sensing (SS) with the aim to improve the high-frequency sensing 

behaviour and reduce tuning effort. Potentially it is simpler and more robust to use a 

secondary sensing coil instead of compensating electronics. 

Section 3.1 presents a number of considerations regarding the mechanical design of an 

inertial actuator (IA), the design of the electromagnetic circuit, the geometry of the 

suspension and self-sensing (SS) control. Section 3.2 shows validation measurements of 

the actuator force, its frequency response and the internal velocity sensor (NS). 

3.1 Design considerations 

Following the discussion presented in Chapter 1, the out-of-plane force actuator for ASAC 

with a large number of collocated sensor-actuator pairs should be lightweight and self

contained. It should also allow vibration control in the acoustically perceivable frequency 

range between about 16Hz and 10kHz or at least between about 16Hz and 1 kHz. A self

contained actuator is achieved by including an inertial mass in the actuator. The inertial 

actuator then acts on the structure and reacts against the inertial mass. Experiments with 

the model problem have shown that a primary 1kHz band limited white noise excitation 

force of about 4N is sufficient to generate a sound pressure level (SPL) of more than 80dB 

about 0.5m above the plate. It is assumed that a secondary actuator should be able to 

generate a control force transmitted on the plate also of 4N in order to cancel the primary 

disturbance. The electrodynamic actuation force should be at least as high despite a 

lightweight design. An inertial mass of 0.02 kg is chosen in order to be competitive with 

other means of active vibration reduction or passive treatments. For example four inertial 

actuators of 0.02kg could be compared to 16 patch actuators of more than 0.08grams [10]. 

In Section 3.1.1 it is investigated which suspension stiffness and stroke should be chosen 

for an inertial actuator in order to allow the required frequency range and transmitted force. 
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Section 3.1.2 detennines the relation between the inertial mass of the actuator and the 

electrodynamic actuation force. Based on the electromagnetic circuit design and required 

suspension stiffuess, compatible suspension geometries are investigated in Section 3.1.3. 

Section 3.1.4 highlights the advantages of an internal velocity sensor relative to a self

sensing approach. 

3.1.1 Mechanical design 

Figure 3.1 schematically shows an inertial actuator that consists of an inertial mass m, its 

suspension on the structure with stiffuess K and viscous damping D and a force generation 

mechanism used to generate an actuation force Fa between the inertial mass and the 

structure. 

Figure 3.1: Schematic view of an electrodynamic, inertial actuator on a lightweight plate. 

The relation between the transmitted force FI on the structure and the generated actuation 

force is 

F; jOJm - = ---=-----
Fa jOJm+K/jOJ+D 

(3.1) 

and results in a characteristic frequency response as shown in Figure 1.3. Below the 

undamped fundamental resonance frequency of the actuator CUo = )K/m there is hardly 

any force transmitted on the structure. At resonance the transmitted force is much greater 

than the actuation force. Moreover at frequencies below the fundamental resonance 

frequency the inertial mass and the structure vibrate out of phase whereas they vibrate in 

phase above this frequency. 

In order to avoid an influence of the phase shift and amplification of the fundamental 

resonance on closed loop stability the lowest resonance frequency of the structure OJ1 

should be higher than OJo, for instance 
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(3.2) 

An exact condition for a mechanical system with two degrees of freedom is gIVen m 

Appendix E. Since the mass should be chosen as small as possible the stiffness of the 

suspension can be used to adjust this lower frequency bandwidth limit. An upper frequency 

bandwidth limit is given by internal resonances in the inertial actuator, which should not 

appear below the required upper frequency bandwidth limit of 1kHz. 

For an inertial actuator the transmitted force is limited by the inertial mass m and the 

maximum stroke d. As shown in Figure 3.2 for steady state excitation this limit is 

important at lower frequencies below the saturation break frequency Wb. Above the 

saturation break frequency there is reduced risk of stroke saturation since the actuation 

force Fa rather constitutes a limit. 

20l0g(F tma;} 

Liorce limit : /' 
i /-""'stroke saturation 

- ---------------------~' -------

W 

Figure 3.2: Force Saturation Curve, +1- d maximum stroke [53]. 

The saturation break frequency is defined as the frequency where the limit of the 

transmitted force due to stroke saturation is equal to the limit due to the actuation force. 

For maximum use of the actuator authority the control range should start at the saturation 

break frequency, i.e. the first resonance frequency of the structure to be controlled should 

lie at the saturation break frequency: 

(3.3) 

A maximum stroke d of about O.002m results for an inertial mass m=O.02kg, an actuation 

force Fa=4N and the first flexible resonance frequency of the plate WI = 2n 55 rad S·I. This 
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stroke gives a limit on the actuator geometry that is important in the design of the force 

generation mechanism. Another limit on the geometry is given by the static sag 

J=gm/K=g/OJ02 that depends on the fundamental resonance OJo and the gravity constant g. 

For the given values it lies in the order of the stroke. The static sag is compensated 

electronically in combination with offset compensation of the used operation amplifiers. 

3.1.2 Electrodynamic design 

The electrodynamic or Lorentz's force principle [170] has been chosen to generate the 

actuation force because of many reasons including 

a) its simplicity 

b) the large required stroke d=0.002m 

c) the rather small required force Fa=4N and 

d) the previous work about self-sensing, electrodynamic actuators. 

Also, in contrast to other types of linear, electromagnetic actuators described in [68, 171], 

the heavy parts of the magnetic circuit (stator) can be included in the inertial mass. For an 

electrodynamic actuator the actuation force Fa depends linearly on the permanent magnetic 

field in the air gap Bg , the length of the wire in the air gap and the current in the wire 1 

[170]. For given material properties, these three values depend on the geometry of the 

actuator and the electrical power input P that is considered to be a constant. The material 

properties limit the magnetic field that is generated by a permanent magnet. They also 

determine a saturation limit of the magnetic field in the magnetic circuit. The maximum 

temperature in the wire depends on material propeliies of the insulation and wire. Material 

properties also influence the actuator weight and leakage in the magnetic circuit. For a 

lightweight inertial actuator the geometry is constraint by the allowable weight of the 

inertial mass and the stroke although permanent magnet actuators favourably downscale in 

size [172]. The electrical power input partly dissipated into heat by the resistivity of the 

wire is constrained by the heat exchange with the environment that is only precisely known 

by experiments. 

In this subsection the geometry of a typical electrodynamic design is first parameterised 

and the transmitted force, the magnetic field and the inertial mass are expressed as function 

of geometric and material parameters. Then the material of the permanent magnet is 

chosen. For a given material a finite element analysis (FEA) gives the relation between 

actuation force and inertial mass for a large number of dimensions without having to know 

a detailed magnetic leakage model. Finally a geometry with the required inertial mass and 
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maximum actuation force is chosen. A more detailed explanation of the design choices and 

equations is given in [57]. 

Figure 3.3 shows a cross section VIew of a design of an electrodynamic actuator 

axisymmetric about the vertical z-axis with a permanent magnet and a centring bore in the 

middle and coil in the air gap. Bm is the magnetic field generated by the permanent magnet, 

whereas Bw, Bgo and Bgi are the magnetic fields in the outer yoke, the outer part of the air 

gap and in the inner part of the air gap respectively. A centring bore in the middle has been 

chosen in order to allow easy guidance of the actuator by a centred axis. As shown in [57] 

based on this geometry the actuation force is given by 

where Bn HI, Jlo are electromagnetic material properties, p, q are non-dimensional leakage 

factors depending on the actuator shape and pwi is the current density of the wire. 

Apparently there is a non-linear dependence on the geometry that is further complicated 

because the shape factors p and q are only approximately known [173]. 

-------------~ 
r 

Figure 3.3: Electrodynamic shaker design using a strong permanent magnet. 

This non-linear cost function to be maximised is constrained by the saturation of the 

magnetic field in the material assumed to follow 

and 
51 
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(A2 - ~2) Br (H1P7rhg (A + 2t )hJio) 
1.2T? Bgi = (3.6) 

4hg (A + 2t)( H1P7rhg (A + 2t )hJio + Brqs( A2 - ~2 )7r/4) 

Moreover it is assumed that this analysis is no longer valid because of important leakage in 

the magnetic circuit if 

s ::; 0.S(1.2(A + 2t)- A - 2t), (3.7) 

h>3s (3.8) 

are not fulfilled. Additionally the magnetic field in the permanent magnet has to be smaller 

than the remanence of the used material: 

(3.9) 

The remanence Br is a material property that describes the permanently remammg 

magnetic B-field in a material after a magnetic field has been consecutively applied and 

removed [170]. Finally the inertial mass equivalent to the stator of the actuator is given by 

Hence for a large number of dimensions compatible with d=0.002m Eqs. (3.4) and (3.10) 

can be plotted in an actuation force - inertial mass diagram. Also, the actual magnetic field 

in the air gap 

(3.11 ) 

can be assessed for each parameter combination, material properties and estimated leakage 

factors. As expected calculations show that when the magnetic field in the air gap is small, 

there tends to be a rather high air gap with more wire, whereas a high magnetic field tends 

to lead to a small amount of wire in the air gap. At a given geometry the magnetic field 
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depends on the material properties. Figure 3.4 shows typical H-B curves in the 

demagnetisation region for different materials. Interpolating past development of 

permanent magnets into the future shows that today's HBmax products are still halfway 

from a theoretical limit [174] promising even stronger electrodynamic actuators in the 

future. Since the remanent magnetic field Br should be high anisotropic AlNiCo materials 

should be chosen. But these materials also show a low coercitivity H/, which could be a 

problem for high currents. The coercitivity is a material property and describes the 

magnetic field of opposite polarity that has to be applied to a material to compensate for 

the remanence Br [170]. If high currents lead to a H>H/ and a knee is encountered in the H

E curve the permanent magnet is irreversibly demagnetised and the remanent magnetic 

field is reduced, too [175]. For high temperatures this behaviour is even more critical since 

the shown curves move to the right [176]. For small actuators the possible current density 

[177] tends to increase. Therefore sintered Nd-Fe-B magnets with a high HBmax product 

and a knee far in the 3rd quadrant should be chosen. The manufacturer of the Nd-Fe-B 

magnets gives a temperature limit of about 80°C [178]. Since these magnets contain iron 

Fe they are prone to corrosion and a Ni coating should be applied. 

(a) anisotropic ALNICO 
(b) isotropic ALNICO 
(c) sintered anisotropic ferrite 
(d) polymer bonded Sm-Co 
(e) polymer bonded Nd-Fe-B 
(f) sintered Sm-Co 
(g) sintered Nd-Fe-B 

(b) 
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Figure 3.4: Typical BIH curves in the demagnetisation region (179]. 

The shown materials are hard magnetic materials that do not easily change with the 

direction of the magnetic field [180]. Their application in variable magnetic fields results 

in rather high core losses. Permanent magnets also have a relative permeability close to 1 

and therefore they should not be used to guide and concentrate the magnetic flux in the air 

gap. In order to reduce dissipation in a time-varying magnetic field and to guide the 

magnetic flux soft magnetic materials should be used for the yoke constituting the 

magnetic circuit [181]. Soft, low-carbon ferritic steel is chosen and treated with an oil film 

in order to protect it from corrosion. 
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In this design procedure, uncertainty still remains because the saturation values of the soft 

magnetic material and leakage factors are not precisely known. Therefore a finite element 

analysis including saturation properties of the material is carried out for a large number of 

dimensions. The actuation force is calculated with reference to the air gap geometry that 

determines the amount of wire and the magnetic field in the air gap. In Figure 3.5 the 

actuation force and the magnetic field in the air gap are plotted as a function of the inertial 

mass for a larger number of parameter values. For the chosen design in Figure 3.3 there 

seems to be a large region with quasi-linear behaviour between the maximum actuation 

force and the inertial mass. Also, the magnetic field in the air gap is rather small with 

values between 0.2 and 0.3 T. As expected rather higher currents are reasonable for small 

actuators. Higher current densities are realizable for smaller actuators since, because of the 

high surface per volume, heat is more easily evacuated from these actuators [86]. 
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Figure 3.5: Actuator force as a function of the inertial mass with different parameter combinations 

(A,s,hg,b,A j =2mm). 

The highest actuation force for an inertial mass of 0.02kg is about 1.6N at an electrical 

power input of 1 Watts. Although this actuation force is below the required 4N it could 

well be accceptable since the exact electrical power input is not known a priori. It depends 

very much on the heat transfer with the environment that cannot be easily determined 

without experiments. The chosen design point corresponds to an electromagnetic circuit 

shown in Figure 3.6 where a rather large air gap with a small magnetic field is visible. 

Figure 3.6 shows a cross-section view of the magnetic circuit axisymmetric about the z

axis. The corresponding parameter values are compiled in Table 3.1. These geometric 

values constitue the input to the suspension design described in the next subsection. 
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Table 3.1: Parameter values of the chosen magnetic circuit design . 

Design A A j s Bg (T) 
final 12.5 2 4 3 4.8 23.5 0.2972 

m (g) 
20.3 
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Figure 3.6: Finally chosen magnetic circuit design . 

3.1.3 Suspension design 

Fa (N) hgJ 
1.6362 2.3 

After having determined the geometry of the inertial mass in Subsection 3.1.2 the 

geometry of the surrounding mechanical components, e.g. suspension, guide and cover, are 

chosen. The suspension should guarantee a high stiffness in horizontal direction and a 

vertical stiffness that, together with a moving mass of m=0.02kg, results in a main 

resonance frequency of about w=2n 15rad s -1 so that a frequency bandwidth starting at 

about 55Hz is achieved as explained in Subsection 3.1.1. Figure 3.7 shows a selection of 

possible springs for a dominant dimension in either vertical or horizontal direction. A 

spring in postbuckling depends much on its geometric boundary conditions [182] and 

requires prestressing. A metal bellow [183] requires a large height for the required small 

stiffuess of K=wo2m so that at low frequencies internal resonance frequencies in bending 

are introduced. Since the resonance frequencies of all remaining spring versions are not 

beyond the upper bandwidth limit of 1kHz the internal stress becomes the decisive 

criterion. All spring versions also have a very small weight so that the internal resonance 

~ 
@ @ 

+ Fsp • Fsp 

lC:l lC:l 
postbuckling metal bellow 3 leaves 2 leaves membrane 
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ring spring 3 clamped-guided leaf springs 2 hinged-hinged leaf springs helical spring 

Figure 3.7: Different options for the suspension of the moving mass with suspension force Fsp. 

frequencies are estimated to not be very important. Different membrane springs are not 

considered here since FEAs have shown that high internal stresses are induced at these 

dimensions and strokes.For other spring types there are analytical expressions for the 

maximum internal stress. Three ring springs of radius R with a Young's modulus Es that 

are used to generate a stiffness K have a maximum internal stress [184] 

0.318R (Id41 7r t 25 
0.2 ad = ___ ...o..-__ ~ __ 

3Id 
(3.12) 

with Id = 3R
3 

K . Three clamped-guided leaf springs used to generate the same stiffness 
20Es3 

have an internal stress 

(3.13) 

. R3 K Th . . 1 . h· d h· d If· . WIth Ib = . e maxImum mterna stress m two mge - mge ea spnngs IS 
12Es3 

(3.14) 

(2R/ K 
with I = . Theoretically instead of three clamped-guided springs three ideal 

c 48Es2 

cantilever springs are considered for comparison only. They cannot be implemented here 
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because in this case the centre needs to be guided in vertical direction. Three ideal 

cantilever beams would have a maximum stress of 

O.2R (fa 4 / ;rr t 25 

a = ---'----'--- (3.15) 
a 3f 

a 

R3K 
with fa = -- For a constant moment of inertia it is clear that ring springs have the 

3Es 3 

smallest internal stress followed by three ideal cantilever beams and three clamped-guided 

springs. Two hinged-hinged leaf springs are worst. However, as mentioned before three 

ideal cantilever beams cannot be implemented since the inertial mass needs to be guided in 

vertical direction. Figure 3.8 shows the internal stress in the springs as function of the 

spring radius for a fundamental resonance frequency of 20Hz and beryllium copper 

springs. In comparison to two hinged-hinged leaf springs or cantilever beams three ring 

springs have a lower internal stress at all diameters. Three clamped-guided leaf springs 

show the highest internal stress. Also in comparison to 3 leaves and 2 leaves membranes 

ring springs have a lower internal stress. The results of a verification using FEA for 

possible designs are indicated with a star * and a plus + and they even indicate smaller 

values with the ring springs more favourable than the next best 2 leaves membrane. Only 

helical springs show a smaller internal shear stress, but the material yield strength against 

torsion is much smaller than for bending. Additionally resonance frequencies of helical 

springs are not well known [185] and they require pre-stressing in order to be used. 
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Figure 3.8: Internal stress at 316Nlm suspension stiffness as function of spring radius and for various spring 

configurations, material: beryllium bronze, 

In addition Table 3.2 shows some resonance frequencies of selected spnng verSIOns 

calculated by a FEA and compatible to the electromagnetic circuit design. Although non of 

the first resonance frequencies lies beyond 1kHz ring springs seem to have the highest 
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resonance frequencies. Because of the small weight of the suspension none of the internal 

resonance frequencies should have a substantial effect at low frequencies. Hence, ring 

springs are used for the suspension although the actuator becomes a bit bigger in diameter. 

Table 3.2: Firstfour internal resonancejrequencies of various spring versions in Hz. [57] 

Spring 
Ring 
Two leaves 
Trefoil 
Spiral 

15t res. freq. 
652 
187 

254.56 
165 

2nd fr res. eq. 
855 
749 

362.34 
290 

3rd fr res. eq. 
2263 
1540 

362.43 
309 

4th fr res. eq. 
2341 
2643 

759.39 
395 

Figure 3.9 shows the inertial mass as a light shape with ring spnngs designed for a 

resonance frequency of 20Hz at its outer diameter. The dark shape shows the deformation 

shape at the main vertical resonance frequency that is predicted to lie at about 30Hz. The 

FEA shows that the resonance frequency is different from the one predicted with formulae 

from [184] because the boundary conditions at the connection point with the environment 

have a big influence. Additionally a rotary resonance frequency at 34 Hz is simulated with 

a FEA. It should not be important for vibrations in vertical direction because of the small 

weight of the springs. Simulations also show that it is vital to restrict the vibration into 

vertical directions by using an appropriate guide since there is a number of modes in the 

frequency range between 40Hz and 1kHz that might be excited. 
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Figure 3.9: 1 sf mode shape if centre is constraint to only move in z direction; dark: deformed shape; light: 

not deformed shape. 

In combination with the inertial mass the internal resonance frequencies of the ring spring 

itself lie at frequencies beyond 1kHz for a rigid connection to ground, but they shift to 
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lower frequencies if boundary conditions change. The rotary resonance frequency can be 

found at very low frequencies (3Hz) if the ring spring is connected to the ground by just 

one element. 

3.1.4 Self-sensing design 

It has been found in the previous chapter that the self-inductance of the coil should be as 

small as possible in order to allow a large control bandwidth. Also, in Appendix B it is 

shown at the example of an actuator model with a single mechanical degree of freedom 

that the transducer coefficient should be big to allow critical damping. But both the self

inductance and the electrodynamic transducer coefficient (the Bl product) increase with the 

number of coil windings and depend on the material properties of the magnetic circuit. 

Hence, the increase in electrodynamic transducer coefficient, increasing sensing sensitivity, 

and decrease in self-inductance, increasing sensing bandwidth, have to be balanced. For a 

required bandwidth there is a maximum sensitivity. 

Moreover in Section 2.4 it has been shown that the internal coil resistance determines the 

amount of positive current feedback, i.e. negative resistance, required. Figure 3.1 0 shows 

the root locus of the FRF between the vibration velocity Vs and the input voltage to the 

actuator Ufo for an actuator model with a single mechanical degree of freedom as in 

Appendix B [31]. 
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Figure 3.10: Root locus plot of the FRF between the actuator vibration velocity Vs and the actuator input 

voltage Ufbfor positive current feedback gains G=l to 2000 and an actuator model as in Appendix B. 

When the positive current feedback gains are bigger than the coil resistance Re the poles of 

the FRF move into the right half-plane and the actuator becomes unstable. The bigger the 
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resistance relatively less important are small variations m the feedback gam and the 

feedback loop is more robust. In conclusion, the higher the internal coil resistance the 

higher active feedback gains and hence power consumption and the higher also robustness. 

Therefore power consumption and robustness also have to be balanced. 

As an alternative to a self-sensing electrodynamic actuator an electrodynamic actuator with 

primary driving and secondary sensing coil is proposed and schematically shown in Figure 

3.11. The primary driving coil could be designed for minimum power consumption by 

choosing a small resistance whereas the secondary coil could be designed for a high 

sensing bandwidth with relatively high resistance and small inductance. 

Figure 3.11: Cross section sketch of moving, inertial mass and coils. 

However, since both coils are aligned a current in the driving coil Ie will also induce a 

voltage 

N A liN 
U - s sfA' P • I 

s - 10J c 
hp 

(3.16) 

in the secondary coil depending on the number of windings of the secondary coil Ns and 

the primary coil Np , the cross section of the secondary coil As, the height of the primary 

coil hp and an equivalent permeability of the magnetic circuit fl. Because of the velocity of 

the inertial mass relative to the coil the induced voltage in the secondary coil is given by 

(3.17) 

This voltage induced in the secondary coil is bigger than the voltage Us due to the coupling 

between the two coils if 
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(3.18) 

This equation shows that for high displacements and low driving currents the sensing coil 

can be used effectively. Geometric values can only be adjusted partially because they also 

influence the transducer coefficient that should be as big as possible for a high sensitivity. 

Validation measurements should show whether a better balance between sensitivity and 

bandwidth could be achieved. Power consumption can be reduced without compromising 

robustness since the driving coil can be designed for small power consumption without 

affecting the robustness of the sensing coil. 

3.2 Validation 

In order to validate the simulated actuator characteristics a prototype actuator and the 

driving and sensing electronics have been designed and manufactured. Design drawings 

can be found in reference [57] and an exploded top view of the prototype is shown in 

Figure 3.12. An axis with bushings in the centre guides a moving mass that comprises the 

magnetic circuit and that is suspended by three ring shaped springs. An upper cover and 

lower cover protect the assembly and prevent any small particles from intruding and 

blocking the air gap. The lower cover is also used as the former for the primary and the 

secondary coils. The ends of the coil wires are guided through the lower cover via cable 

seals and they are electrically connected to a connector plate for easy connection to the 

electrical driving and sensing circuits. Tight tolerances have to be respected for some Pfu'is 

and the most important manufacturing issues are summarized in Appendix D. Figure 3.13 

shows the final result without upper cover on a plate. In order to prevent the inertial mass 

from leaving the central axis a copper sheet is glued to its upper ending. It has been found 

that in a laboratory environment small particles do not pose a threat to the actuator so that 

the upper cover is removed for most experiments. Characteristic values are compiled in 

Table 3.3. 
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Upper cover 
C-2 

Central axis 

Upper iron 
M-l 

Lower iron 
M-3 

3 x ring springs 
S-l 

19 mm 

__ ----- Upper bushing B-1 

I--_---Permanent magnet M-2 

Lower bushing B-2 

3 x spring clamps S-2 

Lower cover C-1 

2 x cable seals CON-2 

Connector plate CON-1 

Figure 3.12: Exploded top view a/the designed actuator. 

Figure 3.13: Photograph a/the miniaturised, inertial actuator without cover. 

This section deals with the validation of some characteristics of the prototype inertial 

actuator. The dimensions and mass values given in Table 3.3 have been taken during the 

assembly of the actuator. Subsection 3.2.1 deals with the electrical parameters, e.g. coil 

resistance, maximum electrical input power and transducer coefficient. In Subsection 3.2.2 

the mechanical behaviour with special focus on the suspension is determined. The final 

Subsection 3.2.3 investigates the internal velocity sensor in more detail. 
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Table 3.3: Characteristic values a/the inertial actuator. 

Value Description 

0.0395m overall diameter 

0.0207m overall height 

0.019m diameter of the flange 

0.0017m height of the flange 

0.046kg total mass 

0.012kg mass of the lower cover and coils 

0.012kg mass of the upper cover 

O.022kg approximate moving mass 

-2.5N/A primary transducer coefficient 

-2.2W maximum DC power input 

-2.5N maximum continuous actuation force, tl.T=60·C 

-4.2N peak actuation force, 10 sec. 

+1-0.002m maximum stroke 

-220 secondary coil resistance 

-1.80 primary coil resistance 

3.2.1 Electrical Characteristics 

In order to obtain an idea about reasonable current and voltage inputs the maXImum 

electric power input is measured. It is limited by heating of the actuator (65]. The actuator 

is placed into a closed box to allow only a small, constant heat exchange with the 

environment, i.e. quasi adiabatic conditions. A DC voltage is applied to the actuator so that 

the inertial mass does not move from a reached equilibrium position. Therefore no induced 

voltage disturbs measurements. A voltmeter in parallel and an ammeter in series to the 

actuator measure voltage and current. The product of voltage and current gives the input 

power and the ratio of voltage and current gives the internal resistance Ro of the actuator at 

DC. When higher power values are input into the actuator it is heated up by 11 T and as a 

result the value of the resistance changes by 

(3.19) 

where Ro=1.68Q is the resistance at 20°C and uzo=4.3 x 10-311K is the linear temperature 

coefficient of the specific resistance of copper (176]. By measuring the increase in 

resistance the temperature increase is determined. Measurements are carried out for several 

DC voltages i.e. power inputs. The measured temperature increase and power input results 

are plotted in Figure 3.14. The dissipated power is assumed to be proportional to the rise in 
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temperature [180] so that a line may be used to extrapolate the measurement points 

(circles) for which an increase in temperature is measured. Thus, information about the 

input power at temperatures close to the material limit is obtained without risking 

destroying the actuator. Different points at a similar power input indicate that small 

changes are possible even when having waited over an hour until a stabilisation of the 

voltage and current. 

120 

Figure 3.14: Measured (0) and extrapolated (-) temperature increase of the driving coil for different DC 

power inputs. 

This is due to the influence of the environment that could not completely be eliminated, 

which indicates that the test has not been carried out under adiabatic conditions. In 

particular only small differences in the temperature of the environment lead to a different 

OK position as is shown by measurement points marked by a cross and a dot in Figure 

3.14. Assuming an environmental temperature of 20°C an increase by about 60K in the 

wire is acceptable since the supplier of the permanent magnet material gives a temperature 

limit of 80°C [178]. Hence, a maximum input power of 2.2 Watts at an input current of 

1.lA is predicted. Higher temperatures are possible with reversible change of the 

demagnetisation line to lower H values since the knee of the demagnetisation curve of the 

permanent magnet lies far in the 3rd quadrant. An ultimate limit with reduction of the static 

magnetic field in the air gap is given by the melting temperature of the wire insulation at 

155°C leading to a short term ultimate power input limit of about 4.7Watts or a current 

input limit of 1.33A. 

The transducer coefficient of the primary driving coil is determined by adding a known 

weight on top of the moving mass and increasing the coil current until the top mass moves 

to an equilibrium position. Careful manual adjustment is necessary since small changes in 

the current may move the mass from its equilibrium position. The measurement is carried 
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out for several current inputs from OA to the lA close to the current limit since the current 

at the equilibrium position is difficult to find with just one measurement. The average 

transducer coefficient is found to be 2.52 NI A where a maximum mass of 247 g is lifted to 

an equilibrium position at about lA DC input. Together with the current and power limits 

for 60K and 135K temperature increase a maximum continuous actuation force Fa=2.7N 

and a maximum lOs peak force Fap=4.2N are predicted, when the actuator resistor does not 

have time to heat up. These values are only approximate as for example the driving coil 

resistance is 1.8,Q when measured with a conventional Ohmmeter instead of 1.68,Q. The 

force values approximately agree with the prediction in Table 3.2, when considering a 

power input of2.2 W instead of 1 W. 

3.2.2 Mechanical Characteristics 

In order to characterize the dynamic, mechanical behaviour of the actuator the FRF 

between the primary current, proportional to the actuation force, and the transmitted force 

is measured. Ideally this FRF should look like the one in Figure 1.3 with a -180° phase 

shift at the spring-mass resonance frequency and no further internal suspension dynamics. 

The set-up depicted in Figure 3.15 is used to measure the FRF at the prototype with a 

PCB208 force transducer below the actuator and a measurement resistor in series to the 

actuator. The electronics of the used ICP force transducer incorporate a high pass fi lter at 

lower frequencies so that only measurements above approximately 10Hz are related to the 

mechanics of the actuator. Therefore a sine sweep voltage between 10Hz and 10kHz is 

input to the actuator. As explained in Appendix F this is different from the excitation 

method in Chapters 2, 4 and 5 where a white noise signal band limited at 1kHz is used. 

19 

flange 1 

flange 2 

hollow 
aluminium 
cylinder 

--actuator 

PCB 208 force 
transducer 

Figure 3.15: Set-up for the measurement of the FRF between the primary current Ie and the transmitted 

for-ceFt• 
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The phase plot of the measured FRF, shown in the lower half of Figure 3.16, hints at the 

expected -180° phase shift from +180° to 0°. Since the actuator is well damped the 

fundamental resonance is not as peaky as simulated in Figure 1.3. At about 25Hz a very 

small influence of a secondary resonance appears that possibly is the main rotational 

resonance about the z-axis predicted in simulations. Then a flat response up to about 1kHz 

follows indicating that internal spring resonance frequencies are of small importance. For 

higher frequencies the stiffening effect of the upper cover plays a role. In Figure 3.16 the 

thick solid line indicates measurements without upper cover C-2 and the faint solid line is 

from measurements with mounted upper cover C-2. There is an additional resonance 

frequency at about 3200Hz that is shifted to about 3500 Hz when the cover stiffens the 

actuator. Higher resonance frequencies shown in Figure 3.16 are not shifted by the cover. 

,,/, 

Figure 3.16: FRF between primary current Ie and transmitted force F, with upper cover (faint solid line) and 

without upper cover (thick solid line). 

Another resonance anti-resonance combination appears at 2000Hz when the cover is 

mounted. The exact positions of these resonance frequencies depend on the mounting of 

the actuator relative to the force transducer, but they usually lie beyond 1kHz. In particular 

it is not absolutely clear in how far resonances of the chosen set-up in Figure 3.15 interfere. 

For active vibration control a high order low-pass filter at about 1kHz is recommended in 

order to limit the control bandwidth. For higher excitation currents there is stroke 

saturation around the spring-mass resonance below 15Hz since the moving mass hits the 

cover. In order to prevent this effect further damping could be added to the fundamental 

resonance for example by using feedback of the velocity signal in the secondary coil. 
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3.2.3 Internal velocity sensor 

As shown in Figure 3.11 a secondary sensing coil aligned to the primary driving coil has 

been included in the actuator so that the self-sensing approach potentially is not limited by 

the self-inductance of the primary coil. 

As will be explained in more detail in Chapter 4, Eq. (4.42), the voltage in the secondary 

coil Us per current input in the primary coil Ie is 

'F'F L .0) + s p 

U sp) l/Y + Z 
s _ m 

Ie 1 +(L ).0)+ 'F? JI Z 
s llY + Z s 

m 

(3.20) 

where Lsp is the mutual coupling inductance between the primary and the secondary coil, Ls 

is the self-inductance of the secondary coil, Zs is the electrical input impedance of the 

sensing circuit connected to the sensing coil and 'Fs and 'Fp are the transducer coefficients 

of the secondary and the primary coil. Neglecting the self-inductance of the secondary coil 

Ls this FRF is simulated as a bold dashed line in Figure 3.17 for parameter values compiled 

in Table 3.4. Several parameter combinations lead to a similar curve in Figure 3.17 and the 

chosen combination need not necessarily be the most physical one. The parameter 

estimation does not explicitly include the fact that the driving current amplifier might add 

negative damping because of positive current feedback. 
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Figure 3.17: FRF between the primary current Ie and the secondary coil voltage Us without upper cover and 

with stiff suspension. 
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Measurements and simulations fit well in the important frequency range around the 

fundamental resonance of the actuator, for this spring version at about 25Hz, and the anti

resonance frequency due to the coupling inductance at about 90Hz. The fundamental 

resonance frequency of the actuator is different from the one measured in Figure 3.16 

because of a slightly different installation of the clamps and spring geometry. For higher 

frequencies neglecting the self-inductance of the secondary coil, core losses [186] or non

linear effects [187] lead to differences due to the permanent magnet and the iron within the 

coil. Figure 3.17 clearly shows that the sensing bandwidth is limited by the coupling 

between the secondary and primary coil that gives a limit at about 100Hz. Measurement 

bandwidth could be increased by compensating for direct feed through between the coils 

with a circuit similar to the one described in [33] for self-sensing actuators. 

Table 3.4: Parameter values used for simulations in Fig. 3.17. 

Parameter Value 
Zs -0.57.0. 
Lsp O.OOOSH 
M 0.0203kg 
D 3.5~s/m 

K 540~/m 

'¥p 2.6~/A 

'¥s 1.146~/A 

3.3 Summary 

Description 
Resistance of secondary coil and measurement equipment 
Coupling inductance 
Weight of the moving mass 
Damping factor 
Spring stiffness 
Transducer coefficient of the driving coil 
Transducer coefficient of the measurement coil 

This chapter has discussed practical issues related to the design and validation of a 

lightweight, electrodynamic, inertial actuator prototype. An investigation of the mechanical 

part has shown that the fundamental resonance of the actuator constitutes a low frequency 

bandwidth limit due to the high-pass filter behaviour of the inertial actuator CIA). Also, 

stroke saturation has to be considered at lower frequencies that also limits the achievable 

transmitted force on the structure. Considering an actuator with an inertial mass of 0.02kg 

for a transmitted force of 4~ a stroke of 0.002m is expected to be sufficient. A challenge 

for the electrodynamic design is to generate a high electromagnetic actuation force of 4N at 

the given inertial mass. A finite element analysis has given a relation between the actuation 

force and the inertial mass by investigating a large number of different geometrical 

parameter values. An electromagnetic circuit with maximum actuation force at a given 

inertial mass has been chosen where the magnetic field in the air gap is rather small and the 

amount of wire is rather big. Because of the high magnetic field a large transducer 

coefficient and big self-inductance result. This increases sensitivity of self-sensing control, 
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but also decreases self-sensing control bandwidth as is also illustrated in Appendix B. A 

challenge for the suspension is to allow a low stiffness, in order to guarantee the necessary 

low fundamental resonance frequency for a given small inertial mass, at a high stroke of 

O.002m and acceptable internal stress. Additional internal resonance frequencies of the 

suspension should lie beyond 1kHz. Ring springs have been chosen that guarantee a low 

resonance frequency at compatible dimensions and acceptable mechanical internal stress. 

Moreover an alternative to self-sensing (ss) control has been incorporated in the prototype 

by using a secondary sensing coil. The validation study has shown that the best 

electrodynamic design has been approximately achieved since a transducer coefficient of 

2.SN/A approximately corresponds to a predicted low magnetic field of about O.2T in the 

air gap. Additionally a continuous power input of 2.2 W or up to an approximate peak of 

SW means a required continuous force of 2.2 N or a 4.2N peak force. The frequency 

response has been found to show the fundamental resonance at about 20Hz, that could be 

reduced to about 13Hz using spring steel instead of beryllium copper. Only a very small 

influence of a rotational resonance is visible at about 20Hz and all unfavourable resonance 

frequencies lie beyond 1kHz. The validation of the secondary sensing coil has shown that 

suitable relative velocity measurements can be carried out below about 100Hz without 

being limited by the mutual coupling inductance between the primary and secondary coil. 

In conclusion, the prototype of a lightweight (34grams), inertial actuator has been designed 

and manufactured that can be used in a broad frequency range for practical applications 

and especially the model problem used in this study. It also incorporates an alternative 

secondary sensing coil whose bandwidth is not limited by the self-inductance of the 

primary coil, that reduces tuning effort and that allows current driving of the primary coil. 

A further miniaturization of an electrodynamic, inertial actuator down to microscale 

dimensions is investigated in Appendix C. 
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4. VIBRATION CONTROL OF A PLATE WITH AN INERTIAL ACTUATOR 

In the previous section the design and construction of a new lightweight electrodynamic, 

inertial actuator (IA) has been discussed in detail. In this section the perfonnance of this 

prototype self-sensing, inertial actuator (SSIA) is investigated with special focus on how it 

can be used for active damping on the model problem considered in this study. As for the 

reactive configuration studied in Chapter 2, collocation - duality and the self-sensing 

behaviour at higher frequencies are considered in this chapter. Additionally internal direct 

velocity feedback with the secondary sensing coil as internal velocity sensor (NS) and an 

alternative to self-sensing is considered. Special focus is on its behaviour at higher 

frequencies. For completeness the effect of passive control in addition to active control is 

also highlighted. 

The reference cases ideal internal and ideal external direct velocity feedback are 

investigated where either the relative velocity between the inertial mass and the base of the 

actuator or just the plate velocity are fed back. Then a practical implementation of external 

direct velocity feedback with an accelerometer sensor and the lightweight, electrodynamic, 

inertial actuator (IA) is studied. Internal direct velocity feedback is implemented using a 

self-sensing configuration of the IA. There are several ways of generating broadband 

damping with self-sensing electrodynamic inertial actuators (SSIA) mounted on structures, 

for example using: 

1) Eddy currents 

2) a shunted resistance 

3) proportional current feedback 

4) induced voltage feedback without inductance compensation 

5) induced voltage feedback with inductance compensation. 

1) and 2) are passive ways, whereas 3) to 5) are active means that require an additional 

power source. Complexity of the control circuit increases from 1) to 5). As an alternative 

to self-sensing control additionally direct velocity feedback with the secondary sensing coil 

internal velocity sensor (NS) with and without compensator for the mutual coupling 

inductance is considered for the implementation of direct internal velocity feedback. 
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Whenever possible both simulation and experimental results are shown for the model 

problem where the electrodynamic IA is connected to a clamped plate at the same position 

where the control RA described in Chapter 2 was mounted. As schematically shown in 

Figure 4.1 a primary force is generated on the panel in such a way as to excite most of the 

low frequency resonant modes of the panel. A force transducer measures the primary force 

and a velocity sensor measures the plate velocity to be reduced. 

Force transducer 

Primary shaker 

Self sensing electrodynamic 
inertial control actuator (SSIA) 

x 

z 

Internal velocity 
Driving sensor (IVS) 

velocity sensor 

Figure 4.1: Sketch of the model problem where a test panel is connected to a self sensing electrodynamic 

inertial actuator which is set to control the vibrations generated by a primary force disturbance. 

Section 4.1 considers an ideal inertial force actuator and a) an ideal external velocity 

sensor mounted at the base of the actuator in order to implement external velocity feedback 

or b) an ideal internal velocity sensor that measures the relative velocity between the base 

and the inertial mass of the actuator in order to implement internal velocity feedback. The 

effect of Eddy currents is also considered. As a reference case Section 4.2 investigates 

direct external velocity feedback with the lightweight, electrodynamic, inertial actuator and 

an accelerometer sensor. Both current command and voltage command of the inertial 

actuator are considered in simulations and measurements. Sections 4.3 to 4.6 contrast 

simulated and experimental results with a shunted resistor, positive current feedback and 

induced voltage feedback with and without inductance compensation. Sections 4.7 and 4.8 

focus on internal velocity feedback with a secondary sensing coil with and without 

inductance compensation. In each section first the model is presented and the FRFs for the 

general control framework shown in Figure 1.2 are given. Second the stability of the 

feedback control schemes is investigated with reference to the open loop sensor-actuator 

response function. Finally the active damping performance is evaluated considering the 

vibration reduction of the panel at the control position with reference .to the primary 

disturbance force. If different from simulations measured vibration reduction is considered. 
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4.1 Direct velocity feedback 

This section presents a model of an inertial actuator mounted on a plate and shows 

simulations regarding stability and performance of direct internal and external velocity 

feedback. The model considers an ideal actuation force, ideal current command amplifier 

and ideal plate velocity or relative velocity sensors. In comparison to the simulations 

presented in Chapter 2 the effect of the inertial actuator is assessed. 

4.1.1 Model 

The same model problem as in Chapter 2 is considered in order to illustrate the active 

damping effects produced by a self-sensing, electrodynamic inertial actuator connected to 

the panel. The material and geometrical properties of the panel test rig and self-sensing 

inertial actuator valid for Sections 4.1 to 4.6 are summarised in Table 4.1. In comparison to 

the model presented in Chapter 2 viscous instead of hysteretic damping is assumed so that 

non-dimensional damping can be adjusted for each mode individually. 

Table 4.1: Parameter values used for simulations in Section 4.1 to 4.6. 

Para- Value Description Para- Value Description 
meter meter 

Ix 0.414m Plate length p 2700kg/m3 Mass density of plate 
ly 0.314m Plate width K, 1.2037 Coefficient to adjust for 

boundary conditions 
h O.OOlm Plate thickness K2 0.7042 Coefficient to adjust for 

boundary conditions 
xp 0.345m X coordinate of primary shaker ("n 0.01 Viscous damping coefficient 

YP 0.254m Y coordinate of primary shaker (2,12,'9, 0.04 Viscous damping coefficient 
20,22 

Xs 0.225m X coordinate of control actuator (3 0.0001 V iscous damping coefficient 
Ys 0.12m Y coordinate of control actuator (4,30 0.1 Viscous damping coefficient 
(11 0.08 Viscous damping coefficient Re l.8n Resistance of actuator coil 
68 0.02 Viscous damping coefficient Le l.4mH Inductance of actuator coil 
(38 0.001 V iscous damping coefficient R, 1/26/l/7.2n Shunted! Measurement 

resistor 
E 71 

10~/m2 
Young's modulus of plate R2 In Bridge resistor 2 

v 0.33 Poisson's ratio Rl l.8n Bridge resistor 1 
Mp 0.028kg Added force transducer mass C 0.1 flF Capacitance of Owens bridge 
M O.Olkg Housing mass of inertial actuator R3 LJZ,C x 1.5 Resistance of Owens bridge 
m 0.0203kg Moving mass of inertial actuator 'l'p 2.6N/A Transducer coefficient of 

actuator 
K 135N/m Suspension stiffness 
D 1 or 0.3 Suspension damping 

Ns/m 

As in Chapter 2 the steady state response of the panel has been derived assuming harmonic 

disturbances and responses. The phasor of the complex velocity at the error sensor, Vi OJ), 
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can be expressed in terms of the phasors of the primary, Fp(w) , and secondary, F s2(w), 

force excitations with the following mobility relation 

(4.1) 

where the two mobility functions, I:p(w) and I:s(w) , have been derived with the 

following modal expansions 

where (n is the viscous damping factor of the nth-mode. In contrast to the model in Chapter 

2 an individual damping factor can be associated to each mode so that a better fit between 

simulations and measurements is expected. The secondary force at position (xs' Ys) is 

generated by the electrodynamic inertial actuator that reacts against a moving mass m 

suspended on a spring with stiffness K and damping D'. Because of the mass of the 

actuator housing and the moving coil M the point mobility of the plate at the control 

position (xs' Ys) is modified to be I:: = .I:s . Considering the lumped parameter 
1 + }wMr:;s 

model of the actuator shown in Figure 4.2 the velocity of the actuator mass m is given by 

(4.3) 

where Ym=l/(jwm) is the mobility of the actuator mass and FsI is the force between the 

actuator mass m and the actuator suspension. The transmitted force on the plate and by the 

actuator mass are combined in a vector 

(4.4) 

where Z = ~ + D' is the impedance of the coil suspension system here modelled as a 
}(f) 

stiffness K and viscous damper D' in parallel to an actuation force fo ~ { ~} . 
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Figure 4.2: Schematic plate model with disturbance force Fp inertial actuator with parameters m, M, K and 

D and secondary velocity sensor Vs' 

Taking into account the mass and suspension effects of the inertial actuator, Eq. (4.1) is 

modified to become 

where the transfer and point mobility matrices are yslnp = {YosP}, Ysms = [yo:, 0] v _ {Vs} ym's-V
a 

and I is a 2x2 identity matrix. Even when there is no explicit feedback force the actuation 

force 

(4.6) 

is proportional to Eddy currents lee generated by the induced voltage Vee in the metal parts 

of the actuator by the motion of the moving actuator mass relative to the coil. The resulting 

viscous damping coefficient Dee='Pe/IRee, with equivalent transducer coefficient 'Pee and 

electrical resistance of the metal Ree, is incorporated into the suspension damping so that a 

general damping coefficient D=D'+Dee replaces D'. 

Direct velocity feedback to the actuation force can be implemented either by feedback of 

the plate velocity external to the actuator or by feedback of the relative velocity between 

the plate velocity and the velocity of the inertial mass of the actuator that is internal to the 

actuator. 

4.1.2 External direct velocity feedback 

In a first case direct external velocity feedback with a real feedback gain G leads to an 

actuation force 
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(4.7) 

Stability of direct external velocity feedback is assessed by investigating the open loop 

FRF 

(4.8) 

Closed loop vibration reduction perfonnance is then evaluated by the FRF 

(4.9) 

Direct external velocity feedback can be put in the fonn of the general framework in 

Figure 1.1 with Yo=Vs, YI=Fa and the FRFs Gol=Gsl={l O}Y"ss{1 _l}T and Gsp=Gop= {I 

O}y' 'sp. 

Stability 

Figure 4.3 shows the simulated open loop FRF between the actuation force and the plate 

velocity. The loops due to the plate modes lie in the positive real half-plane and only one 

loop due to the fundamental actuator resonance lies in the negative real half-plane. 

Therefore direct velocity feedback with inertial actuators is not unconditionally stable in 

contrast to direct velocity with ideal force actuators as in Section 2.1.2. 
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Figure 4.3: Simulated Nyquist plot of the FRF between the actuation force and the plate velocity at the 

control actuator position. 
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Additionally in the closed loop case spill-over into the fundamental actuator resonance and 

at slightly higher frequencies is expected. Still high vibration reduction is expected at the 

resonance frequencies of the plate and it would be interesting to know whether the 

optimum feedback gain simulated in Figure 2.6 could be implemented as is studied in the 

next paragraph. 

Performance 

Figure 4.4 shows the simulated FRF between the primary disturbance force and the plate 

velocity at the position of the inertial actuator in the open loop case (thick solid line) and 

for external velocity feedback gains of 1 (thin solid line), 5 (thick dashed line) and 50 (thin 

dashed line). As expected because of control spillover there is vibration amplification 

around the fundamental resonance frequency of the IA and vibration reduction at the plate 

resonance frequencies. In comparison to Figure 2.4 similar vibration reduction is possible 

at the plate resonance frequencies as in the optimum feedback gain case. Additionally the 

relative importance of modes also changes. However, the optimum gain is close to the 

stability limit so that robustness is no longer guaranteed. High vibrations at the 

fundamental resonance may also lead to stroke saturation and fatigue problems. 

Figure 4.4: Amplitude of the simulated FRF between the primary disturbance force and the plate velocity at 

the control actuator position in the open loop case (thick solid line), for external velocity feedback gains of 1 

(thin solid line), 5 (thick dashed line) and 50 (thin dashed line). 

4.1.3 Internal direct velocity feedback 

In a second case internal velocity feedback with a real feedback gain g results III an 

actuation force 
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(4.10) 

Stability of direct internal velocity is assessed by investigation the open loop FRF 

(4.11) 

The closed loop FRF becomes 

(4.12) 

and the input and output signals in the general control framework are Yo=Va-Vs and Y,=Fa 

with theFRFs GOl={-11}Y"ss{1-1}T, Gsl={1 0}Y"ss{1-1}T, Gop={-II}y"spand Gsp= {I 

O}y"sp. 

Stability 

Simulating Eq. (4.11) in Figure 4.5 shows that the open loop FRF completely lies in the 

positive real half-plane so that the closed loop FRF is predicted to be unconditionally 

stable. Simulations show that he first loop is associated to the fundamental resonance of 

the inertial actuator at about 13Hz whereas all following loops are due to plate resonances. 

More active damping hence is predicted at the fundamental resonance than at plate 

resonances. In other words the main effect of relative velocity feedback is to damp the 

fundamental resonance of the actuator and to produce a relatively smaller damping effect 

on the plate [188, 189]. 
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Figure 4.5: Simulated Nyquist plot of the FRF between the actuation force and the velocity between actuator 

housing and moving mass. 
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Performance 

Figure 4.6 shows the FRF between the primary disturbance force and the plate velocity at 

the inertial actuator position in the open loop case (thick solid line) and for internal 

velocity feedback gains of 1 (thin solid line), 5 (thick dashed line) and 50 (thin dashed line). 

As expected there is increasing vibration reduction at higher plate resonances for 

increasing feedback gains and the fundamental resonance is very much damped so that 

there is no spillover around this frequency. At higher resonances vibration reduction is 

similar to the case with an ideal actuator-sensor combination in Figure 2.4. The relative 

importance of resonance peaks is changed very slightly. However, vibrations are not 

always reduced, but at some frequencies new peaks appear that actually have higher 

vibration amplitude. Those peaks usually are at a lower frequency as a corresponding open 

loop peak. This would mean that either the apparent plate stiffness was reduced or the 

apparent mass of the plate was increased. Simulations show that for very high feedback 

gains the plate behaves like a plate with a point mass attached at the actuator position. The 

effect of the internal feedback gain is to gradually fix the inertial mass of the actuator to 

the plate effectively increasing the mass of the plate. Correspondingly the higher frequency 

vibration reduction converges to the mass effect of the attached inertial mass. Also, for 

each resonance frequency there is a best gain for which the resonance peak is minimum. In 

general this optimum gain is different for each resonance and also from the optimum gain 

in Figure 2.6. Maximum reduction in kinetic energy over a frequency range up to 1kHz 

also is smaller than in Figure 2.6. Apparently internal velocity feedback cannot be used to 

add optimum damping at lower frequencies, although substantial damping at single or high 

resonance frequencies is possible. Only in the limiting case when the fundamental 

resonance is very small does internal velocity feedback converge to external velocity 

feedback with an ideal fore actuator so that large optimum kinetic energy reduction is 

possible. In comparison to external direct velocity feedback simulated in Figure 4.4 similar 

vibration reduction is possible at higher frequencies. At lower frequencies external velocity 

feedback leads to spillover into the fundamental resonance frequency, which might lie 

outside the audible range, but it is only conditionally stable. At lower frequencies internal 

velocity feedback leads to vibration amplification at frequencies close to the first resonance 

frequency of the plate and smaller vibration reduction although unconditional stability is 

guaranteed. A combination of direct external and internal velocity feedback studied in 

Chapter 5 could allow to balance vibration reduction perfonnance and robustness of the 

feedback loop between these two extremes. 
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Figure 4.6: Amplitude of the simulated FRF between the primary disturbance force and the plate velocity at 

the control actuator position in the open loop case (thick solid line), for internal velocity feedback gains of 1 

(thin solid line), 5 (thick dashed line) and 50 (thin dashed line). 

4.2 Direct velocity feedback with accelerometer sensor 

The results presented in the previous section cannot be measured because in practice the 

force transducer and sensor add substantial weight and additional dynamics. Therefore in 

this section a model of a real setup shown in Figure 4.7 is first described. Figure 4.7 shows 

the lightweight, electrodynamic inertial actuator attached to the plate at the same position 

as the reactive control actuator (RA) discussed in Chapter 2. In order to facilitate 

attachment of the inertial actuator to the plate this time the velocity sensor is attached 

beneath the plate. The same primary shaker with force transducer as in Chapter 2 is used. 

Figure 4.7: Photography of the experimental set-up with the primary shaker below the plate in the 

background and the inertial actuator above the plate in the foreground. 

The reference case external velocity feedback is implemented with an accelerometer and 

successively with a current command and a voltage command inertial actuator. In 

Subsection 4.2.1 the case for current command is considered and in Subsection 4.2.2 direct 

external velocity feedback with voltage command is investigated. 
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4.2.1 current command 

In addition to the model in Section 4.1 the primary force generated by a primary shaker is 

measured with a force transducer that adds a mass Mp to the plate at position (xp,Yp) so 

that the transfer mobility of the plate is modified to be Y' = Y,p . Then the 
sp 1 + jOJM pYpp 

transfer and point mobility vector and matrix in Eq. (4.5) become Y'P = {;} and 

_[Y,: 
Y ss - 0 0] As indicated in Figure 4.8 the actuation force for the electrodynamic Y

m 
• 

control actuator 

(4.13) 

is proportional to the primary coil current, where the transducer coefficient 'Pp IS the 

proportionality constant. 

Figure 4.8: Model of the electrodynamic current driven inertial actuator connected to the plate. 

When amplifier and sensor dynamics do not introduce phase shifts in the control range, 

direct external velocity feedback implements a feedback current 

(4.14) 

Closed loop stability of direct external velocity feedback with a current command actuator 

is determined by the open loop FRF 

{ 4.15) 
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where Y;s = (I + Ysszt Y ss and the transducer coefficients of the pnmary coil are 

compiled in a vector 'l'p= {ljIp -ljIp}. The closed loop FRF is 

(4.16) 

where Y:p = (I + Ysszt Ysp' In the generalized control scheme in Figure 1.2 the input and 

output signal are given by Yo=Vs and Y,=/ with the associated FRFs Go1={1 O}Y'ss 'l'p T, 

GS1-{l O}Y'ss 'l'p T and Gop=Gsp= {1 O}y'sp. 

Stability 

Figure 4.9 show the simulated (left) and measured (right) FRF between the driving current 

of the primary coil and the plate velocity at the inertial actuator position. As indicated by 

simulations in Figure 4.3 closed loop unconditional stability is not guaranteed because of 

inertial actuator dynamics. Vibration reduction is predicted at higher plate resonance 

frequencies that lie completely in the positive real half-plane. Moreover, measurements 

show a distortion effect at very low frequencies that is not predicted by simulations. At 

even lower frequencies not shown in these measurements there is at least one more loop in 

the negative real half-plane. This probably is a result of the high-pass filter and non-ideal 

time integrator in the charge amplifier of the accelerometer. Since the associated loop in 

the negative real half-plane lies within the loop due to the inertial actuator effect, in this 

case it does not influence stability considerations. 

~ ., 

Figure 4.9: Simulated (left) and measured (right) Nyquist plot of the FRF between the driving current Ie and 

the time-integrated accelerometer output Signal Vs. 
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Performance 

Figure 4.10 shows the simulated (left) and measured (right) FRF between the primary force 

and the plate velocity at the secondary actuator position in the open loop case (thick solid 

line) and for external velocity feedback (thick dashed line) with a feedback gain used to 

plot Figure 4.9. In comparison to Figure 4.4 the mass effect of the additional force 

transducer is visible. Also, as expected there is substantial spill-over into the fundamental 

resonance, which will lead to instability for higher feedback gains. At the same time there 

is some vibration reduction at higher frequencies that, however, is much smaller than in the 

optimum case in Figure 4.4 because the influence of the inertial actuator is more 

constraining than indicated by those simulations. An important factor is the internal 

actuator damping that has been found about three times smaller than in the initial 

simulations in Figure 4.4. Therefore here the feedback gains that can be implemented in 

practice are not large enough to change the relative importance of modes as would be 

necessary for a substantial reduction in kinetic energy of the whole plate. 
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Figure 4.10: Simulated (left) and measured (right) amplitude of the FRF between the primary disturbance 

force Fp and the plate velocity Vs at the control actuator position in the open loop case (thick solid line) and 

for medium plate velocity feedback gains (thick dashed line). 

4.2.2 voltage command 

As shown in Figure 4.11 in the voltage command case, the current in the control coil is 

1 
Ie = -(UAB -Uind ) 

Ze 
( 4.17) 

where Ze = Re + j())Le is the electrical impedance of the shaker and Re, Le are the resistance 

and self-inductance of the driving coil. 
82 



Figure 4.11: Model of the electrodynamic inertial voltage driven actuator connected to the plate. 

U AB is the driving voltage applied to the inertial actuator and Uind is the induced voltage in 

the driving circuit generated by the back electromotive force due to the vibration of the coil 

relative to the moving actuator mass: 

(4.18) 

When a feedback voltage 

(4.19) 

is applied to the electrical connections of the actuator driving coil, stability of this external 

velocity feedback with voltage command is determined by the FRF 

(4.20) 

and the FRF 

(4.21 ) 

gIves an indication about the closed loop performance. In the generalized control 

framework the output and input signals are Yo=Vs and Y1=UAB with the FRFs G01= Gs1={1 

O}(I+Y'ss "'p T/Ze"'pr1y'ss "'p T/Ze and Gop=Gsp= {I O}(I+Y'ss 'Vp T/Ze'Vpr1y'sp. 

Stability 

Figure 4.12 shows the simulated (left) and measured (right) open loop FRF between the 

input voltage to the actuator voltage command amplifier, proportional to UAB in the 

considered frequency range, and the plate velocity at the inertial actuator position. Both 

simulations and measurement results show a loop due to the fundamental resonance of the 
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inertial actuator which lies in the negative real half-plane. Therefore conditional stability 

and spillover around the fundamental resonance frequency is predicted. At even lower 

frequencies measurements indicate the influence of the used electronics. Further 

measurements show that the loop due to electronics in the negative real half-plane is 

smaller than the loop due to the fundamental resonance. Therefore actuator dynamics 

rather limit the feedback gains. Both measurement and simulation results indicate that for a 

large number of plate resonances the loop lies in the positive real half-plane indicating 

substantial vibration reduction. At higher frequencies the inductance effect of the driving 

coil is visible since a number of resonance loops are rotated in such a way as to enter into 

the negative real half-plane. Hence, spillover into some higher modes is predicted. In 

comparison to Figure 4.9 loops are bigger so that more vibration reduction is expected in 

the voltage command case. 
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Figure 4.12: Simulated (left) and measured (right) Nyquist plot a/the FRF between the amplifier input 

voltage U and the time-integrated accelerometer output signal Vs. 

Performance 

Figure 4.13 shows the simulated (left) and measured (right) FRF between the primary 

disturbance force and the plate velocity at the inertial actuator position in the open loop 

voltage command case (thick solid line), in the open loop current command case (thick 

dashed line) and for plate velocity feedback with the gain used to plot Figure 4.12 (thin 

solid line). In comparison to the current command case there already is some damping in 

the open loop for voltage command because of the coil resistance that is not compensated 

by a current command amplifier. As expected both simulations and measurements show 

substantial spillover at the fundamental resonance frequency and small spillover at some 

higher resonance frequencies when direct external velocity feedback is investigated. 

Despite limited feedback gains there is some change in the relative importance of modes 

although not by far as much as in Figure 4.4. 
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Figure 4.13: Simulated (left) and measured (right) amplitude of the FRF between the primary disturbance 

force Fp and the plate velocity Vs at the control actuator position in the open loop case with current drive 

(thick dashed line), in the open loop case with voltage drive (thick solid line) and for plate velocity feedback 

(thin dashed line). 

In comparison to the current command case, voltage command already adds internal damping 

because of a shunted resistor effect. In the following sections this effect and other control 

schemes with a self-sensing inertial actuator are investigated. 

4.3 Shunted resistor 

For active damping the circuit connected to the connections of the primary actuator coil 

should be designed in such a way that the applied voltage results in an actuation force that 

is proportional, but of opposite sign, to the relative velocity and hence the induced voltage 

Uind • When feedback is implemented using a shunted resistor R, as is schematically shown 

in Figure 4.14 a voltage 

(4.22) 

is generated across the electrical connections of the control actuator. 

Figure 4.14: Model of the electrodynamic inertial voltage driven actuator with a shunted resistor and 

connected to the plate. 
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The open loop FRF for a resistor shunted to the electrical connections is 

(4.23) 

Then the feedback gain g=RI is changed by varying the value of the shunted resistor RI. In 

the open circuit case of the actuator connections the resistance tends to infinity whereas in 

the closed circuit case the resistance tends to zero. Closed loop performance is investigated 

with the FRF 

~ - Y:p 

Fp - 1 + 'II p V;s '" T p / (R/ + ZJ . 
(4.24) 

Note the similarity of the second part of the second term in the denominator with the Eddy 

current damping coefficient in Eq. (4.6). For eddy currents the metal resistance Rec that is 

determined by the actuator geometry takes the place of the shunted resistor R I . For large 

eddy currents and hence high damping a small resistance, implying a thick cylindrical 

aluminium coil former of small circumference, seems to be advantageous. In the general 

control scheme in Figure 1.2 the output and input signals are given by Yo=J and Y,=UAB 

with the FRFs Gsp = {1 

Stability 

Figure 4.15 shows the simulated (left) and measured (right) Nyquist plots of the open loop 

FRF between the input voltage VAB and the coil current 1. The current is measured using a 

measurement resistor in series to the shaker. Measurements and simulations show the same 

trend with motional impedance loops at lower frequencies and convergence to the origin 

for high frequencies. With this type of control scheme the locus lies in the right hand side 

so that as expected unconditional stability is predicted. For low frequencies the locus starts 

at liRe and it tends to the origin for high frequencies since an ideal inductance has been 

assumed. The loops at lower frequencies due to the induced voltage lie rather far away 

from the critical point so that the current decreases relative to the closed circuit case 

without shunted resistor and only a small amount of added damping is expected when the 

control loop with the shunted resistor is closed. The biggest loop is associated to the 

fundamental actuator resonance so that a lot of damping is expected at this resonance. 
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Figure 4.15: Simulated (left plot) and measured (right plot) Nyquist plot of the open loop FRF between the 

voltage input UAB to the inertial actuator and the coil current 1. 

Performance 

The two plots in Figure 4.16 show the simulated (left) and measured (right) vibration of the 

panel at the control position with reference to the primary disturbance excitation. The thick 

and thin solid lines give the vibration of the panel at the control position when the driving 

circuit of the control actuator is either left open or is closed with a small resistor RI. The 

dashed line indicates plate vibrations without the inertial actuator. Measurements below 

about 20Hz are not reliable due to small coherence values. Both plots clearly show the 

passive mass-effect of the force transducer used to measure the primary force excitation 

and the actuator weight by a shift of the first resonance frequency of the panel to lower 

values when the actuator is added. This downward shift is reduced by the suspension 

system in the control actuator. Furthermore the amplitude of the response of the panel 

decreases at higher frequencies. 
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Figure 4.16: Simulated (left plot) and measured (right plot) vibration level of the panel at the control 

position with reference to the primary disturbance Fp in the open loop case without actuator (thick dashed 

line), with actuator (thick solid line} and for a small shunted resistor (thin solid line). 
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About 6dB damping is added to the first plate mode just by applying the actuator that 

shows both Eddy current and increased internal actuator damping. Only small additional 

damping can be added by shunting the actuator mainly at the fundamental actuator 

resonance and at the first resonance frequency of the plate. Damping increases for 

decreasing value of the resistor since the current leading to an opposing secondary force is 

increased i.e. the starting point of the locus of the Nyquist plot in Figure 4.15 moves 

towards the origin. Maximum passive damping is achieved when the connections of the 

actuator are closed without an intermediate shunting resistor. 

4.4 Positive current feedback 

In order to further reduce the value of the shunted resistor a positive current feedback loop 

can be used. This generates a negative resistance. As schematically shown in Figure 4.17 

the driving current is measured by a resistor R, in series to the driving coil of the inertial 

actuator. 

Figure 4.17: Model of the electrodynamic inertial voltage driven actuator with positive current feedback and 

connected to the plate. 

For this control scheme the feedback voltage is 

(4.25) 

The open loop FRF between the input voltage to the actuator and the voltage of the 

measurement resistor is 

UBC (RjZ;) 

U AC = 1 + 'II p Y:s 'II T P / Z; . 
(4.26) 
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A Crown Electronics DC-300 amplifier is used to implement the feedback gain g. Due to 

its small electrical output impedance R/ the amplifier already adds damping to the plate that 

is in the range of the shunted resistor case presented in Section 4.3. The closed loop FRF 

(4.27) 

is used to evaluate vibration reduction performance. The signal output Yo in the scheme of 

Figure 1.2 is the voltage drop UBC over the measurement resistor which is indeed 

proportional to the current in the driving circuit of the shaker and the signal input Yi is the 

driving voltage UAC of the shaker. Therefore the transfer functions in the block diagram of 

Figure 1.2 remain proportional to those given in the previous section when Ze is replaced 

by so that G { } "T1 
si = 1 0 D Y ss 'V p Z, 

e 

G = Rtf Z; , and G . = R, / Z; h ' ( ,IT J-
1 

op 1+\11 Y'lIlT/Z' 'II pYsp 01 1+11r Y'\IIT/Z' were D = I+Yss'llp Ze' 'lip 
T P ss T peT p ss T p e 

Stability 

The two plots in Figure 4.18 show the simulated (left) and measured (right) Nyquist plots 

of the open loop FRF between the amplifier output voltage UAC and the voltage over the 

measurement resistor UBC for frequencies up to 100kHz for measurements and 1 kHz for 

simulations. Measurements and simulations show the same trend, but measurements 

clearly indicate non-ideal inductive behaviour at higher frequencies. Compared to that in 

Figure 4.15, the locus has flipped into the left half plane so that the closed loop is predicted 

to be only conditionally stable. At a given gain the higher the internal coil resistance the 

further away is the loop from the critical point. Amplitude variations are relatively less 

important for high resistance so that robustness is increased. In the closed loop case, the 

voltage drop over the measurement resistor, which is proportional to the coil current, is 

predicted to be amplified. As a consequence the actuation force on the plate increases. This 

actuation force is opposite to the vibration velocity since for electrodynamic actuators the 

induced voltage is of opposite sign to the current and the secondary force. Relatively more 

damping than in the shunted resistor case is predicted since the current is amplified 

electronically. 
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Figure 4.18: Simulated (left plot) and measured (right plot) Nyquist plot of the FRF between the input voltage 

UAC and the feedback voltage UBC .. 

Performance 

Figure 4.19 shows the simulated (left) and measured (right) vibration of the panel at the 

control position with reference to the primary disturbance excitation. The thick and thin 

solid lines give the vibration of the panel at the control position without the passive 

amplifier effect (thick solid line) and for two positive current feedback gains (thin solid 

and thick dashed lines). In comparison to the shunted resistor case, a larger amount of 

damping is added to the first resonance of the plate. Moreover about 3 to 4dB vibration 

reduction is added to the second and third resonances. The lower amplitude of the closed 

loop measurements at about 200Hz is due to relatively small measurement coherence and 

does not illustrate vibration reduction. Simulations show that for higher gains spillover is 

expected at these frequencies due to the self-inductance of the actuator. 
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Figure 4.19: Simulated (left plot) and measured (right plot) vibration level of the panel at the control 

position with reference to the primary disturbance Fp in the open loop case (thick solid line) and for one or 

two positive current feedback gains (thin solid and thick dashed line). 
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Also, vibration reduction due to the first big loop at the internal actuator resonance at about 

13Hz is not visible in this plot. Because of the fundamental resonance of the actuator 

spillover into lower frequencies is expected for higher gains as indicated by the dashed line 

in simulations. These gains have not been implemented because they are extremely close to 

the stability limit. For feedbacks at the stability limit theoretically leading to infinite 

damping the plate would behave as if the actuator mass was firmly attached at the 

connection point as illustrated by simulations in Figure 4.6. 

4.5 Induced voltage feedback 

In order to better estimate the induced voltage a Wheatstone bridge is added as shown in 

Figure 4.20. 

Figure 4.20: Model of the electrodynamic inertial voltage driven actuator with induced voltage feedback and 

connected to the plate. 

The bridge partially compensates for a feed through path. In comparison to the formulation 

presented in Section 2.5 Eqs. (2.22) to (2.26) only Uind is changed which is now 

proportional to the relative velocity between the inertial mass and the plate and not the 

plate velocity at the inertial actuator position. As in Eq. (2.22) the voltage over each half

bridge is given by 

(4.28) 

and the input voltage to the feedback amplifier is 

(4.29) 

When a voltage 

(4.30) 
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is fed back, the open loop FRF is slightly changed from Eq. (2.25) to become 

UAD = R2 
UBe R\ +R2 

{4.31) 

The closed loop FRF of the plate becomes 

Regarding the control scheme in Figure 1.2 Usc is both the input voltage from the DC-300 

amplifier and the control input Yi . The output signal from the bridge, UAD, is the output 

voltage and the control output Yo. In this case the four transfer functions in the control 

block diagram of Figure 1.2 are given by the following relations: Gsi = {1 O} D' Y:s 'V; ~, , 
e 

Stability 

The two plots in Figure 4.21 show the simulated (left) and measured (right) Nyquist plots 

of the open loop FRF between the bridge input voltage Usc and the bridge output voltage 

UAD for frequencies up to 1 kHz with a 500Hz cut-off filter. 
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Figure 4.21: Simulated (Left plot) and measured (right plot) Nyquist plot of the FRF between the bridge 

input voltage UBC and the bridge output voltage UAD. 
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Measurements up to 100 kHz without filter show that for high frequencies the electric 

circuit of the inertial actuator does not behave like a real inductance and that because of 

circuit dynamics the locus encircles the critical point. Therefore a steep 500Hz low pass 

filter is used, so that closed loop stable feedback gains are implemented in practice. Since 

only two major loops are visible in the positive real half-plane additional vibration 

reduction is expected at the internal actuator resonance frequency and at the first resonance 

of the plate. 

Performance 

Figure 4.22 shows the simulated (left) and measured (right) vibration of the panel at the 

control position with reference to the primary disturbance excitation. The thick and thin 

solid lines give the vibration of the panel at the control position without the passive 

amplifier effect (thick solid line) and for two induced voltage feedback gains (thin solid 

and thick dashed lines). Due to risk of instability because of measurement uncertainty, 

higher feedback gains have not been implemented in practice and therefore only 

measurements for medium gains are shown. More vibration reduction than in the positive 

current feedback case is observed at the first flexible plate resonance, but, as expected, 

only very small reduction is visible at higher resonances. Additionally simulations predict 

that spillover occurs into lower frequencies because of the fundamental actuator resonance. 

In order to increase control bandwidth to higher frequencies the bridge circuit should also 

compensate for the self-inductance of the driving coil in the inertial actuator. Spillover into 

lower frequencies can probably be reduced by decreasing the fundamental resonance 

frequency and properly adjusting actuator damping. 
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Figure 4.22: Simulated (left plot) and measured (right plot) vibration level of the panel at the control 

position with reference to the primary disturbance Fp in the open loop case (thick solid line) and for 

increasing bridge output voltage feedback gains (thin solid and thick dashed line). 
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4.6 Induced voltage feedback with inductance compensation 

Additional inductance compensation is achieved using a so-called Owens bridge as also 

presented in Section 2.6 and as schematically shown in Figure 4.23. 

Figure 4.23: Model of the electrodynamic inertial voltage driven actuator with induced voltage feedback 

with inductance compensation and connected to the plate. 

As before the voltage over each half-bridge is 

and the input voltage to the feedback amplifier is 

where ZI = R3 + j~ and Z2 = j~. When a direct feedback voltage 

is implemented, closed loop stability is investigated with the FRF 

Closed loop performance is evaluated by the FRF 
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Z + y' T 
e 'V p ss 'V p 

Z'+ y' T 
e 'V p ss 'V p 

(4.33) 

(4.34) 

(4.35) 

(4.36) 



Usc simultaneously is the input voltage from the amplifier and the control input ~. in the 

block diagram of Figure 1.2. UAD is the bridge output voltage and the control output Yo also 

in the block diagram of Figure 1.2. In this case the four transfer functions are given by the 

following expressions: Gsp = {I } 
, , {} , , T 1 G = R1'I' pY:p 

o D Y sp' Gsi = 1 0 D Y ss 'I' p -Z" op Z' y' T 
e e + 'I' p ss'l' p 

Stability 

Slightly different parameter values and offsets are used for the open loop and the closed 

loop case probably due to the influence of used amplifiers. The two plots in Figure 4.24 

show the simulated (left) and measured (right) Nyquist plots of the open loop FRF between 

the bridge input voltage Usc and the bridge output voltage UAD for a tuned Owens bridge 

with a cut-off filter at 7kHz. If no filter is used the locus encircles the critical point because 

the Owens bridge cannot completely compensate the non-ideal inductive behaviour of the 

inertial actuator. So even if the bridge is not ideally tuned simulations and measurements 

show that more motional impedance loops lie in the right real half-plane than for the 

Wheatstone bridge case. Hence, vibration reduction is predicted at higher resonance 

frequencies than in the case of the Wheatstone bridge. 
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Figure 4.24: Simulated (left plot) and measured (right plot) Nyquist plot of the FRF between the Owens bridge 

input Usc and output voltage UAD. 
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Performance 

Figure 4.25 shows the simulated (left) and measured (right) vibration of the panel at the 

control position with reference to the primary disturbance excitation. The thick and thin 

solid lines give the vibration of the panel at the control position without the passive 

amplifier effect (thick solid line) and for two induced voltage feedback gains (thin solid 

and thick dashed lines). The plot on the right shows only one control case (thin solid line) 

already close to the stability limit. v.t 
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Figure 4.25: Simulated (left plot) and measured (right plot) vibration level of the panel at the control 

position with reference to the primary disturbance Fp in the open loop case (thick solid line) and for 

increasing Owens bridge output voltage feedback gains (thin solid and thick dashed line). 

,et 

Additional 7dB vibration reduction at the first plate resonance and about 5dB at the 2nd and 

3rd modes or 13 dB and 7dB relative to the case without actuator are measured. Note that 

for this set of measurements open loop damping is decreased relative to previous ones so 

that the difference rather than the absolute vibration amplitude should be considered in 

these plots. There is not more vibration reduction at the first plate resonance also because 

of the influence of the fundamental actuator resonance as indicated by simulations. 

4.7 Secondary coil voltage feedback 

In order to increase internal velocity feedback gams the use of an internal sensor to 

implement internal velocity feedback is investigated in this subsection. Using a secondary 

sensing coil as schematically shown in Figure 4.26 as an internal sensor should give two 

important advantages [190]: First increased sensing bandwidth is targeted since the sensing 

coil might have a different self-inductance than the primary one. Second when a secondary 

sensing coil is used, a current command amplifier can drive the primary coil, so that 

spillover also should be reduced. 
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Also, in the double coil case the moving mass consists of a permanent magnet and an 

axisymmetric iron yoke arranged in such a way that a constant horizontal magnetic field Bg 

is created in the air gap in which two coils of lengths Ip and Is are immersed. Both coils are 

connected to the housing mass so that a current in the primary driving coil Ie and in 

addition to the formulation in Eq. (4.13) also in the sensing coil Is, both in radial direction, 

will generate a vertical actuation force 

(4.38) 

between the moving mass m and the housing mass M connected to the plate. Additionally, 

following Biot-Savart's law [170], the currents in the coils will also generate a varying 

magnetic B field in predominantly vertical direction 

(4.39) 

that depends on the number of windings Ns,p and height hs,p of the secondary sensing sand 

primary driving coil p as well as on the material permeability f.l of the magnetic circuit. 

Since the resulting vertical magnetic field is time-varying and the coils move in a constant 

horizontal B field a voltage 

(4.40) 

will be induced in the sensing coil where Ls=f.lNsA/hs is the self-inductance of the sensing 

coil, Lsp=f.lNpA/hp is the coupling or mutual inductance between the primary driving and 

the secondary sensing coil, '1', = {'I', -'l',} and As is the cross section of the sensing coil. As 

indicated in Figure 4.26 the driving coil is connected to a primary electrical circuit whose 

current Ie is controlled by a current command amplifier here included in the controller. The 

sensing coil circuit is connected to the electrical input impedance of the controller Zs=-Usl1s 

that in the simplest case is a resistance. 

'" I, 

u, 

, ' r " 
,---C_,o_n_tro_I_Ie_r --.J~ ........ j 

Figure 4.26: Model of the electrodynamic, inertial actuator connected to the plate. 
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Therefore, using Eqs. (4.5) with Fp=O, (4.38) and (4.40), only the voltage in the sensing 

coil, 

(i) (ii) 

L' Y' T spj lV+ 'l's ss 'I' p 
Us = . I T Ie 

1 + LsjlV + 'l'sYss'l's 
(4.41) 

Zs Zs 
(iii) (iv) 

and not the induced voltage in the driving coil is considered. When the sensing coil voltage 

is fed back and the driving coil current is used as control input, Equation (4.41) gives the 

open loop frequency response function (FRF) that is to be considered for stability. The 

denominator shows the influence of the self-inductance of the secondary sensing coil (iii) 

that will reduce control bandwidth at higher frequencies. Figure 4.27 shows the amplitude 

(top plot) and phase shift (bottom plot) of the FRF between the sensing coil voltage and the 

driving coil current as in Eq. (4.41) (thick solid line) or when the sensing coil inductance is 

neglected (thin solid line). Clearly the self-inductance of the sensing coil adds phase shift 

at higher frequencies. 

(i) (ii) 

L' Y' T ,pllV+'I', ,,'lip 

Y' T 
1 + '1', " 'II , 

Z, 
(iv) 

(i) (ii) 

L · Y' T 
;, 0 spjOJ+ 'l's ss 'II p 

~ L . Y' T 
.flO 1 + sjOJ + 'l's ss'lls 
1r1":--~~~~1'"";O'~F_~~(Hz)~~1o';--~~---'1o' Z, Z, 

(iii) (iv) 

Figure 4.27: Simulated FRF between the sensing coil voltage and driving coil current with (thick solid line) 

and without (thin solid line) sensing coil inductance. 

Also, Eq.(4.41) shows a motional impedance term (iv) due to the shunted resistance in the 

sensing coil that adds a small amount of damping to the plate. Figure 4.28 shows the 

amplitude (top plot) and phase shift (bottom plot) of the FRF between the voltage in the 

sensing coil and the current in the driving coil as in Eq.(4.41) (thick solid line) or when the 

motional impedance term (iv) due to the shunted resistance in the sensing coil is neglected 
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(thin solid line). Clearly term (iv) adds damping to the plate, so that it is also used to 

simulate damping due to the Eddy current effect. 
(i) (ii) 

L' Y' T spJUJ+ 'V s ss'V p 

1 
LsjOJ +--

Zs 
(iii) 

Figure 4.28: Simulated FRF between the sensing coil voltage and driving coil current with (thick solid line) 

and without (thin solid line) back-em/influence o/the sensing coil. 

The second term (ii) in the numerator shows the influence of the relative velocity between 

the moving mass and the plate on the sensing coil voltage. Additionally there is the 

influence of the mutual inductance indicated by the first term (i) that dominates at higher 

frequencies. Figure 4.29 shows the amplitude (top plot) and phase shift (bottom plot) of the 

FRF between the driving coil current and the sensing coil voltage (thick solid line) in 

comparison to terms (i) (thin solid line) and (ii) (thin dashed line) of Eq. (4.41). At higher 

frequencies the mutual inductance term (i) dominates, whereas at lower frequencies the 

relative velocity between the inertial mass and the plate can be well sensed. 

:c 'D 
~ 
'! D 
III 
'0 -10 
JO ...... 
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(i) (ii) 

L' y' T 
spJOJ+ 'V s ss 'V p 

L . Y' T 
1 + sJOJ + 'V s ss 'V s 

Zs Zs 
(iii) (iv) 

(ii) 

y' T 'V s ss 'V p 

Figure 4.29: Simulated FRF between the sensing coil voltage and driving coil current (thick solid line), term 

(i) (thin solid line) and term (ii) (thin dashed line) 0/ Eq. (4.41). 

In Section 4.8 an electronic circuit is proposed that aims to eliminate the mutual inductance 

term (i) so that the sensing term (ii) becomes dominant. Another way to reduce term (i) 
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would be the reduction of the coupling inductance Lsp. Decreasing the height, the coil 

length and the number of windings in the driving coil does not give an additional effect to 

self-sensing where the self-inductance Lp=,uNpA/hp limits the control bandwidth. When a 

sensing coil is used the cross section of the sensing coil As can also be reduced to reduce 

Lsp. The simultaneous reduction in Ls is beneficial for increased control bandwidth and can 

be increased by increasing the sensing coil height or decreasing the number of windings of 

the sensing coil. In addition to increasing the control bandwidth, sensing sensitivity would 

be decreased by reducing the coil length of the sensing coil. Therefore it might be 

preferable to change the placement of the sensing coil relative to the driving coil so that the 

coupling magnetic flux between both coils is minimized. For minimum coupling they 

should be placed at an angle of 90 degrees to one another, whereas for sensing and driving 

the same mechanical degree of freedom they should lie on the same axis. A 45 degrees 

compromise does not seem to be feasible. 

In order to check closed loop performance of sensing coil voltage feedback Equations 

(4.5), (4.38), (4.40) and the feedback current 

(4.42) 

are used to obtain the FRF between the primary disturbance force and the plate velocity at 

the control actuator position 

, 
O} Ysp 

. (4.43) 

1 + IjIX ( gljl; + ~, IjI -; )/( 1 + L"img + L,im/ Z,) 

In this section Eqs. (4.41) and (4.43) are investigated for a purely real feedback gain G=g. 

In the following Section 4.8 a feedback control function G=G(jro) compensating for the 

mutual inductance is considered. The model parameters that give reasonable agreement 

with measurements with the test set-up are compiled in Table 4.2. A current command 

amplifier consisting of an OP A 549 operation amplifier in series with a Crown Electronics 

DC400 amplifier is used to drive the inertial actuator. This combination allows a flat FRF 

between the amplifier input voltage Uin and the coil current Ie up to about 12kHz. A 

KEMO Benchmark VBF8 variable 4th order filter is used to steeply cut-off the feedback 

signal at the appropriate frequency. 
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When the output and input signals Yo=Us and Yz=Ic are considered in the control scheme in 

Figure 1.2 are 

(
1+ LsJOJ) I 

Z Ysp 

O} L' S Y' T 

1 sjOJ \j1 s ss \j1 s 
+--+---'--"-----"'~'--

Zs Zs 

I 

G = \j1sYsp and 
op L . Y' T 

I
s j OJ \j1 s ss \j1 s + --+ ---'--"---""---'--=-

Zs Zs 

Table 4.2: Parameter values used/or simulations in Sections 4.7 and 4.S. 

Parameter 
Ix 
ly 
h 
xp 
YP 
Xs 
Ys 
p 
KI 
c!'I,n all other n not specified 
6,12,19,20.22 

c!'3 

c!'4,30 

c!'11 

c!'28 

c!'38 

E 
K2 
v 
Mp 
M 
m 
K 
D 
'Pp 
Zs 
Ls 
Lsp 
'Ps 

R3C 

Stability 

Value 
0.414m 
0.314m 
O.OOlm 
0.345m 
0.254m 
0.225m 
0.12m 
2700kg/m3 

1.2037 
0.01 
0.04 
0.0001 
0.1 
O.OS 
0.02 
0.001 
71 10"N/m2 

0.7042 
0.33 
0.02Skg 
O.Olkg 
0.0203kg 
135N/m 
INs/m 
2.6 N/A 
1.22 n 
0.03 mH 
O.5mH 
1.146 Vs/m 

Lsp *0.6 

Description 
Plate length 
Plate width 
Plate thickness 
X coordinate of primary force position 
Y coordinate of primary force position 
X coordinate of secondary force position 
Y coordinate of secondary force position 
Mass density of plate 
Coefficient to adjust for boundary conditions 
Viscous damping coefficient 
Viscous damping coefficient 
Viscous damping coefficient 
Viscous damping coefficient 
Viscous damping coefficient 
Viscous damping coefficient 
Viscous damping coefficient 
Young's modulus of plate 
Coefficient to adjust for boundary conditions 
Poisson's ratio 
Added mass of primary shaker 
Housing mass of inertial actuator 
Moving mass of inertial actuator 
Suspension stiffness of inertial actuator 
Suspension damping of inertial actuator 
Transducer coefficient of primary driving coil 
Shunted impedance to secondary coil 
Secondary coil inductance 
Mutual inductance between primary and secondary coil 
Transducer coefficient of secondary sensing coil 

Characteristic frequency of compensating high-pass filter 

Proportional secondary sensmg coil voltage feedback is equivalent to implementing a 

constant feedback gain g. However, in order to guarantee stability, despite amplifier 

dynamics and the mutual inductance effect, a 4th order low-pass filter with a 500Hz cut-off 

frequency has been used in the feedback loop so that a constant feedback gain g is only 

implemented in a limited frequency band. Figure 4.30 shows the simulated (left plot) and 
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measured (right plot) Nyquist plots of the open loop FRF between the input voltage to the 

current command amplifier Uj and the filtered sensing coil voltage gUs. Simulations show 

the influence of the mechanical modes on the FRF by characteristic loops as do 

measurements. The first mode that is due to the fundamental actuator resonance is rather 

big, but structural damping keeps the size of the loops for the plate modes relatively small. 

The mutual inductance effect would tend to increase amplitudes and produce additional 

phase shifts at frequencies higher than about 200Hz so that the locus would encircle the 

critical point of instability (-1 ,OJ). However, measurements and simulations predict well the 

effect of the 4th order filter that reduces the amplitude at higher frequencies so that the 

locus does not encircle the critical point. Therefore closed loop conditional stability is 

predicted. Some smaller loops are also visible in a circle of radius 1 around the critical 

point beyond about 260Hz in measurements and about 266Hz in simulations so that 

spillover at higher resonance frequencies is expected in the closed loop case . 
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Figure 4.30: Nyquist plot of the simulated (left) and measured (right) FRF between the input voltage to the 

current command amplifier and theftltered secondary coil voltage with a cut-offftiter at 500Hz. 

Performance 

Figure 4.31 shows the amplitude of the simulated (left plot) and measured (right plot) FRF 

between the primary disturbance force Fp and the plate velocity at the actuator position Vs 

in the open loop case (thick solid line) and for secondary sensing coil voltage feedback 

(thin solid line) at a gain margin of 6dB. Simulations may predict the general trend of the 

FRF with a number of modes identifiable, but modal damping generally differs from 

measurements. Moreover, neither in the open loop nor in the closed loop case, the 

resonance peak for the fundamental actuator mode is visible because of relatively high 

internal actuator damping. Hence, vibration reduction due to the first big loop in Figure 

4.30 is not apparent in Figure 4.31, but it is clearly visible during measurements. Vibration 

reduction up to 8dB is found at the (1,1) plate mode in measurements and simulations, but 
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only small vibration reduction of about 1-2 dB can be obtained at the second and the third 

peaks. Spillover already appears at the 4th mode at about 145Hz in measurements and at 

the 5th mode at about 195Hz in simulations. These frequencies are different from the ones 

predicted by the open loop in Figure 4.30 because Figure 4.31 shows the FRF VsIFp and 

not VslFs and the actuator behaviour is slightly different for large currents used in open 

loop measurements and for small currents implemented in closed loop measurements. 

Figure 4.31: Bode plot of the simulated (left) and measured (right) FRF between the primary disturbance 

force and the plate velocity at the control actuator in the open loop case (thick solid line) and for jiltered 

secondary voltage feedback (thin solid line). 

4.8 Compensated secondary coil voltage feedback 

In order to compensate for the mutual inductance between the two coils that increases 

amplitudes and adds phase shift at higher frequencies, an electronic circuit similar to the 

one in [33], is proposed. It consists of a resistor for sensing a voltage proportional to the 

primary coil current and three operational amplifier circuits that consecutively implement a 

first order high pass filter to simulate an inductance, an adjustable gain and subtraction of 

both from the secondary coil voltage as explained in [190]. Up to about 600Hz the FRF of 

the compensator is therefore given by the following expression 

(4.44) 

The implementation requires preCIse tuning and a high operation amplifier bandwidth 

because of the high pass filter behaviour with high amplitudes at high frequencies. In this 

circuit the used LM324 operation amplifier adds an additional electrical resonance 

frequency at about 1kHz so that a low cut-off filter at about 700 Hz has to be used. 

Alternatively video amplifiers with a higher gain bandwidth product such as the THS4081 

could have been implemented. 
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Stability 

Figure 4.32 shows the Nyquist plot of the simulated (left) and measured (right) open loop 

FRF between the input voltage to the current command amplifier Uin and the feedback 

filter output voltage G(jw)Us with a 4th order cut-off filter at 700Hz. For the first 

fundamental actuator resonance, simulations and measurements agree well and for higher 

frequencies simulations follow the general measurement trend. Especially in both 

simulation and measurement plots more loops are visible in the positive real half plane 

than in Figure 4.30 so that vibration reduction at higher natural frequencies of the plate is 

expected. The measurement coherence of measurements beyond about 400Hz is very low, 

firstly because of the effect of low operation amplifier bandwidth and secondly because of 

actuator non-linearity. In fact the induced voltage in the secondary coil depends on the 

oscillations of the mass that might be distorted by stick-slip and stroke saturation at some 

frequencies. The coil voltage is subtracted from a slightly distorted and offset signal of the 

compensation circuit that is not influenced by stick-slip or stroke saturation. These non

linearities hence stay in the signal and lead to a small coherence at higher frequencies. The 

compensation circuit is manually tuned to obtain a large control bandwidth that is 

illustrated by the cut-off filter of 700Hz used for measurements in Figure 4.32. In 

comparison to the case without compensation a larger control bandwidth is achieved. 

Nevertheless a gain margin of about 6dB comparable to the one in Figure 4.30 is selected 

in order to compare performance. Because of the non-ideal inductance behaviour of the 

actuator, ideal tuning and inductance compensation is not achieved so that the locus in 

Figure 4.32 lies within a circle of radius 1 around the critical point for several frequency 

ranges. In these ranges spillover is predicted. 
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Figure 4.32: Nyquist plot of the simulated (left) and measured (right) open loop FRF between the input 

voltage to the current amplifier and thefiltered compensator output voltage using a 700Hzfilter. 
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Performance 

Figure 4.33 shows the amplitude of the simulated (left) and measured (right) FRF between 

the primary disturbance force Fp and the plate velocity at the actuator position Vs in the 

open loop case (thick solid line) and for compensated secondary coil voltage feedback 

(thin solid line). 
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Figure 4.33: Amplitude of the simulated (left) and measured (right) FRF between the primary disturbance 

force Fp and the plate velocity at the actuator position Vs in the open loop case (thick solid line) and for 

compensated secondary coil voltage feedback (thin solid line). 

Simulations and measurements predict vibration reduction of about 8dB at the first plate 

mode, about 2 to 3dB at the second and third modes and smaller reduction at higher modes. 

Measurements show slightly larger vibration reduction of the second and third modes since 

loops are slightly larger in the measurements in Figure 4.32 than in Figure 4.30. There is 

already spillover into the 4th mode, but vibrations are attenuated at the 5th and 6th mode and 

spillover prevails for resonance frequencies beyond about 260Hz in measurements and 

about 346Hz in simulations. This is coherent with predictions in Figure 4.32 where the 

locus repeatedly enters in the circle of radius 1 around the critical point. Both in 

simulations and measurements vibration reduction due to the large first loop in Figure 4.32 

at the mode associated to the fundamental inertial actuator resonance is not visible. 

4.9 Summary 

The four control schemes shunted resistor (Fig. 4.14), positive current feedback (Fig. 4.17) 

and induced voltage feedback with (Fig. 4.20) and without (Fig. 4.23) inductance 

compensation have been investigated for vibration reduction of a clamped plate using a 

lightweight, electrodynamic, self-sensing, inertial actuator (SSIA). They have been 
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compared to direct velocity feedback a) with an ideal plate velocity sensor (Fig.4.2) b) with 

an ideal relative velocity sensor (Fig. 4.2) c) with an accelerometer and a voltage driven 

actuator (Fig. 4.11), d) with an accelerometer and a current driven actuator (Fig. 4.8) and e) 

with an internal coil sensor (Fig. 4.26) with and without inductance compensation and a 

current driven actuator. A numerical model of the plate and the electrical circuit has been 

developed and a general control framework has been presented in the frequency domain. 

Measurements have shown reasonable agreement with the model up to about 1kHz. Table 

4.3 lists the approximately achieved vibration reduction values of the FRF plate velocity at 

the inertial actuator position relative to a primary force disturbance of the plate. The best 

result is achieved with an accelerometer and a voltage driven actuator. The best result 

without accelerometer is achieved with the internal velocity sensor and mutual inductance 

compensation. 

Simulations show that direct external plate velocity feedback with an inertial actuator is 

not unconditionally stable. Direct feedback of the internal relative velocity between the 

inertial mass and the plate velocity is unconditionally stable and an inertial actuator is dual 

to a relative velocity sensor. But lower frequency vibrations may be amplified since some 

plate resonances are not directly targeted by internal velocity feedback. When the 

fundamental resonance of the actuator is very small, internal velocity feedback effectively 

converges to external velocity feedback. Measurements and simulations of direct external 

plate velocity feedback with the inertial actuator show that the fundamental resonance 

frequency of the actuator constitutes a lower control bandwidth limit despite collocation of 

actuator and sensor. This limit is less severe when there is additional passive internal 

actuator damping. Additionally as in Chapter 2 when a voltage driven actuator is used, the 

self-inductance effect of the driving coil leads to spillover at higher frequencies in the 

closed loop case. The self-inductance also limits control bandwidth when a self-sensing 

inertial actuator is used. Even when using compensation for the self-inductance with an 

Owens bridge, duality cannot be achieved at higher frequencies. Therefore a secondary coil 

is proposed as an internal velocity sensor (NS). The vibration reduction is comparable to 

the self-sensing (ss) case at lower frequencies and the mutual inductance between the 

primary driving and the secondary sensing coil limits the control bandwidth. Tuning is 

easier than with self-sensing and the mutual inductance can be more easily adjusted by 

dimensioning of the cross-section of the secondary sensing coil. 

Increased vibration reduction could probably be achieved by either reducing the 

fundamental resonance of the inertial actuator using for example a suspension in post-
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buckling or by varying internal actuator damping as proposed in [49]. Some indications 

about the importance of the fundamental resonance frequency are given in Appendix E for 

a 2DOF analytical model. The influence of internal actuator damping on external velocity 

feedback is investigated in Chapter 5. The higher frequency limit could be shifted by better 

compensating for either the self-inductance of the primary driving coil or the mutual 

inductance between the primary driving and the secondary sensing coil, for example see 

Section 2.7. Additionally the geometry and the position of the secondary coil could be 

changed to find an appropriate balance between sensing bandwidth and sensitivity. 

Table 4.3: Approximate measured vibration reduction in dB at the first to 1 O'h plate resonances for the 

studied control schemes in Chapter 4. 

Control 
DVFB acc. cc. 

vW~ 

,j;;;:::F<==jtr=F'=~ I 

DVFB acc. vc. 

v'~"J 
F===;~=::v ~.' G 

g tF. _ 

Shunted resistor 
v,t.·I- mJ ' , 

YcW="},. 
g fr; ~ ;;;;.,. 

Positive current FB 

r~ 

Wheatstone bridge 

F. 

Owens bridge 

F. 

Sec. coil 

Compo sec. coil 

Res.l Res.2 Res.3 Res.4 Res.5 Res.6 Res.7 Res.8 Res.9 Res.l0 Fig. 
14 6 6 1 2 4 3 2 6 4.10 

18 9 9 6 3 12 5 9 4.13 

3 4.16 

4 3 5 4.19 

6 2 1 4.22 

5 3 5 2 2 4.25 

6 1 1 -1 2 1 4.31 

6 5 4 -2 2 5 1 3 4.33 
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5. VIBRATION CONTROL OF A PLATE WITH AN INERTIAL ACTUATOR 

AND A DOUBLE LOOP 

In the previous chapter it has been found that external direct velocity feedback adds more 

damping than internal direct velocity feedback when an inertial actuator (IA) with a high 

fundamental resonance frequency is used. This chapter investigates how far internal direct 

velocity feedback can be beneficial to stabilize external direct velocity feedback with this 

kind of inertial actuators (IA). Eddy current damping, internal velocity feedback with self

sensing (ss) actuators or a secondary sensing coil as an internal velocity sensor (rvS) could 

be used to add internal actuator damping that has also been proposed in [49]. In this 

chapter all three means in combination with external velocity feedback are investigated. 

The aim is to find a best combination between internal and external velocity feedback that 

would lead to relatively large reduction of the plate vibrations. Additionally a combination 

of internal and external velocity feedback is compared to alternative means of stabilizing 

inertial actuators in an external velocity feedback loop and purely passive treatments. 

Measurements and simulations are carried out on the same model problem of a clamped 

plate as in Chapters 2 and 4 where the monitor velocity sensor is now used as a control 

sensor as shown in Figure 5.1. 

Force transducer 

Primary shaker 

Self sensing electrodynamic 
inertial control actuator (SSIA) Z 

x 

;~~~~~~~~ ~ ~~r~~~1 
" Internal velocity 

Driving sensor (IVS) 

velocity sensor 

Figure 5.1: Sketch of the model problem where a test panel is connected to a double-coil, self-sensing 

electrodynamic inertial actuator which is set to control the vibrations generated by a primary force 

disturbance. 

Section 5.1 investigates direct external and internal velocity feedback for an inertial 

actuator with ideal primary force sensor and ideal internal and external velocity sensors. 

The influence of internal velocity feedback on an external velocity feedback loop is studied 
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as well as the notion of a best combination of feedback gains. Section 5.2 studies stability 

and performance of external velocity feedback with a self-sensing actuator and 

accelerometer in simulations and measurements. Section 5.3 focuses on internal velocity 

feedback with a secondary sensing coil internal velocity sensor (rvS) and external velocity 

feedback with an accelerometer. Measurements of the stability behaviour, performance and 

the effect of a best combination of gains are contrasted to simulations. Section 5.4 

considers alternative means of stabilising an inertial actuator used for an external direct 

velocity feedback loop such as a compensator for the fundamental actuator resonance and a 

high-pass filter. Stability and performance is investigated in both measurements and 

simulations. Finally active control is compared to a passive inertial actuator with high 

internal Eddy current damping and a passive treatment of a similar weight as the actuator. 

5.1 Direct internal and external velocity feedback 

Figure 5.2 shows a lumped parameter model of the inertial actuator on a plate with internal 

and external direct velocity feedback. Internal velocity feedback has been found to be 

unconditionally stable in Section 4.1.3 so that closed loop stability need not be 

investigated again. 

Figure 5.2: Model of the electrodynamic, inertial actuator connected to the plate. 

For external direct velocity feedback the actuation force is given by 

(5.1) 

and when the internal velocity feedback loop is closed with a feedback gain g, stability of 

external velocity feedback is investigated with the following FRF: 

(5.2) 
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The closed loop FRF used to evaluate perfonnance is 

(5.3) 

This control scheme is not put in the generalized control framework of Figure 1.2 which 

does not enable the analysis of a double loop feedback control system. 

5.1.1 Influence of internal velocity feedback on stability of external velocity 

feedback 

Figure 5.3 shows the simulated FRF between the actuation force and the plate velocity at 

the control actuator position for several internal velocity feedback gains g, when its 

amplitude is tuned to a gain margin of 1.25 using G. The gain margin is given by the 

absolute value of the inverse of the smallest real part of the locus at the intersection point 

with the real axis [168]. The absolute value of this real part, the inverse of the gain margin, 

is marked by 6j in Figure 5.3. Internal velocity feedback gains are higher in the right plot 

than in the left plot and they are higher for the simulations marked by a dashed line than 

for the solid line ones. For increasing internal velocity feedback gains larger parts of the 

locus move into the negative real half-plane at lower frequencies and the size of loops at 

higher frequencies in the positive real half-plane seems to increase at constant gain margin. 

Although the amplitude at the fundamental resonance is decreased relative to the amplitude 

at the plate resonances, there is an additional phase shift that rotates the loops due to lower 

frequency plate modes around the origin. As shown in Appendix E for a two degrees of 

freedom system this phase shift is only observable if structural damping is considered. For 

increasing feedback gains more and more loops are rotated until, for infinite internal 

velocity feedback gains, all loops are rotated by -90 0 and the fundamental resonance is 

negligible. As stated before for infinite internal velocity feedback gains the model problem 

behaves like a plate with a point mass at the inertial actuator position. When additionally 

direct external velocity feedback to the actuation force is implemented, acceleration 

feedback with an actuator closely attached to the plate results. Since the goal of using a 

number of decentralised force actuator velocity sensor pairs is to add damping to the plate 

by direct velocity feedback very large internal velocity feedback gains should not be 

implemented. The loop due to plate resonances should just be amplified and not 

substantially rotated into the negative real half-plane. As shown in Figure 5.3 considering 

the example of the first plate resonance, n= 1, the real part of the locus at the intersection 
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Figure 5.3: Nyquist plot of the simulated FRF between the actuation force and the plate velocity at the 

control actuator position for increasing internal velocity feedback gains from solid line to dashed line and 

from left to right tuned to an external velocity feedback gain margin of 1.25. 

point with the positive real axis 6n+1 is a measure for the size of the loop associated to the 

nth plate mode. The ratio 61/6n+1 gives the relative importance of the fundamental 

resonance peak to the resonance peak at the nth resonance frequency of the plate. When it 

is minimum, maximum vibration reduction should be achieved at the nth resonance 

frequency for a given amplification at the fundamental actuator resonance frequency. 

Alternatively stability could be assessed by investigating the weighted sum of the open 

loop FRFs between the actuation force and the internal and external velocities. The weights 

of each FRF are given by the internal and external velocity feedback gains. In that case the 

interpretation of internal velocity feedback as internal damping that could also be 

implemented in a passive way for example by increasing the existing Eddy current 

damping is lost. 
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5.1.2 Performance 

Figure 5.4 shows the simulated FRF between the primary disturbance force and the plate 

velocity at the inertial actuator position in the open loop case (thick solid line) and for the 

same internal velocity feedback gains as in Figure 5.3 at constant gain margins for external 

velocity feedback (thin solid and thick dashed lines). In the left plot it is obvious that for 

similar amplification at the fundamental resonance frequency more vibration reduction is 

achieved at resonance frequencies of the plate, when a higher internal velocity feedback 

gain is chosen. However, the frequency for which there is spillover has shifted to higher 

frequencies. As shown in the right plot, even more vibration reduction at resonance 

frequencies of the plate is achieved, when the internal velocity feedback gain is further 

increased. In these cases spillover at the fundamental resonance might be bigger since it is 

not longer linked to bl , but rather to the minimum distance of the locus from the critical 

point. There is a change in the relative importance of the resonance frequencies of the plate 

so that the optimum direct velocity feedback gain mentioned in Section 2.1.3 might be 

obtained if the internal velocity feedback was properly chosen. 
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Figure 5.4: Amplitude of the simulated FRF between the disturbance force and the plate velocity at the 

control actuator position in the open loop case (thick solid line) and for internal velocity feedback gains 0 

(left plot, thin solid line), 1 (left plot, thin dashed line), 5 (right plot, thin solid line) and 50 (right plot, thin 

dashed line) and external velocity feedback gains tuned to a gain margin of1.25. 

5.1.3 Best internal and external velocity feedback gain 

Instead of directly calculating the kinetic energy as measure for vibration reduction the 

ratio of b1/bn+1 is considered in the open loop. The advantage of this measure is that it can 

be easily verified experimentally and it does not mean extra effort since before closing the 

direct velocity feedback loop bl has to be checked in all cases to decide whether closed 

loop stability is guaranteed. Figure 5.5 shows the simulated ratio 61/6n+1 where 6n+1 
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consecutively is taken for the first, n=l, (thick solid line), second, n=2, (thin solid line) and 

fourth, n=4, (thick dashed line) resonance frequency of the plate. As expected the ratio 

decreases for increasing direct internal velocity feedback gains, but beyond a best gain it 

increases again. This best gain seems to be at higher values for higher resonance 

frequencies because as shown in Figure 5.3 higher plate resonances are only affected by 

the additional phase shift, i.e. rotation of loops, for higher internal velocity feedback gains. 

A best gain for maximum kinetic energy reduction hence depends on the considered 

resonances and frequency range. Figure 5.5 also implies that the maximum achievable 

vibration reduction is different at each resonance peak. 
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Figure 5.5: Simulated ratio of 131 and flJ in Figure 5.3 for the first (thick solid line), second (thin solid line) 

and fourth (thick dashed line) plate resonance and different internal velocity feedback gains. 

For example, Figure 5.6 shows the simulated amplification at the fundamental resonance 

peak and vibration reduction at the second resonance peak of the plate in the closed loop 

case for different internal and external velocity feedback gains. Positive values indicate 

vibration reduction, whereas negative values effectively mean vibration amplification . 
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Figure 5.6: Simulated vibration reduction as function of the internal velocity feedback gain g for different 

external velocity feedback gains G at the fundamental resonance of the actuator (left plot) and the second 

plate resonance (right plot). 
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For a given external velocity feedback gain there is a worst internal velocity feedback gain 

for which maximum vibration amplification at the fundamental resonance is achieved. 

Also, at a given external velocity feedback gain there is a best internal velocity feedback 

gain for which maximum vibration reduction at the second resonance peak is achieved. In 

general these internal velocity feedback gains do not correspond for different external 

velocity feedback gains. For increasing external velocity feedback gains the worst internal 

velocity feedback gain shifts to higher values whereas the best internal velocity feedback 

gain becomes smaller. For too high external velocity feedback gains the best gain lies at 

the stability limit. The higher the external velocity feedback gains the higher internal 

velocity feedback gains have to be implemented in order to guarantee stability. In general 

more vibration reduction at the second resonance and more amplification at the 

fundamental resonance result for increasing external velocity feedback gains. Therefore an 

external velocity feedback gain exists for which vibration amplification at the fundamental 

resonance would lead to stroke saturation for any internal velocity feedback gain. 

5.2 Internal induced voltage and external velocity feedback with accelerometer sensor 

Internal velocity feedback could be implemented for example with a pair of relatively 

heavy accelerometers. In order to reduce weight and complexity the self-sensing 

arrangement considered in the previous chapter is used for the internal relative velocity 

feedback loop. Figure 5.7 shows a lumped parameter model where the internal velocity is 

measured by a Wheatstone bridge and the external velocity by an accelerometer. 

i$J%il.'lk'%'lW: t F p 

Figure 5.7: Model of a self-sensing, electrodynamic, inertial actuator connected to a clamped plate. 

Closed loop stability of external velocity feedback to the voltage over one half-bridge 

(5.4) 

is assessed by the open loop FRF 
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when the internal induced voltage feedback loop is closed. The closed loop FRF 

is investigated for vibration reduction. 

Stability 

Figure 5.8 shows the simulated (left) and measured (right) FRF between the current in the 

driving coil or the proportional input voltage to the current amplifier and the plate velocity 

at the inertial actuator position, when internal velocity feedback is implemented. 
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Figure 5_8: Nyquist plot of the simulated (left) and measured (right) FRF between the actuator driving 

voltage proportional to the driving current and the plate velocity for induced voltage feedback. 

In comparison to the case without internal velocity feedback shown in Figure 4.12 the 

locus is rotated in clockwise direction about the origin. Since the self-inductance of the 

primary coil has not been compensated the locus lies in the negative real half-plane for 

some loops at higher frequencies. At low frequencies measurements show the additional 

effect of the accelerometer and charge amplifier dynamics. The feedback gain has been 
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chosen so that the dip in the FRF due to the interaction between the inertial actuator and 

the measurement electronics lies on the real axis. 

Performance 

Figure 5.9 shows the FRF between the primary force and the plate velocity at the inertial 

actuator position in the open loop case (thick solid line) and for combined internal and 

external velocity feedback with the same feedback gains as in Figure 5.8 (thin solid line). 

In comparison to Figure 4.13, no significantly more damping is possible, which indicates 

that Eddy currents already add substantial damping in the case of an open internal velocity 

feedback loop. Passive damping thus is used to increase stability of active vibration control 

in a hybrid control architecture. Additionally there is spillover at higher frequencies 

because the primary coil in the self-sensing actuator is not current driven. 
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Figure 5.9: Simulated (left) and measured (right) amplitude of the FRF between the primary force and the plate 

velocity at the control actuator position in the open loop case (thick solid line) and for combined induced voltage 

external velocity feedback (thin solid line). 

5.3 Internal sensing coil and external velocity feedback with accelerometer sensor 

Instead of using a self-sensing actuator to add internal damping the secondary coil is used 

for internal velocity feedback [191]. As is schematically shown in Figure 5.10 the primary 

driving coil is then current driven and both the voltage in the secondary sensing coil and 

the time-integrated output signal of the accelerometer are fed back. For external velocity 

feedback a current 

(5.7) 
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proportional to the plate velocity is implemented. When internal velocity feedback IS 

implemented by a feedback gain g, stability of direct external velocity feedback IS 

evaluated by 

The closed loop FRF is 

Controller 

Figure 5.10: Model of the double-coil electrodynamic actuator connected to a plate. 

5.3.1 Stability 

Fig. 5.11 shows the Nyquist plot of the simulated (left) and measured (right) FRF between 

the primary coil current and the plate velocity at the control actuator position for high 

internal velocity feedback gains (thin solid line) and for medium internal velocity feedback 

gains (dash-dotted line) between 1Hz and 160Hz. Considering the measured FRF, the 

loops due to plate resonances do not significantly move into the left half-plane at high 

frequencies. In contrast, simulations show small spillover into the negative real half-plane 

because the simulated filter in the internal velocity feedback loop does not cut-off as 

steeply as the one used in experiments. At low frequencies again the influence of the 

accelerometer and its electronics are visible in measurements. 
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Figure 5.11: Nyquist plot of the simulated (left) and measured (right) FRF between the primary coil current 

and the plate velocity at the control actuator position between 1Hz and 160Hz for high (thin solid line) and 

medium (thick dash dotted line) internal velocity feedback gains. 

The beneficial effect of additional internal damping usmg internal relative velocity 

feedback is clearly visible when the plate is lightly damped since 1011 decreases at similar 

size of the loops due to plate resonances. Inversely at equal gain margin 111011, when 

medium internal feedback gains (dash-dotted line) are implemented, the part of the loops 

due to the resonance frequencies of the plate in the positive real half-plane is bigger than in 

the purely external feedback case shown in Fig. 4.12. Since the farther away the locus in 

the positive real half-plane is from the critical point the more vibration reduction is 

achieved [26, 168], larger vibration reduction is predicted at the nth resonance of the plate. 

For high internal relative velocity feedback (thin solid line) the size of the loops due to the 

resonance frequencies of the plate in the positive real half-plane decreases at equal gain 

margin. As also found in simulations in Figure 5.1 this type of behaviour indicates the 

existence of an optimum control gain. Similar to Section 5.1 the vibration reduction 

generated by the external velocity feedback loop at the nth resonance of the plate is 

approximated by the amplitude of the FRF locus at the intersection point with the positive 
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real axis 6n +! which is indicated by 62 in Fig.5.11 for the first plate mode. The smaller is the 

ratio i6d!6n +! the larger is the closed loop vibration reduction predicted at the nth plate 

mode for a given gain margin or the less spillover is predicted at an expected vibration 

attenuation. Since this criterion does not consider the smallest distance between the locus 

and the critical point it also does not guarantee robustness. 

5.3.2 Performance 

Fig. 5.12 shows the amplitude of the simulated (left) and measured (right) FRF between 

the primary disturbance force Fp and the plate velocity Vs in the open loop case (thick solid 

line), for high internal! medium external (thin solid line) and for medium internal! high 

external velocity feedback gains (thick dashed line). 
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Figure 5.12: Amplitude of the simulated (left) and measured (right) FRF between the disturbance force and 

the plate velocity at the control actuator position in the open loop case (thick solid line). internal high gain 

and external velocity feedback (thin solid line) and internal medium gain and external velocity feedback 

(thick dashed line). 

Although for a relatively high internal feedback gam these plots show discrepancies 

between predictions and measurements the trend for significant spillover at frequencies 

below the first plate resonance is clearly visible. This trend would even be enhanced when 

larger external velocity feedback gains were implemented. As shown in Appendix E the 

frequency at which spillover appears also depends on the internal velocity feedback gain. 

In this case, where the mass of the inertial actuator is smaller than the equivalent mass of 

the first plate resonance and the first plate resonance frequency is more than four times 

bigger than the fundamental actuator resonance frequency, increasing internal velocity 

feedback apparently does not reduce the frequency at which spillover {j)so occurs. Larger 

vibration reductions of up to 21 dB and up to 10 dB at higher plate resonances are possible 
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even with only a medium internal and a high external velocity feedback gain. Higher 

external velocity feedback gains cannot be implemented because of stability limits due to 

the non-ideal time integrator of the charge amplifier. 

5.3.3 Best gain internal sensing coil and external velocity feedback with 

accelerometer sensor 

Figure 5.12 indicates that there is a best internal velocity feedback gam for which 

maximum vibration reduction can be achieved at a targeted resonance peak. In this section 

the best internal control gain with reference to maximum vibration reduction at the first 

resonance frequency of the plate is considered. 

Figure 5.13 shows the measured (dots) and simulated (lines) ratios 1£51\/£52 in the case with 

coupling inductance between the primary and the secondary coils (solid line) and for ideal 

internal relative velocity feedback (dashed line). 
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Figure 5.13: Simulated (lines) and measured (dots) ratio between 6] and 62 in Figure 5.11 for the first 

resonance frequency of the plate and different internal velocity feedback gains with secondary coil voltage 

feedback (solid line and upper x-axis) and relative velocity feedback (dashed line and lower x-axis). 

Both measurements and simulations show that in the case with coupling inductance there is 

a best gain for which this ratio becomes minimum i.e. maximum vibration reduction is 

expected at the first plate resonance for a given gain margin. This gain margin also 

determines the amount of spillover at the fundamental resonance frequency. The 

measurement results are distorted by the non-ideal integrator in the charge amplifier. In the 

case without coupling inductance between the primary and the secondary coils (dashed 

line), but with plate damping, this minimum is smaller; it lies at much higher gains and is 

much shallower. 
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Figure 5.14 shows the simulated (left) and measured (right) vibration reduction at the first 

plate resonance for different internal and external velocity feedback gains. The 

measurements in Figure 5.12 correspond to the highest and lowest external velocity 

feedback gains implemented experimentally. If no external velocity feedback is used high 

internal velocity feedback gains have to be implemented to achieve about 12 dB vibration 

reduction at the first resonance frequency. For higher gains vibration reduction levels off or 

is even reduced since the frequency for which spillover occurs approaches the resonance 

frequency of the targeted first plate mode. If only external velocity feedback is 

implemented vibration reduction of about 16dB is possible before the actuator becomes 

unstable. 
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Figure 5.14: Simulated (left) and measured (right) vibration reduction at the resonance frequency of the first 

plate resonance as function of the internal velocity feedback gain g for different external velocity feedback gains. 

Internal actuator damping is increased by applying internal, relative velocity feedback with a 

secondary coil so that higher external velocity feedback gains can be implemented. If, for a 

given external velocity feedback gain, not enough internal damping is added, the closed loop 

will become unstable. If too much internal damping is added, following the formulae in 

Appendix E, if ("o»("\w\lwO and 1 +mIM\+("Ji("owdwo+G\/4IM\/(0 - I, spillover appears at 

frequencies close to the resonance frequency of the first plate mode so that vibration reduction 

decreases again. Hence, as indicated in Figure 5.13, there is a best combination of internal and 

external velocity feedback gains for which maximum vibration reduction is achieved when 

the first resonance of the plate is considered. The necessary high external velocity feedback 

gain has not been implemented experimentally because of the additional phase shift due to the 

non-ideal integrator in the charge amplifier of the accelerometer that is used to sense the plate 

vibration. Even for the high external velocity feedback gain measurements in Fig. 5.12 

121 



(dashed line) very low frequency vibrations are present that reduce measurement coherence 

due to stroke saturation. 

5.4 Comparison to alternative means of stabilisation and vibration reduction 

According to the results presented in the previous sections internal velocity feedback 

enables the implementation of external velocity feedback control loops with relatively 

large control gains without the need of additional compensators. In this section different 

compensators, also presented in [192], are investigated with reference to their ability to 

stabilize inertial actuators used in a direct velocity feedback loop. For comparison 

measurements with a passive treatment and the passive inertial actuator only are also 

presented. Parameter values used for additional simulations in Section 5.4 are listed in 

Table 5.1. 

Table 5.1: Parameter values used for simulations in Section 5.4. 

Parameter Value Description 

G1 2 Proportional feedback gain in compensator for inertial 

actuator 

C1R4 0.0094 Cut-on frequency for integrated displacement feedback 

C2RS 0.0210 Damping in compensator for inertial actuator 

WeD 9.3621 rad/s Cut-on frequency for high-pass filter in compensator 

Whp 43.982 rad/s Cut-on frequency for high-pass filter 

5.4.1 Compensator for the fundamental actuator resonance 

In order to compensate for the fundamental resonance an inverted version of Eq. (3.1) 

shown in Figure 1.3 is implemented electronically. In simulations the FRF 

(5.10) 

is multiplied in series to the current command amplifier of the primary driving coil and the 

time integrating charge amplifier of the accelerometer. Depending on the gains G1, the 

value of the resistors R4 and Rs the direct external velocity, the integrated displacement and 

the displacement feedback gain can be adjusted to give the inverse of the FRF shown in 
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Figure 1.3. The capacitors C1 and C2 have fixed values that can be easily implemented. The 

additional approximately 6th order high pass filter with cut-on frequency Weo is added in 

order to prevent saturation in the electronics because of high amplitudes at very low 

frequencies. Figure 5.15 shows the simulated (left) and measured (right) FRF of the 

compensator that approximately follows the inverse behaviour of Figure 1.3 where the 

damping is adjusted to fit the value observed at the inertial actuator. Measurements and 

simulations clearly show that the high-pass filter at lower frequencies severely distorts the 

compensator at lower frequencies up to the fundamental actuator resonance. This 

compensator also does not consider changes in frequency and amplitude of the 

fundamental resonance for example due to fatigue, temperature changes, etc. 
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Figure 5.15: Simulated (left) and measured (right) Bode plot of the compensator FRF between compensator 

input and output voltage. 

When the electronic compensator is inserted in the feedback loop, closed loop stability is 

investigated with the FRF between the input voltage to the current driving amplifier and 

the plate velocity at the inertial actuator position 

(5.11) 

Figure 5.16 shows this simulated (left) and measured (right) FRF that shows that in 

comparison to the current command case, shown in Figure 4.9, and even to the voltage 

command case, shown in Figure 4.12, the fundamental actuator resonance is partly 

compensated. Since current command has been used, the loops at higher frequencies do not 

move into the negative real half-plane in contrast to the voltage command case in Figure 

4.12. Additionally, the measured locus shows high amplitudes at lower frequencies. 
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Figure 5.16: Simulated (left) and measured (right) Nyquist plot of the FRF between the input voltage of the 

compensator to the plate velocity at the control actuator position; zoom at the origin. 

The locus shown in Figure 5.16 is actually part of a bigger loop as shown in Figure 5.17. 

This additional loop at lower frequencies is not predicted by simulations. 
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Figure 5.17: Measured Nyquist plot of the FRF between the input voltage of the compensator to the plate 

velocity at the actuator position including lower frequencies. 

Dynamics of the measurement equipment, accelerometer and charge amplifier, at lower 

frequencies are probably responsible for this behaviour that severely limits direct velocity 

feedback gains. For instance, the previous measurements presented in this chapter the 

charge amplifier showed high additional amplitudes and phase shifts at frequencies below 

the inertial resonance frequency. When the external velocity is fed back to the input 

voltage of the current drive amplifier 

(5.12) 
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the closed loop FRF of the plate is 

1+ G{l 

Figure 5.18 shows the simulated (left) and measured (right) FRF between the primary 

disturbance force Fp and the plate velocity at the control actuator position Vs in the open 

loop case (thick solid line) and for compensated velocity feedback (thin solid line). Due to 

changes in boundary conditions and variations in the primary force excitation, resulting in 

a reduced influence of the force transducer, measurements and simulations no longer agree 

well. 
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Figure 5.18: Simulated (left) and measured (right) amplitude of the FRF between the primary force and the 

plate velocity at the control actuator position in the open loop case (thick solid line) and for external velocity 

feedback with compensator (thin solid line). 

These variations illustrate the effect of uncertainties on the FRF. Since direct velocity 

feedback is used, there is a small risk of instability due to changes in the plate structure. 

However, as explained before, only small feedback gains can be realized with the chosen 

compensator circuit. As a result only small vibration reduction is visible at the first plate 

resonance. 

5.4.2 High-pass filter 

Because of the difficult implementation of twice integrated velocity feedback a high-pass 

filter had to be added. As a simplification it is proposed to only use a high-pass filter that 

125 



cuts-off the actuator dynamics at lower frequencies below 5Hz. When direct external 

velocity feedback to the input voltage of the current command amplifier 

(5.14) 

IS to be implemented, the open loop FRF between the input voltage to the current 

command amplifier and the plate velocity at the inertial actuator position is then 

~= . jw {1 ( J

6 

Uin J(j) + whp 

(5.15) 

The closed loop FRF is 

(5.16) 

Figure 5.19 shows the simulated (left) and measured FRF when the high-pass filter is used 

in series to the charge amplifier of the accelerometer. The loop due to the fundamental 

actuator resonance is very much cut off, but also the loops due to the resonance frequencies 

of the plate and the measurement electronics are rotated about the origin because of the 

phase shift associated to the high-pass filter. Therefore spillover is still expected in the 

closed loop. 
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Figure 5.19: Simulated (left) and measured (right) Nyquist plot of the FRF between the actuator driving 

current and the plate velocity including a 5Hz high-pass filter. 
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Figure 5.20 shows the simulated (left) and measured (right) FRF between the primary 

disturbance force Fp and the plate velocity Vs at the secondary actuator position in the open 

loop case (thick solid line) and for velocity feedback with a 5Hz high-pass filter in the 

feedback loop. Comparable vibration reduction as in the direct velocity feedback case 

shown in Figure 4.13 is achieved. But spillover at lower frequencies now occurs at higher 

frequencies in the audible range. 
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Figure 5.20: Simulated (left) and measured (right) amplitude of the FRF between the primary force and the 

plate velocity at the control actuator position in the open loop case (thick solid line) and for external velocity 

feedback with 5Hz high-pass filter (thin solid line). 

5.4.3 Passive means 

Figure 5.21 shows the FRF between the primary force and the plate velocity at the control 

actuator position in the case without actuator (thick solid line), in the case with inertial 

actuator (thin solid line) and in the case without actuator when a passive damping 

treatment is applied centred at the inertial actuator position (dashed line). 

~OL'--------~----~I~~--~----~~~I~ 

F_(Hz) 

Figure 5.21: Amplitude of the FRF between the disturbance force Fp and the plate velocity Vs without 

actuator (thick solid line) with actuator (thin solid line) and using a passive damping treatment of 55 grams 

(thick dashed line). 
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The clamped plate with the passIve treatment of O.055kg and dimension 

0.2mxO.06mxO.003m is shown in Figure 5.22. 

Figure 5.22: Photograph of the experimental set-up with the primary shaker below the plate in the 

background and the passive treatment above the plate in the foreground. 

Considering the case without actuator, the mass effect of the primary force transducer of 

O.028kg produces the characteristic roll-off at higher frequencies. The velocity sensor does 

only add little additional mass of about O.005kg. When the actuator is added, relatively 

high additional vibration reduction is visible at the lowest flexible resonance frequency of 

the plate and to a lesser extent also at higher resonance frequencies. At higher frequencies 

the additional mass effect of the actuator is visible since the roll-off of the FRF is more 

pronounced. The fundamental resonance of the inertial actuator at about 13Hz does not 

show a significant effect on the FRF because of the high passive, internal actuator 

damping. The passive treatment is mainly effective at higher frequencies due to its mass 

effect, whereas vibration reduction at lower frequencies is limited. Also, due to its higher 

weight, the resonance frequencies of the plate are more shifted to lower frequencies than in 

the cases with and without actuator. 

5.5 Summary 

In this chapter active vibration control with a lightweight, electrodynamic, inertial actuator 

on a plate using an internal and an external velocity feedback loop has been investigated. 

Simulations assuming ideal external, internal and force sensor behaviour have shown that 

there is a best combination of internal and external velocity feedback gains for vibration 

reduction at a targeted resonance frequency. Despite internal velocity feedback, the 

external velocity feedback gain is -limited by the amplification at the fundamental actuator 
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resonance that could lead to stroke saturation for high amplitudes. Also, at high external 

velocity feedback gains the best internal velocity feedback gain is close to the stability 

limit. 

Simulations and measurements using an accelerometer and an inertial actuator for external 

velocity feedback on the model problem have shown that passive means such as eddy 

currents induced in the coil former may implement high internal damping. When using a 

self-sensing actuator to implement internal velocity feedback, the self-inductance of the 

actuator leads to spillover at higher frequencies. Also, the dynamics of the accelerometer 

and its time-integrated charge amplifier distort the internal damping effect at lower 

frequencies. These dynamics limit external velocity feedback gains when a secondary coil 

is used to implement internal velocity feedback. Still when considering the coupling 

inductance between the primary and the secondary coil, there is a best internal velocity 

feedback gain. As shown in Table 5.2 more vibration reduction is observed when best 

internal and external velocity feedback gains are implemented than with just external 

velocity feedback and high passive internal eddy current damping. 

Using a compensator for the fundamental actuator resonance or cutting it off with a high

pass filter is less effective than the combined internal and external velocity feedback. 

Finally in most active control cases larger vibration reduction is achieved than when a 

passive treatment of 55grams is applied or when only the passive effect of the inertial 

actuator of 34grams is used. 

In comparison to the results in Chapter 4 more vibration reduction is achieved when the 

internal direct velocity feedback loop is properly adjusted, but simple external velocity 

feedback can give more vibration reduction than some other more complicated active 

vibration control schemes. 
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Table 5.2: Approximate measured vibration reduction in dB at the first to lOth plate resonances for the 

studied control schemes in Chapter 5. 

Ext. FB Int. FB gain Res.l Res.2Res.3 ResARes.5 Res.6Res.7Res.8 Res.9 Res.l0 Fig. 

gam 

High Med. indo vol. 22 

Med. High coil FB 14 

High Med. coil FB 21 

Integrated displacement FB 3 

High-pass filter 

With actuator* 

55g passive* 

20 

8 

3 

5 

4 

9 

8 

3 

5 

* relative to plate without actuator 

9 

4 

9 

7 

4 

4 

1 

6 

8 

5 

2 

5 
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6. CONCLUSION 

The mam goal of this thesis is to investigate, design and realize a lightweight, self

contained force actuator velocity sensor device that can be used to reduce the structural 

response at resonance frequencies. In particular it should be suitable for application in a 

decentralised active damping scheme with a large number of collocated force actuator 

velocity sensor units on a mechanical structure [25]. 

As illustrated in the introduction, a self-sensing, electrodynamic, inertial actuator (SSIA) 

seems to be a promising approach since it potentially allows both collocation and duality in 

practice. Two major challenges with this approach have been identified and tackled in this 

thesis. First the inductance behaviour of an electrodynamic actuator which constitutes a 

bandwidth limit at higher frequencies for a self-sensing electrodynamic actuator. Second 

the fundamental actuator resonance which constitutes a bandwidth limit for an inertial 

actuator at lower frequencies when the actuator is used in a direct velocity feedback loop. 

Analytical two degrees of freedom models of a self-sensing actuator presented in 

Appendices B and E illustrate these bandwidth limits and show possible ways they can be 

influenced. A model with an electrical and mechanical degree of freedom (DOF) shows 

that critical damping can be added to the mechanical DOF if the self-inductance of the 

actuator coil is chosen sufficiently small relative to a) the transducer coefficient, b) the 

moving mass and c) the damped resonance frequency of the actuator. However, in general 

a high transducer coefficient and a low self-inductance are contradicting requirements. In 

order to minimize the vibration amplitude of the mechanical DOF it is important to 

compensate for the resistance and inductance of the actuator. A model with a mechanical 

DOF representing the inertial mass on the actuator suspension and a mechanical DOF 

representing a mode of the structure where the actuator is mounted shows that the 

fundamental actuator resonance frequency should be smaller than a certain bound to 

guarantee a certain gain margin for external velocity feedback. This bound depends on the 

resonance frequency of the structure to be controlled and on internal actuator damping if 

damping of the structural mode is neglected. Additionally the model shows that the 

frequency at which spillover appears at lower frequencies depends in a characteristic way 

on internal actuator damping as well as mass and resonance frequency ratios. 

In the thesis the bandwidth limits have been examined at the example of a model problem, 

a thin clamped plate similar to an aircraft panel. A numerical model based on the exact 
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solution of a clamped plate and lumped parameters of the actuator has been developed 

where passive effects and active control are modelled in the same feedback scheme. 

Wherever possible, simulations based on the model are compared to measurements at an 

experimental set-up showing satisfactory agreement. Achieved vibration reductions are 

compiled in a table in the conclusion section of each respective chapter. 

In Chapter 2 the bandwidth limit of a reactive, self-sensing, electrodynamic actuator at 

higher frequencies is investigated. Although the self-sensing actuator applies a force and 

senses a velocity on the same degrees of freedom the collocation-duality property tends to 

be lost at higher frequencies. Non-ideal collocation is not observed because the mass effect 

of a primary force transducer provides vibration attenuation at higher frequencies. Despite 

non-duality simulations indicate that the direct velocity feedback gain necessary for 

optimum overall vibration reduction of the structure to be controlled might be obtained as 

in [25]. Some broadband vibration reduction is achieved on the test set-up and III 

simulations, when a passive resistor is shunted to the actuator, a negative resistor or 

induced voltage feedback is actively implemented. In order to improve duality by changing 

the way the self-sensing actuator applies a force and senses a velocity on the same degrees 

of freedom of the structure to be controlled, the actuator inductance is compensated by an 

Owens bridge circuit. As a result the control bandwidth is increased and more vibration 

reduction is observed, although complete compensation of the non-ideal self-inductance is 

not achieved. 

Chapter 3 deals with the design of a lightweight, electrodynamic, inertial actuator. 

Considering the higher bandwidth limit, special attention is focused on how to balance the 

value of the self-inductance and transducer coefficient for a specific design under a given 

weight constraint. Because of the required actuation force for a given weight of the 

actuator a high transducer coefficient with a rather high self-inductance results from a 

finite element analysis (FEA) for a large number of dimensions. The FEA also gives an 

indication of the force-mass relationship for the chosen design type of electrodynamic 

actuator. As an alternative to a self-sensing actuator, a secondary sensing coil is proposed. 

By using the secondary coil there is minor additional design freedom to adjust the sensing 

bandwidth. Both compensated and uncompensated inductance feedbacks lead to a similar 

vibration reduction result as in the self-sensing case. Considering the lower bandwidth 

limit, the inertial actuator suspension is designed as to provide a low fundamental 

resonance frequency for a given weight using a specific spring design. It is found that 

lightweight actuators tend to have a high fundamental resonance frequency. A high amount 
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of internal actuator damping is also added by Eddy current damping. The mam 

characteristics of the innovative, lightweight, inertial actuator prototype are listed in Table 

3.3. Considerations for further miniaturization are discussed in Appendix C and 

manufacturing issues encountered at a prototype are described in Appendix D. 

Chapter 4 targets the upper bandwidth limit of internal, direct velocity feedback with the 

designed lightweight, electrodynamic, inertial actuator. It also shows that direct external 

velocity feedback does not guarantee collocation. Collocation of actuator and sensor is 

only guaranteed if the internal relative velocity is fed back to the actuation force. But then, 

the reduction of vibration may decrease or vibrations may even be amplified at lower 

frequencies since the structural velocity is no longer directly targeted. Eddy current 

damping, a shunted passive resistor, an active negative resistor or induced voltage 

feedback implement internal velocity feedback in a limited frequency range and add some 

damping to the structure. Compensating for the coil inductance by an Owens bridge can 

extend the internal velocity feedback control bandwidth. The alternative secondary coil 

velocity sensor allows similar damping to the induced voltage feedback case or the Owens 

bridge case if the mutual inductance between the primary and secondary coil is 

compensated. In contrast to a bridge circuit, tuning is not required for the secondary coil 

that is determined during the design stage. The studied internal velocity feedback control 

schemes only provide as much structural damping as external velocity feedback at 

frequencies far above the fundamental actuator resonance. Therefore for inertial actuators 

with a high fundamental resonance frequency a self-sensing actuator should be rather used 

as an add-on to external direct velocity feedback. 

Chapter 5 targets the lower bandwidth limit of external, direct velocity feedback with the 

designed, lightweight, electrodynamic, inertial actuator. As found in Appendix E in the 

analytical two DOFs system, internal actuator damping is beneficial for the stabilisation of 

external direct velocity feedback in some cases because of its influence on the mentioned 

lower bandwidth limit. In the lightweight, electrodynamic, inertial actuator a lot of internal 

damping is provided by Eddy current damping that can be enhanced by the active schemes 

described in Chapter 4. A simulation study shows that there is a best combination of direct 

internal and external velocity feedback gains and that the maximum achievable external 

velocity feedback gain is limited by stroke saturation due to high amplitudes at the 

fundamental resonance frequency. For high external velocity feedback gains leading to 

high reduction of the structural response at resonances, the best internal velocity feedback 

gain is close to the stability limit, which implies reduced robustness. When dynamics of the 
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secondary coil sensor and distortion by the weight of a force transducer are taken into 

account, a best internal velocity feedback gain is also found in measurements. 

Measurements and simulations with internal and external velocity feedback show more 

vibration reduction than with each feedback scheme separately, a compensator for the 

fundamental actuator resonance, a high-pass filter cutting off the fundamental resonance 

and a passive treatment heavier than the designed lightweight, inertial actuator. 

A lightweight, self-contained, electrodynamic actuator accelerometer sensor unit has been 

designed that allows large direct velocity feedback gains in the range necessary to obtain 

the wanted vibration reduction of the structure under control as discussed in [23]. A best 

control scheme has been proposed in combination with an inertial actuator. An external 

velocity feedback loop with a high control bandwidth controls vibration at high frequencies, 

but it also leads to spillover at low frequencies. Internal velocity feedback counteracts this 

spillover and reduces vibrations including the spillover from the external feedback loop. 

The controller could also be implemented as a hybrid active/passive system. Still driving, 

feedback and measurement amplifiers are needed that add substantial weight, but less 

amplifiers would be needed if the proposed self-sensing control was improved. 

Future work could focus on 

• a better compensation of either the self-inductance in the self-sensing case or the mutual 

inductance in the secondary coil case. More sophisticated electronics such as the 

electronic implementation of inverse lumped parameter models or a digital compensator 

with a look-up table have the potential to make the internal velocity sensor as 

sophisticated as the used accelerometer sensor with non-ideal time integrator. For 

example geophones [193] show a measurement bandwidth up to 600Hz. 

• further miniaturization of the lightweight actuator to an array of actuators with each one 

tenth of the size and the force of the prototype actuator as discussed in Appendix C. A 

technology limit is given by the magnetic field strength of the permanent magnets that 

is predicted to increase in the future [174] and, when making the assumptions of 

Appendix C, also by the achievable stroke. Giant microeletromechanical systems 

(MEMS) using the traditional MEMS manufacturing processes in the upper 100llm 

range seem to be necessary. 

• the application and investigation of several prototype actuators on the model problem in 

order to come closer to the theoretically investigated case in [25] and to design a smart 

panel competitive to the one proposed in [10] that uses piezoelectric patch actuators. 
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APPENDIX A: A data collection of recent electrodynamic actuator designs 

These values have been found on the electronic homepages of the respective manufactures 

[72-77, 194] and in a number of pUblications [78-85]. 

Type Stroke Maximum Continuous Total mass Maximum 

(+I-mm) force (N) force (N) (grams) Power (W) 

BEIKIMCO [72] 

LAOS-OS-OOOA 0.508 0.7 0.35 9.407 5.83 

LA08-l0-000A 2.03 6.7 2.13 34.41 40.1 

LAl0-12-027A 4.57 13.3 4.6 70.59 63.4 

LA12-l7-000A 3.81 44.5 15.6 45.9 102.8 

LA13-30-000A 17.5 13.3 5.1 437.3 73.6 

LA14-l7-000A 5.08 22.2 7.1 201.81 104 

LA1S-16-020A 5.08 33.8 11.6 220.56 153 

LA1S-16-024A 3.18 89 24.47 228.21 232 

LA1S-6S-000A 50.8 66.7 18.9 87.2 276 

LA16-27-000A 3 60 13.9 238 267 

LA17-28-000A 7.6 71.2 28.5 496.7 107.2 

LA18-l2-000A 3 44.5 15.1 219.5 84.9 

LA19-40-000A 22.86 22.24 8.54 811.4 88 

LA24-20-000A 8.26 111.21 44.93 740 220 

LA2S-42-000A 12.7 266.89 86.30 1520 375 

LA30-43-000A 12.7 445 164 2626 531 

LAl00-90-00l 25.4 2447.5 1299.4 10300 807 

TIRA [73] 

TVSOO09 3 9 1500 

TVSOO18 5 18 4500 

TVS107S 10 75 40 18000 

TVS111S-IN 150 75 13000 

LDS [74] 

Vl0l/2 2.5 8.9 910 

V20l/3 5 26.7 17.8 1810 

V406/8 17.6 196 98 14100 

Unholtz-Dickie [75] 

5032 51 1330 445 1300 

5062 51 4400 2700 4500 
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Type Stroke Maximum Continuous Total mass Maximum 

(+I-mm) force (N) force (N) (grams) Power (W) 

5202 51 9800 4400 282000 I 
5452 51 26700 20000 294700 

5802 51 38000 26700 721000 

Aurasound [76] 

A5T-2B-4 132 89 1300 50 

Micromega Dynamics [77] 

IA-01 1 3.2 1.6 85 

ADD-45N 3 45 3000 

LMS [194] 

E-Misha 2.5 150 50 

Miscellaneous 

[78] 50 1100 20 

[79] 3 54 46 300 

[80] 20 95 10400 

[81] 4 60 

[82] (rotary) 20000 1350 

[83] 3 10 

[84] 1 9 1100 3.5 

[85] 1.5 15 
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APPENDIX B: Conditions for critical damping of a single degree of freedom (SDOF) 

system using self-sensing control 

In a very much simplified model of an electrodynamic actuator reacting against a fixed 

base and a plate as in Chapter 2, the first plate mode and connected parts of the actuator are 

modeled by a single degree of freedom (SDOF) system as depicted on the right side in 

Figure B.1 with mass M, stiffness K and damping D, a natural frequency of WI = ~ K/ M , 

non-dimensional damping ratio ~I = D/(2.J KM) and damped natural frequency 

Wd = WI )1- ~2 . When a harmonic primary disturbance force Fp(w) oscillating at 

frequency W is exerted and the electrodynamic coupling of the actuator is neglected, the 

structure starts to vibrate with velocity Vs(ev) so that 

(B.l) 

. K r-:; 
where Zm = JW M + D + -.- and j = -v-I IS the blocked mechanical impedance of the 

JW 

structure and actuator. 

Figure B.t: Model of a shunted electrodynamic actuator attached to a SDOF resonant structure. 

When the electrodynamic coupling of the actuator, as modeled in the center of Figure B.l, 

is also considered, a voltage 

(B.2) 

is induced in the coil which moves in the magnetic B field of the actuator. The transducer 

coefficient 

(B.3) 
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is considered to be constant in the working range and it depends on the amplitude of the 

magnetic field Bg perpendicular to the direction of the coil movement and the length of the 

coil wire Ie in the magnetic field. 

When, as depicted on the left side of Figure B.1, an electrical impedance Zp is shunted with 

the coil having an inductance Le and a resistance Re an electrical current 

(B.4) 

results in the coil so that electrical energy is dissipated over the coil resistance Re as well as 

over a shunt resistance Rs=Re(Zp). Ze=Re+L,;/m is the open loop electrical impedance of 

the electrodynamic actuator and Ujb(OJ)=-Zpf(m) is the voltage over the shunt impedance. 

The resulting current in the moving coil leads to a secondary force 

(B.5) 

in addition to the primary force Fp(OJ) on the vibrating structure. Following Lentz's rule 

this force is in opposite direction to the primary disturbing vibration velocity VsC OJ) leading 

to vibration reduction. By appropriately choosing the shunt impedance Zp a goal such as 

adding critical damping to the mechanical DOF or minimizing the kinetic energy of the 

mechanical DOF might be obtained. The reduction in amplitude of the FRF from the 

primary excitation force Fp(OJ) to the vibration velocity of the SDOF system 

___ 1 __ = _---,--Z_e _+_Z-"p __ 

Z + 'l's2 Zm ( Ze + Z p ) + 'l's2 
m Z +Z 

e p 

(B.6) 

is then a measure of vibration reduction. In the following, the FRF due to an added primary 

current Ip(OJ) proportional to the primary excitation force 

(B.7) 

is considered. First proportional secondary current feedback control is investigated. By 

feeding back a voltage 
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(B.8) 

to the electrical input of the actuator the real part of the shunt impedance can be tuned in 

order to change the apparent shunt resistance. The case of a negative current feedback gain 

is equivalent to using a resistor as shunt impedance with Zp = G so that the total resistance 

of shunt and actuator electrical circuits increases. According to equation (B.6) vibrations 

also increase for a given primary force. In contrast when a positive current feedback gain G 

is used, a negative shunt impedance Z = -G results that reduces the total resistance of shunt 

and actuator electrical circuits. As a result, a higher current leading to a higher secondary 

force opposing the primary force is applied on the structure. The FRF from the primary 

current to the vibration velocity of the structure hence becomes 

(B.9) 

The simulated FRF using the parameter values in Table B.I for different values of the 

negative feedback gain G is shown in Figure B.2. 

Table B.l: Parameter values used for simulations in Appendix B. 

Parameter low high electrical cut-off frequency 
Spring constant K 56 kNm' 56 kNm· 1 

Damping coefficient D 2.667 Nsm" 2.667 Nsm" 
Plunger and plate mass M 0.15 kg 0.15 kg 
Primary transducer coefficient 'Fp 3.65 3.65 
Secondary transducer coefficient 'Fs 3.4 3.4 
Coil inductance Le ImH 0.02 mH 
Coil resistance Re 3.3 n 3.3 n 
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Figure B.2: FRF from the primary current to the vibration velocity for different proportional current feedback 
gains G, left: actuator with low electrical cut-offfrequency, right: with high electrical cut-offfrequency. 

Simulations hardly show any effect in the case when the actuator has a low electrical cut

off frequency R/Le. The control scheme seems to be very efficient in the case of an 
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actuator with a high electrical cut-off frequency RILe. However, for higher gains in both 

cases a secondary peak: appears in the FRF that limits possible feedback gains. The root 

locus plot of the denominator of equation (B.9) shown in Figure B.3 for increasing 

feedback gains G shows that this secondary peak: is due to the interaction of the mechanical 

poles with the electrical pole. Actuators with a high cut-off frequency show a range of 

feedback gains where the two mechanical poles and the electrical pole are real and all three 

poles are critically damped. In contrast at actuators with a low cut-off frequency the 

mechanical poles are far from reaching the critically damped state. 
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Figure B.3: Root locus plot of the denominator of the FRF from the primary current to the vibration velocity 
plotted for the stable range, left: actuator with low electrical cut-off frequency, right: actuator with high 
electrical cut-offfrequency, x open loop pole position, 

Electrodynamic actuators with a high electrical cut-off frequency hence are actuators 

where there exists a feedback gain G for which the closed loop mechanical poles and the 

electrical poles are real, i.e. when all three roots of 

with s = jm are real. Applying a result from [195] this is verified if 

(B.ll) 

where b l = RILe, b2=G/Le and b3='f//(LeM). In the limiting case, where D=O, the quadratic 

equation in two variables (B. 11 ) describes two parallel lines [195] in the b l --b2 plane if 

'f/2 
Le <-_s-2 . 

MOJd 

(B.12) 
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Hence, there is a real gain G so that equation (B. 1 0) has three real poles if equation (B.12) 

is verified. For a given actuator resistance, condition (B.12) translates into a condition for 

the electrical cut-off frequency of the actuator RILe. Taking values from Table B.1 

condition (B.12) is true for the actuator with a high electrical cut-off frequency, but not for 

the actuator with a low electrical cut-off frequency, which explains the different results in 

Figures B.2 and B.3. When there is the possibility to design the magnetic circuit of the 

actuator there still is a balance to be made between Le and 'Fs since changes in the magnetic 

circuit increasing 'Fs usually also increase Le as explained in Chapter 3. If there is no or 

only partial inductance compensation this balance between actuator parameters transforms 

into a balance between control bandwidth and sensitivity of a self-sensing, electrodynamic 

actuator. If there is a possibility for compensation, the compensator could be chosen in 

such a way that the kinetic energy of the mechanical DOF is minimized. The kinetic 

energy is proportional to 

(B. 13) 

where Vs is given by Eqs. (B. 1) and (B.5). A condition for an optimal current is 

a(z V 2
) tp2 tp 

m s =2-S I+2-S F =0 
al Zm Zm P 

(B.14) 

leading to an optimum current of 

1= -l/'Fs Fp. (B.15) 

When a shunted impedance is implemented following Eqs. (BA), (B.1) and (B.5) the coil 

current is given by 

1=_1 (-Z 1- IF. (F + tpI)] = -IF./Zm F 
Z P Z P s tp2 P 

e m Z +Z +_s 
P e Z 

m 

(B.16) 

that is identical to Eq. (B.15) if Zp = -Ze. Hence, in order to achieve minimization of the 

kinetic energy of the mechanical DOF the shunted circuit should compensate for the 

electrical impedance of the coil and implement a negative impedance. Pure resistance 

compensation as proposed before should be complemented by electronic inductance 

compensation. 
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APPENDIX C: Scaling analysis of lightweight, electrodynamic, inertial actuators. 

As shown in Chapter 3 the transmitted force, the actuation force and the suspension 

stiffness are important factors that have to be considered in the miniaturization of an 

electrodynamic actuator. In the following a scaling analysis using these three variables is 

carried out when first assuming that all three dimensions scale homogeneously and when 

second assuming that the stroke direction is larger than the two other plane dimensions. 

Finally a numerical example of an array of lOx 10 actuators occupying the space of a 

single prototype actuator gives ideas about manufacturing issues associated to a further 

miniaturization. 

First when assuming that all three dimensions in a Cartesian space scale like a length I, the 

transmitted force at lower frequencies as in Figure 3.2 behaves like 

(C.1) 

at a given frequency OJ and given mass density of the inertial mass Pmag. At higher 

frequencies the transmitted force is limited by the maximum actuation force that scales like 

z2, P or f depending on whether the current density increases or the power or current 

density remain constant for changing dimensions [86]. In the particular case of Chapter 3 , 

when assuming that the result in Figure 3.5 can be extrapolated to lower masses, the 

actuation force behaves like 

3 Fa= 1 25pmag 1 . (C.2) 

Since the transmitted force in Eq. (C. 1) becomes faster smaller with decreasing 1 than the 

actuation force in Eq. (C.2) the saturation break frequency OJb as defined in Chapter 3 

increases with decreasing dimensions. It actually scales like [112. Consequently the lowest 

controllable resonance frequency of the mechanical structure also moves to higher values. 

More importantly the fundamental resonance frequency of the actuator increases even 

faster since it scales like 

(J) -0- (C.3) 

when assuming that the moment of inertia of the suspension Id can always be at an even 

smaller size than I. In Eq. (C.3) the suspension stiffness is assumed to be realized by a 

spring loaded in bending. 
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When all dimensions are scaled equally, the significantly smaller inertial mass and the 

significantly higher fundamental resonance frequency of the actuator reduce control 

authority and bandwidth. 

Second when assuming that the dimension in stroke direction scales like L and the other 

two plane dimensions scale like 1 the transmitted force scales like 

2 2 2 Fr= Pmagi L OJ • (CA) 

There is especially a difference to the previous case when assummg that L can be 

approximately kept constant. This assumption is reasonable when considering that 

miniaturization is especially aimed on the surface of a structure to better spatially control 

distributed vibrations and not in a direction perpendicular to the surface. Since the 

actuation force in Figure 3.5 scales like 

(C.S) 

similar to the transmitted force the saturation break frequency does not change 

significantly with varying I. The control bandwidth is only shifted to higher frequencies by 

the fundamental resonance frequency of the actuator. When assuming that a spring in 

predominantly vertical direction is used, the fundamental resonance frequency scales like 

(C.6a) 

or when a spnng with predominant extension m horizontal direction IS used the 

fundamental resonance frequency scales like 

(C.6b) 

When the dimension of the actuator stroke is considered constant during scaling, the 

actuator authority is limited by either the actuation force or the transmitted force, 

whichever is smaller, and the bandwidth is reduced by rl. Clearly for an inertial actuator 

the stroke should not be reduced as much as the other two dimensions of the actuator and a 

suspension with dominant extension in the stroke direction should be used. In this case in 

the following some possible manufacturing issues are suggested. 

A further miniaturization of the prototype actuator could be to appropriately adjust the 

actuator dimensions so that the feedback force observed at the model problem is just 

obtained. Alternatively it could be tried to replace the prototype actuator by a larger 

number of smaller actuators that in sum generate the same force and in total cover the same 
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area as the prototype actuator. In the first case a similar study as the one presented in 

Chapter 3 could be carried out whereas in the second case more serious technology 

challenges are predicted. Considering the case, when one inertial actuator of a surface of 

about 0.04m x 0.04m with Ft=2.5N is to be replaced by an array of 100 0.025N actuators 

of a surface each of about 0.004 x 0.004m. The same control bandwidth with the lowest 

resonance frequency at wb=50Hz is aimed. First in order to generate a sufficient 

transmitted force the stroke d is to be increased to compensate for the reduced mass. At a 

mass density of the inertial mass of Pmag=7400kgm-3 and approximate dimensions I x 1= 

0.004m x 0.004m a stroke of 

d= 
F; 1100 

--'---- ~ O.OOlm 
2 '?12 

Wb Pmag~ 
(C.7) 

seems to be sufficient that is not much different from the one used in the prototype actuator. 

When considering that Figure 3.5 can be extrapolated to lower inertial masses, an actuation 

force of 

Fa=125 z2 L;::::;0.03N (C.8) 

should be possible when L=2d=0.002m. When assuming a constant magnetic field B=0.2T 

in the air gap an even bigger force 

PIL = B J" APIL 
AN2 Pw;Jr p Pw; 

(C.9) 

of up to 0.067N should be realizable for each actuator where PW1=0.017 1O-6.om is the 

specific resistivity of the copper wire, I=O.OOlm is the characteristic dimension air gap 

width and A=0.0015m is the diameter of the permanent magnet that determines the radius 

of the coil. At a power input of 0.1 W a current ofO.35A and a coil resistance of 0.8.0 seem 

reasonable provided that coils with a diameter of 100/lm with a large number of windings 

can be realized. As mentioned in Chapter 3 and implied in [87] the temperature increase 

and the maximum input power can only be precisely known at the actual design. 

An estimation of the stiffness of the actuator suspension 

K=w2om;::::;0.987Nm-1 (C.10) 

at a fundamental resonance wo=10Hz and an inertial mass m=2.5 10-4kg given by the 

stroke in Eq. (C.7) and the required transmitted force at 50Hz shows that an extremely 

small suspension stiffness is required. When a spring is used in bending for the suspension, 

its moment of inertia is in the order of 
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(C.ll) 

that leads to a radius of about lSf.1m of the circular cross section of the spring, when 

assuming a realization in polysilicon with a Young's modulus Es=20l x 103 MFa and a 

characteristic dimension 1=0.002m. It is questionable whether the materials that can be 

used in the manufacturing process have enough yield strength to support the static and 

especially dynamic internal stress since displacements in the rnm range are required for a 

suspension of tens of /lms. A suspension in post-buckling could allow low suspension 

stiffness although non-linearity would be a concern. 

This appendix has indicated that a further miniaturization seems to be possible by either 

using the proposed design methodology in Chapter 3 and slightly reduce actuator force and 

weight (top-down approach) or to implement a large number of small actuators with each a 

much smaller force replacing the prototype actuator (bottom-up approach); but it has also 

highlighted technological limits that are just being explored. For instance, an 

electrodynamic actuation force requires a microscale coil and magnetic circuit. Coil 

circuits on a microscale are studied in [196-198, 87]. The generation of permanent 

magnetic layers is investigated in [199]. Non-linear dynamics of a suspension of a proof

mass actuator are considered in [200-202]. A combination of these different components to 

a MEMS electrodynamic actuator is presented in [203, 204] with dimensions in the 10/lm 

range. The electrodynamic actuator principle has been used previously with less 

sophisticated components [205, 206]. Implementing the coil and suspension on one chip 

and the magnetic circuit on another chip could be a way to implement an inertial actuator 

in flip-chip technology [206] potentially increasing actuator dimensions. 

The proposed miniaturized actuator design is situated in a technology gap between 

micro electromechanical systems (MEMS) manufacturing technology and more 

conventional manufacturing technology as also shown in [207]. The first technology can 

reach dimensions of a couple of 100/lm only under certain circumstances whereas the latter 

may easily manufacture parts in the range of 1000/lm. Hence, at the current (2005) stage of 

technological development, due to manufacturing considerations on a microscale, other 

force generation principles might be more interesting [208]. 
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APPENDIX D: Manufacturing issues related to the realization of the inertial actuator. 

Because of the required small size and weight dimensions of the inertial actuator tend to be 

small so that there are some manufacturing challenges using conventional machine tools 

that are also explained in [57]. Tight tolerances are demanded for the air gap in order to 

allow a maximum number of coil windings. For the same reason the wall thickness of the 

former should be as small as possible requiring special care during manufacturing. 

Additionally a special device has been built for winding the primary and the secondary 

coil. The ring springs also require special care during manufacturing. Finally the assembly 

of the complete prototype actuator needs to follow an order, too. 

Because of the tight tolerances and the thin wall thickness of the former special care is 

required for manufacturing. Figure D.l shows the lower cover part C-l during machining 

of the small groove for the measurement wire. The part is clamped on the left hand side in 

the chuck of a lathe. The PTFE cylinder on the right hand side is used to clamp the part 

when the clamping cylinder on the left hand side is removed once the coil is wound. It also 

stabilizes the cylinder with O.lmm wall thickness during machining of the groove for the 

measurement wire and during winding of the coil. Once the coil is wound and glued the 

former itself should have sufficient stability on its own. 

chuck of lathe 

Figure D.l: Lower cover part during machining [209]. 

Figure D.2 shows a selection of tools that are manufactured to drill the hole for press 

fitting the axis into the lower cover and the hole in the upper cover to guide the axis. A 

DIN 6325 steel pin of length 32mm is ground to the required dimensions. The aluminium 
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cylinder in Figure D.2 is used to guide the tool horizontally and one of the tools is actually 

used to machine the guiding hole in the aluminium cylinder. 

Figure D.2: Tools for drilling holes into the lower cover. 

Figure D.3 shows the procedure to drill the six holes of diameter 1.2mm at 60 degrees 

distance that is also used to drill the Ml threads into the upper cover. Note the use of a 

magnifying glass. 

Figure D.3: Drilling diameter 1.2mrn holes in the lower cover [209] 

In order to be able to wind coils on a common lathe a special coil-winding device depicted 

in Figure D.4 has been designed and built. The screw is used to adjust the friction force 

and hence the tension in the coil wire during winding so that there is limited control over 

the density of the coil package. A soft Teflon inlet with minimum friction is used to guide 

the wire. 
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bobine with driving coil wire 

Figure D.4: Coil winding device to be used at a common lathe. 

The coil winding is first carried out at a test part of the lower cover part In order to 

detennine practical problems during the procedure and acquire the necessary skills. The 

same part is also used to approximately detennine the coil coupling without influence of 

the magnetic circuit. Figure D.S shows the test part during winding of the driving coil. A 

plastic stick can be used to increase the density of the coil package when it is wound 

manually. For more than four layers winding by turning the lathe chunk manually instead 

of using the lathe advance at very low speeds is recommended because it allows easier 

control of crossing wires. Wires should not cross in order to prevent compensation of the 

driving magnetic field during operation and increase lifetime. 

chuck of lathe 

Figure D.S: Winding of the driving coil at a test part. 
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During the test winding it has been found that the big wire of the driving coil damages the 

tiny wire of the measurement coil as is shown in Figure D.6. Therefore grooves that allow 

Figure D.6: Damaged measurement coil wound on test former, magnified 
by light microscope. 

protecting the small wire are machined in part C-1 with an electro discharge machine 

(EDM) as depicted in Figure D.7. These grooves are not included in drawing C-l. 

Additionally before winding the big wire the small wire is wound and glued into the main 

groove with two connecting ends sticking out at a length of about O.lm each. Then those 

two ends are put into the grooves for additional protection and glued again so that the used 

low viscosity epoxy glue provides additional protection. The procedure is repeated on the 

Groves protecting the 
incoming and outgoing wire 

' ..• 
.. ~ 

, '.; 

Figure D.7: Grooves machined into part C-l for the protection of the 
measurement wire, magnified by light microscope. 

real part. Then the big wire is wound and glued. Just some drops of the glue are sufficient. 

The ends of the wire are soldered to O.3mm diameter metal pins that pierce the Teflon wire 

guiding parts. In order to be able to solder the measurement wire its insulation is to be 
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etched away. Salicylic acid generated by an Aspirin® when exposed to the 3500 C of a 

soldering iron is a convenient etching agent. 

The nng spnngs are manufactured of bronze strips (Cu98Be2) with a WIfe electro 

discharge machine (wire-EDM). Special care is to be taken to correctly choose 

manufacturing parameters and to ensure good positioning of the raw material that is 

clamped between two 1mm aluminium plates. Otherwise vibration of the raw material 

leads to errors as depicted in Figure D.8. 

Figure D.S: Manufacturing error at bronze strips fo r ring spring. 

Alternatively strips can also be manufactured with common manual cutting tools. This is 

the only manufacturing option if another material like DIN 17222 Ck101 spring steel is 

chosen in order to profit from the increased yield strength. In addition to an increased 

safety factor the dynamic behaviour of steel parts is more widely known than the one of 

bronze parts. The maximum allowable stress O'H in a DIN2093 steel with Es/=206 x 109Pa at 

a given number of load cycles and at a lower stress O'u as well as peak stress 0'0 can be 

found in diagrams. Three ring springs of radius r=0.0075m should statically support the 

moving mass resulting in a static moment [184] 

(D.1) 

in a single ring spring. In order for the resulting static stress to be smaller than R"ISs/ where 

Rm=640MPa is the yield strength of the material and Ss=1.5 is a safety factor the spring 

width is to be chosen to be superior to 

(D.2) 
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where hrs=0.06mm is the available material thickness. Moreover the ring spring stiffness 

given by [184] is equal to the required stiffness Kif 

(D.3) 

so that a spring width bsp=1.8mm is chosen. At this spring width a dynamic moment 

(D.4) 

with the required stroke d leads to a dynamic stress O"dy=464.9MPa. Together with the 

static stress and a safety factor Sd it should be smaller than the maximum allowable stress 

O"H(O"u)=700MP from a dynamic stress - load cycle diagram at the lower stress O"u=O"st

O"dyl2=-88.05MPa. For the chosen spring width a theoretical safety factor Sd=1.5 is realized 

that is a reasonable value for bending load. However, these calculations are just 

approximate since the required dimensions can only be realized with tolerances due to the 

manual production process. Bronze springs should be used when material failure is not 

critical, but the influence on the magnet field is important. Steel springs can be more 

reliably designed against dynamic failure except if stress peaks occur at discontinuities, but 

they still are influenced by the magnetic field. 

The metal strips, either phosphor bronze or spring steel, are bent to ring springs using a 

special forming tool that is manufactured with close tolerances. It consists of an inner 

cylinder of diameter 15 (0,-0.1) with a groove to carry the Imm x O.lmm bronze or 1.8mm 

x 0.06mm steel and 50mm long strips and an outer hollow cylinder of diameter 15 (+0.1, 

0) that presses the metal strip into the groove as is depicted in Figure D.9. A small groove 

is filed into the outer cylinder so that the ends of the metal strip may overlap for better 

soldering. While being clamped in this tool the ring springs are soldered one after the other 

to the moving mass piece using soldering fat. A circular shape of the ring springs results. 
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Figure D.9: Ring spring/arming tool. 

After winding the two coils, fixing them with low-viscosity epoxy glue and connecting 

them to the metal pins in the wire outlet the interior of the moving mass part M -1 is 

machined so that it fits over the wound coil. Since the winding process does not allow very 

dense packages for more than about four layers the air gap is to be widened considerably. 

A clamping tool shown in Figure D.10 is built so that the part M-1 may be clamped into 

the chunk of a lathe. 

Goes into bushing B-1 and 
centres M-1 

Figure D.IO: Clamping tool to allow machining a/part M-l. 

The inner diameter forming the outer part of the air gap is widened from diameter 19.5 to 

diameter 19.9 to fit over the coil with a small gap. Then the bushings B-1 and B-2 are 

mounted into the parts M-l and M-3 by press fitting with the smaller outer diameter of 

parts B-1 and B-2 going first. In order to mount the permanent magnet M-2 and the iron 

M-3 a hollow cylindrical PTFE mounting device with close tolerances is machined for 

each of the parts. M-2 is connected to M-1 as depicted in Figure D.11 with a small layer of 

glue that also serves as heat insulator. After hardening the glue part M-3 is mounted on and 

glued to M-2. The axis is used to align parts M-1 and M-3 before the glue is hardened. 
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Then the three ring springs are soldered to M-1 using the ring spring fonning tool. Before 

clamping the ring springs to the lower cover and adding the moving mass assembly 

together with the guiding axis the lower cover is brought into its final shape by removing 

the clamping cylinder on its bottom side and the PTFE cylinder on its upper side. During 

removal of the PTFE cylinder using its internal thread care is to be taken to not damage the 

O.lrnrn thick fonner supporting the coils. Finally after the upper cover is connected to the 

lower cover using 6 M1 screws and centred on the central axis, the actuator is ready for 

testing. 

Figure D.ll: Mounting M-2 in M-l. 
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APPENDIX E: Spillover frequency and highest inertial actuator resonance frequency 

for a two degrees of freedom system. 

In order to simplify the interpretation of the results in Chapter 5, in particular the beneficial 

influence of the internal actuator damping on a given mode of the panel, in this appendix a 

simplified two degrees of freedom (DOF) model will also be considered. In this model the 

response of the rth mode of the panel is represented by a modal mass 

Mr = pl)yh/¢; (xs,Ys)' modal stiffness Kr=w/Mr and viscous damping Dr = 2~r~KrMr . 

The dynamics of the actuator are represented by its axial suspension stiffness K, damping 

D and inertial mass m. The response of such a simplified system is derived from the second 

part ofEq. (4.5) when only the rth mode of the plate, i.e. N=r and n=r in Eq. (4.2b), and 

the fundamental resonance of the inertial actuator are used. In order to check the closed 

loop performance and stability, the open loop frequency response function (FRF) between 

the actuation force and the vibration velocity of this simplified model 

is investigated where ~o = D/ ( 2.J Km ) is the viscous damping coefficient and Wo = ~ K / m 

the undamped natural frequency of the inertial actuator. Similar to Figures 4.3 and 5.3 this 

simplified 2 DOF analytical model has one loop in the left real half-plane due to the 

fundamental resonance of the inertial actuator with resonance frequency Wo and a single 

loop in the right real half-plane due to the rth plate mode with resonance frequency OJr . 

According to the Nyquist criterion, closed loop stability is guaranteed if the locus of the 

open loop FRF in the real - imaginary plane does not encircle the critical point (-1 ,OJ). 

Defining 01 as the real part of the FRF where its locus intersects with the negative real axis 

as shown in Fig. 5.3, in the studied case, it is sufficient that 1011<1. The amplitude of the 

FRF at this point lOll is inversely proportional to the gain margin and hence a measure for 

stability [26, 168]. The smaller the gain margin the closer the locus is to the critical point 

and more spillover is expected in the closed loop case. 
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In measurements there is an additional phase shift at very low frequencies due to the 

electronic integrator in the charge amplifier. Hence, because of the inertial actuator 

resonance leading to 61<0 and because of the charge amplifier distortion only a limited 

range of control gains is predicted to guarantee closed loop stability. Also, spillover effects 

are anticipated in the vicinity of the fundamental resonance frequency since the locus 

enters the circle with radius 1 about the critical point. 

In the analytical model the locus of the FRF in Eq.(E.1) intersects with the real axis at 

where Wo and wr indicate the modified fundamental resonance frequency and the rth 

resonance frequency of the plate when the 2DOF model is considered. The amplitude of 

Eq. (E.1) at these intersection points is given by 

(E.3) 

In the special case where the plate damping is neglected, i.e. ¢"r=O, and the mass of the 

inertial actuator is much smaller than the modal mass of the plate mIMr«l Eq. (E.3) can 

be simplified to the following expression 

(E.4) 

The advantageous effect of internal damping is clearly observable in Eq. (E.4) since the 

gain margin increases with increasing ¢"o. Closed loop stability for external velocity 

feedback of Vs is guaranteed if 61 >-1 and thus 

(E.5) 
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(Note that 61<0 because of the fundamental actuator resonance.) Since Wr and Mr are given 

by the structure to be controlled, the resonance frequency of the inertial actuator Wo should 

be chosen as small as possible. In particular the condition has to be fulfilled for the lowest 

resonance frequency of the plate WI. However, there are practical limitations [51] for the 

reduction of (iJo = ~K/m . For example m should be kept as small as possible so that the 

inertial actuator is lighter than other passive means that could be used to increase the 

damping of the structure to be controlled. Also the suspension stiffness K must be kept 

large enough in order to provide the necessary static support of the inertial mass. In 

conclusion the addition of internal damping (0 is proposed in order to either increase the 

gain margin or performance at a given gain margin. In order to add internal damping, 

internal relative velocity feedback at the model problem is investigated in Chapter 4. 

Even when closed loop stability is achieved there will be spillover for frequencies where 

11+GVsIFal<1. For instance considering Eq. (E.l) for r=1, the cut-off frequency for 

spillover is found to be 

(E.6) 

Thus the higher the frequency ratio wl1wo is the higher the spillover frequency will be. In 

general the spillover frequency can be further brought up by the internal damping effect 

although this effect tends to fade away as the ratio wl1wo decreases. Because of limits in 

the design of low stiffness suspensions [57] small frequency ratios tend to occur in systems 

with lightweight, inertial actuators. For such systems, where additionally m is important 

relative to M I , increased (0 can help to reduce Wso. External velocity feedback also reduces 

the frequency range in which spillover occurs. 

In conclusion, there is an optimum internal velocity feedback gain for which, despite the 

negative spillover effects of the external velocity feedback at some frequencies, large 

vibration reductions are achieved at other frequencies so that an overall reduction results in 

the frequency band of interest. This notion of best internal velocity feedback gain is 

studied in Chapter 5. 
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APPENDIX F: Measurement apparatus and procedures. 

Measurements in Chapters 2, 4 and 5 are carried out with an Advantest R9211 C FFT Servo 

Analyzer. 

For open loop measurements to assess stability its signal output is used to apply a band 

limited white noise voltage to the respective driving amplifier. The 0-10Hz, 0-100Hz, 0-

1kHz, 0-IOkHz and 0-100kHz are excited successively. Measurements are shown in a 

frequency range that is sufficient to assess stability depending on the control scheme. In 

the case of the inertial actuator in Chapters 4 and 5 the power supply of the driving 

amplifier from [57] limits the maximum current to lA. In the reactive actuator case in 

Chapter 2 an additional ammeter in series between the driving amplifier, either a Crown 

Electronics DC300, a H&H VX-200 voltage or a no-name current amplifier, allows to 

monitor the driving current. The signal output voltage of the servo analyser is adjusted in 

order to obtain a sufficient coherence in the respective frequency band. The driving and the 

measurement amplifiers are used to adjust the feedback gain. Open loop measurements are 

non-calibrated. In some cases indicated in the text additionally a KEMO Benchmark VBF8 

4th order filter with adjustable high-pass or low-pass up to 100kHz is used to amplify, 

invert and/or filter a feedback signal. Time integration of the B&K 4375 accelerometer 

signal is carried out with a B&K charge amplifier with high-pass filter setting at 10Hz. The 

open loop FRF between the input on channel a and output on channel b mentioned in each 

section is measured with the transducers, inverter and amplifiers in series. 30 successive 

measurements are carried out and the FRF, with a resolution of 800 lines in each frequency 

range, is automatically averaged by the servo analyser. For the estimation of the FRF 

between channel a an b the frequency analyser internally digitalizes the data, calculates the 

power spectral density of the input signal in channel a and the cross spectral density 

between channel a and channel b. The Nyquist plot directly displayed by the analyser can 

be analysed for stability by investigating the number of circles around the critical point (1, 

OJ). When stability is guaranteed the open loop is closed by disconnecting the cables from 

channel a and b and directly connecting them with a BNC connector. Usually instability is 

either directly visible or audible by harmonic movement of the actuator. However, care has 

to be taken that the frequency band close to the critical point lies in an audible or visible 

range because otherwise the circuit might become unstable and destroy components before 

being directly noticeable. 
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For closed loop measurements to assess performance the primary shaker is driven via the 

DC-300 amplifier by the signal output of the servo analyzer. The force exerted on the plate 

by the shaker is measured with the intermediate B&K 8230 force transducer connected via 

a B&K 2635 charge amplifier to channel a. Channel b is connected via another integrating 

B&K 2635 charge amplifier to the B&K 4375 monitor accelerometer on the plate. 

Measurements as in the case of stability assessment are carried out in a frequency range up 

to 1kHz in the open loop and closed loop case. Plots in the thesis for performance 

assessment show calibrated measurements where the amplification of the charge amplifiers 

for accelerometer and force transducer is removed. 

Measurements in Chapter 2 are carried out with a HP frequency analyser, a current 

amplifier from [57] and a PCB208 force transducer with rcp electronics that have a high 

pass filter at 10Hz. A sine sweep voltage between 10Hz and 10kHz is input to the actuator 

and the frequency analyser calculates the FRF between the input to the current amplifier 

and the output of the rcp amplifier. 
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