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## Minimum Bit Error Rate Multiuser Detecțion for Multiple Antenna Aided Uplink OFDM

by Mohamad Yusoff Alias

In this treatise, we employed the so-called Space Division Multiple Access (SDMA) principle in the context of Orthogonal Frequency Division Multiplexing (OFDM) for multiuser transmission by exploiting the system's capability of differentiating multiple users by their unique, user-specific spatial signatures constituted by their different impulse responses between the different transmit and receiver antennas. The classic method of detecting the different users is by using the well-known Minimum Mean Squared Error (MMSE) linear multiuser detector (MUD). However, the MMSE MUD family does not necessarily minimise the achievable Bit Error Rate (BER) of a system, although achieving the minimum BER is our ultimate aim. Therefore, we propose a novel Minimum Bit Error Rate (MBER) type MUD that is capable of directly minimising the BER cost function of a given system. We have demonstrated that the MBER MUD performs better than the MMSE MUD in the scenarios investigated. In the case of the MMSE MUD, different users will achieve a different BER performance and as the amount of multiuser interference increases, the MMSE MUD performs more poorly in distinguishing the different users. This is due to the fact that the performance of the MMSE MUD relies on the system matrix constituted by the different users' channel transfer functions in determining the detected user's BER performance. By contrast, all users employing the MBER MUD experience a fairly similar BER. Moreover, we showed that the MBER MUD is capable of supporting more users than the number of receiver antennas, because it will aim for finding the minimum point on the BER cost function, regardless of the system matrix. We have also employed the Genetic Algorithm (GA) search method in solving for the weight values of the MBER MUD, as an alternative to the normal conjugate gradient search method. In the case where the channel is unknown, adaptive MBER methods can be used to search for the weight values of the MBER MUD.
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## Preface

## Organisation of the thesis

The layout of this thesis is as follows:
Chapter 1: A brief overview of the underlying orthogonal frequency division multiplexing (OFDM) principles will be presented, complemented by a study of single-user space-time block coded (STBC) OFDM, employing a low-density parity check (LDPC) channel codec as well as turbo codec.

Chapter 2: We will propose the novel minimum bit error rate (MBER) ${ }^{1}$ criterion based multiuser detector (MUD) designed for a space division multiple access (SDMA) aided multiuser OFDM system. Firstly, we will describe the SDMA OFDM system and the MBER MUD, which will be characterised with the aid of our simulation results. We will demonstrate that the proposed MBER MUD is capable of achieving a lower BER in comparison to the classic minimum mean-square error (MMSE) MUD in almost all the scenarios investigated. Unlike the MMSE MUD, the MBER MUD is capable of supporting more users than the number of receiver antennas employed at the base station.

Chapter 3: The objective of this chapter is that of implementing a genetic algorithm (GA)-aided exact MBER MUD as a design-alternative to the conjugate gradient method introduced in Chapter 3. The GA-aided search method is shown to require a lower number of iterations compared to the CG method for reaching the MBER solution. We will also study the effects of the different GA parameters.

[^0]Chapter 4: This chapter is dedicated to the investigation of some of the well-known adaptive search methods invoked in the context of the MBER MUD, namely the block adaptive conjugate gradient (BACG) algorithm and the least bit error rate (LBER) method. Additionally, we will also introduce a GA-aided block adaptive method.

Chapter 5: Finally, in this chapter we will summarise the findings of the thesis and present our conclusions in this chapter. We will also provide suggestions for future work.

## Contributions of this work

Below, we present the novel contributions of this thesis:

- An MBER multiuser detector was designed for the uplink of a multiuser OFDM SDMA system, which is capable of supporting more users than both the number of receiver antennas and the classical MMSE MUD [1,2].
- Employing the GA-aided search method as an alternative to the conjugate gradient method for the exact MBER MUD required a lower number of iterations than the conjugate gradient algorithm [3].
- Adaptive MBER MUDs, namely the block adaptive conjugate gradient (BACG) and the least bit error rate (LBER) adaptive MBER SDMA MUDs were contrived and studied.
- The GA-based search method was also used for assisting the block adaptive MBER MUD's operation.


## Chapter 1

## OFDM Overview

Over the past decade, the popularity of mobile communications has been increasing right across the globe. Researchers have now turned their attention to the next generation of wireless broadband multimedia communications systems. The voice-related teletraffic has now reached saturation, but there is a growing demand for wireless Internet type services. While the family of the aforementioned communications systems was primarily designed for voice communications, there is a growing demand for multimedia services requiring high information rates exceeding 2 Mbps . Supporting such high data rates at a sufficiently high robustness against radio channel impairments requires careful system optimisation. Orthogonal frequency division multiplexing (OFDM) [4-6] has emerged as a promising choice of modulation for numerous applications, exhibiting the following key advantages [6]:

- OFDM constitutes an efficient technique of mitigating the effects of multipath propagation; for a given delay spread, its implementation complexity is significantly lower than that of a single-carrier system using a channel equaliser.
- In relatively slowly-varying channels it is possible to significantly enhance the achievable capacity by adapting the data rate per subcarrier according to the signal-to-noise ratio (SNR) experienced by that particular subcarrier.
- OFDM is capable of tolerating a lower Nyquist excess bandwidth than typical singlecarrier systems.
- When combined with Walsh-Hadamard code based frequency-domain and/or timedomain spreading, OFDM retains all the flexibility and robustness benefits of MCCDMA.

On the other hand, OFDM also has some drawbacks compared to single-carrier modulation:

- OFDM is more sensitive to frequency offset and phase noise.
- OFDM has a relatively high peak-to-average power ratio, which tends to reduce the power efficiency of the RF amplifier used.

Section 1.1 will provide a brief overview of OFDM history. In Section 1.2, a basic OFDM system is presented, while Section 1.3 describes a range of more advanced OFDM systems. Finally, we conclude the chapter in Section 1.4. For details of the basic principles of OFDM systems, the readers might like to refer to Hanzo et al. [4,5], or Prasad and van Nee [6].

### 1.1 Historical background

The concept of using parallel data transmission and frequency division multiplexing was proposed as early as the mid-1960s [7-9], while a US patent was issued in January, 1970 [10]. In a classic parallel data system, the signal frequency band is divided into $K$ non-overlapping frequency-domain subchannels. Each subchannel's carrier is modulated by a separate symbol and then the $K$ subchannels are frequency-multiplexed. Inter-subcarrier interference is avoided with the aid of sinc-shaped frequency-domain pulses, having equidistant zerocrossing at all but one subcarrier.

In 1971, Weinstein and Ebert applied the Discrete Fourier Transform (DFT) [11] for the efficient implementation of the modulation and demodulation process. More explicitly, instead of carrying out the modulation and Nyquist filtering of all subchannels individually, as it was proposed by Hirosaki in 1980s [22, 23], all subcarriers are modulated in a single step by the DFT, which uses a set of harmonically related complex-valued exponential subcarrier functions [4,5]. Hence, by using the DFT, the transmitted data of all subchannels can be recovered without any crosstalk. Additionally, using the DFT-based multicarrier


Figure 1.1: Important events in the history of OFDM.
modulation technique, frequency division multiplexing is achieved without invoking a bank of bandpass filters. A more efficient implementation of the DFT is based on the Fast Fourier Transform (FFT), when the number of subcarriers is high. With the recent advances in very-large scale integration (VLSI) technology, high-speed FFT chips are readily available and commercially affordable.

In the 1960s, the OFDM technique was used in several high-frequency military systems. In the 1980s, OFDM was studied in the context of high-speed telephone-line modems [12] and digital mobile communications [21]. In the 1990s, OFDM was invoked for high-bit-rate digital subscriber lines (HDSL) [13], asymmetric digital subscriber lines (ADSL) [14], very-high-speed digital subscriber lines (VDSL) [15, 16], digital audio broadcasting (DAB) [17], and high-definition television (HDTV) [18] terrestrial broadcasting [24, 25]. OFDM has also


Figure 1.2: Basic OFDM transmitter.
been adopted in wireless local area networks (WLAN) standardised as IEEE 802.11 [19] in the US, ETSI HIPERLAN [20] in Europe and by the Multimedia Mobile Access Communication (MMAC) standard body in Japan. The timeline of the important events that occurred in the history of OFDM is summarised in Figure 1.1, while some of the main contributions to the state-of-the-art of OFDM systems are summarised in Table 1.1.

### 1.2 Basic OFDM system

In this section, we will commence our discourse on a basic OFDM system. The fundamental concepts of OFDM will be presented in Section 1.2.1, outlining the basic transmitter and receiver structures. The performance of OFDM systems over Gaussian channels is characterised in Section 1.2.2, while the wideband channels used throughout the report are briefly discussed in Section 1.2.3. In Section 1.2.4, rudimentary channel transfer function estimation methods are presented, which is followed by a brief characterisation of the OFDM signal's amplitude statistics in Section 1.2.5.

### 1.2.1 OFDM concepts

The fundamental principle of OFDM is to split the signal to be transmitted into $K$ parallel streams, each of which modulates a carrier using an arbitrary modulation technique. Figure 1.2 shows the basic transmitter of an OFDM modem. The frequency spacing between the adjacent carriers is $\Delta f$, resulting in a total signal bandwidth of $K \cdot \Delta f$. The resultant

| Year | Author | Contribution |
| :---: | :---: | :---: |
| '66 | Holzinger [7] | Early research on digital communications over fixed time-continuous dispersive channels having memory. |
|  | Chang [8] | First known study of multichannel data transmission. |
| '67 | Salzberg [9] | Investigated the performance of an efficient parallel data transmission system. |
| '70 | Chang [10] | A US patent that Chang filed in November 1966 was issued in January 1970. |
| '71 | Weistein and Ebert [11] | Applied the DFT for the efficient implementation of the modulation and demodulation process. |
| '81 | Hirosaki [22] | Implemented an orthogonally multiplexed QAM system using the DFT. |
| '86 | Hirosaki, Hasegawa and Sabato [23] | Introduced an advanced group-band modem using an orthogonally multiplexed QAM technique. |
| '90s onward | Bingham [21] | Contributed a tutorial article that initiated the surge of OFDM research in the 1990s. |
|  | Cioffi [14, 15] | Introduced ADSL [14] and VDSL [15]. |
|  | Blum, Cimini, Sollenberger, Winters and Geoffrey Li [26-30] | Extensive research studies in the field of OFDM especially in channel estimation [26], peak-toaverage power ratio [27], forward error correction [28] and multiple antenna systems [29,30]. |
|  | Letaief, Murch and Cheng [31-35] | Conducting studies on the multiple antenna and multiuser OFDM system. |
|  | Rohling [36, 37] | Exploiting channel coding in conjunction with OFDM signals [36] and ICI cancellation [37]. |
|  | Bölcskei, Gesbert and Pulraj [38] | Invoked spatial multiplexing in OFDM. |
|  | Necker and Stüber [39] | Proposed totally blind channel estimation in OFDM. |
|  | Prasad and van Nee [6] | Produced a compilation of OFDM topics. |
|  | Lu and Wang [40-42] | Advocated iterative receivers for space-time block coded OFDM. |
|  | Hanzo, Münster, 'Choi and Keller [5] | Studies on adaptive modulation, channel estimation, peak-to-average power ratio reduction and Space Division Multiple Access (SDMA) in OFDM. |
|  | Lindner [43,44] | Employing time, frequency and spatial spreading in OFDM. |
|  | Kammeyer [45-47] | Exploring methods to reduce the peak-to-average power ratio [45], iterative decoding [46] and channel estimation [47] |

Table 1.1: Main contributions on OFDM.


Figure 1.3: Basic OFDM receiver.
$K$ number of modulated and multiplexed signals are transmitted over the channel and at the receiver $K$ parallel receiver branches assist in recovering the information. A multiplexer then recombines the $K$ parallel signal streams into a high-rate serial stream, as seen in Figure 1.3. For the complex QAM symbols, an OFDM symbol starting at $t=t_{s}$ may be written as [5]:

$$
s(t)=\left\{\begin{array}{l}
\operatorname{Re}\left\{\sum_{i=-\frac{K}{2}}^{\frac{K}{2}-1} d_{i+K / 2} \exp \left(j 2 \pi\left(f_{c}-\frac{i+0.5}{T}\right)\left(t-t_{s}\right)\right)\right\}, \quad t_{s} \leq t \leq t_{s}+T  \tag{1.1}\\
0, \quad t<t_{s} \wedge t>t_{s}+T
\end{array}\right.
$$

where $K$ is the number of subcarriers, $T$ is the OFDM symbol duration and $f_{c}$ is the carrier frequency.

In the literature, often the equivalent complex baseband representation is used [5]. In this representation, the real and imaginary parts correspond to the in-phase and quadrature components of the OFDM signal, which modulate a cosinusoidal and sinusoidal carrier frequency for the sake of producing the OFDM modulated signal in the form of [5]:

$$
s(t)=\left\{\begin{array}{l}
\sum_{i=-\frac{K}{2}}^{\frac{K}{2}-1} d_{i+K / 2} \exp \left(j 2 \pi \frac{i}{T}\left(t-t_{s}\right)\right), \quad t_{s} \leq t \leq t_{s}+T  \tag{1.2}\\
0, \quad t<t_{s} \wedge t>t_{s}+T .
\end{array}\right.
$$

It may be readily shown that the complex baseband OFDM signal defined by Equation 1.2 is the inverse Fourier Transform of $K$ number of QAM input symbols [5,11]. The corresponding discrete-time equivalent is the inverse discrete Fourier transform (IDFT), which


Figure 1.4: Schematic of $K$-subcarrier OFDM transmission system using IFFT and FFT.
can be expressed as:

$$
\begin{equation*}
s(n)=\sum_{i=0}^{K-1} d_{i} \exp \left(j 2 \pi \frac{i n}{K}\right), \tag{1.3}
\end{equation*}
$$

where the time $t$ was replaced by the sample-index $n$ and $d_{i}$ represents either the phase shift keying (PSK) or quadrature amplitude modulated (QAM) symbols. In practice, this transform can be more efficiently implemented by the Inverse Fast Fourier Transform (IFFT), when the number of subcarriers is sufficiently high. Figure 1.4 shows the schematic of the OFDM system implemented using the IFFT at the transmitter and the FFT at the receiver.

One of the most important reasons of employing OFDM is its efficiency in dealing with multipath-induced delay spread. When mapping the input datastream to $K$ subcarriers, the associated symbol duration becomes $K$ times longer, which reduces the relative multipath delay spread, relative to the symbol duration by the same factor. In order to eliminate intersymbol interference (ISI) between the consecutive OFDM symbols, a quasi-periodic extension also termed as cyclic prefix is introduced for each OFDM symbol. The cyclic prefix duration is chosen to be longer than the expected delay spread of the channel, such that dispersed multipath components of one symbol cannot interfere with the next symbol. For a detailed discourse on OFDM the interested reader is referred to [5].


Figure 1.5: BER versus SNR curves for the OFDM modem in AWGN channels using BPSK, QPSK and 16-QAM. The lines indicate the theoretical performance of the coherently detected modulation schemes of a serial modem over AWGN channels.

### 1.2.2 OFDM transmission over Gaussian channels

The OFDM modem's performance is expected to be identical to the performance of a classic serial modem based on the fact that the average power of the additive white Gaussian noise (AWGN) is the same in both the time domain and the frequency domain [48]. Similar to a serial system, the bit error rate (BER) versus signal-to-noise ratio (SNR) characteristics of the OFDM modem are determined by the modulation scheme used. Figure 1.5 displays the simulated BER versus SNR curves for binary phase shift keying (BPSK), quaternary phase shift keying (QPSK) and 16-level quadrature amplitude modulation (16-QAM) together with the corresponding theoretical BER curves of serial modems in an AWGN channel, as derived in [49]:

$$
\begin{align*}
p_{e, B P S K}(\gamma) & =Q(\sqrt{2 \gamma})  \tag{1.4}\\
p_{e, Q P S K}(\gamma) & =Q(\sqrt{\gamma})  \tag{1.5}\\
p_{e, 16-Q A M}(\gamma) & =\frac{3}{4} Q(\sqrt{\gamma})+\frac{1}{2} Q(3 \sqrt{\gamma})-\frac{1}{4} Q(5 \sqrt{\gamma}) \tag{1.6}
\end{align*}
$$

where $\gamma$ is the SNR and the Gaussian $Q(\cdot)$-function is defined as:

$$
\begin{equation*}
Q(y)=\frac{1}{\sqrt{2 \pi}} \int_{y}^{\infty} e^{-x^{2} / 2} d x=\operatorname{erfc}\left(\frac{y}{\sqrt{2}}\right) \tag{1.7}
\end{equation*}
$$

It can be seen from the figure that the experimentally evaluated BER performance of the OFDM modem is in good agreement with the theoretical BER curves of conventional serial modems in AWGN channels. At a BER value of $10^{-4}$, BPSK requires 3 dB and 10 dB lower SNR than QPSK and 16 -QAM in terms of the average channel SNR, respectively.

### 1.2.3 Wideband channel models

One of the main advantages of using OFDM is its resilience against time dispersive or frequency selective fading channels which is achieved without employing a high-complexity time-domain channel equaliser [4]. The channel model assumed is that of a finite impulse response (FIR) filter having time-varying tap values. Every propagation path $n$ is characterised by a fixed delay $\tau_{n}$ and a complex-valued Rayleigh fading process $g_{n}(t)$. The Rayleigh processes $g_{n}$ are independent from each other, but they all exhibit the same normalised Doppler frequency $f_{d}^{\prime}$, depending on the parameters of the simulated channel [4].

The ensemble of the $p$ propagation paths constitutes the channel impulse response (CIR) expressed as:

$$
\begin{equation*}
h(t, \tau)=\sum_{n=1}^{p} g_{n}(t) \cdot \delta\left(\tau-\tau_{n}\right) \tag{1.8}
\end{equation*}
$$

which is convolved with the transmitted signal. Most of the investigations carried out were based on the channel models characterised in this section.

### 1.2.3.1 Two-path Rayleigh fading channel

The simplest model of a dispersive multipath channel is the equal-power two-path channel model. This simple model will be invoked for demonstrating the advantages of using an OFDM system in a multipath channel. For this kind of channel model, 128 subcarriers will be used for the OFDM symbol. Each OFDM symbol has a duration of $120 \mu s$ and a cyclic prefix of $40 \mu s$ duration. The Jake model is adapted for modelling the fading channels [50] and the taps are separated by $5 \mu s$. The maximum Doppler frequency is set to 200 Hz and


Figure 1.6: 2-path Rayleigh fading channel: (a) unfaded frequency domain channel transfer function $H(n)$, (b) impulse response.
both paths undergo independent Rayleigh fading. The channel impulse response and the channel transfer function for this particular channel is depicted in Figure 1.6.

### 1.2.3.2 Wireless asynchronous transfer mode channel

In our wideband simulations we will also use an indoor channel model, which we refer to as the wireless asynchronous transfer mode (WATM) channel. The associated OFDM FFT length is 512 and each symbol is padded with a cyclic prefix of length 64 . The sampling rate of the corresponding WATM system is 225 Msamples/s, and the carrier frequency is 60 GHz . The uncoded target data rate of the system is 155 Mbps . The associated static frequency domain channel transfer function (FDCHTF) is depicted in Figure 1.7(a). This channel transfer function was derived by taking the Fourier transform of the impulse response shown in Figure 1.7(b). Since the WATM channel model of Figure 1.7 may be viewed as the worst-case scenario for a high data rate indoor network, Hanzo et al. [4] has introduced a truncated version of the original WATM channel impulse response as depicted in Figure 1.8, which retains the first three lower-delay CIR taps. This reduces the total length of the impulse response, with the last path arriving at a delay of 48.9 ns and hence


Figure 1.7: WATM channel: (a) unfaded frequency domain channel transfer function $H(n)$, (b) impulse response.


Figure 1.8: SWATM channel: (a) unfaded frequency domain channel transfer function $H(n)$, (b) impulse response.


Figure 1.9: BER versus average channel SNR for unfaded a) WATM and b) SWATM channel using perfect channel estimation and coherent detection.
may be viewed as representative of a smaller indoor cell, which exhibits a lower delay-spread.

### 1.2.4 Channel transfer function estimation

The time-variant propagation conditions of the wireless communication channel render channel estimation for OFDM a demanding task at the receiver. In order to support coherent detection, the channel transfer function must be estimated. FDCHTF estimation algorithms [5] generate the channel transfer function estimates $\hat{H}(n)$, where $n$ is the subcarrier index, before demodulation of the received symbols takes place. The accuracy of the FDCHTF estimation will influence the system's performance to a great extent, especially for systems employing multilevel modulation and coherent detection. The following subsections will briefly highlight the philosophy of FD pilot-aided channel estimation techniques that are normally used in estimating the channel transfer function of wideband channels in OFDM systems. More specifically, we will briefly study the effects of perfect channel estimation in Section 1.2.4.1, pilot symbol assisted channel estimation in Section 1.2.4.2, decision-directed channel estimation in Section 1.2.4.3 and blind channel estimation in Section 1.2.4.4.

(a) BPSK

(b) QPSK

Figure 1.10: Simulated BER per subcarrier when communicating over the time-invariant WATM channel using perfect channel estimation for (a) coherent BPSK transmission, and (b) coherent QPSK transmission. The symmetry of the BER curves with respect to the subcarrier in the centre of the frequency band indicates that the unfaded CIR was real.


Figure 1.11: Simulated BER per subcarrier for coherently detected BPSK transmission using perfect channel estimation for transmission over the unfaded WATM channel in Figure 1.7 at an average channel SNR of 0 dB .

### 1.2.4.1 Perfect channel estimation

The best-case scenario for OFDM transmissions over time dispersive channels, such as the WATM channel of Figure 1.7 is based on exploiting perfect channel estimation. The performance results corresponding to using perfect channel estimation and coherent detection for the WATM and SWATM channels are depicted in Figure 1.9. On the other hand, Figure 1.10 shows the BER per subcarrier for different levels of average OFDM SNR for the simulated 512 -subcarrier modem communicating over the WATM channel employing coherently detected BPSK in the subcarriers. As observed in Figure 1.11, it can be seen that the bit error probability varies significantly between different subcarriers, from about $2 \%$ in high-quality sub-channels, up to $40 \%$ in the deep fades of the channel transfer function $H(n)$ at an average OFDM SNR of 0 dB . At an average SNR of 5 dB , groups of virtually error-free subcarriers can be observed, interspersed with bundles of carriers exhibiting high bit error probabilities. At 15 dB , only a low number of subcarriers experience measurable
non-zero transmission error rates.

### 1.2.4.2 Pilot symbol assisted channel estimation

Pilot symbols can be used for estimating the channel transfer function at the receiver so that coherent detection can be performed. This system of incorporating pilot symbols in the transmission is termed as pilot symbol assisted modulation (PSAM) [51]. In this scheme, known pilot symbols are inserted among the transmitting symbols. For each received pilot symbol the instantaneous channel fading value is estimated as the quotient of the received and expected symbol, and the channel estimate for the data symbols is derived from these pilot-based fading estimates by means of interpolation between them [5]. For example, $n_{p}$ pilot symbols having values of $P_{i}$ are transmitted in the subcarriers associated with indeces $p_{i}, i=1, \ldots, n_{p}$ within the total OFDM symbol bandwidth hosting $K$ subcarriers. At the receiver, the estimated channel transfer factor value $\hat{H}\left(p_{i}\right)$ can be calculated from the received samples $y\left(p_{i}\right)$ by $\hat{H}\left(p_{i}\right)=y\left(p_{i}\right) / P_{i}$. Again, the values of the FDCHTF between the pilots can then be estimated from the resultant pilot-based values using interpolation. There are a number of interpolation methods in the literature [5] but only two of these will be introduced in the next subsection, namely linear interpolation in Section 1.2.4.2.1 and lowpass interpolation in Section 1.2.4.2.2.
1.2.4.2.1 Linear interpolation for PSAM The simplest interpolation technique that can be used for estimating the channel transfer function for the data subcarriers between two neighbouring channel estimation pilot samples $\hat{H}\left(p_{i}\right)$ and $\hat{H}\left(p_{i+1}\right)$ is a linear function formulated as follows:

$$
\begin{equation*}
\hat{H}(n)=\hat{H}\left(p_{i}\right)+\frac{\hat{H}\left(p_{i+1}\right)-\hat{H}\left(p_{i}\right)}{p_{i+1}-p_{i}} \cdot\left(n-p_{i}\right) \quad \text { for } \quad p_{i} \leq n \leq p_{i+1} . \tag{1.9}
\end{equation*}
$$

Figure 1.12 shows the amplitude and the phase of the stationary WATM channel's frequency domain transfer function $H(n)$ for different numbers of equidistant pilot symbols in the frequency domain in an ideal noiseless environment. It can be seen that the channel estimation accuracy improves upon increasing the number of pilot tones in the spectrum. The number of pilot tones in the OFDM spectrum necessary for sampling the channel transfer function can be determined on the basis of the sampling theorem as follows.


Figure 1.12: Estimation of the unfaded WATM channel in a noiseless environment using linear interpolation in a 512 -subcarrier OFDM symbol.

The FDCHTF, $H(f)$ is the Fourier transform of the channel impulse response $h(t)$. Each of the impulses in the impulse response will result in a complex exponential function of $e^{-\left(j 2 \pi \tau / T_{s}\right) f}$ in the frequency domain, depending on its time delay $\tau$. In order to sample its contribution to the FDCHTF $H(f)$ according to the sampling theorem [4], the maximum pilot spacing $\Delta p$ in the OFDM symbol has to satisfy:

$$
\begin{equation*}
\Delta p \leq \frac{K}{2 \tau / T_{s}} \Delta f \tag{1.10}
\end{equation*}
$$

Inspection of Figure 1.12 underlines these points. In order to resolve the full spectraldomain detail of the original transfer function, as depicted at the top of the figure, 171 pilots must be used. Even when using 171 pilots in the OFDM symbol, the estimated FDCHTF is not an exact match of the original. This is due to the inaccuracy of the linear interpolation algorithm used.
1.2.4.2.2 Lowpass interpolation for PSAM Another type of interpolation technique that can be used for estimating the channel transfer function from the pilot symbols is constituted by lowpass interpolation. According to this method, an ideal lowpass filter having a cut-off frequency of $1 / \Delta p$ has to be used, where $\Delta p$ is the spectral distance between consecutive pilot subcarriers. Unlike in linear interpolation, this technique requires equidistant pilot placement within the OFDM symbol. A detailed discourse on this method can be found in [4].

Figure 1.13 provides an informal characterisation of the estimation accuracy of the PSAM scheme combined with lowpass interpolation in a noiseless environment. The resolution of the FDCHTF estimation depends heavily on the number of pilots per OFDM symbol. If a perfect lowpass interpolation scheme was to be used over the WATM channel, then a pilot distance of $\Delta p=2 \Delta f$ would have to be employed, resulting in 256 pilot subcarriers per 512 -subcarrier OFDM symbol.

Figure 1.14 and Figure 1.15 show the achievable BER performance for transmission over the unfaded WATM channel using linear interpolation and lowpass interpolation employing PSAM-BPSK and PSAM-16QAM, respectively. It can be seen that the WATM system encounters a high residual bit error rate when using less that 128 pilots. In these pilot sets, the channel transfer function is inadequately sampled in the frequency domain and the resultant channel estimation is of insufficient accuracy for coherently detecting 16-QAM.


Figure 1.13: Estimation of the unfaded WATM channel in a noiseless environment using lowpass interpolation in a 512 -subcarrier OFDM symbol.

We may also notice from Figure 1.14 that the performance of the BPSK system for the lowpass interpolation with the 16 pilot symbols actually outperforms the system using 32 and 64 pilots, which is not as expected. This phenomenon may be explained by the effects of the associated phase estimation error, as depicted in Figure 1.16. We can see that although the average of the phase estimation error for the case of 32 and 64 pilots is quite small, the peak values observed in Figures 1.16 (c) and 1.16(d) representing the 32 and 64 pilots, respectively, are closer to the decision boundary for the BPSK system, i.e. to the phase value of $\pm \pi / 2$, compared to the maximum phase error of the 16 -pilot scenario [5]. Therefore, at high SNRs, these peak values will dominate the BER and result in a worse achievable BER for both the 32 - and 64 -pilot assisted system. Similar arguments are valid also for employing linear interpolation.

### 1.2.4.3 Decision-directed channel estimation

The disadvantage of using pilot symbols is that they absorb a certain percentage of the useful bandwidth. An alternative solution for avoiding this bandwidth loss is to use decisiondirected channel estimation [5]. For this method, instead of using pilot symbols, data estimates are used for predicting the channel transfer function for the next OFDM symbol [52]. Naturally in order to initiate the decision-directed channel estimation process, at least one known OFDM symbol must be transmitted at the commencement of communications. This enables the receiver to attain initial channel estimates for all subcarriers, which are then used for detecting the data in the following OFDM symbol. However, the setback of using this channel estimation method is that the erroneous results of the previous detections will affect the following detections. This kind of error propagation can be minimised by regularly transmitting known training sequences, while sacrificing some of the useful transmitted power.

### 1.2.4.4 Blind channel estimation

Another method of estimating the channel transfer function is referred to as blind channel estimation. In this context, the terminology blind implies that no pilot symbols or training blocks are required for performing channel estimation. Blind channel estimation does not 'waste' power and does not sacrifice useful data throughput for pilots, hence contributing to


Figure 1.14: BER versus average channel SNR for PSAM-BPSK when communicating over the unfaded WATM channel in conjunction with a) linear and b) lowpass interpolation, as well as in the unfaded SWATM channel with c) linear and d) lowpass interpolation.


Figure 1.15: BER versus average channel SNR for PSAM-16QAM when communicating over the unfaded WATM channel in conjunction with a) linear and b) lowpass interpolation, as well as in the unfaded SWATM channel with c) linear and d) lowpass interpolation.


Figure 1.16: Phase estimation error of the channel transfer function for the WATM channel of Figure 1.7 while implementing the lowpass filter interpolator for pilot symbol equals to (a) 8 , (b) 16 , (c) 32 and, (d) 64.
the enhancement of system's throughput. However, in a mobile radio environment, where significant FDCHTF variations may be experienced between two consecutive training blocks, blind channel estimation is prone to error propagation. There are various ways of carrying out blind channel estimation, and some of the techniques used in single carrier schemes can also be applied to OFDM $[39,53,54]$.

### 1.2.5 OFDM signal amplitude statistics

In order to briefly characterise the amplifier linearity requirements of OFDM modems, in this section we briefly review the amplitude distribution of OFDM modulated signals [5]. The time domain OFDM signal is constituted by the sum of complex exponential functions, whose amplitudes and phases are determined by the data symbols transmitted over the different carriers. For the sake of demonstrating that the resultant time domain signal


Figure 1.17: Two-dimensional amplitude histogram of the time-domain OFDM signal following a Rayleigh PDF.


Figure 1.18: Cumulative distribution function (CDF) of the (a) instantaneous signal amplitude, and (b) peak amplitude per OFDM symbol exceeding a given threshold value.
exhibits an amplitude probability density function (PDF) similar to the complex Gaussian distribution in conjunction with a high number of subcarriers, random data symbols were collected. The resultant PDF portrayed in Figure 1.17(a), which explicitly shows that the amplitude histogram of both the in-phase (I) and quadrature (Q) component of a 256 -subcarrier OFDM signal closely matches a Gaussian distribution having a standard deviation of $\sigma=1 / \sqrt{2}$. The mean power of the signal is $2 \sigma^{2}=1$. Hence the corresponding magnitude histogram follows a complex-valued Gaussian, or synonymously, a Rayleigh distribution having the same standard deviation, since both the in-phase (I) and the quadrature-phase (Q) component is Gaussian. This histogram is shown in Figure 1.17(b) for the previously used 256 -subcarrier OFDM signal along with the corresponding Rayleigh probability density function. The vertical grid lines in the figure indicate the relative amplitude above the mean value expressed in decibels. It can be seen that unlike full-response single-carrier modulation schemes - which have a more limited range of possible output amplitudes - the OFDM modulated output signal exhibits substantial amplitude fluctuations. We have investigated this phenomenon in conjunction with different number of subcarriers, but all the scenarios considered resulted in a similar histogram to that of Figure 1.17(a). This is because the standard deviation $\sigma$ associated with the PDF is independent of the number of subcarriers employed, since the mean of the signal power is normalised to unity.

In order to quantify the probability of the instantaneous signal amplitude exceeding a given threshold, the corresponding cumulative distribution function (CDF) was plotted in Figure 1.18(a). From this figure, it can be seen that the signal exceeds the 3 dB mark with a probability of about 0.15 , while the probability of the signal amplitude exceeding the 6 dB mark is about 0.02 . On the other hand, the 9 dB mark is exceeded with the probability of about $3.5 \times 10^{-4}$. Since signal peaks substantially higher than the average are encountered with a high probability, OFDM modulation requires high-linearity class-A amplifiers for the sake of preventing the dramatic BER performance degradation imposed by the amplifier-induced peak-clipping [5]. Hence, in the next section we briefly characterise the effects of peak clipping.

### 1.2.5.1 Clipping amplifier performance

Simulations have been conducted employing a simple clipping amplifier model in order to evaluate the effect of non-linear power amplifiers on the achievable BER performance of an OFDM system. This clipping amplifier limits the amplitude of the transmitted signal to a given level, without perturbing the phase information. This amplitude limitation of the time domain signal affects both the BER of all subcarriers in the OFDM symbol, as well as the frequency domain out-of-band emissions, and therefore increases the interference inflicted on adjacent carriers.

In Figure 1.18(a) the probability of the instantaneous signal amplitude exceeding a given level was shown. Since the amplitude limitation imposed in the time domain affects all the subcarriers of the OFDM symbol, the probability of the time domain peak amplitude per OFDM symbol period being clipped by the amplifier corresponds to the probability of at least one of the $N$ time domain samples exceeding a given amplitude limit. This clipping probability recorded for a given maximal amplifier amplitude $a$ is displayed in Figure 1.18(b). It can be observed that the clipping probability per OFDM symbol is dependent on the number of subcarriers employed because in the case of a higher number of subcarriers the peak amplitude might become higher for an inconvenient coincidence of the subcarrier signals.

Given the peak-clipping probabilities of Figure 1.18(b), the necessary amplifier back-off for an OFDM transmitter can be determined. If, for example, the acceptable clipping probability per OFDM symbol is $10^{-5}$, then the necessary amplifier back-off values would be $12.1 \mathrm{~dB}, 12.3 \mathrm{~dB}$ and 12.5 dB for a 128 -, 256- and 512 -subcarrier OFDM modem, respectively. If a clipping probability of $10^{-4}$ is acceptable, then these back-off values can be reduced by about 0.6 dB .

### 1.2.5.2 BER performance using clipping amplifiers

If lower amplifier back-off values are chosen and no peak power reduction techniques are employed in the OFDM transmission system, then the clipping amplifier will influence both the BER performance of the OFDM link as well as the out-of-band emissions. The effects of the amplifier back-off value on the BER performance experienced in an AWGN channel


Figure 1.19: Influence of amplifier-induced amplitude clipping on the BER performance of an OFDM modem using (a) BPSK, and (b) QPSK modulation.
for the coherently detected 512 -subcarrier BPSK and QPSK OFDM transmission schemes are depicted in Figure 1.19(a) and Figure 1.19(b), respectively.

The back-off values investigated range from 9 dB down to 0 dB . According to Figure 1.18 (b), an amplifier back-off of 9 dB results in a clipping probability per OFDM symbol of about $17 \%$, while an amplifier back-off of 0 dB results in nearly certain clipping of every transmitted OFDM symbol.

### 1.3 Advanced OFDM systems

To further enhance a communication system, OFDM can be combined with other powerful performance enhancement schemes. In this section, we will outline some of the systems that have been studied by other researchers. We will commence this section by highlighting the philosophy of adaptive single-user OFDM techniques in Section 1.3.1. Then we will continue our discourse with the employment of forward error correction coding in Section 1.3.2. Finally, we will discuss the advantages of space and time diversity in an OFDM system in Section 1.3.3.

### 1.3.1 Adaptive single-user OFDM techniques

Adaptive modulation was first proposed by Steele and Webb [55] for accommodating the time-variant Shannonian channel capacity variations of fading narrowband channels. Among others Wong et. al [31,35] and Keller [56] have conducted research in exploiting adaptive techniques in an OFDM environment. The motivation of this research arose from the fact that the bit error probability of different OFDM subcarriers transmitted in time dispersive channels depends on the frequency domain channel transfer function, as seen in Figure 1.10 and Figure 1.11. Most of the bit errors occurred in the set of severely faded subcarriers. If the subcarriers that are affected by the deep fades can be identified, the overall BER can be improved by introducing a modulation scheme that will minimise the number of errors. The badly faded subcarriers may also be excluded from transmission.

The most convenient setting for an adaptive OFDM (AOFDM) system is a time division duplex (TDD) scheme operating in a slowly varying channel while the duplex directions exhibit a similar FDCHTF allowing open-loop adaptation of the modulation scheme [5]. Both stations transmit an OFDM symbol in turn, and at each station the most recent received symbol is used for estimating the channel quality to be experienced, which is then used for determining the modulation mode to be used for the next transmitted OFDM symbol. The modulation modes were chosen from the set of BPSK, QPSK, 16-QAM and "no transmission", which assumes that no signal is transmitted. These modulation modes are denoted by $M_{m}$, where $m(0,1,2,4)$ is the number of data bits associated with the subcarrier data symbol of each mode.

In order to keep the system's complexity low, the modulation mode is not varied on a subcarrier-by-subcarrier basis, but instead the total OFDM bandwidth of 512 subcarriers is split into blocks of similar-quality adjacent subcarriers, referred to as subbands, and this substantially simplifies the task of signalling the modem modes. Three different modulation mode allocation algorithms were investigated in [56], which are highlighted in Section 1.3.1.1 for the fixed-threshold adaptive algorithm, in Section 1.3.1.2 for the subband-BER estimator based algorithm and in Section 1.3.1.3 for the constant-throughput adaptive algorithm.


Figure 1.20: BER and BPS throughput performance of the 16 -subband, 512 -subcarrier switching level adaptive OFDM modem employing "no transmission", BPSK, QPSK and 16QAM communicating over the Rayleigh fading time dispersive channel model of Figure 1.8 using the switching thresholds of Table 1.2.

|  | $l_{0}$ | $l_{1}$ | $l_{2}$ | $l_{3}$ |
| :---: | :---: | :---: | :---: | :---: |
| BER $=10^{-2}$ | $-\infty$ | 3.31 dB | 6.48 dB | 11.61 dB |
| BER $=10^{-4}$ | $-\infty$ | 7.98 dB | 10.42 dB | 16.76 dB |

Table 1.2: Optimised switching levels for adaptive modulation communicating over Rayleigh fading channels at $\mathrm{BER}=10^{-2}$ and $10^{-4}$ [58].

### 1.3.1.1 Fixed threshold adaptation algorithm

The fixed threshold algorithm was derived from the adaptation algorithm proposed by Torrance for serial modems [57]. The original algorithm assumed encountering a constant SNR over all of the transmission block's symbols, but in the case of an OFDM system communicating over a frequency selective channel the channel quality varies across the different subcarriers. The SNR thresholds derived for a given long-term target BER were determined by Powell optimisation [58]. The resultant SNR thresholds $l_{m}$ invoked for activating a given modulation mode $M_{m}$ in a slowly Rayleigh fading narrowband channel in order to achieve the uncoded target bit error rate of $10^{-2}$ and $10^{-4}$ are given in Table 1.2 [58].

In the case of an OFDM system operating in a frequency selective channel, the channel


Figure 1.21: Histograms of various AOFDM modulation modes versus channel SNR for the $10^{-4}$ target BER employing the (a) 16 -subband, and (b) subcarrier-by-subcarrier for the 512 -subcarrier AOFDM modem communicating over the Rayleigh fading time dispersive channel model of Figure 1.8 using the switching thresholds of Table 1.2.
quality varies across the different subcarriers. For subband adaptive OFDM, the lowest quality subcarrier in the subband is chosen for determining the modulation scheme for the particular subband. The performance of the 16 subband adaptive system communicating over the shortened WATM Rayleigh fading channel of Figure 1.8 is shown in Figure 1.20. The results show the typical behaviour of a variable throughput adaptive OFDM system, which strikes a trade-off between the best achievable BER and the highest throughput performance. For low SNRs, the system transmits a number of bits only when the channel conditions allow the modem to achieve a low BER. However, as the SNR increases, the achievable throughput also increases without significant change in the BER encountered. Finally, at high SNRs the BER drops, as the throughput approaches its modem-mode dependant maximum determined by the BER of the highest throughput modem mode.

Figure 1.21 shows the long-term modulation mode histograms for a range of channel SNR values using the modem-mode switching level set derived for $\mathrm{BER}=10^{-4}$ in both the 16 subband and the subcarrier-by-subcarrier adaptive modems using the switching


Figure 1.22: BER and BPS throughput performance of 512 -subcarrier employing the subband-BER estimator based adaptive algorithm communicating over the Rayleigh fading time dispersive channel model of Figure 1.8.
thresholds of Table 1.2. Comparison of the graphs shows that the higher-order modulation modes are used more frequently by the subcarrier-by-subcarrier adaptation algorithm. The throughput penalty imposed by employing subband adaptation depends on the rate of frequency domain variation of the channel transfer function, because the more rapid the channel quality fluctuations, the higher the number of subbands required for avoiding a substantial channel quality variation within the subbands. Let us continue our discourse by considering the subband-BER estimation based adaptation algorithm.

### 1.3.1.2 Subband-BER estimator based adaptation algorithm

In the previous subsection we have seen that the employment of the fixed switching level based algorithm leads to a throughput performance penalty, if used in a subband adaptive OFDM modem. This is due to the fact that we choose the lowest-quality subcarrier in the subband for determining the modem modes in an effort not to exceed the target BER. An alternative scheme is to take into account the variation of the SNR values across the subcarriers, although this was not investigated here. For each subband, the modulation mode having the highest throughput, whose estimated BER is lower than a given target


Figure 1.23: BER versus SNR performance for the 512 -subcarrier, 16 -subband constantthroughput adaptive OFDM modem employing "no transmission", BPSK, QPSK and 16QAM communicating over the Rayleigh fading time dispersive channel model of Figure 1.8 for $0.5,1,1.5$ and 2 BPS effective target throughput.

BER threshold is then chosen. Figure 1.22 shows the BER and throughput performance for the 16 -subband adaptive OFDM scheme employing the BER estimator algorithm of [5] for the Rayleigh fading time dispersive channel model of Figure 1.8. Let us now review the constant-throughput adaptive OFDM (AOFDM) philosophy.

### 1.3.1.3 Constant-throughput adaptive OFDM

The constant-throughput adaptive OFDM scheme exploits the frequency selectivity of the channel, while endeavouring to maintain a constant bit rate. The modulation mode allocation of the subbands is performed on the basis of a cost function, which is explained in detail in [4]. This cost function is based on the expected number of bit errors in each subband. Figure 1.23 gives an overview of the BER performance of the fixed throughput 512 -subcarrier OFDM modem communicating over the time dispersive channel model of Figure 1.8 for a range of target bit error rates. The curve without symbols represents the performance of a fixed-mode BPSK OFDM modem transmitting over the same channel, i.e where the modem transmits 1 bit using each data subcarrier in the OFDM symbol.


Figure 1.24: Generic turbo convolutional encoder.

We will now consider another scheme that is capable of enhancing the performance of an OFDM system, namely by the employment of forward error correction coding.

### 1.3.2 Forward error correction coding

In an OFDM system, the problem of intersymbol interference between consecutive OFDM symbols can be avoided by incorporating a cyclic prefix. However, in a dispersive multipath fading channel, exemplified by the WATM FDCHTF of Figure 1.7 (a) some subcarriers of an OFDM signal may be completely obliterated owing to deep frequency-domain fades. Hence, even though most subcarriers may be detected without errors, the overall average BER is likely to be largely dominated by the subcarriers having the smallest amplitudes. In order to avoid this detrimental effect of the weakest subcarriers, the employment of forward error correction coding is essential in OFDM modems. Numerous error-correcting codes had been applied to OFDM, such as convolutional codes [28,59], Reed-Solomon codes [60, 61], Turbo Convolutional (TC) codes [62, 63], and so on. Recently, Low-density Parity Check (LDPC) codes also enjoyed a renaissance as attractive forward-error correction coding techniques. Next we will briefly review two of the most powerful codes, namely TC codes in Section 1.3.2.1 and LDPC codes in Section 1.3.2.2.

### 1.3.2.1 Turbo convolutional codes

Turbo codes were proposed in [64], which are constituted by the parallel concatenation of two recursive systematic convolutional codes. Since then, the term "turbo codes" has been extended to different iteratively detected concatenated schemes.

| Code | Code Rate | Puncturing Pattern |
| :---: | :---: | :---: |
| $\mathrm{TC}(2,1,4)$ | 0.50 | 10,01 |
| $\mathrm{TC}(2,1,4)$ | 0.67 | 1000,0001 |
| $\mathrm{TC}(2,1,4)$ | 0.75 | 100000,000001 |
| $\mathrm{TC}(2,1,4)$ | 0.83 | 1000000000,0000000001 |

Table 1.3: Puncturing pattern for the $\mathrm{TC}(2,1,4)$ turbo code [66].

An example of the TC encoder is shown in Figure 1.24. The first block of data will be encoded by the ENC1 block, which represents a half-rate recursive systematic encoder [65]. The same block of bits is interleaved by the interleaver INT, and encoded by the second encoder, ENC2 which is also a half-rate systematic recursive encoder. The main purpose of using an interleaver is to increase the minimum distance of the turbo code.

Ignoring the encoding delay of each block, we may assume that both encoders will produce the output data simultaneously, resulting in a rate $1 / 3$ turbo code. The two encoders do not have to be identical. The parity bits can be punctured, in order to arrive at higher coding rates. Various puncturing patterns are as shown in Table 1.3, which are based on the puncturing approach proposed by Acikel et al. in [66].

The optimum decoding of TCs is the maximum likelihood decoding algorithm applied to the turbo codes trellis structure [67]. However, due to the interleaver embedded in the turbo encoder, the turbo code trellis will have an extremely high number of states. This fact renders the employment of the maximum likelihood decoding process unrealistic practice for large interleaver sizes [65]. A more practical approach is constituted by the employment of an iterative decoding approach, where the maximum likelihood decoding algorithm is applied to the constituent convolutional codes of the TC [67].

It has been shown that TC codes are capable of achieving a low BER and approach the Shannonian limit [65]. Their performance is always better than that of convolutional codes having a similar complexity [65]. Various TCs have been applied to OFDM for example in [62,63]. For more details on TC codes the motivated reader is referred for example to [67].
( $\mathrm{n}-\mathrm{k}$ ) Parity Check Nodes


Figure 1.25: Factor graph representation of the LDPC code's parity-check matrix.

### 1.3.2.2 Low-density parity-check codes

Low-density parity-check (LDPC) codes were proposed by Gallagher as early as 1962 [68]. In spite of their excellent properties, LDPC codes have been dormant for about thirty years. It was demonstrated that the performance of LDPC codes is close to the Shannon limit, while maintaining a decoding complexity, which may be lower than that of TCs, as it will be argued in Section 1.3.3.3. Moreover, the performance of TC codes is highly dependent on the interleaver size, the interleaver design, the constituent codes, and on the number of iterations [65], which motivates the study of LDPC codes.

LDPC codes are defined as codes using a sparse parity-check matrix having a fixed number of logical ones per column (column weight) and similarly a fixed number of logical ones per row (row weight), both of which are low compared to the block length. LDPC codes can be defined by an $m \times n$-dimensional parity-check matrix, encoding $k$ information bits by concatenating $m=n-k$ parity bits. The resultant code rate is $R=k / n[68-70]$.

Representatives of the family of LDPC codes can be decoded by using the decoding algorithm referred to as the sum-product algorithm (SPA) or belief propagation decoder [68, 69]. Another decoding method, namely the Parity Likelihood Ratio Algorithm (PLRA) was introduced by Ping et al. in [71]. Both, the performance of the SPA and PLRA methods is similar, when using a perfect arithmetic, but the latter is less sensitive to the quantisation effects imposed by finite word length implementations.

These codes have been shown to exhibit a better codeword error performance than turbo codes, because the minimum distance of an LDPC code tends to increase proportionally to the codeword length. At the same time, a longer erroneous codeword typically inflicts a
higher number of bit errors than shorter LDPC codes. Nonetheless, the lower codeword error probability is advantageous in many applications. An example of a parity-check matrix, $\mathbf{C}$, is shown below:

$$
\begin{equation*}
\mathbf{C}=\left[\right] . \quad n-k \tag{1.11}
\end{equation*}
$$

Many researchers have explored the inclusion of LDPC codes in OFDM systems. For example in $[70,72,73]$, Futaki and Ohtsuki have proposed LDPC coded OFDM (LDPCCOFDM) systems for improving the achievable BER of OFDM systems communicating in multipath fading channels. Other experiments have also been conducted by Lu et. al [42], Gruenbacher et. al [74, 75], Li et. al [76], Yoshimochi et. al [77], Niu et. al [78] and Mannoni et. al [79]. Further details on LDPC-coded OFDM may be found in [70].

Let us now continue by considering another way of enhancing the performance of an OFDM system, namely by exploiting the benefits of having space and time diversity in the following section.

### 1.3.3 Space-time block coded OFDM

In an effort to support high data rate transmissions in mobile communications environments, the bit per symbol capacity of band-limited wireless channels can be increased by employing multiple transmitter and receiver antennas [80]. In the past different transmit diversity techniques have been proposed in the literature for example in $[30,81-83]$. One of the most remarkable advancement in this area is constituted by space-time block coding (STBC) proposed by Alamouti in [81], a philosophy which was further generalised by Tarokh et al. in [82]. A specific limitation of STBC schemes is however that their performance gain erodes, if the channel becomes dispersive. This deficiency has been circumvented by embedding STBC codes into OFDM modems upon mapping the two consecutive time-slots of the original STBC scheme [82] to two adjacent subcarriers, which typically experience narrowband fading [67].


Figure 1.26: The encoding and decoding part of the STBC system.

In this section, we will investigate the benefits of space-time block codes, especially those of Alamouti's $G_{2}$ STBC in an OFDM environment. We will begin with an introduction of STBC OFDM in Section 1.3.3.1. We will then demonstrate the advantages of incorporating both the $G_{2}$ STBC and LDPC codes in an OFDM system in Section 1.3.3.2. Finally, we will estimate the decoding complexity of LDPC-based STBC OFDM in Section 1.3.3.3.

### 1.3.3.1 Introduction to STBC OFDM

Space-time block coded (STBC) OFDM constitutes a promising scheme for employment in future wideband multimedia wireless communications systems, which integrate channel coding, modulation and multiple antennas for the sake of achieving a high performance in fading channels $[32,81,82]$. Since OFDM is capable of effectively mitigating the ISI induced by multipath fading channels, the combination of STBC and OFDM promises an enhanced performance in terms of reduced SNR requirements, when communicating in wideband wireless channels. Table 1.4 shows the history of STBC and the evolution of STBC research in OFDM environments.

Again, the simplest form of space-time block codes was proposed by Alamouti in [81], which is a simple twin-transmitter-based schéme. This scheme is the first space-time block code contrived for providing full transmit diversity for systems equipped with two transmit


Table 1.4: Contributions on STBC-OFDM

| Time slot, T | antenna <br> Tx 1 | antenna <br> Tx 2 |
| :---: | :---: | :---: |
| 1 | $x_{1}$ | $x_{2}$ |
| 2 | $-x_{2}^{*}$ | $x_{1}^{*}$ |

Table 1.5: The encoding and transmission process for the $G_{2}$ space-time block code.
antennas. The transmission matrix is defined as [81]:

$$
G_{2}=\left(\begin{array}{cc}
x_{1} & x_{2}  \tag{1.12}\\
-x_{2}^{*} & x_{1}^{*}
\end{array}\right)
$$

We can see from the matrix of Equation 1.12 that there are two columns, which represent the number of transmitters, $p$. There are also $k=2$ input symbols, namely $x_{1}$ and $x_{2}$, and the code spans over $n=2$ time slots corresponding to the number of rows. The signals $x_{1}^{*}$ and $x_{2}^{*}$ represent the complex conjugate of $x_{1}$ and $x_{2}$, respectively. Since $k$ and $n$ are equal, the code rate, $R=k / n$ is unity. The associated encoding and transmission process is depicted in Figure 1.26 and in Table 1.5. For further details on the encoding and decoding processes of the $G_{2}$ STBC, the users are referred to $[67,81,94]$.

Figure 1.27 portrays the BER performance of a 512 -subcarrier OFDM modem using a $G_{2}$ STBC employing multiple receive antennas, when communicating over an equal-power two-path channel, where the Channel Impulse Response (CIR) taps are separated by a delay spread of $5 \mu s$. The maximum Doppler frequency was 200 Hz . All multipath components undergo independent Rayleigh fading and the receiver has a perfect knowledge of the CIR. We can see from the figure that upon increasing the number of receivers we can significantly improve the achievable BER performance. However, this BER improvement is achieved at an increased complexity.

In [97], Liew et al. has carried out a comparative study of concatenated TCs and STBCs as well as Space-Time Trellis coded (STTC) OFDM. The schematic of the system is shown in Figure 1.28. At the transmitter, the information source generates random information data bits. The information bits are then encoded by TC codes [64], Reed Solomon (RS) codes [60] or left uncoded. Only the TC coded bits are channel interleaved and the output bits are then passed to the STBC or STTC encoder. At the receiver, the signal of each receive antenna is OFDM demodulated. The demodulated signals are then fed to the STTC or STBC decoder. The space-time decoders apply the Logarithmic Maximum


Figure 1.27: BER performance of the space-time block code $G_{2}$ in conjunction with various numbers of receivers. The transmitted framelength of all schemes was 512 bits and a channel having a CIR characterised by two equal-power rays separated by a delay spread of $5 \mu \mathrm{~s}$ was used. The maximum Doppler frequency was 200 Hz .


Figure 1.28: Schematic of the concatenated forward error correction coding and STBC aided OFDM system.

| Code | $\mathrm{TC}(2,1,4)$ |
| :--- | ---: |
| Octal Generator <br> polynomial | 13,15 |
| No. of trellis states | 8 |
| Decoding algorithm | Log-MAP |

Table 1.6: Parameters of the $\mathrm{TC}(2,1,4)$ codec.

A-Posteriori (Log-MAP) decoding algorithms for providing soft-outputs to the channel decoder. If no channel codecs are employed by the system, the space-time decoders apply the Viterbi Algorithm (VA), which provides a slightly lower performance compared to the MAP decoder, but at a lower complexity.

The results of these performance comparisons are as shown in Figure 1.29 and Figure 1.30 for the effective throughputs of 2 and 3 Bits per Symbol (BPS), respectively, using the spacetime block code $G_{2}$ in conjunction with one receiver antenna. We can see that in both cases the space-time block code $G_{2}$ concatenated with TC coding performs better than the unprotected space-time trellis codes. The associated performance difference can be clearly seen in terms of the FER, especially in the context of the 3 BPS effective throughput, where the STBC $G_{2}$ concatenated with TC coding outperforms the nearest competitor by almost 10 dB at an FER of $10^{-3}$.

### 1.3.3.2 LDPC-based space-time coded OFDM

In this section, we provide our simulation results for the various space-time coded QPSK modulated OFDM schemes [67] protected by both TC and LDPC coding, while using 128 subcarriers. We employed the $\mathrm{TC}(2,1,4)$ code [67] using the parameters shown in Table 1.6. Each OFDM symbol has a duration of $160 \mu s$ and a cyclic prefix of $40 \mu s$ duration. In these simulations, the Jakes model was adopted for modelling the fading channels [50]. Again, we assume an equal-power two-path Channel Impulse Response (CIR), where the CIR taps are separated by a delay spread of $5 \mu s$. The maximum Doppler frequency was 200 Hz . All multipath components undergo independent Rayleigh fading and the receiver has a perfect knowledge of the CIR. The simulation results will be shown in terms of the effect of varying the coding rates in Section 1.3.3.2.1, the influence of the code length in Section 1.3.3.2.2 and the effect of the number of iterations in Section 1.3.3.2.3.
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Figure 1.29: BER and FER performance of various 4PSK space-time trellis codes and the space-time block code $G_{2}$ concatenated with the $\mathrm{TC}(2,1,3)$ code using one receiver, while maintaining an effective throughput of 2 BPS . The transmitted framelength of all schemes was 512 bits and a channel having a CIR characterised by two equal-power rays separated by a delay spread of $5 \mu$ s was used. The maximum Doppler frequency was 200 Hz . The OFDM scheme has 512 -subcarriers [67].
1.3.3.2.1 Effects of various coding rates Let us now compare the achievable performance of the LDPC and TC channel coding schemes at different coding rates. As mentioned in Section 1.3.2.2, the code rate $R$ of the LDPC codes can be calculated as $R=k / n$, where $k$ is the difference between the number of columns and rows of the parity check matrix, and $n$ is the number of columns of the matrix determining the block length of the code. Different LDPC code rates can be readily created by adjusting the value of $k$ and $n$.

On the other hand, for TC we have to specify the correct puncturing pattern in order to produce the required code rates. The puncturing patterns used in our simulations are shown in Table 1.3, which are based on the puncturing approach proposed by Acikel et al.


Figure 1.30: BER and FER performance of various 8PSK space-time trellis codes and the space-time block code $G_{2}$ concatenated with the $\mathrm{TC}(2,1,3)$ code using one receiver, while maintaining an effective throughput of 3 BPS. The transmitted framelength of all schemes was 512 bits and a channel having a CIR characterised by two equal-power rays separated by a delay spread of $5 \mu \mathrm{~s}$ was used. The maximum Doppler frequency was 200 Hz . The OFDM modem had 512 subcarriers [67].
in [66]. Clearly, it is more straightforward to produce arbitrary code rates for LDPC codes compared to TCs.

The results of our simulations using QPSK and 16-QAM are shown in Figure 1.31 and Figure 1.32 in terms of the achievable BER and FER, respectively. We can see from these figures that the LDPC code has a similar BER performance to the TC, but slightly outperforms the TC in terms of the achievable FER, as the coding rate increases. From Figure 1.31 we can infer the effective Bits per Symbol (BPS) versus $\mathrm{E}_{b} / \mathrm{N}_{0}$ performance at $\mathrm{BER}=10^{-6}$. The corresponding results are shown in Figure 1.33. We observe that the performance of the LDPC code surpasses that of the TCs, when the effective BPS throughput becomes higher than approximately 1.5 in conjunction with QPSK and 3.2 for 16-QAM, respectively.


Figure 1.31: BER versus $\mathrm{E}_{b} / \mathrm{N}_{0}$ performance using TC and LDPC codes having various coding rates using $G_{2}$ space-time block coded (STBC) OFDM and one receiver antenna for a) QPSK and b) 16-QAM. The transmission frame length of all schemes was 512 bits and a channel having a CIR characterised by two equal-power rays separated by a delay spread of $5 \mu \mathrm{~s}$. The maximum Doppler frequency was 200 Hz .


Figure 1.32: FER versus $\mathrm{E}_{b} / \mathrm{N}_{0}$ performance using TC and LDPC codes at various coding rates using $G_{2}$ space-time block code (STBC) OFDM and one receiver antenna for a) QPSK and b) 16-QAM. The transmission frame length of all schemes was 512 bits and a channel having a CIR characterised by two equal-power rays separated by a delay spread of $5 \mu$ s. The maximum Doppler frequency was 200 Hz .


Figure 1.33: Effective BPS throughput versus $\mathrm{E}_{b} / \mathrm{N}_{0}$ using TC and LDPC codes having various coding rates employing the $\mathrm{STBC} G_{2}$ and one receiver antenna in an OFDM system at $\mathrm{BER}=10^{-6}$. A channel having a CIR characterised by two equal-power rays separated by a delay spread of $5 \mu \mathrm{~s}$ was used. The maximum Doppler frequency was 200 Hz .


Figure 1.34: $\mathrm{E}_{b} / \mathrm{N}_{0}$ crossing point at $\mathrm{FER}=10^{-3}$ versus the coding rate for TC and LDPC coding using the STBC $G_{2}$ and one receiver antenna in a QPSK and 16-QAM OFDM system. A channel having a CIR characterised by two equal-power rays separated by a delay spread of $5 \mu$ s was used. The maximum Doppler frequency was 200 Hz .


Figure 1.35: FER versus $\mathrm{E}_{b} / \mathrm{N}_{0}$ performance in conjunction with different input block lengths for both the half-rate TC and LDPC codes employing eight iterations concatenated with the STBC $G_{2}$ using one receiver and a 128 -subcarrier QPSK modulated OFDM modem. The CIR was characterised by two equal-power rays separated by a delay spread of $5 \mu \mathrm{~s}$. The maximum Doppler frequency was 200 Hz . The length of the turbo interleaver was half of the channel interleaver, which resulted in the same overall system latency or delay.

From Figure 1.32 we can also extract a plot of the $\mathrm{E}_{b} / \mathrm{N}_{0}$ values required for maintaining FER $=10^{-3}$ versus the code rate. The corresponding plot is featured in Figure 1.34. This plot shows that LDPC codes may require lower values of $\mathrm{E}_{b} / \mathrm{N}_{0}$ for reaching an FER value of $10^{-3}$ compared to TCs.
1.3.3.2.2 Effects of the code length The codeword length of the codes was also varied for the sake of investigating the effects of various coding delays on the performance of the system. In these investigations the number of iterations used by both the TC and LDPC codes was fixed to eight, the modulation scheme used was QPSK, and the code rate was 0.5 for both the TC and LDPC codes. In Figure 1.35 we can see that the FER of the LDPC code becomes lower than that of the TC code, when we increase the input block length.


Figure 1.36: Coding gain extracted from the FER versus $\mathrm{E}_{b} / \mathrm{N}_{0}$ curves at $\mathrm{FER}=10^{-3}$ as a function of (a) the number of iterations and (b) versus estimated complexity for the half-rate TC and LDPC coded STBC $G_{2}$ OFDM scheme using one or two receiver antennas and a 128 -subcarrier QPSK OFDM modem for transmission over a channel having a CIR characterised by two equal-power rays separated by a delay spread of $5 \mu \mathrm{~s}$. The maximum Doppler frequency was 200 Hz .
1.3.3.2.3 Effects of the number of iterations In Figure 1.36(a), we characterise the achievable coding gain of both LDPC codes and TCs, when different number of iterations are used. The achievable coding gain was defined here as the $\mathrm{E}_{b} / \mathrm{N}_{0}$ difference - expressed in decibels ( dB ) at FER $=10^{-3}$ - between the proposed schemes and the uncoded singletransmitter, single-receiver system having the same effective throughput. In the case of Figure 1.36(a) the TC and LDPC codeword length has been fixed at 512 bits, the modulation scheme used is QPSK and the code rate is fixed at 0.5 . We can see from the figure that for a single receiver antenna based system the LDPC code performs less well at a low number of iterations, although its performance eventually reaches that of the TC after about 12 iterations. It also has to be mentioned that an LDPC iteration is typically less complex than a TC iteration, as it will be shown in quantitative terms in Section 1.3.3.3 and argued with reference to Figure 1.36(b).

### 1.3.3.3 Decoding complexity

TC(n,k,K) Complexity: Let us now consider the decoding complexity of the $\mathrm{TC}(2,1,4)$ scheme utilising the binary Log-MAP decoder [67]. Briefly, the a posteriori probability of a binary information bit $u_{t}, t \in\{0, \ldots, N-1\}$, given the received coded bit sequence of $\mathbf{y}=\left\{y_{0}, \ldots, y_{N n-1}\right\}$, where $N$ is the number of $n$-bit coded symbols, can be computed as follows [67]:

$$
\begin{equation*}
\operatorname{Pr}\left\{u_{t}= \pm 1 \mid \mathbf{y}\right\}=\sum_{\substack{(\grave{s, s})=\\ u_{t}= \pm 1}} \beta_{t}(s) \cdot \alpha_{t-1}(\grave{s}) \cdot \gamma_{t}(\grave{s}, s) \tag{1.13}
\end{equation*}
$$

where $(\grave{s}, s) \Rightarrow u_{t}= \pm 1$ indicates the specific set of trellis transitions emerging from the previous trellis state $S_{t-1}=\grave{s}$ to the present state $S_{t}=s$ that can be encountered, when the information bit is $u_{t}= \pm 1$. Furthermore, $\alpha_{t}(s), \beta_{t-1}(\grave{s})$ and $\gamma_{t}(\grave{s}, s)$ are the forward recursion, backward recursion and branch transition metric, respectively [67]. The Log Likelihood Ratio (LLR) of $\operatorname{Pr}\left\{u_{t}= \pm 1 \mid \mathbf{y}\right\}$ can be computed as [67]:

$$
\begin{equation*}
L\left(u_{t} \mid \mathbf{y}\right)=\ln \left(\frac{\operatorname{Pr}\left\{u_{t}=+1 \mid \mathbf{y}\right\}}{\operatorname{Pr}\left\{u_{t}=-1 \mid \mathbf{y}\right\}}\right) \tag{1.14}
\end{equation*}
$$

Explicitly, we have

$$
\begin{align*}
\alpha_{t}(s) & =\sum_{\text {all } \grave{s}} \gamma_{t}(\grave{s}, s) \cdot \alpha_{t-1}(\grave{s})  \tag{1.15}\\
\beta_{t-1}(\grave{s}) & =\sum_{\text {all } s} \beta_{t}(s) \cdot \gamma_{t}(\grave{s}, s)  \tag{1.16}\\
\text { and } \quad \gamma_{t}(\grave{s}, s) & =\Pi_{t, u_{t}} \cdot \eta_{t}(\grave{s}, s) \tag{1.17}
\end{align*}
$$

Specifically, $\Pi_{t, u_{t}}$ is the a priori information regarding the information bit $u_{t}$ and

$$
\begin{equation*}
\eta_{t}(\grave{s}, s)=\exp \left(\frac{1}{2} \sum_{l=1}^{n} L\left(x_{n t+l} \mid \mathbf{y}\right) x_{n t+l}\right) \tag{1.18}
\end{equation*}
$$

where $x_{n t+1}, \ldots, x_{n t+n}$ are the legitimate transmitted coded bits corresponding to the information bit $u_{t}$, when a state transition from the previous trellis state $\dot{s}$ to the present state $s$ occurred. Furthermore, $L\left(x_{n t+l} \mid \mathbf{y}\right)$ is the LLR of $x_{n t+l}$, given the received coded bit sequence $\mathbf{y}$, which is obtained at the demodulator.

Let us now determine the complexity of the MAP decoder associated with evaluating $\operatorname{Pr}\left\{u_{t}=+1 \mid \mathbf{y}\right\}$ based on Equation 1.13. In order to compute the term $\eta_{t}(\grave{s}, s)$ given $L\left(x_{n t+l} \mid \mathbf{y}\right)$, we need $n+1$ multiplications and $n-1$ additions. Note that the exponential
function in the expression of $\eta_{t}(\grave{s}, s)$ is cancelled out, when the Log-MAP decoder is employed. When evaluating the term $\gamma_{t}(\grave{s}, s)$ using $\Pi_{t, a}$ and $\eta_{t}$, we need only one multiplication since there is only one trellis transition emerging from the previous trellis state $\grave{s}$ to the present state $s$ that can be encountered, when the information bit is $u_{t}=+1$. As for $\alpha_{t}$ and $\beta_{t}$, each term requires $S$ number of multiplications and $S-1$ number of additions, where we have $S=2^{K-1}$ and $K$ is the constraint length of the code. Finally, the evaluation of the term $\operatorname{Pr}\left\{u_{t}=+1 \mid \mathbf{y}\right\}$ requires $2 S$ number of multiplications and $S-1$ number of additions. Therefore, a total of $(n+1)+1+4 S=4 S+n+2$ number of multiplications and $(n-1)+3(S-1)=3 S+n-4$ number of additions are required for computing $\operatorname{Pr}\left\{u_{t}=+1 \mid \mathbf{y}\right\}$. However, we also have to calculate $\operatorname{Pr}\left\{u_{t}=-1 \mid \mathbf{y}\right\}$ and compute the corresponding ratio in order to evaluate the LLR of Equation 1.14. Therefore, a total of $2(4 S+n+2)+1=8 S+2 n+5$ number of multiplications/divisions and $2(3 S+n-4)$ number of additions are required by one MAP decoder for decoding the binary information bit $u_{t}$. Since two MAP decoders are required in the TC decoder, which performs $T$ number of turbo iterations for decoding a block of $N$ information bits, the estimated complexity of the TC scheme per information bit per iteration is $2(8 S+2 n+5)$ multiplications/divisions plus $4(3 S+n-4)$ number of additions.

When the log-MAP decoder is employed for the sake of reducing the computational complexity imposed, the multiplication/division operations are substituted by addition/subtraction operations in the logarithmic domain. Furthermore, the addition operation is substituted by the Jacobian sum operation [98], when it is carried out in the logarithmic domain. More specifically, each Jacobian sum consists of an addition, a subtraction, a table look-up and a maximum evaluation operation [98]. However, we can ignore the table lookup and max operations due to their comparably low complexity. As a result, the total complexity of the TC scheme per information bit per iteration in terms of the number of additions and subtractions is:

$$
\begin{align*}
\operatorname{comp}\{T C(n, 1, K)\}= & 2(8 S+2 n+5)+4(3 S+n-4) \\
= & 32\left(2^{K-1}\right)+8 n-6  \tag{1.19}\\
& \text { where } S=2^{K-1} .
\end{align*}
$$

$\operatorname{LDPC}(\mathrm{j}, \mathrm{k})$ Complexity: The decoding complexity per information bit per iteration of LDPC codes in conjunction with a parity check matrix having a column weight of $j$ and a

| Number of Iterations | $\mathrm{TC}(2,1,4)$ | LDPC |
| :---: | :---: | :---: |
| 1 | 266 | 45 |
| 2 | 532 | 90 |
| 4 | 1064 | 180 |
| 8 | 2128 | 360 |

Table 1.7: Comparisons of decoding complexity for $\mathrm{TC}(2,1,4)$ and LDPC with column weight, $k$ and row weight, $j$ equals to 3 .
row weight of $k$ can be approximated in terms of the number of additions and subtractions, when operating in the logarithmic domain [99] as:

$$
\begin{equation*}
\operatorname{comp}\{L D P C\}=(4 k+j) j \tag{1.20}
\end{equation*}
$$

From Equation 1.19 and Equation 1.20, we can see that the complexity of decoding one bit in one iteration is lower in LDPC codes compared to TC codes. For the systems used in our simulations, the estimated complexity of a $\mathrm{TC}(2,1,4)$ code is calculated to be 322 using Equation 1.19. However, from Equation 1.20, the corresponding complexity of the LDPC code is just 45, since the column weight, $k$ and row weight, $j$ used were 3 . As an example, a single $\mathrm{TC}(2,1,4)$ iteration has a similar complexity to about 7 LDPC iterations. Hence Figure 1.36 (b) shows the achievable coding gain versus the estimated complexity of the $\mathrm{TC}(2,1,4)$ and LDPC codes for the same codelength. Similarly, Table 1.7 shows the complexity comparison of the $\mathrm{TC}(2,1,4)$ and LDPC codes for $1,2,4$ and 8 iterations.

### 1.4 Chapter conclusion

In this chapter, we have provided a brief overview of OFDM systems. We commenced the chapter with a brief historical background on OFDM systems in Section 1.1. This was followed by a discussion on the basic OFDM system components in Section 1.2. The underlying basic OFDM concepts were presented in Section 1.2.1, followed by the performance characterisation of OFDM transmissions over Gaussian channels in Section 1.2.2. From the simulation results portrayed in Figure 1.5, it can be seen that these results closely match the theoretical BER performance of classic serial systems. We introduced the wideband channels that were used throughout the report in Section 1.2.3. Specifically, the two wideband channels that were used are the two-path Rayleigh fading channel and the wireless asynchronous transfer mode (WATM) channel, which were highlighted in Section 1.2.3.1 and

Section 1.2.3.2. In Section 1.2.4, a number of channel transfer function estimation techniques were presented, namely the perfect channel estimation scenario of Section 1.2.4.1, pilot symbol assisted channel estimation in Section 1.2.4.2, decision-directed channel estimation in Section 1.2.4.3 and blind channel estimation in Section 1.2.4.4. Another issue discussed was that of the OFDM signal amplitude PDFs in Section 1.2.5. We have briefly characterised the performance of the clipping amplifier in Section 1.2.5.1, focusing on its BER performance in Section 1.2.5.2.

We then continued with a discussion on some advanced OFDM systems that have been studied by other researchers in Section 1.3. The first advanced system of interest was the adaptive single-user OFDM scheme of Section 1.3.1. This adaptive algorithm can be implemented by using either the fixed threshold adaptation algorithm, the subband-BER estimator based algorithm or the constant-throughput adaptive algorithm of Section 1.3.1.1, Section 1.3.1.2 and Section 1.3.1.3, respectively. Another scheme capable of enhancing an OFDM system was channel coding. In Section 1.3.2, two of the most powerful FECs were highlighted, namely the turbo convolutional codes of Section 1.3.2.1 and the low-density parity-check codes of Section 1.3.2.2. The final advanced system that was discussed was based on exploiting both space and time diversity in Section 1.3.3. After introducing the STBC OFDM system in Section 1.3.3.1, we continued our discourse with the characterisation of an LDPC-based STBC OFDM system in Section 1.3.3.2. In particular, we investigated the effects of various coding rates, the impact of the code length and the influence of the number of iterations in Section 1.3.3.2.1, Section 1.3.3.2.2 and Section 1.3.3.2.3, respectively. We also estimated the decoding complexity of an LDPC-based STBC OFDM system and compared it to the TC-based STBC OFDM system in Section 1.3.3.3. It was shown that the LDPC assisted system is capable of performing as well as the TC-based system in terms of the achievable BER and FER, at a potentially lower implementational complexity.

In this chapter, we have restricted our attention to a single-user OFDM environment. However, in a multiuser mobile communication system, the effect of interference imposed by the other users will also have to be taken into account. There are other single-user topics that may be found in the literature such as frequency offset synchronisation [100-108], frequency domain equalisation [109-114], filterbank theory [115-117], interleaving [118,119], advanced modulation methods [120-127], spreading [128-130], interference cancellation [131-133]
and implementation issues [134-142]. Further discussions on peak-to-average power reduction [143-154], pilot-symbol assisted system [155-158], forward error correction coding [159-166], channel estimation [167-177] and multiple antenna implementation [178-198] are also among the popular topics that have been published in recent years. In the next chapter we will focus our attention on using a multiple-antenna aided system, namely Space Division Multiple Access (SDMA) for supporting multiple OFDM users. We will also investigate the novel family of minimum bit error rate SDMA MUDs designed for these multiuser OFDM systems.

## Chapter 2

## Minimum Bit Error Rate Multiuser Detection in Space Division Multiple Access Aided OFDM Systems

In Chapter 1, we have provided an overview of recent OFDM research. However, the systems discussed in Chapter 1 support only a single user. In a mobile communication system, a multiplicity of users has to be supported thus imposing interference on each other's signals. In this chapter we will consider the employment of multiple base station receiver antennas invoked for supporting multiple users. We will commence our discourse with a brief introduction to smart antennas in Section 2.1, followed by an overview of the so-called space division multiple access principle applied for supporting multiple users in the uplink by employing multiple antennas at the base-station. This is the topic of Section 2.2. The chapter will then proceed in Section 2.3 with the description of classical linear multiuser detectors employed in the SDMA system. Finally, in Section 2.4, we will propose a novel minimum bit error rate (MBER) multiuser detector for employment in an SDMA OFDM system.

| Beamforming [199] | Typically $\lambda / 2$-spaced antenna elements are used for <br> the sake of creating a spatially selective transmit- <br> ter/receiver beam. Smart antennas using beamform- <br> ing have been employed for mitigating the effects of <br> cochannel interfering signals and for providing beam- <br> forming gain. |
| :--- | :--- |
| Spatial <br> sity [67] and <br> Space-Time <br> Spreading | In contrast to the $\lambda / 2$-spaced phased array elements, <br> in spatial diversity schemes, such as space-time block <br> or trellis codes [67] the multiple antennas are posi- <br> tioned as far apart as possible, so that the transmit- <br> ted signals of the different antennas experience inde- <br> pendent fading, resulting in the maximum achievable <br> diversity gain. |
| Space <br> sion Multiple <br> Access [5] | SDMA exploits the unique, user-specific "spatial sig- <br> nature" of the individual users for differentiating <br> amongst them. This allows the system to support <br> multiple users within the same frequency band and/or <br> time slot. |
| Multiple <br> Multiple Input <br> Systems [200] | MIMO systems also employ multiple antennas, but in <br> contrast to SDMA arrangements, not for the sake of <br> supporting multiple users. Instead, they aim for in- <br> creasing the throughput of a wireless system in terms <br> of the number of bits per symbol that can be trans- <br> mitted by a given user in a given bandwidth at a given <br> integrity. |

Table 2.1: Applications of multiple antennas in wireless communications.

### 2.1 Introduction to smart antennas

In recent years various smart antenna designs have emerged, which have found application in diverse scenarios, as seen in Table 2.1. The main objective of employing smart antennas is that of combating the effects of multipath fading on the desired signal and suppressing interfering signals, thereby increasing both the performance and capacity of wireless systems [201]. Specifically, in smart antenna assisted systems multiple antennas may be invoked at the transmitter and/or the receiver, where the antennas may be arranged for achieving spatial diversity, directional beamforming or for attaining both diversity and beamforming. In smart antenna systems the achievable performance improvements are usually a function of the antenna spacing and that of the algorithms invoked for processing the signals received by the antenna elements.

In beamforming arrangements [199] typically $\lambda / 2$-spaced antenna elements are used for the sake of creating a spatially selective transmitter/receiver beam. Smart antennas using beamforming have widely been employed for mitigating the effects of various interfering signals and for providing beamforming gain. Furthermore, the beamforming arrangement is capable of suppressing co-channel interference, which allows the system to support multiple users within the same bandwidth and/or same time-slot by separating them spatially. This spatial separation, however, becomes only feasible, if the corresponding users are separable in terms of the angle of arrival of their beams. These beamforming schemes, which employ appropriately phased antenna array elements that are spaced at distances of $\lambda / 2$ typically result in an improved SINR distribution and enhanced network capacity [199].

In contrast to the $\lambda / 2$-spaced phased array elements, in spatial diversity schemes the multiple antennas are positioned as far apart as possible, using a typical spacing of 10 $\lambda$ [201], so that the transmitted signals of the different antennas experience independent fading, when they reach the receiver. This is because the maximum diversity gain can be achieved, when the signal replicas experience independent fading. Although spatial diversity can be achieved by employing multiple antennas at either the base station, mobile station, or both, it is more cost effective and practical to employ multiple antennas at the base station. A system having multiple receiver antennas has the potential of achieving receiver diversity, while that employing multiple transmit antennas exhibits transmit diversity.

Recently, the family of transmit diversity schemes based on space-time coding, either space-time block codes or space-time trellis codes, has received wide attention and has been invoked in the third-generation systems [202]. The aim of using spatial diversity is to provide both transmit as well as receive diversity and hence enhance the system's integrity/robustness. This typically results in a better physical-layer performance and hence a better network-layer performance, hence space-time codes indirectly increase not only the transmission integrity, but also the achievable spectral efficiency. One of the applications of space-time block code is as discussed in Section 1.3.3.

A third application of smart antennas is often referred to as Space Division Multiple Access [5] (SDMA), which exploits the unique, user-specific "spatial signature" of the individual users for differentiating amongst them. In simple conceptual terms one could argue that both a conventional CDMA spreading code and the Channel Impulse Response (CIR)
affect the transmitted signal similarly - they are namely convolved with it. Hence, provided that the CIR is accurately estimated, it becomes known and certainly unique, although as opposed to orthogonal Walsh-Hadamard spreading codes, for example - not orthogonal to the other CIRs. Nonetheless, it may be used for uniquely identifying users after channel estimation and hence for supporting several users within the same bandwidth. Provided that a powerful multi-user detector is available, one can support even more users than the number of antennas. Hence this method enhances the achievable spectral efficiency directly. We will further investigate the family of SDMA techniques in Section 2.2 .

Finally, Multiple Input Multiple Output (MIMO) systems [200] also employ multiple antennas, but in contrast to SDMA arrangements, not for the sake of supporting multiple users. Instead, they aim for increasing the throughput of a wireless system in terms of the number of bits per symbol that can be transmitted by a given user in a given bandwidth at a given integrity.

### 2.2 Space division multiple access

In an effort to increase the achievable system capacity of an OFDM system, antenna arrays can be employed for supporting multiple users in a Space Division Multiple Access (SDMA) communications scenario [38,203,204]. The benefit of this system is that in case of employing a sufficiently high number of receiver antennas at the base station, the degree of freedom provided by the $P$ number of base station receiver antennas and $L$ number of transmit antennas is higher than necessary for supporting $L$ number of simultaneous users. Hence, the remaining degrees of freedom allow us to increase the achievable receiver diversity gain of the system and therefore contributes toward improving the system's transmission integrity. In this section, we will look into details of the SDMA system. Firstly, SDMA system model will be presented in Section 2.2.1. This is followed by a comparison of the SDMA model to the well-known Code Division Multiple Access (CDMA) system in Section 2.2.2.

### 2.2.1 SDMA system model

The so-called SDMA system is capable of differentiating $L$ users' transmitted signals at the base-station (BS) invoking their unique, user-specific spatial signature created by the


Figure 2.1: Schematic of an antenna array uplink scenario as observed on an OFDM basis, where each of the $L$ users is equipped with a single transmit antenna and the receiver is assisted by a $P$-element antenna front-end.
different channel transfer functions or channel impulse responses (CIR) between the users' single transmit antenna and the $P$ different receiver antennas at the BS [5, 203].

Figure 2.1 portrays the antenna array aided uplink transmission scenario considered. In this figure, each of the $L$ simultaneous users is equipped with a single transmission antenna, while the receiver capitalises on a $P$-element antenna front-end [205]. The set of complex signals, $x_{p}[n, k], p \in 1, \ldots, P$ received by the $P$-element antenna array in the $k$-th subcarrier of the $n$-th OFDM symbol is constituted by the superposition of the independently faded signals associated with the $L$ users sharing the same space-frequency resource [5]. The received signal was corrupted by the Gaussian noise at the array elements, and can be written as:

$$
\begin{equation*}
\mathbf{x}[n, k]=\mathbf{H}[n, k] * \mathbf{s}[n, k]+\mathbf{n}[n, k]=\overline{\mathbf{x}}[n, k]+\mathbf{n}[n, k], \tag{2.1}
\end{equation*}
$$

where the ( $P \times 1$ )-dimensional vector $\mathbf{x}$ of the received signals, the vector of transmitted signals s and the array noise vector $\mathbf{n}$, respectively, are given by:

$$
\begin{align*}
& \mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{P}\right)^{T}  \tag{2.2}\\
& \mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{L}\right)^{T}  \tag{2.3}\\
& \mathbf{n}=\left(n_{1}, n_{2}, \ldots, n_{P}\right)^{T} . \tag{2.4}
\end{align*}
$$

The indices $[n, k]$ have been omitted for notational convenience during our forthcoming discourse, yielding [5]:

$$
\begin{equation*}
\mathbf{x}=\mathbf{H s}+\mathbf{n}=\overline{\mathbf{x}}+\mathbf{n} . \tag{2.5}
\end{equation*}
$$

Furthermore, $\overline{\mathbf{x}}$ represents the noiseless component of $\mathbf{x}$. The frequency domain channel transfer function (FDCHTF) matrix H of dimension $P \times L$ is constituted by the set of channel transfer function vectors of the $L$ users:

$$
\begin{equation*}
\mathbf{H}=\left(\mathbf{H}_{1}, \mathbf{H}_{2}, \ldots, \mathbf{H}_{L}\right), \tag{2.6}
\end{equation*}
$$

each of which describes the frequency domain channel transfer factor between the single transmitter antenna associated with a particular user $l$ and the reception array elements $p \in 1, \ldots, P:$

$$
\begin{equation*}
\mathbf{H}_{l}=\left(H_{1 l}, H_{2 l}, \ldots, H_{P l}\right)^{T} . \tag{2.7}
\end{equation*}
$$

The complex data signal, $s_{l}$, transmitted by the $l$-th user, $l \in 1, \ldots, L$ and the AWGN noise process, $n_{p}$, at any antenna array element $p, p \in 1, \ldots, P$ are assumed to exhibit a zero mean and a variance of $\sigma_{l}^{2}$ and $2 \sigma_{n}^{2}$ for the data signal and AWGN noise process, respectively. The frequency domain channel transfer functions, $H_{p l}$ of the different array elements $p \in 1, \ldots, P$ for users $l \in 1, \ldots, L$ are independent, stationary and complex-valued Gaussian distributed processes with zero-mean and unit variance. Rewriting Equation 2.5 more explicitly yields:

$$
\underbrace{\left[\begin{array}{c}
x_{1}  \tag{2.8}\\
x_{2} \\
\vdots \\
x_{P}
\end{array}\right]}_{\mathbf{x}}=\underbrace{\left[\begin{array}{cccc}
H_{11} & H_{12} & \ldots & H_{1 L} \\
H_{21} & H_{22} & \ldots & H_{2 L} \\
\vdots & & \ddots & \vdots \\
H_{P 1} & H_{P 2} & \ldots & H_{P L}
\end{array}\right]}_{\mathbf{H}} \cdot \underbrace{\left[\begin{array}{c}
s_{1} \\
s_{2} \\
\vdots \\
s_{L}
\end{array}\right]}_{\mathbf{s}}+\underbrace{\left[\begin{array}{c}
n_{1} \\
n_{2} \\
\vdots \\
n_{P}
\end{array}\right]}_{\mathbf{n}}
$$

### 2.2.2 Comparison between SDMA and CDMA

In multiple access communications several transmitters share a common channel. One of the most widespread multiple access systems is CDMA [206]. In a CDMA system different spreading codes are employed by different users for distinguishing them. The schematic of a CDMA system is depicted in Figure 2.2(b).

As mentioned in Section 2.1, an SDMA system can also be used for multiple access, where the different FDCHTFs or CIRs associated with the multiple antennas can be employed for distinguishing the different users. Hence, an SDMA system can be visualised similarly to a CDMA system. The 'fictitious' spreading codes of the SDMA system are constituted by the dispersive CIRs between the transmitter antenna and the receiver antenna, as depicted in Figure 2.2. However, unlike the spreading codes, the CIRs are not known apriori, they must be estimated and their shape is beyond the control of the users or the base-station. Therefore, it is 'highly unlikely' that the CIRs or the corresponding channel transfer functions may become orthogonal.

### 2.3 Linear multiuser detection techniques for SDMA

One of the key issues in SDMA systems is the separation of the signals transmitted by the different users, which can be performed based on their unique, user-specific spatial signature, assuming the knowledge of the CIR. A multiplicity of algorithms has been proposed for performing the task of MUD. Most of these algorithms are based on the multiuser detection techniques previously investigated in the context of CDMA communications [207].

Representatives of the first group of detectors that we investigated in this study are referred to as linear detectors. The employment of this type of detectors is motivated by the fact that by using the optimum Maximum Likelihood (ML) detector, a potentially large number of symbol combinations has to be tested in order to determine the most likely transmitted symbol on the basis of the Euclidean distance measured between the received and the legitimate channel output phasors. A better approach is therefore to generate the estimates of the different users' transmitted symbols with the aid of lower-complexity multiuser detectors. The estimated signals of the individual users will then be demodulated

(a) SDMA

(b) CDMA

Figure 2.2: Stylised-comparison of an SDMA system and a CDMA system. The spreading codes used are $\{+1,-1,+1,-1\}$ for User 1 and $\{+1,+1,-1,-1\}$ for User 2.
separately. Thus the total detection complexity is reduced from that of determining the Euclidean distance for all users' symbols at the same time to the less-complex problem of detecting the signals of the individual users.

Before we continue our discourse by investigating a range of multiuser detectors [5], let us characterise the linear detector's output signal. An estimate $\hat{\mathbf{s}}$ of the vector of transmitted signals s is generated for the $L$ simultaneous users by linearly combining the signals received by the $P$ different antenna elements at the BS with the aid of the MUD's weight matrix W , resulting in:

$$
\begin{equation*}
\hat{\mathbf{s}}=\mathbf{W}^{H} \mathbf{x} \tag{2.9}
\end{equation*}
$$

By substituting Equation 2.5 into Equation 2.9 and considering the $l$-th user's associated vector component, we will arrive at:

$$
\begin{align*}
\hat{s}_{l} & =\mathbf{w}_{l}^{H} \mathbf{x}, \\
& =\mathbf{w}_{l}^{H} \mathbf{H s}+\mathbf{w}_{l}^{H} \mathbf{n} \\
& =\overline{\mathbf{s}}_{l}+\mathbf{w}_{l}^{H} \mathbf{n}, \\
& =\underbrace{\mathbf{w}_{l}^{H} \mathbf{H}_{l} s_{l}}_{\hat{s}_{l(S)}}+\underbrace{\mathbf{w}_{l}^{H} \sum_{i=1, i \neq l}^{L} \mathbf{H}_{i} s_{i}}_{\hat{s}_{l(I)}}+\underbrace{\mathbf{w}_{l}^{H} \mathbf{n}}_{\hat{s}_{l(N)}}, \tag{2.10}
\end{align*}
$$

where the MUD weight vector $\mathbf{w}_{l}$ is the $l$-th column of the weight matrix $\mathbf{W}$. The first term of Equation 2.10, namely $\hat{s}_{l(S)}$, refers to the desired user's contribution, while the second term and third term, namely $\hat{s}_{l(I)}$ and $\hat{s}_{l(N)}$ respectively, corresponds to the interfering users' contributions and to the Gaussian noise, respectively.

The variance of the desired user's contribution can be calculated as [5]:

$$
\begin{align*}
\sigma_{l(S)}^{2} & =E\left\{\hat{s}_{l(S)}^{H} \hat{s}_{l(S)}\right\} \\
& =\mathbf{w}_{l}^{H} \mathbf{R}_{l(a, S)} \mathbf{w}_{l}, \tag{2.11}
\end{align*}
$$

where $\mathbf{R}_{l(a, S)}=\sigma_{l}^{2} \mathbf{H}_{l} \mathbf{H}_{l}^{H}$ is the $(P \times P)$-dimensional auto-correlation matrix of the desired user's signal. Analogously, the variance of the interfering users' signals can be calculated as [5]:

$$
\begin{align*}
\sigma_{l(I)}^{2} & =E\left\{\hat{s}_{l(I)}^{H} \hat{s}_{l(I)}\right\} \\
& =\mathbf{w}_{l}^{H} \mathbf{R}_{l(a, I)} \mathbf{w}_{l}, \tag{2.12}
\end{align*}
$$

where $\mathbf{R}_{l(a, I)}=\sum_{i=1, i \neq l}^{L} \sigma_{i}^{2} \mathbf{H}_{l} \mathbf{H}_{l}^{H}$ is the $(P \times P)$-dimensional auto-correlation matrix of the interfering users' contribution. On the other hand, the contribution imposed by the residual AWGN can be calculated as [5]:

$$
\begin{align*}
\sigma_{l(N)}^{2} & =E\left\{\hat{s}_{l(N)}^{H} \hat{s}_{l(N)}\right\} \\
& =\mathbf{w}_{l}^{H} \mathbf{R}_{l(a, N)} \mathbf{w}_{l}, \tag{2.13}
\end{align*}
$$

where $\mathbf{R}_{l(a, N)}=2 \sigma_{n}^{2} \mathbf{I}$ is the $(P \times P)$-dimensional diagonal noise correlation matrix. Therefore, the undesired signal's auto-correlation matrix can be expressed as

$$
\begin{equation*}
\mathbf{R}_{l(a, I+N)}=\mathbf{R}_{l(a, I)}+\mathbf{R}_{l(a, N)} \tag{2.14}
\end{equation*}
$$

where the undesired signal is given by the sum of the interference and residual AWGN.
The variances of the desired user's contribution $\sigma_{l(S)}^{2}$, the interfering users' signals $\sigma_{l(I)}^{2}$ and the residual AWGN $\sigma_{l(N)}^{2}$ shown in Equations 2.11, 2.12 and 2.13, respectively, are particularly useful for characterising the performance of the linear MUD [5]. The recorded Signal-to-Noise Ratio (SNR) at the output of the MUD can be expressed as:

$$
\begin{equation*}
\mathrm{SNR}_{l}=\frac{\sigma_{l(S)}^{2}}{\sigma_{l(N)}^{2}}=\frac{\mathbf{w}_{l}^{H} \mathbf{R}_{l(a, S)} \mathbf{w}_{l}}{\mathbf{w}_{l}^{H} \mathbf{R}_{l(a, N)} \mathbf{w}_{l}}, \tag{2.15}
\end{equation*}
$$

which is of salient importance in terms of characterising the MUD. By the same token, the advantage of the desired user's signal over the interfering users' contributions or the Signal-to-Interference-Ratio (SIR) can be expressed as:

$$
\begin{equation*}
\operatorname{SIR}_{l}=\frac{\sigma_{l(S)}^{2}}{\sigma_{l(I)}^{2}}=\frac{\mathbf{w}_{l}^{H} \mathbf{R}_{l(a, S)} \mathbf{w}_{l}}{\mathbf{w}_{l}^{H} \mathbf{R}_{l(a, I)} \mathbf{w}_{l}} . \tag{2.16}
\end{equation*}
$$

In the following sections we will investigate the classic Minimum Mean-Square Error (MMSE) MUD, which is perhaps the most widely known multiuser detector. We will briefly discuss the derivation of the MMSE MUD in Section 2.3.1. This is followed by the calculation of the MUD's soft-outputs in the SDMA system to be used for channel decoding, when forward error correction coding is applied in the system of Section 2.3.2.

### 2.3.1 Minimum mean-square error multiuser detector

We will now embark on a brief overview of the classic MMSE MUD. The MMSE detector exploits the availability of the statistical knowledge of the transmitted signals as well as that
of the Gaussian noise generated at the receiver antennas. The aim of the MMSE detector is to minimise the MSE between the estimated signals and the actual signals, which is expressed as:

$$
\begin{align*}
\operatorname{MSE}(\hat{\mathbf{s}}) & =E\left[(\mathbf{s}-\hat{\mathbf{s}})(\mathbf{s}-\hat{\mathbf{s}})^{H}\right] \\
& =E\left[\left(\mathbf{s}-\mathbf{W}^{H} \mathbf{x}\right)\left(\mathbf{s}-\mathbf{W}^{H} \mathbf{x}\right)^{H}\right] \\
& =E\left[\mathbf{s s}^{H}-\mathbf{s x}^{H} \mathbf{W}-\mathbf{W}^{H} \mathbf{x s}^{H}+\mathbf{W}^{H} \mathbf{x} \mathbf{x}^{H} \mathbf{W}\right] \\
& =E\left[\mathbf{s s}^{H}\right]-E\left[\mathbf{s x}^{H} \mathbf{W}\right]-E\left[\mathbf{W}^{H} \mathbf{x s}^{H}\right]+E\left[\mathbf{W}^{H} \mathbf{x x}^{H} \mathbf{W}\right] \\
& =\mathbf{R}_{s}-\mathbf{R}_{s x} \mathbf{W}-\mathbf{W}^{H} \mathbf{R}_{x s}+\mathbf{W}^{H} \mathbf{R}_{x} \mathbf{W} \tag{2.17}
\end{align*}
$$

where $\mathbf{R}_{s}=E\left[\mathbf{s s}^{H}\right], \mathbf{R}_{s x}=E\left[\mathbf{s x}^{H}\right], \mathbf{R}_{x s}=E\left[\mathbf{x s}^{H}\right]$ and $\mathbf{R}_{x}=E\left[\mathbf{x x}^{H}\right]$. Expanding these terms using the expression $\mathbf{x}=\mathbf{H s}+\mathbf{n}$ of Equation 2.5 yields:

$$
\begin{align*}
\mathbf{R}_{s x} & =E\left[\mathbf{s}(\mathbf{H s}+\mathbf{n})^{H}\right] \\
& =E\left[\mathbf{s s}^{H}(\mathbf{H})^{H}\right]+E\left[\mathbf{s n}^{H}\right] \\
& =\mathbf{R}_{s}(\mathbf{H})^{H}  \tag{2.18}\\
\mathbf{R}_{x s} & =E\left[(\mathbf{H s}+\mathbf{n}) \mathbf{s}^{H}\right] \\
& =E[\mathbf{H s s}]+E\left[\mathbf{n s}^{H}\right] \\
& =\mathbf{H R}_{s}, \tag{2.19}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{R}_{x} & =E\left[(\mathbf{H s}+\mathbf{n})(\mathbf{H s}+\mathbf{n})^{H}\right] \\
& =E\left[\mathbf{H s s}^{H}(\mathbf{H})^{H}+\mathbf{n n}^{H}\right] \\
& =E\left[\mathbf{H s s}^{H}(\mathbf{H})^{H}\right]+E\left[\mathbf{n n}^{H}\right] \\
& =\mathbf{H R}_{s}(\mathbf{H})^{H}+\mathbf{R}_{n}, \tag{2.20}
\end{align*}
$$

where we have $\mathbf{R}_{n}=E\left[\mathbf{n n}^{H}\right]$. Note that $E\left[\mathbf{s n}^{H}\right]=E\left[\mathbf{n s}^{H}\right]=0$, since we assumed that the transmitted data and the noise are uncorrelated with each other. For the specific case of $\mathbf{R}_{s}=\sigma_{s}^{2} \mathbf{I}$ and $\mathbf{R}_{n}=2 \sigma_{n}^{2} \mathbf{I}$, which implies that the transmitted signal and noise samples are uncorrelated, the MMSE detector's quadratic form, which has to be minimised, will become:

$$
\begin{align*}
\operatorname{MSE}(\hat{\mathbf{s}})= & \sigma_{s}^{2} \mathbf{I}-\sigma_{s}^{2}(\mathbf{H})^{H} \mathbf{W}-\sigma_{s}^{2} \mathbf{W}^{H}(\mathbf{H}) \\
& +\mathbf{W}^{H}\left(\sigma_{s}^{2}(\mathbf{H})(\mathbf{H})^{H}+2 \sigma_{n}^{2} \mathbf{I}\right) \mathbf{W} . \tag{2.21}
\end{align*}
$$

Using the orthogonality principle [5], for minimising the MSE, the error vector $\mathbf{e}=\mathbf{s}-\hat{\mathbf{s}}$ has to be rendered orthogonal to the detector's input vector $\mathbf{x}[5]$. This implies that:

$$
\begin{equation*}
E\left[(\mathbf{s}-\hat{\mathbf{s}}) \mathbf{x}^{H}\right]=0 \tag{2.22}
\end{equation*}
$$

where $\mathbf{0}$ is a matrix with all its elements being zero. If we let $\hat{\mathbf{s}}=\mathbf{W}^{H} \mathbf{x}$, then,

$$
\begin{align*}
E\left[\left(\mathbf{s}-\mathbf{W}^{H} \mathbf{x}\right) \mathbf{x}^{H}\right] & =\mathbf{0} \\
E\left[\mathbf{s x}^{H}-\mathbf{W}^{H} \mathbf{x x}^{H}\right] & =\mathbf{0} \\
E\left[\mathbf{s x}^{H}\right]-E\left[\mathbf{W}^{H} \mathbf{x} \mathbf{x}^{H}\right] & =\mathbf{0} \\
\mathbf{R}_{s x}-\mathbf{W}^{H} \mathbf{R}_{x} & =\mathbf{0} \\
\mathbf{W}^{H} & =\mathbf{R}_{s x} \mathbf{R}_{x}^{-1} . \tag{2.23}
\end{align*}
$$

Upon substituting Equation 2.18 and Equation 2.20 into Equation 2.23, we get:

$$
\begin{align*}
\mathbf{W}^{H} & =\mathbf{R}_{s}(\mathbf{H})^{H}\left(\mathbf{H R}_{s}(\mathbf{H})^{H}+\mathbf{R}_{n}\right)^{-1} \\
\mathbf{W} & =\left(\mathbf{H R}_{s}(\mathbf{H})^{H}+\mathbf{R}_{n}\right)^{-1} \mathbf{H R}_{s} \tag{2.24}
\end{align*}
$$

If we assume that $\mathbf{R}_{n}=2 \sigma_{n} \mathbf{I}$ and $\mathbf{R}_{s}=\mathbf{I}$, which is the case when the noise samples are uncorrelated and have a variance of $\sigma_{n}^{2}$, as well as assuming furthermore that the transmitted data are also uncorrelated and normalised to a variance of unity, then the expression of the MMSE weight matrix of Equation 2.24 will become:

$$
\begin{equation*}
\mathbf{W}_{M M S E}=\left(\mathbf{H H}^{H}+2 \sigma_{n}^{2} \mathbf{I}\right)^{-1} \mathbf{H} \tag{2.25}
\end{equation*}
$$

It becomes explicit in Equation 2.25 that the MMSE weight vector attempts to reduce the effects of noise. Therefore, the MMSE solution can be viewed as a compromise solution that takes into account the relative importance of each interfering user as well as that of the background noise.

### 2.3.2 Soft-output generation for channel decoding

Channel coding is a powerful means of enhancing the performance of the system. This is achieved at the expense of lower effective throughput and additional computational complexity. We have shown in Section 1.3.3.2 that LDPC has emerged as an attractive, low
complexity channel code, capable of achieving a near-Shannonian performance. In order to employ soft-output channel decoding, the detector's soft-output has to be generated.

It can be observed from Equation 2.10 that the $l$-th user's combiner output signal $\hat{s}_{l}$ is constituted by a superposition of the desired user's signal $H_{l(\mathrm{eff})} s_{l}$ and of the undesired signal $n_{l(\text { eff })}$, which is expressed as:

$$
\begin{equation*}
\hat{s}_{l}=H_{l(\mathrm{eff})} s_{l}+n_{l(\mathrm{eff})} \tag{2.26}
\end{equation*}
$$

where the desired user's effective transfer factor, $H_{l(\text { eff })}$ is given by $H_{l(\text { eff })}=\mathbf{w}_{l}^{H} \mathbf{H}_{l}$, and the effective undesired signal, $n_{l(\mathrm{eff})}$, is the sum of the $L-1$ interfering signals and the residual Gaussian noise given by $n_{l(\text { eff })}=\hat{s}_{l(I)}+\hat{s}_{l(N)}$.

From Equation 2.26, we can then obtain the soft-bit value using the log-likelihood ratio $L_{l(m)}$ associated with the $l$-th user at the $m$-th bit position as [5]:

$$
\begin{equation*}
L_{l(m)}\left(b_{l(m)} \mid \hat{s}_{l}, H_{l(\mathrm{eff})}\right)=\ln \left(\frac{\operatorname{Pr}\left\{b_{l(m)}=1 \mid \hat{s}_{l}, H_{l(\mathrm{eff})}\right\}}{\operatorname{Pr}\left\{b_{l(m)}=0 \mid \hat{s}_{l}, H_{l(\mathrm{eff})}\right\}}\right) \tag{2.27}
\end{equation*}
$$

which is the natural logarithm of the quotient of two a posteriori probabilities, namely that of the $m$-th bit transmitted by the $l$-th user having a logical value of $b_{l(m)}=1$ or $b_{l(m)}=0$.

In the following section, we will introduce the minimum bit error rate multiuser detector, which will directly minimise the achievable BER, unlike the MMSE MUD that minimises the MSE.

### 2.4 Minimum bit error rate multiuser detector

A variety of linear multiuser detectors have been proposed in the literature for performing the SDMA-based separation of OFDM users upon exploiting their unique, user-specific, spatial signature, provided that their channel impulse response was accurately estimated [5, 204]. The most popular design strategy is constituted by the MMSE MUD of Section 2.3.1. However, as recognised in [208-211], a better strategy is to choose the linear MUD's coefficients so as to directly minimise the bit error-probability or bit-error rate (BER), rather than the mean-squared error (MSE). This is because minimising the MSE does not necessarily guarantee that the BER of the system is also minimised. The family of detectors that
directly minimises the BER is referred to as the class of minimum bit-error rate (MBER) detectors [212,213]. The range of past contributions on the design of various MBER detectors is summarised in Table 2.2.

In this section, we will investigate the performance of the proposed MBER linear MUD in the context of an uplink SDMA/OFDM system. We will commence with a discussion on the error probability of a BPSK system in Section 2.4.1. This is followed by presenting our exact MBER MUD proposed for the OFDM SDMA system in Section 2.4.2. In Section 2.4.3, we will provide simulation results for characterising the performance of the MBER MUD. Then, we will present our results concerning the effects of varying the different parameters of the simplified conjugate gradient (CG) method in Section 2.4.4. Finally, we will also investigate the employment of LDPC codes in conjunction with the MBER MUD in Section 2.4.5.

### 2.4.1 Error probability in BPSK system

In this treatise, the term BER and probability of error $P_{E}$ are used interchangeably. The BER encountered at the output of the SDMA MUD characterised by the combiner weight vector $\mathbf{w}_{l}$ of user $l$ may be expressed as [226]:

$$
\begin{align*}
P\left(\mathbf{w}_{l}\right) & =\operatorname{Pr}\left[\operatorname{sgn}\left(b_{l}\right) \cdot \bar{s}_{l}\left(\mathbf{w}_{l}\right)<0\right] \\
& =\operatorname{Pr}\left[z_{l}<0\right] \tag{2.28}
\end{align*}
$$

where $z_{l}$ is the signed decision variable given by:

$$
\begin{equation*}
z_{l}=\operatorname{sgn}\left(b_{l}\right) \cdot \bar{s}_{l}\left(\mathbf{w}_{l}\right) \tag{2.29}
\end{equation*}
$$

while as before, $b_{l}$ represents the transmitted bit of user $l$ and $\bar{s}_{l}$ is the noiseless signal at the output of the MUD related to the $l$-th user.

The Probability Density Function (PDF) of the decision variable $z_{l}$ is constituted by a mixture of the Gaussian distribution associated with each possible combination of the transmitted data symbols of all users. Under the assumption that all the noise-free signal states are equiprobable, the PDF of $z_{l}$ is given by [226]:

$$
\begin{equation*}
p_{z_{l}}\left(z_{l} ; \mathbf{w}_{l}\right)=\frac{1}{N_{b} \sqrt{2 \pi} \sigma_{n} \sqrt{\mathbf{w}_{l}^{H} \mathbf{w}_{l}}} \sum_{j=1}^{N_{b}} \exp \left(-\frac{\left(z_{l}-\operatorname{sgn}\left(b_{l}^{(j)}\right) \bar{s}_{l}^{(j)}\right)^{2}}{2 \sigma_{n}^{2} \mathbf{w}_{l}^{H} \mathbf{w}_{l}}\right) \tag{2.30}
\end{equation*}
$$



Table 2.2: Contributions on MBER receivers.
where $N_{b}$ is the number of equiprobable combinations of the binary vectors of the $L$ users, i.e. we have $N_{b}=2^{L}$. Furthermore, $\bar{s}_{l}^{(j)}, j \in 1, \ldots, N_{b}$, denotes the noiseless signal at the output of the MUD related to the $l$-th user, while $b_{l}^{(j)}, j \in 1, \ldots, N_{b}$, is the transmitted bit of user $l$.

The erroneous decision events are associated with the area under the PDF curve in the interval $(-\infty, 0)$, which is quantified as:

$$
\begin{equation*}
P_{E}\left(\mathbf{w}_{l}\right)=\int_{-\infty}^{0} p_{z}\left(z_{l} ; \mathbf{w}_{l}\right) d z_{l} . \tag{2.31}
\end{equation*}
$$

Upon using the integration by substitution technique and introducing the shorthand of

$$
\begin{equation*}
y_{j}=\frac{\left(z_{l}-\operatorname{sgn}\left(b_{l}^{(j)}\right) \bar{s}_{l}^{(j)}\right)}{\sigma_{n} \sqrt{\mathbf{w}_{l}^{H} \mathbf{w}_{l}}} \tag{2.32}
\end{equation*}
$$

the probability of error in Equation 2.31 becomes:

$$
\begin{align*}
P_{E}\left(\mathbf{w}_{l}\right) & =\frac{1}{N_{b} \sqrt{2 \pi}} \sum_{j=1}^{N_{b}} \int_{-\infty}^{c_{j}\left(\mathbf{w}_{l}\right)} \exp \left(-\frac{\left(y_{j}\right)^{2}}{2}\right) d y_{j} \\
& =\frac{1}{N_{b}} \sum_{j=1}^{N_{b}} Q\left[c_{j}\left(\mathbf{w}_{l}\right)\right], \tag{2.33}
\end{align*}
$$

where $c_{j}\left(\mathbf{w}_{l}\right)$ is given by:

$$
\begin{equation*}
c_{j}\left(\mathbf{w}_{l}\right)=\frac{\operatorname{sgn}\left(b_{l}^{(j)}\right) \cdot \bar{s}_{l}^{(j)}}{\sigma_{n} \sqrt{\mathbf{w}_{l}^{H} \mathbf{w}}}=\frac{\operatorname{sgn}\left(b_{l}^{(j)}\right) \cdot \mathbf{w}_{l}^{H} \overline{\mathbf{x}}_{j}}{\sigma_{n} \sqrt{\mathbf{w}_{l}^{H} \mathbf{w}}} \tag{2.34}
\end{equation*}
$$

and $\overline{\mathbf{x}}_{j}, j \in 1, \ldots, N_{b}$ constitutes a possible value of $\overline{\mathbf{x}}$ defined in the context of Equation 2.5 .

Note that the BER is invariant to a positive scaling of the weight vector $\mathbf{w}_{l}$, in other words, the BER depends only on the vectorial direction of $\mathbf{w}_{l}$, but not on its magnitude.

### 2.4.2 Exact MBER multiuser detection

The MBER solution is defined as [226]:

$$
\begin{equation*}
\mathbf{w}_{l(M B E R)}=\arg \min _{\mathbf{w}_{l}} P_{E}\left(\mathbf{w}_{l}\right) . \tag{2.35}
\end{equation*}
$$

The complex, irregular shape of the BER cost function is exemplified in Figure 2.3, which prevents us from deriving a closed-form solution for the MBER MUD weights. Therefore


Figure 2.3: An example of the BER cost function surface for subcarrier 62 in the $P=2, L=$ 2 OFDM SDMA system employing 128-subcarrier in the SWATM channel at SNR $=10 \mathrm{~dB}$.
in practice an iterative strategy based on the steepest-descent gradient method can be used for finding the MBER solution [226]. According to this method, the linear MUD's weight vector $\mathbf{w}_{l}$ is iteratively updated, commencing for example from the MMSE weights of Equation 2.25, until the weight vector that exhibits the lowest BER is arrived at. In each step, the weight vector is updated according to a specific step-size, $\mu$, in the vectorial direction in which the BER cost function decreases most rapidly, namely in the direction opposite to the gradient of the BER cost function given in Equation 2.39. The steepestdescent gradient algorithm that can be used for finding the MBER solution is summarised as follows [226]:

$$
\begin{equation*}
\mathbf{w}_{l}(i+1)=\mathbf{w}_{l}(i)+\mu \mathbf{d}(i) \tag{2.36}
\end{equation*}
$$

where the step-size is represented by $\mu$, and the update direction vector $\mathbf{d}(i)$ at instance $i$ is given by:

$$
\begin{equation*}
\mathbf{d}(i)=-\nabla_{\mathbf{w}_{l}} P_{E}\left[\mathbf{w}_{l}(i)\right] \tag{2.37}
\end{equation*}
$$

In Equation 2.37, $\nabla_{\mathbf{w}_{l}} P_{E}\left[\mathbf{w}_{l}(i)\right]$ is the gradient of $P_{E}\left[\mathbf{w}_{l}(i)\right]$ with respect to $\mathbf{w}_{l}$ and $i$ indicates the iteration index. By exploiting the following identity [226]:

$$
\begin{equation*}
\frac{\partial}{\partial t} \int_{a(t)}^{c(t)} f(y) d y=f[c(t)] \frac{\partial c(t)}{\partial t}-f[a(t)] \frac{\partial a(t)}{\partial t} \tag{2.38}
\end{equation*}
$$

the gradient of $P_{E}\left(\mathbf{w}_{l}\right)$ with respect to the MUD's weight vector $\mathbf{w}_{l}$ can then be computed by:

$$
\begin{align*}
\nabla_{\mathbf{w}_{l}} P_{E}\left(\mathbf{w}_{l}\right)= & \frac{1}{N_{b} \sqrt{2 \pi}} \sum_{j=1}^{N_{b}} \exp \left(-\frac{\left(-\operatorname{sgn}\left(b_{l}^{(j)}\right) \cdot \bar{s}_{l}^{(j)}\right)^{2}}{2 \sigma_{n}^{2} \mathbf{w}_{l}^{H} \mathbf{w}_{l}}\right) \frac{\partial c_{j}\left(\mathbf{w}_{l}\right)}{\partial \mathbf{w}_{l}} \\
= & \frac{1}{N_{b} \sqrt{2 \pi} \sigma_{n}} \sum_{j=1}^{N_{b}} \exp \left(-\frac{\left(\bar{s}_{l}^{(j)}\right)^{2}}{2 \sigma_{n}^{2} \mathbf{w}_{l}^{H} \mathbf{w}_{l}}\right) \cdot \operatorname{sgn}\left(b_{l}^{(j)}\right) \\
& \cdot\left\{\frac{-\overline{\mathbf{x}}_{j}}{\left(\mathbf{w}_{l}^{H} \mathbf{w}_{l}\right)^{\frac{1}{2}}}+\mathbf{w}_{l}^{H} \overline{\mathbf{x}}_{j} \frac{\mathbf{w}_{l}}{\left(\mathbf{w}_{l}^{H} \mathbf{w}_{l}\right)^{\frac{3}{2}}}\right\} \\
= & \frac{1}{N_{b} \sqrt{2 \pi} \sigma_{n}}\left(\frac{\mathbf{w}_{l} \mathbf{w}_{l}^{H}-\mathbf{w}_{l}^{H} \mathbf{w}_{l} \mathbf{I}}{\left(\mathbf{w}_{l}^{H} \mathbf{w}_{l}\right)^{\frac{3}{2}}}\right) \\
& \cdot \sum_{j=1}^{N_{b}} \exp \left(-\frac{\left(\bar{s}_{l}^{(j)}\right)^{2}}{2 \sigma_{n}^{2} \mathbf{w}_{l}^{H} \mathbf{w}_{l}}\right) \cdot \operatorname{sgn}\left(b_{l}^{(j)}\right) \cdot \overline{\mathbf{x}}_{j} . \tag{2.39}
\end{align*}
$$

Again, as it may be observed in Equation 2.34, the BER is independent of the magnitude of the MUD's weight vector, hence the knowledge of the vectorial orientation of the detector's weight vector is sufficient for defining the decision boundary of the linear MBER SDMA detector. Therefore the MBER detector has an infinite number of solutions.

It is, however, desirable in any optimisation problem to have a single global minimum. In the case of the proposed MBER algorithm, the MUD's global BER minimum is found by constraining the detector's weight vector to have a unity magnitude. This is achieved by introducing the normalisation process in each iteration according to:

$$
\begin{equation*}
\overline{\mathbf{w}}_{l}=\frac{\mathbf{w}_{l}}{\left\|\mathbf{w}_{l}\right\|}=\frac{\mathbf{w}_{l}}{\sqrt{\mathbf{w}_{l}^{H} \mathbf{w}_{l}}} \tag{2.40}
\end{equation*}
$$

With the aid of this normalisation, the gradient expression of Equation 2.39 can be simplified to [226]:

$$
\begin{equation*}
\nabla_{\mathbf{w}_{l}} P_{E}\left(\overline{\mathbf{w}}_{l}\right)=\frac{1}{N_{b} \sqrt{2 \pi} \sigma_{n}} \sum_{j=1}^{N_{b}} \exp \left(-\frac{\left(\bar{s}_{l}^{(j)}\right)^{2}}{2 \sigma_{n}^{2}}\right) \cdot \operatorname{sgn}\left(b_{l}^{(j)}\right) \cdot\left(\overline{\mathbf{w}}_{l} \cdot \bar{s}_{l}^{(j)}-\overline{\mathbf{x}}_{j}\right), \tag{2.41}
\end{equation*}
$$

where $\overline{\mathbf{w}}_{l}$ is the MUD's normalised weight vector evaluated using Equation 2.40. Comparing the gradient expressions of Equation 2.39 and Equation 2.41, we may conclude that the
constraint of Equation 2.40 imposed on the optimisation problem of Equation 2.39 reduces the infinite number of MBER solutions to a single solution.

Unfortunately, the steepest-descent gradient algorithm of Equation 2.36 may converge slowly [226]. In order to circumvent this convergence problem, the computationally more complex Gauss-Newton algorithm [226] can be invoked. Based on optimising the nonlinear least-square cost function of Equation 2.41, the Gauss-Newton algorithm updates the detector's weight vector in the direction given by [226]:

$$
\begin{equation*}
\mathbf{d}(i+1)=-\left[\nabla_{\mathbf{w}_{l}} P_{E}\left(\mathbf{w}_{l}(i)\right)\right]^{-1}\left[\nabla_{\mathbf{w}_{l}}^{2} P_{E}\left(\mathbf{w}_{l}(i)\right)\right], \tag{2.42}
\end{equation*}
$$

where $\mathbf{d}(i)$ is the direction of the MUD's weight update for iteration $i$ and $\nabla_{\mathbf{w}_{l}}^{2} P_{E}\left(\mathbf{w}_{l}\right)$ is the second derivative of $P_{E}\left(\mathbf{w}_{l}\right)$ with respect to $\mathbf{w}_{l}$. Naturally, extra computations are needed for evaluating the second-derivative of the $P_{E}\left(\mathbf{w}_{l}\right)$. The compromise solution to this optimisation problem can be arrived at by using the Conjugate Gradient (CG) [226] method. This algorithm searches for the direction of the current MUD weight-vector update that is the conjugate of the previous update. This strategy is different from the Steepest Descent Gradient (SDG) [226] method, which chooses the direction of the current update to be orthogonal to that of the previous update. Furthermore, CG [226] avoids using the same direction twice consecutively and hence improves the efficiency of the SDG method with the advent of using orthogonal consecutive directions. Unlike the SDG method [226], the full-complexity version of the CG [226] technique requires $N$ iterations, where $N$ is the dimension of the SDMA detector's weight vector $\mathbf{w}_{l}$. This is achieved by calculating the optimal step size for each iteration. However, in our forthcoming discourse we opt for employing a simpler version [226] of the CG MUD weight-update method, which uses a constant step size for all iterations. This algorithm can be summarised as follows [226]:

Initialisation: Choose a step size $\mu>0$ and a termination scalar $\beta>0$; given $\mathbf{w}(1)$ and

$$
\begin{equation*}
\mathbf{d}(1)=-\nabla_{\mathbf{w}_{l}} P_{E}\left[\mathbf{w}_{l}(1)\right] ; \tag{2.43}
\end{equation*}
$$

Loop: If $\left\|\nabla_{\mathbf{w}_{l}} P_{E}\left[\mathbf{w}_{l}(i)\right]\right\|=\sqrt{\left[\nabla_{\mathbf{w}_{l}} P_{E}\left(\mathbf{w}_{l}(i)\right)\right]^{T} \nabla_{\mathbf{w}_{l}} P_{E}\left[\mathbf{w}_{l}(i)\right)}<\beta$ : goto Stop,

Otherwise:

$$
\begin{align*}
\mathbf{w}_{l}(i+1) & =\mathbf{w}_{l}(i)+\mu \mathbf{d}(i) \\
& =\frac{\mathbf{w}_{l}(i+1)}{\left\|\mathbf{w}_{l}(i+1)\right\|}  \tag{2.44}\\
\phi_{i} & =\frac{\left\|\nabla_{\mathbf{w}_{l}} P_{E}\left[\mathbf{w}_{l}(i+1)\right]\right\|^{2}}{\left\|\nabla_{\mathbf{w}_{l}} P_{E}\left[\mathbf{w}_{l}(i)\right]\right\|^{2}}  \tag{2.45}\\
\mathbf{d}(i+1) & =\phi_{i} \mathbf{d}(i)-\nabla_{\mathbf{w}_{l}} P_{E}\left[\mathbf{w}_{l}(i+1)\right]  \tag{2.46}\\
i & =i+1, \text { goto Loop. }
\end{align*}
$$

Stop: $\mathbf{w}_{l}(i)$ is the solution.
Step (2.46) ensures the conjugate relationship between the directions of the successive iterations. The variable $\phi_{i}$ of Equation 2.45 quantifies the ratio of the previous and the current BER gradients, which is used for weighting the previous gradient $\mathrm{d}(i)$, as seen in step 2.46. Note that if we have $\phi_{i}=0$, we arrive at the SDG algorithm. The MBER solution is arrived at when the gradient $\mathrm{d}(i)$ becomes zero, i.e. when we have $\nabla_{\mathbf{w}_{l}} P_{E}\left(\mathbf{w}_{l}\right)=0$. While achieving this requires numerous iterations, the termination scalar $\beta$ can be chosen such that the gradient becomes sufficiently small in order to arrive at a near-MBER solution.

### 2.4.3 Simulation results

In this section we will present our simulation results using the exact MBER MUD and compare its performance to that of the classical MMSE MUD. All the simulations were conducted using the SWATM channel of Section 1.2.3.2. The number of subcarriers used in the simulations is 128 in conjunction with a cyclic prefix of 32 and using a frame-invariant environment. The results of the simulations are shown in Section 2.4.3.1, Section 2.4.3.2 and Section 2.4.3.3 for the two, four and eight receiver antennas scenario, respectively. We had also performed simulation to quantify the effects of varying the number of receiver antennas, while fixing the number of users and the corresponding results are presented in Section 2.4.3.4.


Figure 2.4: Four different time-invariant channel impulse responses (CIR) recorded at the two receiver antennas, when two users are supported.


Figure 2.5: Four time-invariant FDCHTFs for the CIRs seen in Figure 2.4 (a) FDCHTF 1, (b) FDCHTF 2, (c) FDCHTF 3, and (d) FDCHTF 4.


Figure 2.6: Average BER versus the average SNR expressed in dB for the MMSE and the MBER multiuser detectors of User 1 and User 2 supported by two receiver antennas, when using 128 -subcarrier OFDM for communicating over the channel characterised by the CIRs and FDCHTFs shown in Figure 2.4 and Figure 2.5, respectively. These curves were evaluated from Equation 2.33.

### 2.4.3.1 Employing two receiver antennas

In our first quantitative investigation we used the simplest possible SDMA OFDM system supporting two users with the aid of two receiver antennas. As shown in Figure 2.1, each user has a unique FDCHTF with respect to each receiver antenna. The four corresponding CIRs are shown in Figure 2.4 and the resultant FDCHTFs are depicted in Figure 2.5. The CIRs represent a three-path indoor type channel [4], where no fading is experienced. Correspondingly, the time-invariant FDCHTF 1 and FDCHTF 2 are encountered by User 1 at the first and second receiver antenna, respectively. Similarly, FDCHTF 3 is encountered at the first receiver antenna and FDCHTF 4 at the second antenna by User 2. The OFDM
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Figure 2.7: BER versus the average SNR for every OFDM subcarrier for both the (a) MMSE, and (b) MBER multiuser detector of User 1 when supporting two users with the aid of two receiver antennas using 128-subcarrier OFDM for communicating over the channel characterised with the aid of the CIRs and FDCHTFs shown in Figure 2.4 and Figure 2.5, respectively.
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Figure 2.8: BER versus the average SNR for every OFDM subcarrier for both the (a) MMSE, and (b) MBER multiuser detector of User 2, when supporting two users with the aid of two receiver antennas using 128 -subcarrier OFDM for communicating over the channel characterised with the aid of the CIR and FDCHTF shown in Figure 2.4 and Figure 2.5, respectively.
modem had 128 subcarriers. In our simulations, we initialised the iterative MBER algorithm to the MMSE MUD weights given by Equation 2.25.

The results of our simulations are shown in Figures 2.6, 2.7 and 2.8. The average BER of User 1 and User 2 recorded in the context of both the MMSE and MBER MUD is portrayed in Figure 2.6. We can see from this figure that User 1 has a better average BER in conjunction with the MMSE detector compared to User 2 for SNRs in excess of about 25 dB . By contrast, the MBER detector of User 2 outperforms that of User 1 in terms of the average BER. We can also see that the MBER detectors of both users have a substantially lower average BER compared to the MMSE detectors. Again, as expected, this is because the MMSE is directly minimising the MSE and not the BER. We may also note that the average BER difference between the MMSE and MBER detectors is not the same for both users. Specifically, the MBER MUD of User 2 has an SNR advantage of almost 12 dB , while that of User 1 has about 5 dB SNR advantage, when the target BER is $10^{-6}$. This is a consequence of the unique combinations of the channel transfer functions of both users, since it can be seen in Figure 2.4 that the CIR of User 1 exhibits a lower ratio between the main and the delayed CIR taps than that of User 2.

In Figure 2.7 and Figure 2.8, we can see that the BER of the MMSE and MBER MUD is different for every OFDM subcarrier. This is because the particular combination of the FDCHTFs is unique for the different OFDM subcarriers. These FDCHTF differences will result in a frequency and time-variant system matrix, $\mathbf{H}$, for each OFDM subcarrier, thus imposing a direct influence on the calculation of the MUD's weight values, as suggested by Equation 2.25 and Equation 2.35 for the MMSE and MBER MUD, respectively. By comparing the BER plots of Figure 2.7 and Figure 2.8 recorded for User 1 and User 2 respectively, we can see that the BER peaks of the dramatically attenuated subcarriers of Figure 2.5 are higher for the MMSE MUD than for the MBER arrangement.

### 2.4.3.2 Employing four receiver antennas

We will now investigate the achievable performance of the MUDs employing four receiver antennas. As in the two receiver antenna scenario, each user has a different CIR at each receiver antenna. Initially, we support the same number of users as the number of receiver antennas, which is four. The CIR and FDCHTF of User 1 is as shown in Figure 2.9 and


Figure 2.9: Four different time-invariant channel impulse responses (CIR) recorded at the four receiver antennas for User 1, which benefits from the lowest BER among the four users, as shown in Figure 2.13.


Figure 2.10: Four time-invariant FDCHTFs for the CIRs seen in Figure 2.9 (a) FDCHTF 1, (b) FDCHTF 2, (c) FDCHTF 3, and (d) FDCHTF 4.


Figure 2.11: Four different time-invariant channel impulse responses (CIR) recorded at the four receiver antennas for User 4, which experiences the worst-case BER among the four users, as shown in Figure 2.13.


Figure 2.12: Four time-invariant FDCHTFs for the CIRs seen in Figure 2.11 (a) FDCHTF 1, (b) FDCHTF 2, (c) FDCHTF 3, and (d) FDCHTF 4.


Figure 2.13: The BER performance of the four different users in an SDMA system employing four receiver antennas and 128-subcarrier OFDM for communicating over the frameinvariant SWATM channel. These curves were evaluated from Equation 2.33.


Figure 2.14: The BER performance of User 1 employing both the MMSE and MBER MUD in an SDMA system equipped with four receiver antennas for different number of users employing 128-subcarrier OFDM communicating over the frame-invariant SWATM channel. These curves were evaluated from Equation 2.33.

Figure 2.10, respectively. It will be shown in Figure 2.13 that User 1 achieves the biggest difference between the achievable BER of the MBER and MMSE MUDs. By contrast, the smallest difference between the achievable BER of the MBER and MMSE MUDs among the four users is experienced by User 4, which has its CIR and FDCHTF depicted in Figure 2.11 and Figure 2.12, respectively. Again, the corresponding BERs are shown in Figure 2.13.

We can see from Figure 2.13 that each user performs differently in terms of the achievable BER. The argument that was mentioned in Section 2.4.3.1 for the two-user case also applies here, namely that each user has its own unique system matrix as a consequence of the unique combinations of the channel transfer functions of all users. However, in general the MBER MUD performed better than the MMSE MUD in all investigated scenarios. The highest BER difference was experienced by User 1, where the MBER MUD outperformed the MMSE MUD by about 17 dB , while the smallest difference was recorded for User 4, where the corresponding SNR advantage was only about 3 dB , when the target BER was $10^{-6}$.

So far, we have been supporting the same number of users as the number of receiver antennas in our simulations. By contrast, Figure 2.14 shows the BER results for User 1 for


Figure 2.15: An example composition of the probable noiseless received signal for User 1 for the case of $P=4, L=6$ when transmitting $s_{1}=+1$. The stages is as depicted in Figure 2.1.
supporting different number of users in the four receiver antenna scenario. We can see from the figure that as the number of users increases, the BER performance degrades owing to the increased multiuser interference imposed. In the absence of multiuser interference when only one user is communicating, both MUDs have similar BER curves. As expected, this is because no multiuser interference is inflicted and hence the MMSE MUD is also capable of minimising the BER. However, the MMSE MUDs characterised in Figure 2.14(a) can only support a maximum number of users that is equal to the number of receiver antennas, which is four in this case. Once the number of users exceeds the number of receiver antennas, the MMSE MUD becomes incapable of differentiating the users and this results in the high residual BER seen in Figure 2.14(a).

These performance trends may be more explicitly interpreted with the aid of Figure 2.15,
where the composition of User 1's noiseless received phasors are illustrated, when transmitting $s_{1}=+1$ in the six-user scenario employing four receiver antennas. Different processing stages seen in this figure were defined in Figure 2.1.

Stage I represents the received composite multiuser signals, $x_{1}, \ldots, x_{P}$, impinging at the different antennas. Let us recall from Equation 2.1 that $x_{p}, p \in 1,2, \ldots, P$, is constituted by the superposition of the $L$ number of users, which in this case is $L=6$. Since we are assuming that User 1 is transmitting $s_{1}=+1$, the number of possible combinations at each antenna in Figure 2.15 is $N_{b} / 2=2^{L} / 2=2^{6} / 2=32$. However, some of the points might be overlapping, thus only a lower number of points is observable. It can also be seen that the location of the points varies between the antennas due to the fact that the different antennas will experience different combinations of the FDCHTF.

Stage II shows the outputs from the product of the Hermitian of the MUD's weight value, $w_{p}, p \in 1, \ldots, P$, of the individual antenna elements and the corresponding $x_{p}, p \in 1, \ldots, P$, value, i.e. $w^{H} x$, as seen in Equation 2.9. At this stage, it is the appropriate combination ${ }^{*}$ of the individual antennas' combinations at Stage III, which determines the final output of the MUD.

Explicitly, the MMSE MUD attempts to minimise the Euclidean distance between the estimated received symbol, $\hat{s}_{1}$ and the original transmitted symbol $s_{1}$. However, as can be observed at Stage III of Figure 2.15, some of the $\hat{s}_{1, M M S E}$ points are either on the wrong half-plane of the BPSK phasor constellation or exactly on the decision boundary, namely at $y_{R}=0$. As a consequence, the associated residual BER experienced in the absence of noise can be calculated by taking into account the relative frequency of these points. On the other hand, since the MBER MUD is directly minimising the BER, the MUD's weight values are adjusted for the sake of ensuring that the estimated phasors are as far away from the decision boundary as possible. Therefore, we can see from Figure 2.15 that the estimated received phasors $\hat{s}_{1, M B E R}$ are significantly further from the BPSK decision boundary of $y_{R}=0$, than for the MMSE MUD, hence avoiding the MMSE-specific residual BER.


Figure 2.16: Eight different time-invariant channel impulse responses (CIR) recorded at the eight receiver antennas for User 1, which experiences the best-case BER among the eight users, as shown in Figure 2.20.

(a) FDCHTF 1: User 1, antenna 1

(c) FDCHTF 3: User 1, antenna 3

(e) FDCHTF 5: User 1, antenna 5

(b) FDCHTF 2: User 1, antenna 2

(d) FDCHTF 4: User 1, antenna 4

(f) FDCHTF 6: User 1, antenna 6

(h) FDCHTF 8: User 1, antenna 8

Figure 2.17: Eight time-invariant FDCHTFs for the CIRs seen in Figure 2.16 (a) FDCHTF 1, (b) FDCHTF 2, (c) FDCHTF 3, and (d) FDCHTF 4 (e) FDCHTF 5, (f) FDCHTF 6, (g) FDCHTF 7, and (h) FDCHTF 8.


Figure 2.18: Eight different time-invariant channel impulse responses (CIR) recorded at the eight receiver antennas for User 5, which experiences the worst-case BER among the eight users, as shown in Figure 2.20.

(a) FDCHTF 1: User 5, antenna 1

(c) FDCHTF 3: User 5, antenna 3

(e) FDCHTF 5: User 5, antenna 5

(g) FDCHTF 7: User 5, antenna 7

(b) FDCHTF 2: User 5, antenna 2

(d) FDCHTF 4: User 5, antenna 4

(f) FDCHTF 6: User 5, antenna 6

(h) FDCHTF 8: User 5, antenna 8

Figure 2.19: Eight time-invariant FDCHTFs for the CIRs seen in Figure 2.18 (a) FDCHTF 1, (b) FDCHTF 2, (c) FDCHTF 3, and (d) FDCHTF 4 (e) FDCHTF 5, (f) FDCHTF 6, (g) FDCHTF 7, and (h) FDCHTF 8.


Figure 2.20: The BER performance of eight different users in an SDMA system equipped with eight receiver antennas using 128 -subcarrier OFDM for communicating over the frameinvariant SWATM channel. These curves were evaluated from Equation 2.33.

### 2.4.3.3 Employing eight receiver antennas

In this section, we will continue our investigations by using eight antennas at the receiver. The number of users supported is the same as the number of receiver antennas. The CIR and the FDCHTF associated with the highest difference in the achievable average BER of the MBER and MMSE MUDs were encountered by User 1, which were shown in Figure 2.16 and Figure 2.17, respectively. By contrast, the scenario associated with the smallest difference between the achievable BER of the MBER and MMSE MUDs among the eight users was that of User 5, who has his/her CIR and FDCHTF depicted in Figure 2.18 and Figure 2.19, respectively.

The associated simulation results are shown in Figure 2.20. We can see that there are cases when the MMSE MUDs perform poorly, exhibiting a high residual BER as the SNR increases, for example in the case of User 4 and User 7. On the other hand, for User 5 the MMSE MUD performs similarly well to the MBER MUD. The large performance variation experienced by the different users may be owing to the fact that as the number of receiver antennas is increased, there is a high probability of encountering a detrimental combination of desired-user CIR and interfering-user CIR for the different users. Furthermore, when supporting eight users, the multiuser interference becomes high. However, the MBER MUD still performs consistently better than the MMSE MUD for all the users.

### 2.4.3.4 Effects of different number of receiver antennas

In this section, we will now investigate the effect of varying the number of receiver antennas at the base station, when employing both the MMSE and the MBER MUD. The number of users is fixed to two. The results of these investigations is portrayed in Figure 2.21. Both the MMSE and MBER MUD's BER performance improved, as the number of antennas was increased. This is because as the number of antennas increases, the MUD becomes more efficient in mitigating the effects of multiuser interference. Even when only two receivers antennas are used, the BER performance of the MBER MUD approaches the BER curve of the non-dispersive single-user AWGN channel as can be seen in Figure 2.21(b). On the other hand, the MMSE MUD characterised in Figure 2.21(a) required more than six antennas for achieving a BER performance close to the AWGN benchmarker curve. Therefore we may


Figure 2.21: The BER performance of User 1 encountering a better BER than User 2, when employing both the MMSE and MBER MUD for supporting two users with the aid of different number of receiver antennas employing 128-subcarrier SDMA OFDM for communicating over the frame-invariant SWATM channel. These curves were evaluated from Equation 2.33.
conclude that the MBER MUD typically requires a lower number of receiver antennas compared to the MMSE MUD for the case of reaching the AWGN performance, when the same number of users are supported.

### 2.4.4 Effects of varying the CG algorithm parameters

Let us now commence our study of the effects of varying the different parameters in the context of the CG method used for finding the optimum MBER MUD weights. We will initially study the effects of using various step-sizes $\mu$ in Section 2.4.4.1. This is followed by Section 2.4.4.2, where we will investigate the effects of varying the maximum number of iterations in the search. Finally, we will show the results associated with using different termination scalars $\beta$ in Section 2.4.4.3.


Figure 2.22: The average achievable BER of User 1 in the $P=4$ and $L=4$ OFDM SDMA system when varying the step size, $\mu$ of the conjugate gradient algorithm while fixing the maximum iterations to 10000 and initialising the MBER weight values to the MMSE weight values and the weight from the previous SNR. These curves were evaluated from Equation 2.33.

### 2.4.4.1 Step size, $\mu$

One of the most important parameters in the context of the conjugate gradient search algorithm is the step-size $\mu$. Figure 2.22 shows our simulation results when using different fixed values of $\mu$ for User 1 in a $P=4, L=4$ scenario. We can see from the figure that the best fixed value of $\mu$ is between $10^{-2}$ and 1 . For a $\mu$ value that is too small, the search method might not be able to approach the optimum solution within the given maximum number of iterations. On the other hand, if the value of $\mu$ is too high, then the gradient search might miss the optimum solution. Therefore a suitable value of $\mu$ must be chosen to ensure that the best solution can be attained. In our case we have chosen the $\mu$ value of $10^{-1}$. An alternative approach is to use an adaptive $\mu$ value, where the $\mu$ value varies according to the SNR and as a function of the complexity of the scenario investigated. However, we have opted for employing a simplified approach where a fixed value of $\mu$ is used.


Figure 2.23: The average of the achievable BER of User 1 in the $P=4$ and $L=4$ OFDM SDMA system when varying the maximum number of iterations of the conjugate gradient algorithm while fixing the step size, $\mu$ to 0.1 and initialising the MBER weight values to the MMSE weight values and the weight from the previous SNR. These curves were evaluated from Equation 2.33.

### 2.4.4.2 Maximum iterations

Let us now study another factor that determines the performance of the CG search algorithm, namely the maximum number of iterations. The maximum number of iterations is usually fixed so that the complexity of the search becomes constant. However, an insufficiently high number of iterations may result in a premature termination of the search method, before the optimum solution is found. However, setting the maximum number of iterations to a value that is too high may waste battery power, especially when the achievable improvement is only modest, despite using a high number of iterations. Figure 2.23 shows our related simulation results, when the maximum number of iterations is varied. We can see from the figure that at a lower SNR value, a lower number of iterations is required to reach the optimum solution, if the same step-size is employed for all SNRs. This is because at a lower SNR value, the minimum value at the valley of the BER surface, such as the one seen in Figure 2.3, is not as deep as the one found at higher SNRs. Therefore, at high SNRs more iterations are required to reach the minimum BER point.


Figure 2.24: The average of the achievable BER of User 1 in the $P=4$ and $L=4$ OFDM SDMA system when varying the termination scalar, $\beta$ of the conjugate gradient algorithm while fixing the step size, $\mu$ to 0.1 , maximum iterations to 10000 and initialising the MBER weight values to the MMSE weight values and the weight from the previous SNR. These curves were evaluated from Equation 2.33.

### 2.4.4.3 Termination scalar, $\beta$

The final CG parameter that we have investigated is the termination scalar $\beta$. As observed on page 72 , the termination scalar $\beta$ is employed for the sake of allowing us to terminate the iterations, when the magnitude of the gradient becomes close to zero. This is because although we originally required the magnitude of the gradient to be zero, this might require an extremely high number of iterations to achieve. Therefore, by invoking a termination scalar we will ensure that the search will approach zero, thus restricting the number of iterations required. However, the specific choice of the termination scalar is quite important, because if $\beta$ too small, an excessive number of iterations will be required. On the other hand, if a high $\beta$ value is chosen, the final search result might not be sufficiently close to the optimum solution. Figure 2.24 shows our simulation results for the various values of $\beta$, confirming the above-mentioned expectations.

In summary, the choice of all three parameters, namely the step-size $\mu$, the maximum number of iterations and the termination scalar $\beta$, is important for the CG algorithm for


Figure 2.25: BER versus the average SNR for User 1 and User 2 employing LDPC-coded MMSE and MBER MUDs, when supporting two users with the aid of two receiver antennas using 128 -subcarrier OFDM for communicating over the channel characterised with the aid of the CIR and FDCHTF shown in Figure 2.4 and Figure 2.5, respectively.
the sake of approaching the MBER solution, and all of them are inter-related. Let us now embark on investigating the effects of employing an LDPC code for the sake of improving the achievable performance of the MBER MUD in the following section.

### 2.4.5 LDPC coded MBER multiuser detector

Using the soft-bit generation technique described in Section 2.3.2, we will now compare the performance of the LDPC coded MMSE and MBER MUDs. For this simulation, we first obtained the weight vectors using known reference sequences. The resultant weight vectors were then used to detect the streams of LDPC coded bits. Again, we assumed encountering OFDM symbol-invariant fading, where the fading remains constant during an OFDM symbol. The results of our simulations are shown in Figure 2.25 and Figure 2.26 for the attainable BER and FER, respectively. We can see from Figure 2.25 for both users that the BER of the LDPC assisted MBER MUD is marginally better than that of the MMSE schemes, in particular at lower SNRs. However, as the SNR increases, the performance of the two MUDs becomes indistinguishable. This is because at higher SNRs the LDPC code


Figure 2.26: FER versus the average SNR for User 1 and User 2 employing LDPC-coded MMSE and MBER MUDs, when supporting two users with the aid of two receiver antennas using 128 -subcarrier OFDM for communicating over the channel characterised with the aid of the CIR and FDCHTF shown in Figure 2.4 and Figure 2.5, respectively.
will improve the performance regardless of the type of detector used, provided that the MUD's uncoded BER is sufficiently low.

It can also be seen in Figure 2.25 that the achievable BER difference between the two detectors was higher for User 2 compared to User 1. This is because even when no channel coding is used, the performance difference advantage of the MBER detector compared to the MMSE MUD of User 2 exceeded that of User 1 by almost 15 dB . This SNR advantage diminishes to a mere $3 \mathrm{~dB}, 2 \mathrm{~dB}$ and 1 dB , when an LDPC code rate of $\mathrm{R}=2 / 3,1 / 2$ and $1 / 3$ is used, respectively. In terms of the attainable FER, the trends of Figure 2.26 seems to mirror the BER trends, namely that User 2 has a more obvious difference compared to User 1. In general, we may conclude that the MBER MUD performs $2-5 \mathrm{~dB}$ better than the MMSE MUD at low SNRs, when powerful LDPC codes are invoked.

### 2.5 Chapter conclusion

In Chapter 2, we have investigated the advantages of using multiple antennas for multiuser detection in an OFDM system. The so-called SDMA system exploits the unique user-specific
channel impulse responses for distinguishing the different users, not unlike the spreading codes of a CDMA system differentiate the users.

The chapter commenced with a brief introduction to the various applications of smart antennas in Section 2.1. One of the smart antenna aided systems, namely the SDMA system was further investigated in this chapter. The SDMA system model was presented in Section 2.2.1, followed by a comparison of the SDMA model to the well-known CDMA system model in Section 2.2.2.

In Section 2.3, linear multiuser detection techniques designed for SDMA systems were introduced. We have discussed the derivation of the classic MMSE MUD in Section 2.3.1. We have also described the soft-output calculation procedure designed for the SDMA system, that was used in conjunction with forward error correction coding in Section 2.3.2.

Our discussions continued in Section 2.4 with the proposal of a novel MBER multiuser detector contrived for SDMA systems. We first interpreted the corresponding error probability expressions in the context of BPSK system in Section 2.4.1, followed by the derivation of the exact MBER MUD in Section 2.4.2. We later presented our simulation results in Section 2.4.3. The simulations were conducted in the context of two, four and eight receiver antennas and the corresponding results were discussed in Sections 2.4.3.1, 2.4.3.2 and 2.4.3.3, respectively. Moreover, we showed in Section 2.4.3.2 that unlike the MMSE MUD, the MBER MUD is capable of supporting more users than the number of receiver antennas employed at the base station. We also presented our results characterising the effects of different number of receiver antennas, while fixing the number of users to two in Section 2.4.3.4.

These discussions were then followed by our results concerning the effects of varying the different parameters of the CG algorithm in Section 2.4.4. In particular, we have characterised the effects of varying the step-size $\mu$ in Section 2.4.4.1, the effects of varying the maximum number of iterations in Section 2.4.4.2 and the effects of varying the termination scalar $\beta$ in Section 2.4.4.3. In Section 2.4.5, LDPC channel coding was employed by the OFDM SDMA system, in order to investigate the performance of the MBER MUD with the assistance of the LDPC code.

In summary, the MBER MUD performs better in terms of the attainable BER compared
to the classic MMSE MUD in all investigated cases. This is because the MBER MUD directly minimises the BER, while the MMSE MUD attempts to minimise the MSE. Moreover, it was shown that the MMSE MUD is only capable of supporting the same number of users as the number of receiver antennas, whereas the MBER MUD has the ability to support more users than the number of receiver antennas. However, the advantage of the MBER MUD over the MMSE MUD varies across the different users due to the fact that different users experience different combinations of the CIRs at the receiver antennas, hence resulting in a different system matrix $\mathbf{H}$.

Eventhough the MBER MUD shows substantial advantages over the classic MMSE MUD, the performance of the CG method used in this chapter depends on its initialization and on the effects of the various parameters such as the step-size and the termination scalar. In the next chapter we will introduce a GA-aided search method as a design alternative to the CG search method employed in the context of the exact MBER MUD algorithm.

## Chapter 3

## Genetic Algorithm Assisted MBER MUD

Even though the MBER detector of Chapter 2 is capable of maintaining a good performance, the convergence of the algorithm is sensitive to the choice of the algorithm's parameters. For example, the choice of the initial condition for the MBER MUD is critical in order for the solution to converge to the minimum of the BER surface seen in Figure 2.3. In Chapter 2, the MMSE SDMA MUD weight solution has been used for initialising the CG algorithm based MUD, which is also exemplified in Figure 2.3. However, this choice of initial conditions does not necessarily guide the algorithm's convergence to the required MBER solution, if the BER surface exhibits local minima, although this is not the case in Figure 2.3. Another parameter that affects the performance of the MBER detector is the step size $\mu$ used for updating the array weights in the direction opposite to the BER gradient. The choice of this step size must be based on a compromise, since a step-size that is too high might not allow convergence to the minimum BER point, whereas the opposite scenario will require a high number of iterations for attaining convergence to the MBER solution. An attractive method that might be able to assist the MBER MUD in circumventing the above-mentioned problems is constituted by the family of Genetic Algorithms (GA) [230], which were extensively used in various CDMA and MC-CDMA MUD problems in [206].

Hence, in this chapter, we will embark on designing a GA-based exact MBER MUD. The GA will be invoked for finding the MUD optimum weight values that will minimise the

BER cost function. We will commence our discourse with a brief overview of GA in Section 3.1. This is followed by Section 3.2, demonstrating how GAs may be exploited in the MBER-MUD assisted SDMA-OFDM system. Our simulation results will then be depicted in Section 3.3. In Section 3.4, we will characterise the proposed GA-MBER MUD in comparison to the exact MBER MUD of Chapter 2, outlining the associated implementational complexity calculations. We will also quantify the performance of the GA-MBER MUD in an overloaded scenario in Section 3.5 where the number of users supported is higher than the number of antenna elements. Finally, we will conclude this chapter in Section 3.6.

### 3.1 A brief overview of GA

In this section we will briefly highlight the operating principles of GAs. For further details on the origin of GAs and its applications, the readers are referred to the impressive compilation of ideas in [230-234]. We will commence with an informal definition of GAs in Section 3.1.1. This is followed by a brief summary of the operating principles of GAs in Section 3.1.2. Lastly, in Section 3.1.3 we will highlight the differences between GAs and the family of traditional optimisation and search methods.

### 3.1.1 GA basics

The family of GA-aided search methods mimic the rules of evolution and survival in nature. They follow the laws of nature in which a group of the fittest individuals in a population will survive. These fittest individuals will then mutate for the sake of creating a new generation of individuals. Even though the process of evolution is randomised, unlike in conventional random processes, the GAs rely on improving the performance or fitness of the evolving new generation with the aid of information emerging from the previous generations.

GAs were developed by Holland et al. at the University of Michigan in the early 1970s [231]. His original aim was that of studying the adaptive process of natural evolution and the adoption of this natural process in an artificial system software. However, his discovery had turned out to be the commencing point of GA-based optimisation. Holland's research was later further developed by one of his students, Goldberg [230]. Since then, GA have been employed in numerous applications, such as machine learning [246-248]

| Year | Author | Contribution |
| :---: | :---: | :---: |
| 75 | Holland [231] | Originally proposed GAs for studying the adaptive process of natural evolution in an artificial system software. |
| 89 | Goldberg [230] | Goldberg further developed GAs in the context of optimisation and machine learning. |
| 96 | Mitchell [232] | A further advancement of GAs in machine learning. |
| '97 | Juntti, Schlosser and Lilleberg [235] | First known study of the application of GAs in MUDs. |
| '98 | Wang, Lu and Antoniou [236] | Proposed a detector for multiuser communications, which is based on the maximum-likelihood decision rule and employs a GA for detecting the user bits sequentially. |
| '00 | $\begin{aligned} & \text { Ergun and } \\ & \text { cioglu [237] } \end{aligned}$ | Suggested a hybrid approach that combines GAs with a multistage multiuser detector (MSD) in the context of a CDMA system. |
| '01 | Yen and Hanzo [238] | Employed a novel CDMA multiuser receiver based on GAs, for jointly estimating the transmitted symbols and the fading channel coefficients of all users. |
|  | Abedi and Tafa- zolli [239] | Proposed and characterised a genetic implementation of the optimal MUD. |
| '02 | $\mathrm{Ng}, \quad$ Yen and Hanzo [240] | Advocated a turbo trellis coded modulation assisted GA-aided reduced complexity MUD (TTCM-GAMUD) that is capable of providing a considerable coding gain without any bandwidth expansion, while maintaining a low complexity compared to the optimum MUD. |
|  | Chiang and Chang [241] | Improved the GA and MSD using eugenic ${ }^{1}$ population. |
| '03 | Shayesteh, Menhaj and Nobary [242] | Proposed a modified genetic algorithm for multiuser detection in DS/CDMA systems, which attains a performance comparable to that of the optimum detector with at a lower complexity. |
|  | Yen and Hanzo [243] | Advocated a spatial diversity reception assisted CDMA multiuser detector based on GAs. |
|  | Du and Chan [244] | Invoked a GA for sub-optimal detection in space-time block coding (STBC) aided multiuser detection systems. |
| '04 | $\begin{aligned} & \text { Wolfgang, Ahmad, } \\ & \text { Chen and Hanzo [245] } \\ & \hline \end{aligned}$ | Introduced a novel GA assisted Minimum Bit Error Ratio (MBER) beamforming technique. |
|  | Alias, Chen and  <br> Hanzo [3]  | Employing GA to solve for the MUD's weight of an SDMA OFDM system based on the MBER criterion. |

Table 3.1: Contributions towards the development of GA-aided MUDs.


Figure 3.1: Flowchart of function optimisation using GAs.
and the modelling of adaptive processes [249, 250], but by far the widest application field of GAs is found in the domain of function optimisation [230, 231, 251]. In recent years GAs have found their way into a range of wireless applications, such as beamforming [245] and CDMA multiuser detection scenarios [234]. Table 3.1 summarises the history of GAs and the main contributions in the field of using GAs for solving MUD problems.

### 3.1.2 GA operating principles

Figure 3.1 shows the flow chart of a GA that may be invoked in an optimisation problem. The basic approach of a GA system is appealingly simple [206, 230]. Firstly, an objective function to be optimised by the GA is defined. In order to commence the GA-aided optimisation process, an initial population consisting of $Y$ number of so-called individuals is created in the 'Initialisation' block, where $Y$ is known as the GA's population size. Each individual represents a legitimate solution to the optimisation problem considered. An individual may be considered as a vector consisting of the decision variables of each of the users to be optimised in a multiuser system. Traditionally, the individuals in a GA's population assume the form of binary bit vectors, but they can also be represented by real values. The
initial population is often generated randomly, but the user can also specified any values as well. If some $a$-priori knowledge concerning the choice of the optimum vector is available in advance, then it can be used for expediting the search or for reducing its complexity.

Each individual in the population is evaluated according to the so-called fitness value associated with it. This fitness value is calculated by substituting the individual into the objective function in the 'Evaluation' block seen in Figure 3.1. Following the fitness evaluation process, the termination criterion will be checked, which may be either a certain convergence accuracy, a certain number of generations or a range of other criteria. We will further study the effect of the specific termination criterion used in Section 3.3.2.1. If the stopping criterion is not met, a group of the highest-fitness individuals is selected for creating a generation in the 'Selection' block of Figure 3.1. This group of individuals, referred to as parents, will be subjected to various genetically-inspired operators, such as the so-called crossover and mutation, for the sake of creating new individuals. The fitness of these new individuals will then be re-evaluated and the termination criterion is examined again.

This process will continue, until the termination criterion is finally met. After this stage, the best individual having the highest fitness encountered will be chosen as the solution to the optimisation problem.

### 3.1.3 Difference of GA-aided and traditional optimisation methods

Traditional optimisation and search methods can be basically divided into three main types: calculus-based, enumerative and random [230]. The calculus-based method is one of the most widely known method and has been studied by generations of mathematicians. This method seeks the local extrema of a function by either directly solving the equation like the MMSE method in Section 2.3.1, or by using gradient methods, such as the CG or SD techniques introduced in Section 2.4.2 for finding the MBER solution. The latter one is usually employed, when the equations are highly complex and not directly solvable, as exemplified by the BER cost function. This method is adequate, when there is a single extreme point on the cost function surface. However, when there are more than one extreme points, we might only arrive at a local optimum, rather than the desired global extrema. Therefore, we might not be able to arrive at the best solution.

The second technique, referred to as the enumerative method [252], compares the objective function values computed for every point in a given finite search space. Although this method is conceptionally simple, it is only efficient when the search space and the number of possibilities is small. However, in most practical problems, for example in the context of the BER cost function problem, the number of possibilities in the search space is vast and hence its exhaustive search becomes excessive for the enumerative method to solve. An example of this method is constituted by the classic Maximum Likelihood Sequence Estimation (MLSE) technique.

The other type of traditional search methods is represented by the random method, which is becoming popular among researchers as an alternative to the calculus-based and enumerative schemes. However, this method is incapable of exceeding the performance of the enumerative method.

GAs are different from traditional optimisation algorithms, because they do not directly attempt to optimise the desired decision variable or a set of decision variables itself [230]. Instead, they encode the decision variables into finite-length bit- or symbol-strings referred to as individuals, which are then optimised. In the case of SDMA-MUDs, the MUD's weights have to be represented by a single string for the sake of creating an individual. A GA does not commence its optimisation process from a single point in the search space, but instead from a whole set of individuals, which form the initial population. In other words, GAs may be invoked in robust global search and optimisation procedures that do not require the knowledge of the objective function's derivatives or any gradient-related information concerning the search space. Hence, non-differentiable functions as well as functions having multiple local minima, like the BER surface, represent classes of problems, where GAs can be efficiently applied [233].

Even though a GA also employs random values, it is not a random search but rather a randomised search technique. This simply means that GAs use random choices as a tool for guiding a directed search process through a parameter space [230]. In the following section, we will invoke a GA in the MBER MUD designed for the OFDM SDMA system of Section 2.2.
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Figure 3.2: An example of an individual in the GA-aided MUD represented by the twodimensional binary arrays, where $P$ is the number of antennas at the receiver, $R$ is the real part of the weight and $I$ is the imaginary part of the weight.

### 3.2 GA-aided MBER MUD

In this section we will invoke a GA for finding the MBER MUD's weight values. Firstly, we will set the objective function of the GA to be the probability of error as a function of the weight values. The probability of error formula of Equation 2.31 is rewritten for convenience as:

$$
\begin{equation*}
P_{E}\left(\mathbf{w}_{l}\right)=\frac{1}{N_{b}} \sum_{j=1}^{N_{b}} Q\left[\frac{\operatorname{sgn}\left(b_{l}^{(j)}\right) \cdot \Re\left\{\mathbf{w}_{l}^{H} \overline{\mathbf{x}}_{j}\right\}}{\sigma_{n} \sqrt{\mathbf{w}_{l}^{H} \mathbf{w}_{l}}}\right], \tag{3.1}
\end{equation*}
$$

where $N_{b}$ is the number of equiprobable combinations of the binary vectors of the $L$ BPSK users, i.e. we have $N_{b}=2^{L}, \mathbf{w}_{l}$ is the SDMA combiner's weight vector for user $l, b_{l}^{(j)} j \in$ $1, \ldots, N_{b}$ is the transmitted bit of user $l, \sigma_{n}$ is the variance of the noise, and $\overline{\mathbf{x}}_{j}, j \in 1, \ldots, N_{b}$ constitutes a possible value of the noiseless received signal vector $\overline{\mathbf{x}}$.

The real and imaginary parts of the MUD's weight vector, $\mathbf{w}_{l}$, are represented by binary strings. Therefore, each individual in the population constitutes a two-dimensional binary string, where rows represent the real or imaginary parts of the MUD's weight while the columns cast a number of bits representing the binary-encoded decimal MUD weights. Since we separately represent the real and imaginary parts, the number of rows is twice the number of receiver antennas, $P$. On the other hand, the number of columns is limited by the number of bits per MUD weight, which predetermines the MUD's implementational complexity and storage requirements. An example of the GA's individuals is shown in

Figure 3.2.
The fitness, $f_{i}$ of an individual is quantified as:

$$
\begin{equation*}
f_{i}=-\log _{10}\left(P_{E}\left(\mathbf{w}_{l}\right)\right), \tag{3.2}
\end{equation*}
$$

where $P_{E}\left(\mathbf{w}_{l}\right)$ is the probability of error given by Equation 3.1. The employment of the logarithm of $P_{E}\left(\mathbf{w}_{l}\right)$ in the objective function has significantly improved the convergence behaviour of the GA since the logarithmic function expands the most-important low-BER range. There are various ways of defining the fitness function but for the context of the MBER MUD the fitness function of Equation 3.2 constitutes a plausible choice. We will now continue our discussions by characterising the achievable performance of the proposed GA-based MBER MUD.

### 3.3 Simulation results

In this section, we will present our simulation results for the GA MBER MUD outlined in Section 3.2. We will commence by outlining the BER part of the different users investigated employing the default parameters given in Table 3.2. We will then continue our discourse by exploring the effects of varying the different GA parameters in Section 3.3.2.

### 3.3.1 BER performance for the different users

The parameters used in our simulations are outlined in Table 3.2. The Short Wireless Asynchronous Transfer Mode (SWATM) Channel Impulse Response (CIR) of [5] was used, where the CIR taps were not faded. As a starting point, we used binary type genomes [230] for representing the GA's individuals. Therefore each real and imaginary part of each of the components of the SDMA MUD weight vectors is represented by a 16 -bit binary string. The GA's termination criterion is constituted by the maximum affordable number of generations. Following the termination of the GA-aided optimisation process, the best individual encountered is deemed to be the best MBER MUD weight solution and hence it is converted to the corresponding real and imaginary values of the MUD's weight vectors. Our results derived for the four different users supported employing the parameters summarised in Table 3.2 are presented in Figure 3.3. We can see from Figure 3.3 that the achievable


Figure 3.3: The BER versus SNR performance of the four different users in an SDMA system employing four receiver antennas and 128-subcarrier OFDM for communicating over the unfaded SWATM channel of Figure 2.9. The remaining system parameters were summarised in Table 3.2. These curves were evaluated from Equation 2.33.

| Parameter | Value or type |
| :---: | :---: |
| SDMA |  |
| Number of users | 4 |
| Number of receiver antennas | 4 |
| OFDM |  |
| Number of subcarriers | 128 |
| Number of cyclic prefix samples | 32 |
| GA |  |
| GA type | Non-overlapping |
| Population size | 30 |
| Number of generations | 100 |
| Mutation type | Flip mutator |
| Probability of mutation | 0.01 |
| Crossover type | One-point crossover |
| Probability of crossover | 0.6 |
| Scaling | Sigma truncation |
| Genome type | Binary string |
| Initialisation | Uniform |
| Comparison | Bit comparator |
| Individual Encoding/decoding | Binary encoding and decoding |
| Selection | Roulette wheel |
| Elitism | On |
| $p$-convergence | 0.99 |
| n-convergence | 50 |
| Others |  |
| MBER | Exact MBER |
| Channel | 3-path SWATM frame-invariant |

Table 3.2: Default parameters for the GA-aided SDMA MUD simulations.

BER performance of the GA assisted MBER MUD is significantly better than that of the MMSE MUD. More importantly, the GA assisted MBER MUD approaches the BER performance of the exact MBER MUD using the system parameters of Table 3.2, where the true MBER solution was approximated with the aid of the CG algorithm as explained in Section 2.4.2. However, in the following section we will further characterise the effect of the different parameters and demonstrate that further performance improvements may be attained, potentially approaching the CG based MBER MUD's performance more closely.

### 3.3.2 Effects of varying the GA's parameters

In this section we will quantify the effects of varying the different GA parameters. The section commences by studying the effects of using different termination criteria in Section 3.3.2.1. This is followed by Section 3.3.2.2, where we will consider the effects of the different number of bits per every weight. In Section 3.3.2.3, we will study the impact of the population size, while in Section 3.3.2.4 we will investigate the influence of using various crossover methods. Finally, Section 3.3.2.5 is dedicated to the study of the probability of mutation.

### 3.3.2.1 Termination criterion

As mentioned in Section 2.4.2, the exact structure of the BER surface is typically unknown and irregular. Hence in searching for the optimised MUD weight values minimising the BER, it is typically difficult to ensure that the optimum solution can be found. More importantly, the search might require a high number of generations thus increasing the complexity imposed and potentially exhausting the available resources. Therefore an appropriate termination criterion must be found for halting the search process. There are numerous ways of determining the termination criterion for GAs. In Section 3.3.2.1.1 we will consider termination after a fixed number of generations. This is followed by considering termination after a sufficiently accurate convergence in Sections 3.3.2.1.2 and 3.3.2.1.3.
3.3.2.1.1 Termination after a fixed number of generations The most straightforward way of terminating the GA is constituted by fixing the number of generations, i.e. when the GA is terminated once the search reached the $G$-th generation, where $G$ is a value fixed at the beginning of the search. The best individual associated with the highest fitness value during the search encountered will then be selected as the final solution. By specifying the exact number of generations to be used, the computational complexity of the GA can be determined beforehand, as we will argue in Section 3.4. However, the disadvantage of this method of termination is that the value of $G$ must be carefully determined in order to ensure that a high-probability of an adequate solution is obtained. Moreover, the solution found after the termination might not be the optimum solution and the choice of an adequate $G$ value depends on the BER surface.


Figure 3.4: The (a) average BER versus number of generations, and (b) PDF of the average BER for 1000 simulation runs for the termination criterion verified by a fix number of generations for User 1 employing the CIR of Figure 2.9 at SNR $=15 \mathrm{~dB}$. The remaining parameters were specified in Table 3.2. These curves were evaluated from Equation 2.33.

The average BER results associated with varying the number of generations, $G$ are shown in Figure 3.4(a). The remaining system parameters are summarised in Table 3.2. We can see from the figure, that as the number of generations increases, the achievable average BER also improves. However, as it will be explained in detail in Section 3.4, this is achieved at the price of an increased complexity. In Figure 3.4(a) we can see that after 200 generations, the average BER becomes better than that of the CG MBER MUD. This is because for the CG MBER MUD the termination criterion was defined as the maximum number of iterations, which was insufficiently high for the CG MBER MUD to arrive at the optimum solution in this scenario.

To elaborate a little further, Figure 3.4(b) shows the PDF of the achievable BER for 1000 simulation runs using a fixed number of generations as the termination criterion. From the figure we can see that if a low number of generations is used, the probability of achieving a good BER is low. However, as the number of generations is increased, there is a higher probability that we will arrive at the optimum solution. In our scenario, it can be clearly observed that when the termination generation is fixed at 200, the average BER of most of the 1000 simulation runs is close to the optimum solution, which manifests itself in terms of a narrow BER PDF.

(a) Varying the GA's $n$-convergence parameter while fixing $p$-convergence to 0.99

(b) Varying the GA's $p$-convergence value while fixing $n$-convergence to 50

Figure 3.5: Average BER results for varying the GA's termination parameters (a) $n$ convergence and (b) $p$-convergence for User 1 at $\mathrm{SNR}=15 \mathrm{~dB}$. The remaining parameters are as in Table 3.2 and the CIR was shown in Figure 2.9. These curves were evaluated from Equation 2.33.
3.3.2.1.2 Termination based on quality of convergence Another method of terminating the GA's search operation is based on detecting that there are no further substantial improvements in the maximum fitness value after a number of consecutive generations. Hence the GA will compare the best individual to that of the previous $n$ number of generations specified by a value we refer to as $n$-convergence [230]. The GA-aided search will then terminate, when the fitness value of the best individual of the current generation is within a certain percentage of the fitness of the best individual of the $n$-th previous population. This percentage is referred to here as $p$-convergence [230]. For this termination technique, the number of generations required for the GA to reach a decision is uncertain.

Figure 3.5 shows the average BER results achieved upon varying the value of the $n$ convergence and $p$-convergence parameters. We can see from Figure 3.5(a) that as the value of $n$-convergence increases, the achievable BER also improves. However, the average number of generations required for reaching the optimum solution also increases, thus implying an increase in complexity, as it will be argued in detail in Section 3.4. The increase in the number of average generations is needed because the GA will require at least the same number of generations, as the $n$-convergence value in order to be able to carry out the required comparison.


Figure 3.6: The required number of generations for User 1 at $\mathrm{SNR}=15 \mathrm{~dB}$, when comparing the termination regime using a fixed number of generations and convergence tests on a per subcarrier basis in terms of (a) the number of generations required, and (b) the achievable BER. The remaining parameters are summarised in Table 3.2 and the CIR was shown in Figure 2.9. These curves were evaluated from Equation 2.33.

As for Figure $3.5(\mathrm{~b})$, we can see that the average BER performance also improves, as the $p$-convergence parameter increases although not as drastically as in Figure 3.5(a). However, we can see that the average number of generations required increases exponentially, as a higher $p$-convergence parameter is used. This is because as we increase the value of $p$ convergence, it will become more difficult to reach a solution where the best individual of the $n$-th previous generation is similar to the best individual of the current generation thus increasing the number of generations required for satisfying this convergence criterion.

Figure 3.6 compares the results of using the termination regime based on a fixed number of generations and the quality of convergence based termination on a subcarrier basis. For the termination regime based on a fixed number of generations, we used a $G$ value of 100 generations. We can see from Figure 3.6(a), that different number of generations will be required for approaching convergence. The required number of generations depends very much on the nature of the BER surface at the particular subcarrier concerned. The average
number of generations required for converging is higher than the fixed number of generations used. It is not surprising that the BER achieved at a specific subcarrier also varies. This is because for certain subcarriers the fixed number of generations, $G$ is sufficiently high for reaching the optimum solution, whereas the rest of the subcarriers may require a higher number of generations, as shown in Figure 3.6(b).

### 3.3.2.1.3 Termination based upon the population's average variance Conver-

 gence can also be evaluated by comparing the population's average fitness to the highest fitness individual in the population. In this case, the GA will terminate, once the population's average fitness is within a certain percentage of the best individual fitness score. However, this type of termination is not particularly suitable for the employment in the MBER MUD since we will only have to find the best individual, rather than the average fitness of the population. Moreover, when the population size is large, it will require a high number of generations, before the above goal is achieved.Let us now continue our discussions by characterising the effects of using different number of bits for the representation of the binary encoded GA individuals in the following section.

### 3.3.2.2 Representation of the MUD weights

Traditionally, as defined by Holland [231], the GA's individuals are represented in the form of bit vectors, which are comprised of a combination of binary zeros and ones. The strong preference for using encoded binary representations of the individuals in GAs was justified by Holland [231] using schema theory [231]. It is claimed in [230] that GAs are well suited for handling pseudo-Boolean and combinatorial optimisation problems. For optimisation problems that involve non-binary or real-valued decision variables, these decision variables have to be encoded into binary-valued bit vectors, in order to perform the above-mentioned genetic operations. Similarly, these bit vectors must be converted back to their original realvalued form, in order to evaluate their associated fitness values from the objective function. There are several potential encoding schemes for mapping non-binary decision variables to binary valued vectors [230], but we will investigate only the so-called binary encoding in Section 3.3.2.2.1 and Gray encoding techniques in Section 3.3.2.2.2.


Figure 3.7: The average BER achieved and the number of generations required for User 1 at $\mathrm{SNR}=15 \mathrm{~dB}$ when employing either binary or Gray-encoded bit representations. The remaining parameters are as specified in Table 3.2. These curves were evaluated from Equation 2.33.
3.3.2.2.1 Binary encoding The so-called binary encoding [232] is the simplest and most commonly used individual encoding scheme. Encoding of non-binary integers is quite straightforward. For example, 3 and 10 can be represented in binary form as 11 and 1010 , respectively. For real-valued decision variables, the number of bits invoked will determine the resolution of the encoding. Consider a real-valued decision variable $x$, where $a \leq x \leq b$, is to be encoded to an $n$-bit vector. Firstly, we can convert $x$ to a non-binary integer $y$ according to:

$$
\begin{equation*}
y=\left[\frac{b-a}{2^{n}} \times x\right] \tag{3.3}
\end{equation*}
$$

We can then encode the integer $y$ according to any non-binary integer encoding. Binary encoding has the drawback that in some cases all the bits must be changed in order to
increase the non-binary number by one. For example, the bit pattern 011 translates to 3 in decimal form, but 4 is represented by 100 . This may render it implementationally inconvenient for an individual that is close to the optimum solution to move even closer to the optimum with the aid of the crossover and mutation operation.
3.3.2.2.2 Gray encoding In order to overcome the above-mentioned disadvantage of the binary encoding algorithm, a different kind of encoding scheme, namely Gray coding was proposed [232]. Unlike the above-mentioned binary codes, Gray codes have the property that incrementing or decrementing any integer number by one always involves only a singlebit change. The mapping from the binary encoded $n$-bit vector to a Gray $\operatorname{coded} n$-bit vector is given by:

$$
g_{k}= \begin{cases}b_{1} & \text { if } k=1  \tag{3.4}\\ b_{k+1} \oplus b_{k} & \text { if } k>1\end{cases}
$$

where $g_{k}$ and $b_{k}$ are the $k$-th Gray code bit and binary code bit, respectively, for $k=1, \ldots, n$ and $\oplus$ denotes a modulo 2 addition. The conversion from Gray encoding to binary encoding is given by:

$$
\begin{equation*}
b_{k}=\sum_{i=1}^{k} g_{i} . \tag{3.5}
\end{equation*}
$$

In practice, Gray-encoded representations are often more successful in real-valued parameter optimisation applications, than binary-encoded representations.

Figure 3.7 characterises the performance difference between binary and Gray encoding, where we used the termination regime based upon the population's average fitness for determining the number of generations required for both type of individual encoders for approaching optimum. We can see from the figure that the achievable average BER of the Gray encoding is slightly better than that of binary encoding. This is because Gray encoding approached the optimum point more closely than binary encoding. However, the Gray encoding required a higher number of generations for converging thus imposing a higher complexity compared to binary encoding. In summary, we may conclude that in the scenario considered it is more beneficial to invoke binary encoding than the Gray coding since the performance of the two types of encoding schemes was similar, but the binary encoding scheme had the advantage of requiring a lower number of generations for convergence, thus requiring a reduced complexity.


Figure 3.8: (a) The achievable BER, and (b) PDF of the BER for 1000 simulation runs when employing different population sizes for User 1 at SNR $=15 \mathrm{~dB}$. The remaining parameters are summarised in Table 3.2. These curves were evaluated from Equation 2.33.

Let us now continue our investigations by varying the population size associated with a generation in Section 3.3.2.3.

### 3.3.2.3 The effects of the population size

In this section, we will characterise the effect of having different population sizes, while fixing the number of generations. The population size refers to the number of individuals in the population. If there are too few individuals in a generation, the GAs will have a limited number of possibilities for performing crossovers, and only a small fraction of the legitimate search space will be explored. On the other hand, if there are too many individuals, the GAs will impose a high complexity. Experimental evidence shows that, which mainly depends on type of the individual encoding and on the problem specified, it is not necessary to increase the population size beyond a certain limit because the algorithm is unlikely to outperform moderate sized populations [253]. The achievable BER associated with employing different population sizes is shown in Figure 3.8(a), while the remaining parameters are summarised in Table 3.2. We can see from Figure 3.8(a) that as the population size increases, the achievable average BER of the GA-assisted MBER MUD becomes lower. This is because when the size of the population is increased, there are more individuals, producing better
offsprings. However, as the number of individual increases, the complexity of the GA also increases, as it will be explained in more detail in Section 3.4. Therefore, increasing the number of individuals in the population beyond about 50 while imposing an increased complexity results in a modest BER improvement.

For the sake of providing further insights, Figure 3.8(b) shows the PDF of the BER for 1000 simulation runs for the different number of individuals in a population. We can see from the figure, that when the population size approaches 90 , the probability of approaching the optimum BER is nearly unity. In the following section, we will explore the effects of using different types of crossovers.

### 3.3.2.4 The effects of different crossovers

Another important element in a GA-assisted search algorithm is the choice of the crossover. In this section, we will describe the effects of different types of crossovers in the context of our problem. The crossover operation is a process in which arbitrary decision variables are exchanged between a pair of selected parents, portraying the process of recombining two-single chromosomes in nature. Hence, the GA's crossover operation creates two new individuals, known as offspring in terms of GA, which have a high probability of exhibiting better fitness values than their parents. In order to generate $P$ number of new offspring, $P / 2$ number of crossover operations are required. A new pair of parents is selected from the mating pool for each crossover operation. The newly created offspring will form the basis of the next-generation population.

Crossover probability refers to the relative frequency of how often crossovers will be performed. If there is no crossover, the offspring are the exact copies of their parents. However, if there is a crossover, the offspring are constituted by bit-sequents of both parents' chromosome.

A range of various types of crossovers can be found in the literature, but we will only consider three crossover types in this section, namely the single-point crossover of Section 3.3.2.4.1, the two-point crossover of Section 3.3.2.4.2 and the uniform crossover regime of Section 3.3.2.4.3.


Figure 3.9: An example of the single-point crossover is portrayed in (a) while (b) shows the achievable average BER when varying the probability of crossover for the single-point crossover method invoked for User 1 at $\mathrm{SNR}=15 \mathrm{~dB}$. The remaining parameters are specified in Table 3.2.
3.3.2.4.1 Single-point crossover The single-point crossover constitutes the simplest type of crossover operation, which was also used by Holland in deriving his schema ${ }^{2}$ theorem [231]. For the single-point crossover, a single cross-over point is chosen in the middle of an individual, and any bits beyond this point of the individual will be swapped between the parents, as depicted in Figure 3.9(a). However, adopting the single-point crossover has several disadvantages. Firstly, the single-point crossover is more likely to destroy a schemata of long defining lengths [231]. In other words, schemata that can be created or destroyed by opting for a single-point crossover depends strongly on the location of the cross-over point bits in the individual. Secondly, the single-point crossover cannot combine all possible schemata. The achievable BER performance when varying the crossover probability of the single-point crossover scenario is shown in Figure $3.9(\mathbf{b})$. The remaining parameters are summarised in Table 3.2. It can be seen that the achievable BER improves slightly, as the crossover probability increases.

[^1]
(a) Two-point crossover

(b) Average BER versus probability of crossover

Figure 3.10: An example of the two-point crossover is portrayed in (a) while (b) shows the achievable average BER when varying the probability of crossover for the two-point crossover method invoked for User 1 at SNR $=15 \mathrm{~dB}$. The remaining parameters are specified in Table 3.2.
3.3.2.4.2 Two-point crossover Unlike the single-point crossover, a two-point crossover operation uses two randomly chosen crossover points, as portrayed in Figure 3.10(a). The binary string sequents of the decision variable that fall between these crossover points are then exchanged between the parents. Experimented evidence shows that a two-point crossover is less likely to destroy schemata that have a high defining length, and they are capable of combining more schemata than the single-point crossover [230]. However, there are still certain schemata that the two-point crossover is incapable of combining. The achievable BER of the two-point crossover is shown in Figure 3.10(b), when varying the probability of crossover. From the figure we can see that the two-point crossover is more sensitive to the change in the probability of crossover compared to the single-point crossover. However, at the highest possible probability of crossover, the performance of the two-point crossover is slightly better than that of the single-point crossover.
3.3.2.4.3 Uniform crossover The third type of crossover considered here is constituted by the uniform crossover, which was popularised by Syswerda [254] in 1989. In a uniform crossover operation a so-called crossover mask is invoked instead of a crossover point,

(a) Uniform crossover

(b) Average BER versus probability of crossover

Figure 3.11: An example of the uniform crossover is portrayed in (a) while (b) shows the achievable average BER when varying the probability of crossover for the uniform crossover method invoked for User 1 at $\mathrm{SNR}=15 \mathrm{~dB}$. The remaining parameters are specified in Table 3.2.
as can be seen in Figure 3.11(a). The crossover mask is a vector consisting of randomly generated 1 s and 0 s of equal probability, having a length equal to that of the individuals. Bits are exchanged between the selected pair of parents at locations corresponding to a 1 in the crossover mask. While it was shown in [255] that the uniform crossover operation has a higher probability of destroying a schema, it is also capable of creating new schemata. Figure $3.11(\mathrm{~b})$ shows the achievable BER of User 1 at $\mathrm{SNR}=15 \mathrm{~dB}$, when employing the uniform crossover. The figure shows that the achievable BER is slightly better than that achieved, when using either a single-point crossover or the two-point crossover. Moreover, at a high probability of crossover, the achievable BER of the GA-assisted MBER invoking the uniform crossover approaches that of the CG MBER MUD.

### 3.3.2.5 The effects of the mutation probability

In this section, we will investigate the effects of varying the probability of mutation in the context of our GA-aided search method. Following the production of the offspring with the aid of the crossover operation, each component of the offspring will be mutated with a probability of $p_{m}$, where again, the mutation probability refers to the relative frequency of


Figure 3.12: The achievable average BER of the GA-assisted MBER MUD upon varying the probability of mutation for User 1 at $\mathrm{SNR}=15 \mathrm{~dB}$. The remaining parameters are outlined in Table 3.2.
how often the bits of an individual will be mutated. Since we are only using binary decision variables, there are only two possible values for each binary decision variable hosted by an individual. Hence, when mutation is invoked for a particular bit, the value of the bit is toggled to its other possible value, i.e. a bit of logical ' 1 ' is changed to a logical ' 0 ' and vice versa.

The mutation operation is invoked, in order to ensure that sufficient diversity is maintained in the population so as to protect it against getting-trapped in local extremetes and low premature convergence. If there is no mutation, the offspring are generated directly after the crossover operation or are directly copied without any change. By contrast, if mutation is performed, one or more parts of a chromosome are changed. Moreover, if the mutation probability is $100 \%$, the whole chromosome is changed. A high probability of mutation may prevent the survival of high-fitness values and hence may lead to suboptimal solutions. On the other hand, a low probability of mutation may result in premature convergence and to sub-optimum solutions due to the lack of diversity in the population. However, mutation should not occur too often, because then the GA would be degenerated
to a random search.

Numerous studies have been carried out for determining the optimum value of $p_{m}$. Schaffer et al. [256] suggested that the value of $p_{m}$ should lie in the range between 0.005 and 0.01, Grefenstette [257] recommended the choice of $p_{m} \approx 0.01$, while Bäck [258] claimed that $p_{m}=1 / l$, is the most useful choice for unimodal functions, where $l$ is the length of the individual. Adaptive mutation rates that change during the search process have also been proposed by Bäck [259]. The BER results characterising the effects of the mutation probability are shown in Figure 3.12. Using the parameters summarised in Table 3.2. We can see from Figure 3.12 that for our specific problem the optimum $p_{m}$ was around the value of 0.04 .

### 3.4 Complexity comparisons

The advantage of using GAs compared to the CG method [2] for determining the MBER MUD's weight values is that the GA does not necessarily require a good initial weight guess for exhibiting rapid convergence. In this section, we will compare the estimated complexity of the two methods. In this report, the complexity refers to the number objective function evaluations or gradient evaluations for the GA and the CG methods, respectively.

The complexity of the CG algorithm is proportional to the number of iterations used for finding the MBER solution on the BER surface. In each iteration the gradient of Equation 2.39 will have to be calculated and the SDMA-MUD weight values will be updated accordingly. Therefore the complexity of the CG method can be estimated as:

$$
\begin{equation*}
\operatorname{compl}\{C G\} \simeq \text { Maximum number of objective function evaluations. } \tag{3.6}
\end{equation*}
$$

On the other hand, if we used the maximum number of generations as the termination criterion in the GA, each generation of the population contains a certain number of individuals, thus the complexity of the GA aided MUD is proportional to the product of the population size and the number of generations used, which is given by:

$$
\begin{align*}
\operatorname{compl}\{G A\} & \simeq \text { Population size } \times \text { Generation } \\
& =\text { Total number of objective functions evaluation. } \tag{3.7}
\end{align*}
$$



Figure 3.13: The achievable BER performance of User 1 versus the number of iterations imposed by the evaluating the objective function of GA and CG MBER MUD invoked in the OFDM/SDMA system employing $\mathrm{P}=4, \mathrm{~L}=4$ and 128 -subcarrier OFDM for communicating over the symbol-invariant SWATM [8 p.476] channel at SNR $=15 \mathrm{~dB}$. The complexity calculations were described in Section 3.4. These curves were evaluated from Equation 2.33.

By using Equation 3.6 and Equation 3.7, we can compare the complexity of the two methods. Figure 3.13 shows the probability of error experienced by User 1 at $\operatorname{SNR}=15$ dB for the $\mathrm{P}=4$ and $\mathrm{L}=4$ system configuration. We can see from the figure that the GA-aided SDMA-MUD will approach the minimum BER at a lower complexity compared to the CG method.

### 3.5 Overloaded scenario

We will now continue our discussion by characterising the achievable performance, when supporting more users than the number of antennas at the base station. In Section 2.4.3.2 we have seen that the CG-based exact MBER MUD equipped with four receiver antennas is capable of supporting more than four users. By contrast, the MMSE MUD is only capable of supporting up to four users. Figure 3.14 characterises the achievable BER performance


Figure 3.14: The achievable average BER and the number of generations required for User 1 of the $\mathrm{P}=4$ antenna system when varying the number of users at $\mathrm{SNR}=15 \mathrm{~dB}$. The remaining parameters are specified in Table 3.2. These curves were evaluated from Equation 2.33.
of the GA-based exact MBER MUD when employing four receiver antennas and supporting various number of users at $\mathrm{SNR}=15 \mathrm{~dB}$. The GA-aided iterations were terminated upon approaching the MBER solution sufficiently closely as described in Section 3.3.2.1.2. We can see that for a high number of users the GA-based MBER MUD particularly outperforms the MMSE MUD. However, we have to note that as the number of users increases, the number of generations required for sufficiently accurate convergence to the optimum solution also increases. This is because as more users are supported by the system, the search problem to be solved becomes more complex thus a higher complexity GA search has to be initiated.

### 3.6 Conclusion

In summary, this chapter has explored the novel idea of using GAs for finding the optimised MBER MUD weight value, namely those that are capable of satisfying the minimum BER criterion in the context of the OFDM SDMA based system. Unlike the conjugate gradient
search method used in Chapter 2, the GA method does not require an accurate initial value of the weights, yet it is more likely to reach the globally optimum solution.

We commenced the chapter with a brief overview of GAs in Section 3.1. In particular, we have introduced the family of GAs in Section 3.1.1 as a type of search algorithm that mimics the rule of evolution and survival in nature. We have also briefly characterised the processes that are involved in GAs in Section 3.1.2. In Section 3.1.3 we discussed how the family of GAs is related to traditional search methods, namely to calculus-based, enumerative and random search algorithms.

The proposed GA-aided MBER MUD employed in an SDMA OFDM system was introduced in Section 3.2, while in Section 3.3 the achievable performance of the proposed system was characterised. Firstly, the BER performance of the different users in a fouruser four-receiver antenna system was portrayed in Section 3.3.1. Our simulation results showed that by using the default parameter values outlined in Table 3.3, the achievable BER performance of the GA-aided system is as good as that of the CG-base MBER MUD of Chapter 2.

We continued our performance related discussions to quantify the effects of varying the different parameters of the GA-aided search method in Section 3.3.2. The first algorithm feature investigated in Section 3.3.2.1 was the termination criterion. By using different types of termination criteria, different average BERs may be achieved at the cost of a different implementational complexity. The GA search method may be terminated by either fixing the number of generations, or when the best individual in the population achieves a sufficiently accurate convergence. Alternatively, the search may be terminated when the average fitness of all the individuals in a generation is within an acceptable range, as explained in Sections 3.3.2.1.1, 3.3.2.1.2 and 3.3.2.1.3, respectively. By using termination at a fixed number of generations, the associated implementational complexity may be calculated and fixed beforehand, but with the disadvantage that the achievable BER might not be sufficiently close to the optimum solution. By contrast, the convergence-based termination criterion will allow the GA-aided search method to continue, until the best solution is found at the cost of having an unpredictable implementational complexity. Therefore, the convergence-based termination might require an excessive number of generations, thus increasing the associated implementational complexity.

In Section 3.3.2.2, we portrayed a number of different types of GA individual representations, namely that of binary encoding in Section 3.3.2.2.1 and Gray encoding in Section 3.3.2.2.2. These discussions were followed in Section 3.3.2.3 by quantifying the effects of varying the population size of the GA. It was shown that as expected, the achievable average BER improves, as the population size increases.

Another algorithmic feature investigated was the GA's crossover which was the topic of Section 3.3.2.4. We explored three different types of crossovers, namely the singlepoint crossover, the two-point crossover and the uniform crossover in Section 3.3.2.4.1, Section 3.3.2.4.2 and Section 3.3.2.4.3, respectively. This discourse was followed by characterising another important element of the GA, namely that of the mutation probability, which was optimised in Section 3.3.2.5.

Having characterised the achievable system performance, the chapter continued with a complexity comparison of the GA-aided search to the conjugate gradient method in Chapter 2. It was shown in Section 3.4, that the GA was capable of approaching the optimum weight values of the MBER MUD in the context of the OFDM SDMA system at a lower complexity in comparison to the CG method. Finally, in Section 3.5 we studied the scenario, where the number of users was higher than the number of receiver antennas. Our simulation results recorded for the four-antenna scenario shows that just like for the CG MBER-MUD, the GA-based MBER MUD is also capable of supporting more users than the number of receiver antennas compared to the MMSE-MUD. However, as the number of users increases, the complexity of the GA-aided search algorithm required for approaching convergence also had to be increased.

In conclusion, the proposed GA-based MBER MUD is capable of achieving a similar performance to that of the CG-based MBER MUD at a lower complexity. Moreover, the GAbased MUD is capable of circumventing most of the MBER MUD parameter-optimisation problems, regardless of the choice of initial conditions and the step-size, rendering it more flexible than the CG based method. Moreover, in Chapter 2 and Chapter 3, we have assumed that the knowledge of the CIR is available, although this is not necessarily the case in a practical application. Hence, in the following chapter we will investigate the employment of the family of adaptive MBER MUDs in the context of the OFDM SDMA system investigated, where this assumption is eliminated.

## Chapter 4

## Adaptive MBER MUD

In our previous discourse of Chapters 2 and 3, we have assumed that the CIR or FDCHTF is perfectly known. In reality, they are unknown and have to be predicted. This can be achieved by using the FD pilot-assisted channel estimation techniques of Section 1.2.4 or the more complex interference-cancellation aided decision-directed methods of [5]. In this chapter, we will use a different training sequence in conjunction with adaptive methods designed for estimating the SDMA MUD's optimised weight values that will tend towards the minimum bit error rate criterion. We will commence with a brief introduction to the philosophy of adaptive MBER MUDs in Section 4.1. This is followed by Section 4.2, which describes the so-called block adaptive MBER algorithm, while the stochastic adaptive MBER algorithm is discussed in Section 4.3. In Section 4.4, we will invoke the GA search method to assist the block adaptive MBER MUD. Finally, Section 4.5 provides our conclusions.

### 4.1 Introduction

We will commence our chracterisation of the unknown channel by describing the philosophy of adaptive SDMA MUDs, where a set of consecutive known OFDM symbols is transmitted through the channel, rather than embedding a given percentage of FD pilots in each OFDM symbol. At the receiver, the weights of the multiuser detector are approximated by comparing the received OFDM symbols and the original OFDM training symbols. A number of adaptive algorithms can be found in the literature that are based on the MBER


Figure 4.1: The training block composition showing how the training samples are arranged in $N_{t}$ consecutive OFDM symbols each having $K$ subcarriers.
criterion [209, 213, $221,223,228,229]$. Two of these techniques will be discussed in this chapter, namely the block adaptive conjugate gradient (BACG) MBER technique and the Least Bit Error Rate (LBER) algorithm, which is sample-by-sample adaptation method. In the next section, we will elaborate on how the BER is estimated in a BPSK system based on a specific training sequence.

### 4.1.1 Estimated BER for BPSK

Before we proceed with our discussions on the MBER SDMA MUD's weight adjustment methods, we would like to clarify that as in the case of the exact MBER MUD of Chapter 2, in this chapter the weight calculations will also be considered on a subcarrier-by-subcarrier basis. Figure 4.1 depicts the arrangement of the training symbols invoked by the adaptive methods considered. Therefore, the training samples in the forthcoming discussions will be referring specifically to the training samples conveyed by a particular subcarrier.

In Section 2.4.1, we have shown that the probability of error $P_{E}(\mathbf{w})$ expressed as a function of the MUD's weight vector w can be derived by integrating the PDF of the signed decision variable given by Equation 2.30 over the negative half-plane of the PDF. The PDF can be estimated by employing Kernel Density Estimation (KDE) ${ }^{1}[260,261]$ techniques using a

[^2]set of training symbols. In this section, we will derive the estimated probability of error $\hat{P_{E}}$ as a function of the SDMA detector's weight vector $\mathbf{w}$. The estimated BER can be derived by using the approach outlined in Section 2.4.1 for attaining an analytical expression for the BER. The only difference is that in deriving the estimated BER, we invoked a KDE for approximating the PDF, $p_{y}\left(y_{s}\right)$ of the MUD's signed decision variable.

We use complex-valued notation for representing the system model of the uplink SDMA OFDM system. In the case of BPSK, however, only the real part of the transmitted symbol actually carries the corresponding information bits. Let us define the estimated PDF produced by the KDE with the aid of $N_{t}$ training symbols as follows:

$$
\begin{equation*}
\hat{p}_{z_{l}, R}\left(z_{l} ; \mathbf{w}\right)=\frac{1}{N_{t} \sqrt{2 \pi} \rho_{n} \sqrt{\mathbf{w}^{H} \mathbf{w}}} \sum_{i=1}^{N_{t}} \exp \left(-\frac{\left\{z_{l}-\operatorname{sgn}\left(b_{l}[i]\right) \cdot s_{l, R}[i ; \mathbf{w}]\right\}^{2}}{2 \rho_{n}^{2} \mathbf{w}^{H} \mathbf{w}}\right) \tag{4.1}
\end{equation*}
$$

where a Gaussian kernel was invoked and the so-called radius parameter, $\rho_{n}$ is related to the noise standard deviation, $\sigma_{n}$.

As mentioned in [261], the kernel density estimator constructs the PDF estimates with the aid of $N_{t}$ number of individual kernel functions - which is Gaussian in this case - centered at the signed decision variable values $z_{l}$ associated with the $N_{t}$ training data samples. The width of the kernel density functions, which is determined by the radius parameter or kernelwidth, $\rho_{n}$ signifies the range of $z_{l}$ where the value of the kernel function is significant, i.e. where it contributes significantly to the PDF estimated. The selection of the kernel density function and the smoothing parameter $h=\rho_{n} \sqrt{\mathbf{w}^{H} \mathbf{w}}$ are intuitive since the conditional PDF of the signed decision variable corresponding to a particular combination of the $L$ users' transmitted bits is Gaussian, having a standard deviation which is determined by that of the noise samples, weighted by the magnitude of the SDMA detector's weighting coefficients [261].

The estimated probability of error, $\hat{P}_{E, B P S K}(\mathbf{w})$ is evaluated by integrating the PDF estimate $\hat{p}_{z_{l}, R}\left(z_{l} ; \mathbf{w}\right)$ of Equation 4.1 over the negative abscissa interval $(-\infty, 0)$, corresponding to an erroneous decision, as shown in the following equation:

$$
\begin{align*}
\hat{P}_{E, B P S K}(\mathbf{w}) & =\int_{-\infty}^{0} \hat{p}_{z_{l}, R}\left(z_{l} ; \mathbf{w}\right) d z_{l} \\
& =\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} Q\left(\hat{f}_{R}[i ; \mathbf{w}]\right), \tag{4.2}
\end{align*}
$$

[^3]where $Q(x)$ is given by Equation 1.7 and $\hat{f}_{R}[i ; \mathbf{w}]$ is given by:
\[

$$
\begin{align*}
\hat{f}_{R}[i ; \mathbf{w}] & =\frac{\operatorname{sgn}\left(b_{l}[i]\right) \cdot \hat{s}_{l, R}[i ; \mathbf{w}]}{\rho_{n} \sqrt{\mathbf{w}^{H} \mathbf{w}}} \\
& =\frac{\operatorname{sgn}\left(b_{l}[i]\right) \cdot \Re\left\{\mathbf{w}^{H} \mathbf{x}[i]\right\}}{\rho_{n} \sqrt{\mathbf{w}^{H} \mathbf{w}}} \tag{4.3}
\end{align*}
$$
\]

where $\hat{f}_{R}[i ; \mathbf{w}]$ can be physically interpreted as the estimated signed decision variable introduced in Section 2.4.1.

Note that $\Re\left\{\mathbf{w}^{H} \mathbf{x}[i]\right\}$ can be expanded in the following form:

$$
\begin{equation*}
\Re\left\{\mathbf{w}^{H} \mathbf{x}[i]\right\}=\mathbf{w}_{R}^{T} \mathbf{x}_{R}[i]+\mathbf{w}_{I}^{T} \mathbf{x}_{I}[i] \tag{4.4}
\end{equation*}
$$

where the vectors $\mathbf{w}_{R}$ and $\mathbf{w}_{I}$ denote the real and imaginary components of the SDMA MUD's weight vector. Likewise, $\mathbf{x}_{R}[i]$ and $\mathbf{x}_{I}[i]$ represent the real and imaginary components of the received signal at symbol index $i$. Having briefly described the derivation of the estimated BER function, we will now embark on discussing the first type of the adaptive MBER MUDs considered, which is the block adaptive algorithm in the next section.

### 4.2 Block adaptive MBER algorithm

The expression seen in Equation 4.2 is referred to as the block-based estimate of the BER. From this BER expression, we can derive the BER gradient with respect to the MUD's weight vector $\mathbf{w}$ and iteratively update them using the simplified conjugate gradient (CG) algorithm, as described earlier in Section 2.4.2, for the sake of attaining the MBER MUD weight solution as close to the MBER value as possible. This implies that the block adaptive algorithm is updating the MUD's weight vector $\mathbf{w}$ based on the entire block of training symbols in each subsequent iteration. The block adaptive MBER algorithm utilising the conjugate gradient algorithm of Equation 2.44 for updating the MUD's weight vector $\mathbf{w}$ is referred to as the Block Adaptive Conjugate Gradient (BACG) algorithm. The following section will describe the BACG MBER algorithm in more detail.

### 4.2.1 Block adaptive conjugate gradient MBER algorithm

The schematic of the block-based BACG MBER algorithm is depicted in Figure 4.2. A block of $N_{t}$ subcarrier training symbols of the $N_{t}$ consecutive OFDM symbols of user $l$ is


Figure 4.2: Signal flow diagram of the BACG MBER algorithm utilising the classic conjugate gradient method of Equation 2.44 at the receiver of the OFDM SDMA system for User $l, l \in 1,2, \ldots, L$. The variable $\mathbf{x}_{\mathbf{p}}$, where $x_{p}[i], i=1,2, \ldots, N_{t}$ and $\mathbf{n}_{\mathbf{p}}$, where $n_{p}[i], i=1,2, \ldots, N_{t}$ represent the $N_{t}$ received multiuser signals and the AWGN noise at receiver antenna $p, p \in 1,2, \ldots, P$, respectively.
used for estimating the gradient of the BER on a subcarrier-by-subcarrier basis with the aid of the kernel density estimator. These training symbols are assumed to be known at the receiver. The vector $\mathbf{x}[i], i=1,2, \ldots, N_{t}$, seen in Figure 4.2 hosts $N_{t}$ number of the ( $P \times 1$ )-dimensional received multiuser signal components, where each ( $P \times 1$ )-dimensional received multiuser signal $\mathbf{x}[i]$ is associated with the corresponding training symbol $s_{l}[i]$. These received multiuser signal components $\mathbf{x}[i]$ are detected with the aid of a linear MUD, where the resultant $N_{t}$ consecutive soft outputs of the MUD associated with a specific subcarrier index are grouped together in a vector denoted by $\mathbf{s}_{l}[n ; \mathbf{w}]$, with the lower case $n$ representing the iteration index. As seen in Figure 4.2, the soft outputs before the decision stage of the MUD and the knowledge of the actual transmitted symbols are used for estimating the gradient $\nabla \hat{P}_{E}(n ; \mathbf{w})$ of the bit error probability. Again, as portrayed in Figure 4.2, this resultant block-based estimate of the BER's gradient is then multiplied by the adaptive step-size $\mu$ in order to provide an update factor to be used by the conjugategradient algorithm of Equation 2.44. The updated weight vector $\mathbf{w}[n+1]$ is normalised for
the sake of having a unity magnitude before being used in the next SDMA MUD weight updating process.

The OFDM subcarrier-related gradient $\nabla \hat{P}_{E, B P S K}(n ; \mathbf{w})$ of the bit error probability given by Equation 4.2 at the $n$-th iteration can be attained by exploiting Equation 4.2, resulting in:

$$
\begin{equation*}
\nabla \hat{P}_{E, R}(n ; \mathbf{w})=\frac{1}{N_{t} \sqrt{2 \pi}} \sum_{i=1}^{N_{t}}\left\{\exp \left(-\frac{\left\{-\operatorname{sgn}\left(b_{l}[i]\right) \cdot s_{l, R}[i ; n ; \mathbf{w}]\right\}^{2}}{2 \rho_{n}^{2} \mathbf{w}^{H}[n] \mathbf{w}[n]}\right) \cdot \nabla \hat{f}_{R}[i ; n ; \mathbf{w}]\right\} \tag{4.5}
\end{equation*}
$$

where the term $\nabla \hat{f}_{R}[i ; n ; \mathbf{w}]$ is given by:

$$
\begin{equation*}
\nabla \hat{f}_{R}[i ; n ; \mathbf{w}]=\frac{\operatorname{sgn}\left(b_{l}[i]\right)}{\rho_{n} \sqrt{\mathbf{w}^{H}[n] \mathbf{w}[n]}} \cdot\left(s_{l, R}[i ; n ; \mathbf{w}] \cdot \frac{\mathbf{w}[n]}{\mathbf{w}^{H}[n] \mathbf{w}}\right), \tag{4.6}
\end{equation*}
$$

and where it was also taken into account that in case of BPSK modulation we have $\hat{P}_{E, B P S K}(\mathbf{w})=\hat{P}_{E, R}(\mathbf{w})$. Note that in Equation 4.6 a new notation $s_{l, R}[i ; n ; \mathbf{w}]$ is used for representing the soft multiuser equalised output associated with the $i$-th transmitted bit $b_{l}[i]$ of a specific subcarrier at the $n$-th iteration.

After employing the weight normalization process of Equation 2.40 for the sake of ensuring that we have $\overline{\mathbf{w}}^{H}[n] \overline{\mathbf{w}}[n]=1$, Equation 4.5 can be expressed as:

$$
\begin{equation*}
\nabla \hat{P}_{E, R}(n ; \mathbf{w})=\frac{1}{N_{t} \sqrt{2 \pi}} \sum_{i=1}^{N_{t}}\left\{\exp \left(-\frac{\left\{s_{l, R}[i ; n ; \mathbf{w}]\right\}^{2}}{2 \rho_{n}^{2}}\right) \cdot \hat{\mathbf{z}}_{R}[i ; n ; \mathbf{w}]\right\} \tag{4.7}
\end{equation*}
$$

where $\hat{\mathbf{z}}_{R}[i ; n ; \mathbf{w}]$ is given by:

$$
\begin{equation*}
\hat{\mathbf{z}}_{R}[i ; n ; \mathbf{w}]=\operatorname{sgn}\left(b_{l}[i]\right) \cdot\left(s_{l, R}[i ; n ; \overline{\mathbf{w}}] \cdot \overline{\mathbf{w}}[n]-\mathbf{x}[i]\right) \tag{4.8}
\end{equation*}
$$

while $\overline{\mathbf{w}}$ is the MUD's weight vector having a unity magnitude.
By using the gradient expression of Equation 4.7, the BACG algorithm may be defined for the BPSK system considered. Again, in the context of the BPSK system, the estimated BER's gradient $\nabla \hat{P}_{E, B P S K}(n ; \mathbf{w})$ at the $n$-th iteration is unambiguously described by $\nabla \hat{P}_{E, R}(n ; \mathbf{w})$ in Equation 4.7, because the BPSK symbols are real-valued. Thus, the gradient of the block-estimated BER for the BPSK-modulated OFDM system is given by:

$$
\begin{equation*}
\nabla \hat{P}_{E, B P S K}(n ; \mathbf{w})=\nabla \hat{P}_{E, R}(n ; \mathbf{w}) \tag{4.9}
\end{equation*}
$$

Notice that the gradient calculation of the block adaptive MBER algorithms is similar to that of the exact MBER algorithm highlighted in the context of Section 2.4.2. In this case,

| Parameter |  |
| :--- | ---: |
| BACG MBER |  |
| Step size, $\mu$ |  |
| Kernel width, $\rho_{n}$ | MMSE Initialization |
| Training symbol length, $N_{t}$ | 100 |
| Initialization |  |
| Number of iterations |  |
| OFDM |  |
| Number of subcarriers |  |
| Number of cyclic prefix samples |  |
| Others |  |
| Channel |  |

Table 4.1: Default parameters for the BACG MBER investigations.
the noisy received signal constellation points associated with the $N_{t}$ known transmitted subcarrier symbols of the $N_{t}$ consecutive OFDM symbols are used for driving the BACG algorithm towards the MBER solution instead of the perfectly known noiseless received signal's constellation points, where the latter was assumed in Section 2.4.2.

In the forthcoming sections we will study the effects of varying the parameter values of the BACG algorithm introduced above, namely the effects of varying the step-size, $\mu$, the KDE's kernel-width, $\rho_{n}$, and the training sequence length, $N_{t}$ in Sections 4.2.1.1, 4.2.1.2, and 4.2.1.3, respectively. For our simulations, we used the parameters specified in Table 4.1, except for the specific values that are studied.

### 4.2.1.1 The effects of varying the step-size

Firstly, we will study the effects of varying the step-size, $\mu$, in our investigations of the BACG algorithm. Since SDMA OFDM detection was carried out on a subcarrier-by-subcarrier basis and each OFDM subcarrier experienced a different channel transfer factor, therefore each subcarrier will be affected differently by the step-size value. Figure 4.3 shows our simulation results for different values of $\mu$, while the remaining parameters are fixed as summarised in Table 4.1. More specifically, the achievable BER at the different iterations related to a specific subcarrier at an SNR value of 15 dB is shown for the case of $P=2, L=2$ as well as for $P=4, L=4$ in Figures $4.3(\mathrm{a})$ and $4.3(\mathrm{c})$, respectively. We have selected subcarrier 40 for the $P=2, L=2$ case and subcarrier 104 for the $P=4, L=4$ scenario as an example in order to show the achievable BER for every iteration at a specific subcarrier.


Figure 4.3: BER results of User 1, characterising the effects of the different values of the step-size, $\mu$ for the BACG MBER MUD for the case of a) $P=2, L=2$ at $\operatorname{SNR}=15 \mathrm{~dB}$ for subcarrier 40, b) $P=2, L=2$ for all SNRs after 1000 iterations taken as average of all subcarriers, c) $P=4, L=4$ at $\mathrm{SNR}=15 \mathrm{~dB}$ for subcarrier 104 , and d) $P=4, L=4$ for all SNRs after 1000 iterations taken as average of all subcarriers. All other simulation parameters are summarised in Table 4.1. Note that for b) and d) the achievable BER curve for the exact MBER algorithm is exactly the same as for the curves associated with $\mu=10^{-1}$ as well as $\mu=10^{-2}$.

On the other hand, Figures 4.3(b) and 4.3(d) are depicting the achievable BERs for all SNRs and for different values of $\mu$ for the case of $P=2, L=2$ and $P=4, L=4$, respectively.

We can see from Figure 4.3 that the ideal value of $\mu$ for the two cases investigated is $10^{-1}$. For a $\mu$ value that is higher than $10^{-1}$, say for example $\mu=1$, the BACG MBER MUD is incapable of reaching the BER of the exact MBER solution. By contrast, a $\mu$ value that is lower than $10^{-1}$ will converge at a slower pace and hence will require more iterations before the exact MBER solution is reached. Moreover, the value of $\mu$ is dependent on the shape of the BER surface and as we have seen in Figure 2.3 of Section 2.4.2, the BER surface varies between the subcarriers. For the simplified BACG algorithm, we assumed that a fixed value of $\mu$ is used for all subcarriers and SNRs.

### 4.2.1.2 The effects of varying the kernel-width

Let us now investigate the effects the kernel-width, $\rho_{n}$ on the achievable BER of the BACG MBER MUD. Figure 4.4 shows our simulation results for various values of $\rho_{n}$ with the other system parameters fixed as summarised in Table 4.1. In particular, Figures 4.4(a) and 4.4(c) depict the achievable BER at different iterations at two specific subcarriers and at $\mathrm{SNR}=15 \mathrm{~dB}$ for the $P=2, L=2$ and $P=4, L=4$ scenarios, respectively, while Figures 4.4(b) and 4.4(d) show the achievable BER results for all SNRs of User 1 for the $P=2, L=2$ and $P=4, L=4$ scenarios, respectively.

The choice of the kernel width $\rho_{n}$ determines the smoothness of the estimated PDF. This is why in the literature this parameter is also known as the smoothening parameter [260]. As argued in [261], too low a value of the kernel width would lead to an undersmoothed PDF estimate, which in turn renders the estimated BER surface bumpy, with many local minima. Note that these local minima may or may not correspond to the actual local BER minima. Operating the adaptive algorithm under this condition is likely to result in convergence to a local rather than global minimum. On the other hand, too high a kernel width will produce an over-smoothed PDF estimate, which fails to accurately resolve the detailed structure of the actual PDF. Therefore the minimum solution(s) associated with this over-smoothed estimate may be significantly different from the actual one. Moreover, choosing a kernel width $\rho_{n}$ in between these two extremes is crucial, but once this range is found, the block adaptive algorithm is expected to be less sensitive to its variation. From


Figure 4.4: BER results of User 1, characterising the effects of the different values of the kernel-width, $\rho_{n}$ for the BACG MBER MUD for the case of a) $\mathrm{P}=2, \mathrm{~L}=2$ at $\mathrm{SNR}=15 \mathrm{~dB}$ for subcarrier 40, b) $P=2, L=2$ for all SNRs after 1000 iterations taken as average of all subcarriers, c) $P=4, L=4$ at $\mathrm{SNR}=15 \mathrm{~dB}$ for subcarrier 104 , and d) $P=4, L=4$ for all SNRs after 1000 iterations taken as average of all subcarriers. All other simulation parameters are summarised in Table 4.1. Note that for b) and d) the achievable BER curve for the exact MBER algorithm is exactly the same as for the curve associated with $\rho_{n}=1$.
the results seen in Figure 4.4, we can see that the best value of $\rho_{n}$ for the two cases that we studied, namely the $P=2, L=2$ and $P=4, L=4$ scenarios, which can achieve the closest BER value to that of the exact MBER solution is when $\rho_{n}$ is equal to one.

### 4.2.1.3 The effects of varying the training block size

We will now continue our discussions by considering the effects of different training block sizes on the performance of the BACG MBER algorithm. The simulation parameters are summarised in Table 4.1, except for the training block length, $N_{t}$ which is varied. Figure 4.5 (a) depicts the achievable BER versus the number of iterations for the different values of $N_{t}$ at $\mathrm{SNR}=15 \mathrm{~dB}$ for a specific subcarrier in the $P=2, L=2$ scenario, while Figure $4.5(\mathrm{~b})$ shows the results for all SNR s in the same scenario. Similar results were recorded for the $P=4, L=4$ scenario in Figures 4.5 (c) and 4.5(d) for a specific subcarrier at $\mathrm{SNR}=15 \mathrm{~dB}$ and for the average of all the subcarriers in the OFDM symbols at all SNRs, respectively.

We can see from the figures that a relatively small value of $N_{t}$ is required for approaching the optimum MBER solution in the $P=2, L=2$ case. However, for the more complex scenario of $P=4, L=4$, if the number of training symbol is too low, the attainable performance of the BACG MBER algorithm may even become worse than that of the MMSE solution, as observed for example for $N_{t}=10$ in Figure 4.5(c). Moreover, if the same number of training symbols is employed, the number of iterations required to reach the optimum MBER solution is also higher in a more complex system. We can also see that as expected, upon increasing the number of training symbols, the BACG algorithm will converge closer to the exact MBER solution. However, as we increase the number of training symbols, we are reducing the system's effective throughput. Therefore, we have to strike a good compromise between using a longer training that will result in a better steady-state performance but reduces the effective throughput or having a shorter training associated with a poorer BER performance but higher effective throughput.

In the following section, we will embark on investigating another type of adaptive MBER MUD which is the so-called stochastic adaptive MBER algorithm.


Figure 4.5: BER results of User 1, characterising the effects of the different length of the training symbols, $N_{t}$ for the BACG MBER MUD for the case of a) $P=2, L=2$ at SNR=15dB for subcarrier 40, b) $P=2, L=2$ for all SNRs after 1000 iterations taken as average of all subcarriers, c) $P=4, L=4$ at $\mathrm{SNR}=15 \mathrm{~dB}$ for subcarrier 104, and d) $P=4, L=4$ for all SNRs after 1000 iterations taken as average of all subcarriers. All other simulation parameters are summarised in Table 4.1.

### 4.3 Stochastic adaptive MBER algorithm

Let us now continue our investigations by considering another type of adaptive MBER MUDs, which is referred to as the stochastic adaptive MBER algorithm. The stochastic adaptive algorithm may be readily developed from the block adaptive algorithm of Section 4.2 , which has a number of attractive properties. Instead of using a block of training symbols, this type of adaptive procedure utilises a single training symbol for estimating the PDF, $\hat{p}_{y}\left(i ; y_{s}\right)$ of the signed decision variable of Equation 4.1, which allows us to derive the expression of the BER $\hat{P}_{E}(i ; \mathbf{w})$ as well as the gradient $\nabla \hat{P}_{E}(i ; \mathbf{w})$ of the estimated BER. Consequently, the MUD's weight vector $\mathbf{w}$ can be updated according to a factor given by the gradient of the estimated BER multiplied by the adaptive step size $\mu$.

As suggested by the terminology, the stochastic adaptive MBER algorithm updates the MUD's weight vector $\mathbf{w}$ stochastically, such that a different training symbol is used in each updating operation, unlike in the context of the block adaptive MBER algorithm, which utilises all the training symbols in every iteration for its weight-update procedure.

Invoking all training symbols for estimating the BER's gradient requires a buffer to be constructed for storing the associated MUD's soft outputs. Furthermore, the performance of the block-adaptive MBER algorithm may become more dependent on the specific choice of the adaptive parameters and employing time-variant adaptive parameters is less straightforward, since the entire set of training symbols is used repeatedly in every iteration. On the other hand, the stochastic adaptive MBER algorithm may be able to respond to the instantaneous channel variations in a more prompt fashion. This adaptive method does not require a large buffer for storing the MUD's soft outputs, since it uses a single training symbol at a time. Moreover, the adaptive parameters may be chosen to suit the instantaneous channel conditions encountered by the system upon employing time-variant adaptive parameters. In addition to these characteristics, the decision-directed adaptation mode can be directly incorporated into the stochastic adaptive MBER algorithm by using the previously detected symbols for training, provided that the prevalent BER is sufficiently low, otherwise serious error-propagation effects would be inflicted. A number of stochastic adaptive algorithms have been investigated in [261], but we will only discuss one of them, namely the least bit error rate (LBER) algorithm in the following section.


Figure 4.6: Signal flow diagram of the LBER MBER algorithm utilising the classic conjugate gradient method of Equation 2.44 at the receiver of the OFDM SDMA system for User $l, l \in$ $1,2, \ldots, L$. In the figure, $i$ is the training symbol index. This flow diagram is similar to that of the BACG algorithm seen in Figure 4.2, except for the LBER algorithm's BER-gradient estimator outlined in Section 4.3.1.

### 4.3.1 The least bit error rate algorithm

The single-symbol based PDF estimates are generated by setting $N_{t}=1$ in the PDF estimates of Equation 4.1. Thus for the $i$-th OFDM symbol, the instantaneous PDF estimates can be written as:

$$
\begin{equation*}
\hat{p}_{z_{l}, R}\left(z_{l} ; i ; \mathbf{w}\right)=\frac{1}{\sqrt{2 \pi} \rho_{n} \sqrt{\mathbf{w}^{H}[i] \mathbf{w}[i]}} \exp \left(-\frac{\left\{z_{l}-\operatorname{sgn}\left(b_{l}[i]\right) \cdot s_{l, R}[i ; \mathbf{w}]\right\}^{2}}{2 \rho_{n}^{2} \mathbf{w}^{H}[i] \mathbf{w}[i]}\right) \tag{4.10}
\end{equation*}
$$

where all variables used in Equation 4.10 are similar to the variables used in conjunction with Equation 4.1.

As exploited in Equation 4.2 of Section 4.1.1, the instantaneous BER estimate - namely the $\hat{P}_{E, B P S K}(\mathbf{w})$ - can be derived by integrating the PDF estimate of Equation 4.10 over the negative half-value. Recall that the BER expression of the BPSK system is fully defined by the BER associated with the real component of the transmitted symbol. Then, the gradient $\nabla \hat{P}_{E, R}(i ; \mathbf{w})$ of the instantaneous BER estimate can be calculated with the aid of

Equation 4.10, and after the weight normalisation according to $\overline{\mathbf{w}}^{H}[i] \overline{\mathbf{w}}[i]=1$ we have:

$$
\begin{equation*}
\nabla \hat{P}_{E, R}(i ; \overline{\mathbf{w}})=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{\left\{s_{l, R}[i ; \overline{\mathbf{w}}]\right\}^{2}}{2 \rho_{n}^{2}}\right) \cdot \operatorname{sgn}\left(b_{l}[i]\right) \cdot\left(s_{l, R}[i ; \overline{\mathbf{w}}] \cdot \overline{\mathbf{w}}[i]-\mathbf{x}[i]\right) \tag{4.11}
\end{equation*}
$$

Therefore, the gradient $\nabla \hat{P}_{E, B P S K}(i ; \overline{\mathbf{w}})$ of the instantaneous BER estimate of the BPSK system is given by:

$$
\begin{equation*}
\nabla \hat{P}_{E, B P S K}(i ; \overline{\mathbf{w}})=\nabla \hat{P}_{E, R}(i ; \mathbf{w}) \tag{4.12}
\end{equation*}
$$

where $\nabla \hat{P}_{E, R}(i ; \overline{\mathbf{w}})$ was formulated in Equation 4.11.
A stochastic adaptive MBER algorithm based on the conjugate gradient method of Equation 2.44 can be formulated with the aid of the stochastic gradient expression of Equation 4.12. The resultant algorithm is referred to as the Least Bit Error Rate (LBER) [228] algorithm, because it updates the MUD's weights in a symbol-by-symbol adaptive manner, until all training data have been used. Note that the LBER algorithm requires the weight normalization operation of Equation 2.40 after every weight updating step for the sake of ensuring that the magnitude of the resultant weight vector becomes unity. This normalization is required for simplifying the mathematical description of the algorithm. One might argue that the instantaneous PDF estimate used for deriving the LBER algorithm is inaccurate and therefore the algorithm will be unable to converge to the MBER solution. However, this argument is not entirely true since a similar approach has been used for deriving the classic Least Mean Square (LMS) algorithm [261], where the Mean Square Error (MSE) is estimated based on a single training symbol. Despite this seemingly inaccurate PDF estimate, the LMS algorithm has been shown to converge fairly accurately to the MMSE solution, subject to a small misadjustment for a sufficiently large training data and to the appropriate choice of the adaptive step-size $\mu$. Therefore, the LBER algorithm derived in this section may also be expected to converge towards the MBER solution, provided that the adaptive parameters, namely the step-size $\mu$ and the radius $\rho_{n}$, are chosen appropriately. However, there will always be a small misadjustment between the solution achieved by the LBER algorithm and the exact MBER solution due to the fact that all non-parametric PDF estimation techniques, including the KDE , are biased [261].

In the following sections we will investigate the effects of the adaptive parameters on the LBER MBER MUD system, namely the effects of the step-size $\mu$ and the radius $\rho_{n}$,

| Parameter |  |
| :--- | ---: |
| LBER MBER | Value or type |
| Step size, $\mu$ |  |
| Kernel width, $\rho_{n}$ | $10^{-2}$ |
| Training symbol length, $N_{t}$ | 1 |
| Initialization | 100 |
| OFDM | MMSE Initialization |
| Number of subcarriers |  |
| Number of cyclic prefix samples |  |
| Others |  |
| Channel | 3-path dispersive AWGN Channel |

Table 4.2: Default parameters for the LBER MBER simulations.
in Sections 4.3.1.1 and 4.3.1.2, respectively. For the LBER simulations we employed the parameters summarised in Table 4.2, except for the specific parameter values that are varied.

### 4.3.1.1 The effects of varying the step-size

In this section, we will study the impact of varying the step-size $\mu$ imposed on the achievable BER performance of the LBER algorithm. Our simulation results are portrayed in Figure 4.7. More specifically, Figures 4.7 (a) and 4.7(c) show the achievable BER versus the index of the training symbols for a specific subcarrier at $\mathrm{SNR}=15 \mathrm{~dB}$ for the case of $P=2, L=2$ and $P=4, L=4$, respectively. On the other hand, Figures 4.7(b) and 4.7(d) depict the corresponding average BER results for all SNRs for the same two cases.

From Figures 4.7(a) and 4.7(c) we can see that the LBER algorithm is more sensitive to the value of $\mu$ compared to the BACG algorithm characterised in Figures 4.3(a) and 4.3(c). This is because the updating of the SDMA MUD's weight is carried out based on the prediction of the PDF using only a single training symbol at a time. Therefore, a $\mu$ value that is too high will result in a high BER fluctuation between the consecutive subcarrier symbols hosted by the consecutive OFDM symbols. By contrast, if the $\mu$ value is too small, then the weight value is not updated by a sufficiently large amount and thus will result in a small BER difference between the consecutive symbols. We can also see from the results of Figures 4.7 (b) and $4.7(\mathrm{~d})$ that the most suitable $\mu$ value that can approach the exact MBER MUD's BER for the cases that we investigated, namely for the $P=2, L=2$ and $P=4, L=4$ scenarios, is when we have $\mu=10^{-2}$.


Figure 4.7: BER results of User 1, characterising the effects of the different values of the step-size, $\mu$ for the LBER MBER MUD for the case of a) $P=2, L=2$ at $\operatorname{SNR}=15 \mathrm{~dB}$ for subcarrier 40, b) $P=2, L=2$ for all SNRs after 100 training OFDM symbols taken as average of all subcarriers, c) $P=4, L=4$ at $\mathrm{SNR}=15 \mathrm{~dB}$ for subcarrier 104 , and d) $P=4, L=4$ for all SNRs after 100 training OFDM symbols taken as average of all subcarriers. All other simulation parameters are summarised in Table 4.2.

In the next section, we will investigate the influence of another adaptive parameter that will impact on the LBER MBER MUD performance, which is the kernel-width $\rho_{n}$.

### 4.3.1.2 The effects of varying the kernel-width

Let us now commence our investigation of the effect of having different kernel widths $\rho_{n}$ in the context of the LBER algorithm. Our related simulation results are depicted in Figure 4.8. Figure 4.8(a) shows the achievable BER versus the training symbol index when employing different values of $\rho_{n}$ for the LBER algorithm for a specific subcarrier in the case of $P=2, L=2$. A similar comparison is shown in Figure 4.8(c) for the $P=4, L=4$ scenario. By contrast, Figures $4.8(\mathrm{~b})$ and $4.8(\mathrm{~d})$ show the achievable BER results for a range of SNRs, when using different values of $\rho_{n}$ for the two previously mentioned cases.

Just as we have seen for the BACG algorithm in Section 4.2.1.2, the LBER algorithm is also dependent on the choice of the kernel width. However, unlike the BACG algorithm, the curves recorded for the LBER algorithm, as seen in Figures 4.8(a) and 4.8(c), are not as smooth as those of the BACG algorithms portrayed in Figures 4.8(a) and 4.8(c). Again, this is because the LBER algorithm predicts the PDF based on a single symbol, whereas the BACG algorithm's prediction is based on a block of training symbols. Moreover, the specific choice of $\rho_{n}$ will determine the smoothness of the PDF estimation, as argued earlier in Section 4.2.1.2. From our results plotted in Figure 4.8, we can see that the best possible value of $\rho_{n}$ for the LBER algorithm is the one that approaches the exact MBER most closely which is achieved when the value of $\rho_{n}$ is 1 .

### 4.4 GA assisted block adaptive MBER algorithm

Although the previously characterised BACG and LBER algorithms are capable of achieving a BER performance close to that of the exact MBER MUD's performance, the convergence rate of both algorithms is quite sensitive to the parameters selected, namely the step-size and kernel-width. Moreover, the algorithms also had to be carefully initialized for the sake of ensuring that the weights of the MBER MUD converge to the optimum weight value. In our investigations, we have used the MMSE SDMA MUD weight solution for the algorithm's initialization, but even with this choice of initialization convergence to the MBER solution is


Figure 4.8: BER results of User 1, characterising the effects of the different values of the kernel-width, $\rho_{n}$ for the LBER MBER MUD for the case of a) $P=2, L=2$ at $\mathrm{SNR}=15 \mathrm{~dB}$ for subcarrier 40, b) $P=2, L=2$ for all SNRs after 100 training OFDM symbols taken as average of all subcarriers, c) $P=4, L=4$ at $\mathrm{SNR}=15 \mathrm{~dB}$ for subcarrier 104, and d) $P=4, L=4$ for all SNRs after 100 training OFDM symbols taken as average of all subcarriers. All other simulation parameters are summarised in Table 4.2.
not guaranteed. In order to circumvent the algorithm's dependency on these requirements, we may employ the GA-aided search method, as we have done in the context of the exact MBER MUD in Chapter 3. We will commence this section by outlining the proposed GAaided block adaptive (GABA) MBER MUD implementation in Section 4.4.1. This is then followed by the presentation of our simulation results in Section 4.4.2.

### 4.4.1 GA-aided block adaptive implementation

In this section, we will invoke a GA for finding the MBER MUD's weight values based on the block adaptive algorithm. The first thing that we have to do is to set the objective function of the GA to the probability of error as a function of the weight values. By using Equation 4.2 and Equation 4.3, the probability of error for the block adaptive algorithm can be written as:

$$
\begin{equation*}
\hat{P}_{E, B P S K}(\mathbf{w})=\frac{1}{N_{t}} \sum_{i=1}^{N_{t}} Q\left(\frac{\operatorname{sgn}\left(b_{l}[i]\right) \cdot \Re\left\{\mathbf{w}^{H} \mathbf{x}[i]\right\}}{\rho_{n} \sqrt{\mathbf{w}^{H} \mathbf{w}}}\right) \tag{4.13}
\end{equation*}
$$

where, as previously defined, $N_{t}$ is the number of training samples in the block, $\mathbf{w}$ is the current SDMA MUD weight vector, $b_{l}[i], i \in 1, \ldots, N_{t}$ is the $i$-th bit of $l$-th user, $\rho_{n}$ is the kernel-width, and $\mathbf{x}[i], i \in 1, \ldots, N_{t}$ is the $i$-th received vector at the receiver antenna.

Using the same technique as in Chapter 3, we will again employ binary strings for representing the real and imaginary parts of the weight values. However, this time we will have to choose a specific fixed value for the kernel-width, $\rho_{n}$, that is well suited to the scenario we are investigating. We will explore the algorithm's dependence on this $\rho_{n}$ value in further detail later in Section 4.4.2.1. We will refer to this solution as a static GA configuration [245].

As in Section 3.2, the fitness, $f_{i}$ of an individual is again quantified as:

$$
\begin{equation*}
f_{i}=-\log _{10}\left(\hat{P}_{E}(\mathbf{w})\right), \tag{4.14}
\end{equation*}
$$

where $\hat{P}_{E}(\mathrm{w})$ is the estimated probability of error given by Equation 4.13. As mentioned in Section 3.2, the employment of the logarithm of $\hat{P}_{E}(\mathbf{w})$ in the objective function has significantly improved the convergence behaviour of the GA, since the logarithmic function expands the most-important low-BER range. There are various ways of defining the fitness function, but for the context of the MBER MUD the fitness function of Equation 4.14

| Parameter | Value or type |
| :---: | :---: |
| Adaptive parameters |  |
| Kernel width, $\rho_{n}$ | 1 |
| Training symbol length, $N_{t}$ | 100 |
| OFDM |  |
| Number of subcarriers | 128 |
| Number of cyclic prefix | 32 |
| BACG |  |
| Kernel-width, $\rho_{n}$ | 1 |
| GA |  |
| GA type | Non-overlapping |
| Population size | 30 |
| Numbers of generation | 100 |
| Mutation type | Flip mutator |
| Probability of mutation | 0.01 |
| Crossover type | One-point crossover |
| Probability of crossover | 0.6 |
| Scaling | Sigma truncation |
| Genome type | Binary string |
| Initialisation | Uniform |
| Comparison | Bit comparator |
| Encoding/decoding | Binary encoding and decoding |
| Selection | Roulette wheel |
| Elitism | On |
| p-convergence | 0.99 |
| $n$-convergence | 50 |
| Others |  |
| MBER | Exact MBER |
| Channel | 3-path SWATM frame-invariant |

Table 4.3: Default parameters for the GABA MBER MUD simulations.
constitutes a plausible choice. We will now continue our discussions by characterising the achievable performance of the proposed GABA MBER MUD.

### 4.4.2 Simulation results

Let us now present our simulation results for the proposed GABA MBER MUD of Section 4.4.1. We have used the parameters summarised in Table 4.3. Our investigations will commence by studying the effects of varying the kernel-width, $\rho_{n}$ in Section 4.4.2.1, followed by the effects of varying the training block size, $N_{t}$ in Section 4.4.2.2.

### 4.4.2.1 The effects of varying the kernel-width

Figure 4.9 shows our simulation results for different values of the kernel width, $\rho_{n}$. In particular, Figure 4.9 (a) depicts the effects of the different $\rho_{n}$ values for the GA-aided adaptive MBER MUD for the $P=2, L=2$ scenario, while Figure 4.9 (c) represents the corresponding results for the $P=4, L=4$ case. We have also included the results of Figures $4.4(\mathrm{~b})$ and $4.4(\mathrm{~d})$ of the BACG algorithm from Section 4.2.1.2 for the sake of comparison. The two figures are now presented as Figures $4.9(\mathrm{~b})$ and $4.9(\mathrm{~d})$ for the case of $P=2, L=2$ and $P=4, L=4$, respectively.

From Figure 4.9 we can see that the effects of the different values of $\rho_{n}$ on the GA-aided block adaptive algorithm are similar to those of the BACG algorithm, although at extreme $\rho_{n}$ values, namely at $\rho_{n}=100$ and $\rho_{n}=0.01$, the GA-aided system performs better than the BACG algorithm. This is because in the BACG algorithm we used a fix value of the step-size $\mu$, which also affects the performance of the BACG system. By contrast, the GAaided system does not depend on the $\mu$ value and is capable of circumventing this problem. Morever, for the more complex scenario of $P=4, L=4$ we can see in Figures 4.9 (c) and 4.9(d) that the GA-aided system is less affected by the choice of the $\rho_{n}$ value.

In the next section, we will study the effects of employing different number of training OFDM symbols in the GA-aided block adaptive MBER MUD.

### 4.4.2.2 The effects of varying the training block size

Let us now continue our discourse with the investigation of varying the block size of the GA-aided adaptive system. Our simulation results are depicted in Figure 4.10. More specifically, Figure $4.10(\mathrm{a})$ portrays the effects of different training block sizes for the case of $P=2, L=2$ while Figure 4.10 (c) characterises the GA-aided system associated with $P=4, L=4$. Similar to Section 4.4.2.1, the results recorded for the different training block sizes for the BACG algorithm of Section 4.2.1.3 are also presented for comparison as Figures $4.10(\mathrm{~b})$ and $4.10(\mathrm{~d})$ for the $P=2, L=2$ and $P=4, L=4$ scenarios, respectively.

We can observe in Figure 4.10 that for the $P=2, L=2$ case, the achievable BER of the $P=2, L=2$ scenario plotted for the different training sequence lengths is the same for both the GA-aided block adaptive system and for the one employing the BACG MBER


Figure 4.9: Average BER results of all subcarriers for User 1, characterising the effects of the different values of the kernel-width, $\rho_{n}$ for the MBER MUD for the case of a) $P=$ $2, L=2$ employing the GA-aided block adaptive MBER, b) $P=2, L=2$ employing the BACG MBER MUD, c) $P=4, L=4$ employing GA-aided block adaptive MBER, and d) $P=4, L=4$ employing BACG MBER MUD. All other simulation parameters are summarised in Table 4.3.


Figure 4.10: Average BER results of all subcarriers for User 1, characterising the effects of the different number of training samples, $N_{t}$ for the MBER MUD for the case of a) $P=2, L=2$ employing the GA-aided block adaptive MBER, b) $P=2, L=2$ employing the BACG MBER MUD, c) $P=4, L=4$ employing the GA-aided block adaptive MBER, and d) $P=4, L=4$ employing the BACG MBER MUD. All other simulation parameters are summarised in Table 4.3.

MUD. However, the GA-aided system is incapable of outperforming the BACG algorithm in the more complex scenario of $P=4, L=4$ for a shorter training sequence length, namely for $N_{t}=10$ and $N_{t}=20$. This observation suggests that the GA-aided system is more sensitive to the length of the training sequence compared to the BACG system.

### 4.5 Chapter conclusion

In Chapter 4, we have explored the design trade-offs of the adaptive MBER MUD. Using this method, a set of training samples is invoked for determining the weights of the MUD based on the MBER criterion in an unknown channel. The chapter commenced with an introduction to the adaptive MBER MUD in Section 4.1. More specifically, the calculation of the estimated BER for a BPSK modulated OFDM SDMA system was shown in Section 4.1.1.

There are numerous types of adaptive MBER algorithms in the literature [261], but only two of them were discussed in this chapter. The first one is the block adaptive MBER algorithm of Section 4.2. We have provided simulation results for characterising the effects of the various parameters of the BACG algorithm, namely the effects of varying the fixed step-size $\mu$ in Section 4.2.1.1, the effects of varying the kernel-width $\rho_{n}$ in Section 4.2.1.2 and the impact of varying the training block size $N_{t}$ in Section 4.2.1.3.

The second type of adaptive MBER MUD that we have studied was the stochastic adaptive MBER MUD of Section 4.3. In Section 4.3.1, more specifically the LBER algorithm. Similary to the BACG algorithm, we have also investigated the effects of varying the fixed step-size $\mu$ and the kernel-width $\rho_{n}$ for the LBER algorithm in Sections 4.3.1.1 and 4.3.1.2, respectively.

Based on our experience in Chapter 3, in Section 4.4.1, we have incorporated the GAaided method in the block adaptive algorithm for the sake of searching for the weight values of the MBER MUD. Our related simulation results were displayed in Section 4.4.2. More specifically, we have shown the effects of varying the kernel-width of the GA-aided block adaptive MBER MUD in Section 4.4.2.1, and the effects of varying the training block size in Section 4.4.2.2. While it was shown that the GA-aided block adaptive system is less susceptible to the suboptimum values of $\rho_{n}$, it has the disadvantage of requiring a longer
training sequence compared to the BACG algorithm.
In summary, the adaptive MBER MUD is providing an attractive design alternative for the MBER MUD in an environment, where the channel transfer function is unknown in the first place. Moreover, instead of using the classic conjugate-gradient based search method, the GA-aided system can be employed to assist in searching for the MBER MUD weights as well. However, as we have seen from the simulation results of Sections 4.2.1, 4.3.1 and 4.4.2, the BACG, LBER and GABA techniques require a substantial number of OFDM symbols for training purposes. This may be considered as ineffective owing to the associated effective throughput reduction. A more effective training technique may be the employment of multiuser channel estimation methods using pilots, or the employment of blind detection as well as decision-directed algorithms, which have been extensively studied for example in $[5,262]$.

## Chapter 5

## Conclusions and Future Research

In this thesis, we have investigated the application of MBER multiuser detection in an uplink OFDM SDMA environment. The proposed MBER MUD is not only capable of outperforming the classical MMSE MUD in terms of the achievable BER, but also capable of supporting more users than the number of receiver antennas at the base-station. In Section 5.1, we will summarise our findings. This will be followed by some suggestions for future research that can be explored for the sake of further enhancing the achievable performance of the MBER MUD detector in Section 5.2.

### 5.1 Summary and conclusion

In recent years, OFDM has played a major role in numerous applications in the field of wireless communications. Its achievable effective throughput and/or integrity may be further improved with the aid of multiple antennas and this report considered the benefits of employing the MBER MUD in an uplink OFDM SDMA system.

In Chapter 1, we have provided a brief overview of OFDM systems. We began the chapter with a brief historical background of OFDM systems in Section 1.1. This was followed by a discussion on the basic OFDM system components in Section 1.2. The basic OFDM concepts were presented in Section 1.2.1, followed by the performance characterisation of OFDM transmissions over Gaussian channels in Section 1.2.2. From the simulation results in Figure 1.5, it can be seen that these results closely match the theoretical BER performance
of classic serial systems. We introduced the wideband channels that were used throughout the report in Section 1.2.3. Specifically, the two wideband channels that were used are the two-path Rayleigh fading channel and the wireless asynchronous transfer mode (WATM) channel, which were highlighted in Section 1.2.3.1 and Section 1.2.3.2. In Section 1.2.4, a number of channel transfer function estimation techniques were presented, namely the perfect channel estimation scenario of Section 1.2.4.1, pilot symbol assisted channel estimation in Section 1.2.4.2, decision-directed channel estimation in Section 1.2.4.3 and blind channel estimation in Section 1.2.4.4. Another issue discussed was that of the OFDM signal amplitude PDFs in Section 1.2.5. We have briefly characterised the performance of the clipping amplifier in Section 1.2.5.1, focusing on its BER performance in Section 1.2.5.2.

We then continued with a discussion on some advanced OFDM systems that have been studied by other researchers in Section 1.3. The first advanced system of interest was the adaptive single-user OFDM scheme of Section 1.3.1. This adaptive algorithm can be implemented by using either the fixed threshold adaptation algorithm, the subband-BER estimator based algorithm or the constant-throughput adaptive algorithm of Section 1.3.1.1, Section 1.3.1.2 and Section 1.3.1.3, respectively. Another scheme capable of enhancing an OFDM system was channel coding. In Section 1.3.2, two of the most powerful FECs were highlighted, namely the turbo convolutional codes of Section 1.3.2.1 and the low-density parity-check codes of Section 1.3.2.2. The final advanced system that was discussed was based on exploiting both space and time diversity in Section 1.3.3. After introducing the STBC OFDM system in Section 1.3.3.1, we continued our discourse with the characterisation of an LDPC-based STBC OFDM system in Section 1.3.3.2. In particular, we investigated the effects of various coding rates, the impact of the code length and the influence of the number of iterations in Section 1.3.3.2.1, Section 1.3.3.2.2 and Section 1.3.3.2.3, respectively. We also estimated the decoding complexity of an LDPC-based STBC OFDM system and compared it to the TC-based STBC OFDM system in Section 1.3.3.3. It was shown that the LDPC assisted system is capable of performing as well as the TC-based system in terms of the achievable BER and FER, at a potentially lower implementational complexity.

We continued our discourse in Chapter 2, where we have investigated the advantages of using multiple antennas for multiuser detection in an OFDM system. The so-called SDMA system exploits the unique user-specific channel impulse responses for distinguishing the
different users, not unlike the spreading codes of a CDMA system differentiate the users.
The chapter commenced with a brief introduction to the various applications of smart antennas in Section 2.1. One of the smart antenna aided systems, namely the SDMA system was further investigated in this chapter. The SDMA system model was presented in Section 2.2.1, followed by a comparison of the SDMA model to the well-known CDMA system model in Section 2.2.2. In Section 2.3, linear multiuser detection techniques designed for the SDMA systems were introduced. We have specifically discussed one of the most famous classic linear detection techniques, namely MMSE MUD in further detailed in Section 2.3.1. We have also described the soft-output calculations procedure designed for the SDMA system to be used in conjunction with forward error correction coding in Section 2.3.2.

Our discussions then continued in Section 2.4 with the proposal of a novel MBER multiuser detector contrived for SDMA systems. We first interpreted the corresponding error probability expressions in the context of BPSK system in Section 2.4.1, followed by the derivation of the exact MBER MUD in Section 2.4.2. We later presented our simulation results in Section 2.4.3. The simulations were conducted in the context of two, four and eight receiver antennas and the corresponding results were discussed in Sections 2.4.3.1, 2.4.3.2 and 2.4.3.3, respectively. Moreover, we showed in Section 2.4.3.2 that unlike the MMSE MUD, the MBER MUD is capable of supporting more users than the number of receiver antennas at the base station. We also presented our results characterising the effects of different number of receiver antennas, while fixing the number of users to two in Section 2.4.3.4.

These discussions were then followed by studying the effects of varying the different parameters of the CG algorithm in Section 2.4.4. In particular, we have characterised the impact of varying the step-size $\mu$ in Section 2.4.4.1, the effects of varying the maximum number of iterations in Section 2.4.4.2 and the ramifications of varying the termination scalar $\beta$ in Section 2.4.4.3. In Section 2.4.5, LDPC channel coding was employed by the OFDM SDMA system, in order to investigate the performance of the MBER MUD with the assistance of the LDPC code.

In summary, from Chapter 2 we can say that the MBER MUD performs better in terms of the attainable BER compared to the classic MMSE MUD in all investigated cases. This
is because the MBER MUD directly minimises the BER, while the MMSE MUD attempts to minimise the MSE. Moreover, it was shown that the MMSE MUD is only capable of supporting the same number of users as the number of receiver antennas, whereas the MBER MUD is capable of supporting more users than the number of receiver antennas. However, the advantage of the MBER MUD over the MMSE MUD varies across the different users due to the fact that different users experience different combinations of the CIRs at the receiver antennas, hence resulting in a different system matrix $\mathbf{H}$.

In Chapter 3, we have explored the novel idea of using GAs for finding the optimised MBER MUD weight value, namely those that are capable of satisfying the minimum BER criterion in the context of the OFDM SDMA based system. Unlike the conjugate gradient search method used in Chapter 2, the GA method does not require an accurate initial value of the weights, yet it is more likely to reach the globally optimum solution.

We commenced the chapter with a brief overview of GAs in Section 3.1. In particular, we have introduced the family of GAs in Section 3.1.1 as a type of search algorithm that mimics the rule of evolution and survival in nature. We have also briefly characterised the processes that are involved in GAs in Section 3.1.2. In Section 3.1.3 we discussed how the family of GAs is related to traditional search methods, namely to calculus-based, enumerative and random search algorithms.

The proposed GA-aided MBER MUD employed in an SDMA OFDM system was introduced in Section 3.2, while in Section 3.3 the achievable performance of the proposed system was characterised. Firstly, the BER performance of the different users in a fouruser four-receiver antenna system was portrayed in Section 3.3.1. Our simulation results showed that by using the default parameter values outlined in Table 3.3, the achievable BER performance of the GA-aided system is as good as that of the CG-base MBER MUD of Chapter 2.

We continued our performance related discussions to quantify the effects of varying the different parameters of the GA-aided search method in Section 3.3.2. The first algorithm feature investigated in Section 3.3.2.1 was the termination criterion. By using different types of termination criteria, different average BERs may be achieved at the cost of a different implementational complexity. The GA search method may be terminated by either fixing
the number of generations, or when the best individual in the population achieved a sufficiently accurate convergence, as explained in Sections 3.3.2.1.1 and 3.3.2.1.2, respectively. Alternatively, the iterations may be halted when the average fitness of all the individuals in a generation is within an acceptable range, as explained in Section 3.3.2.1.3. By using the termination based on a fixed number of generations, the associated implementational complexity may be calculated and fixed beforehand, but with the disadvantage that the achievable BER might not be sufficiently close to the optimum MBER solution. By contrast, the convergence based termination criterion will allow the GA search method to continue, until the best solution is found, although this is achieved at the cost of having an unpredictable implementational complexity. Therefore, for a very complex system, the convergence-based termination might require an excessive number of generations.

In Section 3.3.2.2, we portrayed a number of different types of GA individual representations, namely that of binary encoding in Section 3.3.2.2.1 and Gray encoding in Section 3.3.2.2.2. These discussions were followed in Section 3.3.2.3 by quantifying the effects of varying the population size of the GA. It was shown that as expected, the achievable average BER improves, as the population size increases.

Another algorithmic feature investigated was the GA's crossover which was the topic of Section 3.3.2.4. We explored three different types of crossovers, namely the single-point crossover, the two-point crossover and the uniform crossover in Sections 3.3.2.4.1, 3.3.2.4.2 and 3.3.2.4.3, respectively. This discourse was followed by characterising another important element of the GA, namely that of the mutation probability, which was optimised in Section 3.3.2.5.

Having characterised the achievable system performance, the chapter continued with a complexity comparison of the GA-aided search to the conjugate gradient method in Chapter 2. It was shown in Section 3.4, that the GA was capable of approaching the optimum weight values of the MBER MUD in the context of the OFDM SDMA system at a lower complexity in comparison to the CG method. Finally, in Section 3.5 we studied the scenario, where the number of users was higher than the number of receiver antennas. Our simulation results recorded for the four-antenna scenario shows that just like for the CG MBER-MUD, the GA-based MBER MUD is also capable of supporting more users than the number of receiver antennas compared to the MMSE-MUD. However, as the number of
users increases, the complexity of the GA-aided search algorithm required for approaching convergence also had to be increased.

From Chapter 3, we can conclude that the proposed GA-based MBER MUD is capable of achieving a similar performance to that of the CG-based MBER MUD at a lower complexity. Moreover, the GA-based MUD is capable of circumventing most of the MBER MUD parameter-optimisation problems, regardless of the choice of initial conditions and the step-size, rendering it more flexible than the CG based method.

Our discussions then continued in Chapter 4, where we have investigated two different adaptive MBER MUDs. Using this method, a set of training samples was used to determine the weights of the MUD based on the MBER criterion in an unknown channel. The chapter commenced with an introduction of the adaptive MBER MUD in Section 4.1. More specifically, the calculation of the estimated BER of a BPSK modulated OFDM SDMA system was outlined in Section 4.1.1.

There are many types of adaptive methods that may be found in the literature, but only two of them are discussed in this chapter. The first one is the block adaptive MBER algorithm. This method was discussed in further detail in Section 4.2. In particular, we have chosen to elaborate on the block adaptive conjugate gradient (BACG) MBER algorithm in Section 4.2.1. We have characterised the effects of varying the various parameters of the BACG algorithm, namely the effects of varying the fixed step-size $\mu$ in Section 4.2.1.1, the effects of varying the kernel-width $\rho_{n}$ in Section 4.2.1.2 and the effects of varying the training block size $N_{t}$ in Section 4.2.1.3.

The second type of adaptive MBER MUD that we have studied is the stochastic adaptive MBER MUD of Section 4.3. In Section 4.3.1, we have opted for exploring the LBER algorithm. Just as we did for the BACG algorithm, we have also investigated the effects of varying the fixed step-size $\mu$ and the kernel-width $\rho_{n}$ of the LBER algorithm in Sections 4.3.1.1 and 4.3.1.2, respectively.

Based on our experience in Chapter 3, in Section 4.4.1, we have incorporated the GAaided technique in the block adaptive algorithm for the sake of finding the weight values of the MBER MUD. Our simulation results were displayed in Section 4.4.2. More specifically, we have shown the effects of varying the kernel-width in the GA-aided block adaptive MBER

MUD in Section 4.4.2.1, and the effects of varying the training block size in Section 4.4.2.2. While it was shown that the GA-aided block adaptive system is less susceptible to the variation of $\rho_{n}$, it has a disadvantage of requiring more training samples compared to the BACG algorithm.

In Chapter 4, we concluded that the adaptive MBER MUDs are capable of finding the weights of the MBER MUD in an environment, where the channel's transfer function is unknown. Moreover, instead of using the classic conjugate-gradient search method, the GAaided system may be employed for searching for the MBER MUD solution as well. However, as we have seen from the simulation results, the adaptive methods in general require a substantial number of OFDM symbols for training purposes. This may be considered as ineffective. A more effective channel solving technique is constituted by employing multiuser channel estimation methods using pilots, blind detection or decision-directed algorithms, which have been extensively studied for example in $[5,262]$.

### 5.2 Suggestions for future research

The following subsections will briefly outline a few ideas that will be explored for the sake of improving the performance of various OFDM systems in multiuser scenarios. We will begin with a discussion on some of the further research that will be carried out in the context of the MBER MUD in Section 5.2.1. This will be followed by Section 5.2.2, where we will highlight other promising multiple antenna systems that can be used for enhancing the achievable system performance.

### 5.2.1 Advanced research on MBER MUD

The MBER MUD had achieved promising results, as we have seen in Section 2.4.3, demonstrating that MBER MUDs have the potential of outperforming the family of MMSE MUDs. This is because the MBER detector directly minimises the BER rather than the MSE. Minimising the MSE does not necessarily guarantee that the BER of the system is also minimised. Therefore, further research may be conducted to further improve the MBER MUD to be more implementable in real world applications. In Section 5.2.1.1, we will convey our suggestion on joint channel estimation and multiuser detection employing the MBER


Figure 5.1: Iterative receiver structure for a multiuser SDMA OFDM system.
criterion, while in Section 5.2.1.2 we will highlight the principle of an iterative LDPC-coded MBER MUD.

### 5.2.1.1 Joint channel estimation and multiuser detection employing the MBER criterion

In most of the investigated scenarios, we have assumed that the channel is known. We have also used the two different adaptive MBER methods, but their effective throughput was reduced due to the substantial number of training samples required. One of the promising research approach is to estimate the channel as well as detecting the received symbol in the multiuser scenario based on the MBER criterion within the same process. It has been shown, for example in [238], that the two methods can be jointly optimised in the context of a synchronous CDMA system, which is likely to be applicable also to the MBER method.

### 5.2.1.2 Iterative LDPC-coded MBER MUD

In recent years iterative receivers have attracted considerable attention owing to their successful applications in various areas of coding and signal processing [67]. The basic idea behind iterative processing is that of iteratively exchanging the so-called extrinsic information among all the receiver modules in order to achieve an improved performance. In [40], Lu et. al have proposed iterative receiver structures for joint detection and decoding in multiuser STC systems. More recently, Lu et al. have also proposed a turbo receiver based on the maximum a posteriori expectation maximisation (EM) algorithm for STBC-OFDM systems employing an outer channel coding scheme in [41]. During the iterations, extrinsic information is computed and exchanged between a soft-MUD and a bank of channel decoders for the sake of generating successively refined estimates of the users' signals. It was shown that the proposed iterative receivers are capable of significantly outperforming the conventional non-iterative multiuser receivers. Other related work on the iterative multiuser receivers can also be found in [263].

The same iterative processing principles can also be applied to the SDMA MUDs presented in Chapter 2. The iterative MUD structure to be used is shown in Figure 5.1. It consists of a soft-MUD followed by $L$ parallel channel decoders. The soft-MUD takes as its input the received signals from the $P$ receiver antennas plus the a priori value provided by the channel decoder. It will then compute and output the a posteriori value for the channel decoder to process. This process is then repeated until the affordable number of iterations is exhausted. Most of the previous proposals employ MMSE type filtering at the soft-MUD. Since we have shown in Section 2.4.3 that the MBER MUD can outperform the MMSE MUD, the MBER MUD will replace the MMSE MUD at the soft-MUD. Another way of carrying out iterative-MUD is to employ LDPC channel coding, since it has been shown that LDPC coding is capable of approaching the Shannonian performance limits at a low computational complexity [264]. Besides the LDPC coded, other channel code can be implemented for example the Trellis Coded Modulation (TCM) or Turbo Trellis Coded Modulation (TTCM) [240].

### 5.2.2 Other MIMO-OFDM systems

Besides the space-time coding schemes of Section 1.3.3 and the SDMA multiuser system of Section 2.2, there are also other systems employing multiple antennas as highlighted in the following sections. In particular we will see the various types of layered space-time OFDM system in Section 5.2.2.1. We will also see another type of multiple antenna employment called beamforming in Section 5.2.2.2. If time permits, these systems will be implemented in the multiuser OFDM environment with the aid of the MBER MUD.

### 5.2.2.1 Layered space-time OFDM

In Section 1.3.3, STBC has been used for the multiple antenna at the transmitter system. Another type of space-time architecture that has been proposed by Foschini [200] is the socalled layered space-time (LST) that can attain a tight lower bound on the MIMO channel capacity. The distinguishing feature of this architecture is that it allows processing of multidimensional signals in the space domain by one-dimensional processing steps. The method relies on powerful signal processing techniques at the receiver and conventional one-dimensional channel codes.

There is a number of LST architectures, depending on whether error control coding is used or not and on the way the modulated symbols are assigned to transmit antennas [94]. An uncoded LST structure, known as vertical layered space-time (VLST) [265] or vertical Bell Laboratories layered space-time (VBLAST) scheme [265] is illustrated in Figure 5.2(a). Vertical structuring refers to transmitting a sequence of matrix columns in the space-time domain. This simple transmission process can be combined with conventional block or convolutional one-dimensional codes to improve the performance of the system.

In the horizontal layered space-time (HLST) architecture [200], shown in Figure 5.2(b), the information sequence is first encoded by a channel code and subsequently demultiplexed into $n_{T}$ streams, where $n_{T}$ is the number of antennas at the transmitter. Each sub-stream is modulated, interleaved and assigned to a transmit antenna. An HLST architecture can also be implemented by splitting the information sequence into $n_{T}$ sub-streams, as shown in Figure $5.2(\mathrm{c})$. Each sub-stream is encoded independently by a channel encoder, interleaved, modulated and then transmitted by a particular transmit antenna. It is assumed that


Figure 5.2: LST transmitter architectures for (a) VLST, (b) HLST with a single code, (c) HLST with separate codes in each layer, and (d) DLST and TLST.
channel encoder for various layers are identical. However, different coding in each substream can be used.

A better performance is achieved by a diagonal layered space-time (DLST) [200] architecture, in which a modulated codeword of each encoder is distributed among the $n_{T}$ antennas along the diagonal of the transmission array. The diagonal layering introduces space diversity and thus achieves a better performance than the horizontal one. It is important to note, however, that there is a spectral efficiency loss in DLST, since a portion of its transmission matrix is padded with zeros.

A threaded layered space-time (TLST) [200] structure is obtained form the HLST by introducing a spatial interleaver, $S I$, prior to the time interleavers, as shown in Figure 5.2(d). The spatial interleaver of the TLST can be represented by a cyclic-shift interleaver.

LSTs using OFDM have been studied for example in [34, 266-270]. However, in all the previous studies, the methods used to decouple and detect the LST signals at the receiver are mainly based on Zero Forcing (ZF), MMSE or iterative cancellation techniques. Since we have seen in Section 2.4.3 that a promising method of achieving a better BER performance is by using the MBER algorithm, there is a potential of applying the same scheme for the LST receivers. Moreover, LDPC codes or coded modulation [67] can be studied for employment in the HLST architectures.

### 5.2.2.2 Adaptive beamforming OFDM

As seen in Chapter 2, multiple antennas at the receiver can be used to distinguish the different users. This is done by assuming that the separation of the antennas is far enough that they do not interfere with each other's signals and there is a unique channel impulse response at each receiver antennas for each user. This particular system is also sometime known as the 'dumb antenna' because the antenna arrays are basically fix at one position only.

Another method to differentiate different users is by exploiting the fact that users are physically separated by providing the receiver with an antenna whose radiation pattern is not omni-directional. Likewise, directive antennas can concentrate transmitted power in the direction of the intended receiver [199]. This system is known commonly as beamforming or


Figure 5.3: Example of a beamforming antenna array where the locations of the desired source and the interfering sources with respect to the three-element linear array with $\lambda / 2$ element spacing with $\lambda$ being the wavelength.
sometimes even called 'smart antennas'. At a given location in space, the received signals depend not only on time but also on the angle of arrival.

The simplest single-element antenna has an omni-directional radiation pattern. Linear arrays of equispread omnidirectional antennas are the most common approach to beamforming. The number of antennas in the array determines the achievable angle discrimination, in much the same way that the spreading codes length to a CDMA system. Once the number of elements in the array and their distances are fixed, the resulting antenna pattern depends on how the output of the elements are combined.

By combining beamforming and OFDM, a further enhancement can be achieved especially in the multipath fading environment. Beamforming OFDM has been investigated for example in [271-273]. Furthermore, the beamforming processing, which combines the signals received by the different elements of an antenna array to form a single output is classically done by minimising the mean square error between the desired and actual array outputs. However, in [211] that by using MBER algorithm, the BER can be minimised further. Therefore, a further research using the MBER in beamforming OFDM might result in a great enhancement as well.

## List of Symbols

## General notation

- Capital letters in boldface represent matrices, for instance X.
- Column vectors are presented in lowercase letters, for instance $\mathbf{x}$.
- The superscript (*) is used to indicate complex conjugation. Therefore, $a^{*}$ represents the complex conjugate of the variable $a$.
- The subscript $R$ and $I$ indicate the real component and the imaginary component of a complex-valued variable, vector or matrix, respectively. For instance, $\mathbf{x}_{R}$ represents the vector of the real components of the complex-valued vector $\mathbf{x}$.
- The subscript $l$ of a variable, vector or matrix implies that the variable, vector or matrix belongs to the $l$-th user.
- The superscript $(T)$ of a matrix or a vector implies the transpose of the matrix or the vector. Therefore, $\mathbf{X}^{T}$ represents the transpose of the matrix $\mathbf{X}$, while $\mathbf{x}^{T}$ denotes the transpose of the vector x .
- The notation $\mathbf{X}^{H}$ is used to represent the complex conjugate and transposed matrix of $\mathbf{X}$, i.e. $\mathbf{X}^{H}=\mathbf{X}^{* T}$, which is also referred to as the Hermitian matrix of $\mathbf{X}$. Likewise, the notation $\mathbf{x}^{H}$ denotes the complex conjugate and transposed vector of $\mathbf{x}$.
- The notation $\mathbf{X}^{-1}$ corresponds to the inverse of the matrix $\mathbf{X}$.
- The notation $\operatorname{diag}(\mathbf{X})$ is used for representing a diagonal matrix, where only the diagonal elements of the matrix $\mathbf{X}$ contain non-zero values.
- The notation $\overline{\mathbf{X}}$ denotes a matrix that is constituted by a set of column vectors $\overline{\mathbf{x}}$ of unity magnitude, hence the sum of the squared values of the elements in the column vectors $\overline{\mathrm{x}}$ is equal to unity.
- The matrix I and $\mathbf{0}$ represent the identity matrix and the null matrix, respectively.
- The notation $\hat{x}$ represents the estimate of the quantity $x$. This is also applied in the context of matrices and vectors.
- By default, the letters $l$ and $p$ are used for indexing the users and the receiver antennas at the base-station, respectively, unless stated otherwise.


## Special symbols

$A_{l}: \quad$ The amplitude of the transmitted signal of user $l$.
$A_{l}^{2}: \quad$ The transmit power of the signal of user $l$.
A:
The ( $L \times L$ )-dimensional diagonal matrix of the users' transmit signal amplitude, where $L$ is the number of simultaneous users.
$B_{D}: \quad$ Doppler spread of the channel: $B_{D}=2 f_{D}$.
$c$ :
compl $\{\cdot\}$ : The complexity calculation of a function.
C:
LDPC parity-check matrix.
$\mathrm{d}[n]: \quad$ The search direction vector associated with the steepest-descent algorithm at the $n$-th iteration.
$f_{c}:$
OFDM carrier frequency.
$f_{d}: \quad$ Any frequency of the Doppler spectrum.
$f_{D}: \quad$ Maximum Doppler frequency.
$f_{i}: \quad$ The fitness of an individual in the GA search algorithm.
$f_{s}: \quad$ OFDM sampling frequency: $f_{s}=1 / T_{s}$.
$F_{D}: \quad$ OFDM symbol duration normalised Doppler frequency: $F_{D}=f_{D} T_{f}$.
$g_{n}(t): \quad$ The complex-valued Rayleigh fading process for propagation path $n$.
G: The number of generations in the GA search algorithm.
$\mathbf{G}_{2}$ : Alamouti's twin-transmitter based space-time block code as depicted by Figure 1.26 on page 38.
$h(t, \tau): \quad$ Time-variant channel impulse response (CIR) at time instant $t$ and multipath delay $\tau$, as given by Equation 1.8.
$H(t, f): \quad$ Time-variant channel transfer function: $H(t, f)=\underset{\tau \rightarrow f}{\mathcal{F} \mathcal{T}}\{h(t, \tau)\}$.

H: The $(P \times L)$-dimensional system matrix of the SDMA system.
$k: \quad$ OFDM subcarrier index.
$K: \quad$ Number of OFDM subcarriers.
$K_{c}: \quad$ Constraint length of the turbo convolutional channel code.
$K_{g}: \quad$ Number of OFDM guard interval samples.
L: $\quad$ The total number of simultaneous SDMA users that shares the same transmission bandwidth.
$L(b \mid \mathbf{y}): \quad$ The Log-Likelihood Ratio (LLR) of the users' transmitted bit $b$, given the noisy received signal $y$ at the receiver.
$M_{m}: \quad$ The modulation mode employed in the adaptive modulation, where $m$ is the number of data bits associated with the data symbol of each mode.
$\operatorname{MSE}(x)$ : The Mean-Square Error (MSE) function of the symbol x, as used for example in Equation 2.17 on page 64.
$n$ :
OFDM symbol index.
$n(t): \quad$ The continuous-time additive white Gaussian noise.
$\mathbf{n}[n]: \quad$ The vector of noise samples that are corrupting the received signal at the $n$-th symbol instance.
$N_{b}: \quad \quad \quad$ Number of equiprobable combinations of the binary vectors of the $L$ users.
$N_{t}: \quad \quad$ The number of training samples used for the adaptive algorithm.
$p_{m}: \quad$ Probability of mutation in the GA.
$p_{y}\left(y_{s} ; \mathbf{w}\right): \quad$ The probability density function (PDF) of the signed decison function.
$P: \quad \quad$ Number of receiver antennas at the base-station of the SDMA system.
$P_{E}(\mathbf{w}): \quad$ The probability of error as a function of the multiuser detector's weights.
$P_{E}(n ; \mathbf{w}): \quad$ The probability of error as a function of the multiuser detector's weights, evaluated at the $n$-th iteration.

| $P_{E, I}(\mathbf{w}):$ | The probability of error associated with the imaginary component of the transmitted symbol. |
| :---: | :---: |
| $P_{E, I}(n ; \mathbf{w})$ : | The probability of error associated with the imaginary component of the transmitted symbol, evaluated at the $n$-th iteration. |
| $P_{E, R}(\mathbf{w}):$ | The probability of error associated with the real component of the transmitted symbol. |
| $P_{E, R}(n ; \mathbf{w})$ : | The probability of error associated with the real component of the transmitted symbol, evaluated at the $n$-th iteration. |
| $\operatorname{Pr}\{b \mid \mathbf{y}\}:$ | The a posteriori probability of a binary information bit $b$, given the received coded bit sequence of $\mathbf{y}$. |
| $Q(\cdot):$ | The Gaussian $Q$-function as defined in Equation 1.7 on page 11. |
| $r(t):$ | Noisy time-domain received multiuser signal at the output of the channel. |
| $R:$ | Coding rate of the channel encoder. |
| R : | Auto-correlation matrix. |
| R: | The notation used for representing the real part of a variable, vector or matrix. |
| $s_{k}[i]:$ | The $i$-th transmitted symbol of user $k$. |
| $\mathbf{s}[n]$ : | The vector of the users' symbols, transmitted during the $n$-th symbol instance. |
| $\operatorname{sgn}(x)$ : | The sign or the signum function denotes the sign of the independent variable $x$ and is defined as 1 for $x>0,-1$ for $x<0$ and 0 if $x$ is 0 [48]. |
| $T_{s}:$ | OFDM sampling period duration: $T_{s}=1 / f_{s}$. |
| $T_{f}$ : | OFDM symbol duration: $T_{f}=\left(K+K_{g}\right) T_{s}$. |
| $u(t)$ : | Information bit. |
| v: | Vehicular speed. |

W: $\quad$ The complex-valued multiuser detector's weight matrix.
x :
Received signals at the SDMA base-station receiver antennas.
Y: The number of individuals in a population, also known as the population size, in the GA-aided search method.
$z_{l}$ :
The signed decision variable, as defined by Equation 2.29.
$\alpha_{n}(t): \quad$ Time-variant attenuation factor of the $n$-th CIR component.
$\alpha_{t}(s): \quad$ Forward recursion in TC, as given by Equation 1.15
$\beta: \quad$ The termination scalar in the conjugate-gradient search method.
$\beta_{t-1}(\grave{s}): \quad \quad$ Backward recursion in TC, as given by Equation 1.16.
$\gamma_{t}(\grave{s}, s): \quad \quad$ Branch transition metric, as given by Equation 1.17.
$\delta(t): \quad$ Dirac impulse function.
$\Delta f: \quad$ Subcarrier spacing of the OFDM symbol: $\Delta f=\frac{1}{K T_{s}}$.
$(\Delta f)_{c}: \quad$ Coherence bandwidth of the channel: $(\Delta f)_{c} \approx \frac{1}{T_{m}}$.
$\Delta p: \quad$ Spectral distance between consecutive pilot subcarriers.
$(\Delta t)_{c}: \quad$ Coherence time of the channel: $(\Delta t)_{c} \approx \frac{1}{B_{D}}$.
$\nabla P_{E}(\mathbf{w}): \quad$ The gradient vector of the probability of bit error as a function of the detector's weights.
$\eta_{t}(\grave{s}, s): \quad$ The legitimate transmitted coded bits corresponding to the information bit, when a state transition from the previous trellis state $\grave{s}$ to the present state $s$ occurred, as seen in Equation 1.18 on page 49.
$\lambda:$
The eigenvalue of the auto-correlation matrix $\mathbf{R}$.
$\mu: \quad$ The step size used in gradient-based adaptive algorithms.
$\Pi_{t, u_{t}}: \quad$ A priori information regarding the information bit $u_{t}$.
$\rho$
Reciprocal of the signal to noise ratio: $\rho=\sigma_{n}^{2} / \sigma_{s}^{2}$.

| $\rho_{n}:$ | The width of the kernel function employed for the adaptive algorithm. |
| :--- | :--- |
| $\sigma_{l}^{2}:$ | The variance of data signal of the $l$-th user. |
| $\sigma_{n}:$ | The standard deviation of the noise samples. |
| $\sigma_{n}^{2}:$ | The variance of the noise samples. |
| $\sigma_{s}^{2}:$ | The variance of the transmitted symbol. |
| $\tau:$ | Time delay component. |
| $\tau_{n}(t):$ | The ratio of the current gradient of the probability of bit error over the |
| $\phi[n]:$ | the context of the simplified conjugate gradient algorithm. |
|  | Doppler angular velocity: $\omega_{D}=2 \pi f_{D}$. |
| $\omega_{D}:$ | Largest integer that is not greater than the argument in brackets. |
| $\lfloor!$ | Smallest integer that is not less than the argument in brackets. |
| $\rceil:$ | Euclidean norm of a vector. |

## Glossary

\(\left.$$
\begin{array}{ll}\text { ADSL } & \begin{array}{l}\text { Asymmetric Digital Subscriber Line which enables users to transmit } \\
\text { both speech and data via the same telephone connection at the same } \\
\text { time. ADSL is well suited for Internet access, since the transmission } \\
\text { speed from the telephone exchange to the user is significantly higher } \\
\text { than from the user to the network }\end{array}
$$ <br>
Adaptive Orthogonal Frequency Division Mulplexing constitutes an <br>
OFDM scheme employing adaptive modulation in the frequency <br>
domain as well as in the time domain, resulting in so-called two- <br>

dimensional adaptive modulation or frequency-time processing\end{array}\right\}\)| Additive White Gaussian Noise |
| :--- |
| AWGN |
| BER | | Block Adaptive Conjugate Gradient algorithm used in MBER MUDs |
| :--- |


| CDMA | Code Division Multiple Access, a multiple access technique where each user is provided with an individual user-specific spreading code |
| :---: | :---: |
| CG | The Conjugate Gradient algorithm is the gradient-driven iterative optimisation technique invoked for example for finding the optimum MBER MUD weights |
| CIR | Channel Impulse Response |
| DAB | Digital Audio Broadcasting |
| DFT | Discrete Fourier Transform, a discrete time version of the Fourier transform, which converts a time-domain signal into the corresponding frequency-domain signal |
| FDCHTF | Frequency Domain Channel Transfer Function |
| FFT | Fast Fourier Transform, a computationally efficient version of the DFT, see also DFT |
| FIR | Finite Impulse Response |
| GA | Genetic Algorithm |
| GABA | GA-aided Block Adaptive algorithm invoked for finding the optimum MBER MUD weights, see also GA |
| HDSL | High-bit-rate Digital Subscriber Line |
| HDTV | High-definition Digital TV |
| HIPERLAN | High Performance Local Area Network, a high-speed local area network for data transmission. |
| HLST | Horizontal Layered Space-Time |
| IEEE | Institute of Electrical and Electronics Engineers |
| IFFT | Inverse Fast Fourier Transform, the inverse of the FFT |
| ISI | Inter Symbol Interference |


| KDE | Kernel Density Estimation |
| :---: | :---: |
| LBER | Least Bit Error Rate |
| LDPC | Low Density Parity-Check error correction codes |
| LST | Layered Space-Time |
| MBER | Minimum Bit Error Rate |
| MC-CDMA | A version of Multi-Carrier CDMA, which spreads an information symbol over several subcarriers and uses the OFDM structure to transmit the signal, also known as OFDM-CDMA |
| MIMO | Multiple Input Multiple Output |
| ML | Maximum Likelihood |
| MMAC | Multimedia Mobile Access Communication |
| MMSE | Minimum Mean Square Error |
| MSE | Mean Square Error |
| MUD | Multiuser Detector |
| OFDM | Orthogonal Frequency Division Multiplex |
| PDF | Probability Density Function |
| PSAM | Pilot Symbol Assisted Modulation, a technique where known symbols (pilots) are transmitted regularly and the effect of channel fading on all symbols can then be estimated by interpolating between the pilots |
| PSK | Phase Shift Keying |
| QAM | Quadrature Amplitude Modulation |
| QPSK | Quadrature Phase Shift Keying |
| RF | Radio Frequency |


| SDG | Steepest Descent Gradient |
| :--- | :--- |
| SDMA | Space Division Multiple Access |
| SINR | Signal to Interference plus Noise ratio, same as signal to noise ratio <br> (SNR), when there is no interference |
| SIR | Signal to Interference Ratio <br> SNR |
| Signal to Noise Ratio, the ratio of the signal energy to the noise  <br> STBC Space-time Block Code |  |
| SWATM | Turbo Codes |
| TC | Vime Division Duplex |
| TDD | Vertical Bell Laboratory Layered Space-Time, see also VLST |
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[^0]:    ${ }^{1}$ The MBER MUD explained in this treatise was originally developed by S. Chen for the BPSK signalling, and then further enhanced for the CDMA multiuser case by A. K. Samingan

[^1]:    ${ }^{2}$ Holland [231] introduced the notion of a so-called schema (plural, schemata), in order to explain how GAs search for regions of high fitness. A schema $H$ is a similarity template, defined over the alphabet $0,1,{ }^{*}$, where 0 and 1 are referred to as defined bits, while * denotes a don't care symbol.

[^2]:    ${ }^{1} \mathrm{KDE}$ was developed by Parzen [260] in 1962. The kernel density estimator can be considered as the superposition of specific kernel functions positioned at the observed data, where the shape of the kernels is determined by the choice of the kernel function and the associated kernel widths are determined by the KDE's window width. On the other hand, window width is the width of the kernel function positioned at

[^3]:    each training data samples.

