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Multi-Carrier Direct Sequence Code Division Multiple Access (MC DS-CDMA) constitutes an attrac-
tive scheme based on a combination of Direct Sequence Code Division Multiple Access (DS-CDMA)
and Orthogonal Frequency Division Multiplexing (OFDM). Hence, MC DS-CDMA benefits from
the advantages of both DS-CDMA and OFDM, resulting in a high spectral efficiency and substantial
frequency diversity gain provided by the frequency selective fading channels. On the other hand,
smart antennas are capable of increasing both the performance and the user-load of wireless systems,
because they radiate and receive energy in the intended directions, hence reducing the interference
between wireless users and improving the system’s user-load. In this thesis the benefits of smart an-
tennas are investigated in the context of a generalized MC DS-CDMA system, which includes the
subclasses of both multitone DS-CDMA and orthogonal MC DS-CDMA as special cases.

Firstly, in Chapter 2 the philosophy of the generalized multicarrier DS-CDMA system invok-
ing smart antennas was described and characterized, where a (M x L)-dimensional antenna array
was employed by the generalized MC DS-CDMA system considered for the sake of achieving both
SNR gain and spatial diversity. Four optimum combining schemes, which are based on the Min-
imum Variance Distortionless Response (MVDR), the Maximum Signal-to-Interference-plus-Noise
Ratio (MSINR), the Minimum Mean-Square Error (MMSE) and the Minimum Power Distortionless
Response (MPDR) principles, were introduced. In the context of optimum combining, the signals
received by the antennas are appropriately weighted and combined in order to combat the effect of
the multipath fading on the desired signal and for the sake of mitigating the effects of the interfering
signals. The family of optimum combiners designed for DS-CDMA and MC-CDMA systems was
reviewed first. Then the derivation of the optimum array weight vector employed by the proposed
MC DS-CDMA system was provided. The novelty of this part is that we exploit optimum combining
techniques in the context of generalized MC DS-CDMA systems employing smart antennas for the
sake of achieving frequency, time and spatial diversity. From the simulation results and the accom-
panying analysis we found that in the proposed MC DS-CDMA system supporting four users 4 dB
SNR gain was achieved at a BER of 10~ by joint subcarrier processing based optimum combiners.

Secondly, four downlink space-time transmitter processing schemes based on the principles of
beamforming, Beam Selection Transmit Diversity (BSTD), Space-Time Transmit Diversity (STTD)
and Steered Space-Time Spreading (SSTS) were invoked for the downlink of generalized MC DS-
CDMA systems in Chapter 3, in order to enhance the achievable performance. Specific discussions
concerning the downlink beamforming-aided generalized Multicarrier DS-CDMA system were first
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provided. Then a BSTD scheme constituted by an amalgam of beamforming and Selection Transmit
Diversity (STD) was discussed and analyzed, followed by the characterization of the STTD scheme.
Finally, SSTS, based on both STTD and beamforming, was adopted for employment in the gener-
alized MC DS-CDMA system. The novel contribution of the second part of this thesis is that the
four downlink space-time transmitter processing schemes are investigated comparatively in the con-
text of the smart antennas aided MC DS-CDMA system. Furthermore, an interference coefficient
based user-grouping technique is proposed for reducing the effects of multiuser interference caused
by the employment of both Time and Frequency (TF)-domain spreading. The system employing
the interference coefficient based user grouping technique is shown to substantially outperform the
system refraining from user grouping. Our simulation results also show that in the proposed MC
DS-CDMA system supporting a single user and employing an antenna array having four antenna el-
ements, the STTD scheme achieves the poorest performance, followed by the beamforming shceme,
which achieves a 1.7 dB SNR gain compared to the STTD scheme at a BER of 1073, The SSTS
scheme outperforms both the STTD and beamforming schemes and achieves a 1.9 dB SNR gain
compared to the STTD scheme. The BSTD scheme achieves the best BER performance and attains a
3.4 dB SNR gain compared to the STTD scheme.

Thirdly, a range of adaptive space-time processing schemes are investigated in the context of a
generalized MC DS-CDMA system supported by a (M x L)-dimensional antenna array in Chapter 4,
where knowledge of the Direction of Arrival (DOA), of the channel amplitudes or of the channel-
induced phase-rotations is required. A brief introduction to the literature of adaptive space-time
processing is provided first, followed by portraying the philosophy of the Least-Mean-Square (LMS)
and Recursive-Least-Square (RLS) algorithms. Then the LMS-based Adaptive Space-Time Detec-
tor (ASTD) and the RLS-based ASTD are developed for the adaptive uplink of the generalized MC
DS-CDMA system. Furthermore, the Parallel Interference Canceller (PIC) technique is employed
for improving the convergence rate of the ASTDs. The simulation results demonstrate that the RLS-
based ASTD has a higher convergence rate than that of the LMS-based ASTD, which is achieved at
the expense of a higher computational complexity. With the advent of the proposed PIC technique
we are able to increase the achievable convergence rate of the ASTD, while maintaining the required
BER performance. We may also conclude that when the spatial signals arriving at the different ele-
ments of the antenna array become less correlated, the spatial diversity gain becomes higher, hence
the achievable BER performance improves. At a BER of 107°, the ASTDs employing a (4 x 1)-
dimensional antenna array (M = 4,L = 1) achieve a 5.0 dB SNR gain compared to that using a
(2 x 2)-dimensional antenna array (M = 2, L = 2) and a 6.7 dB SNR gain against that of a (1 x 4)-

dimensional antenna array (M = 1, L = 4).

Finally, in Chapter 5 the performance of subspace-based blind and group-blind space-time Multi-
User Detection (MUD) invoked for a generalized MC DS-CDMA system is studied, which does not
require any training sequence and hence achieves an increased spectrum efficiency. After a detailed
discourse on subspace-based both totally blind and group-blind MUDs, we concentrated our investi-

gations on blind and group-blind space-time MUD invoked for a smart antenna aided generalized MC
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DS-CDMA system. Two adaptive subspace tracking algorithms, namely the Projection Approxima-
tion Subspace Tracking deflation (PASTd) algorithm and the Noise-Averaged Hermitian-Jacobi Fast
Subspace Tracking (NAHI-FST) algorithm, are employed for the sake of reducing the computational
complexity imposed. As expected, the group-blind MUD benefitting from the knowledge of more
intracell users’ signature waveforms attained a better BER performance. The NAHJ-FST tracking
algorithm exhibits a faster convergence and a better steady-state performance than that of the PASTd
tracking algorithm. The blind and group-blind space-time MUDs equipped with the subspace based
CIR estimator perform only slightly worse than the scheme exploiting the perfect knowledge of the
CIRs, which implied that the associated performance degradation imposed by the channel estimator
error is negligible. Furthermore, our simulation results suggested that increasing the number of AEs is
capable of providing an increased degree of freedom and hence of substantially improving the attain-
able performance at the expense of a higher system complexity. It was shown that when employing
an antenna array having M = 2 correlated AEs, the group-blind space-time MUD benefitting from
the knowledge of K = 8 intracell users’ spreading codes attained a 5.0 dB SNR gain at a BER of
2 x 1073, compared to the blind space-time MUD.
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General notation

e The superscript * is used to indicate complex conjugation. Therefore, a* represents the complex

conjugate of the variable a.

e The superscript 7 is used to indicate matrix transpose operation. Therefore, a” represents the
transpose of the matrix a.

e The superscript ¥ is used to indicate complex conjugate transpose operation. Therefore, afl

represents the complex conjugate transpose of the matrix a.

e The notation ® denotes the convolutional process. Therefore, a ® b represents the convolution

between variables a and b.

e The notation Z represents the estimate of z.

vii
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Special symbols

U': number of bits involved in the serial-to-parallel (S/P) converter;

V. number of subcarriers, used for the transmission of a bit. Hence, the total number of

subcarriers is UV

T3: the bit duration;

T the symbol duration;

T%: the chip duration;

A = 1/T: the spacing between two adjacent subcarrier frequencies;

fuw: subcarrier frequency corresponding to the vth subcarrier of the set conveying the uth bit;
®k,uv: phase angles corresponding to the K'th user’s subcarrier determined by u and v;
K total number of users supported by the MC DS-CDMA system;

ck(t): DS spreading waveform of the kth user, 1 << K

N,: T-domain spreading factor (gain) of the signals;

P/V: the transmitted power of each subcarrier;

biy(t): the uth bit of the kth user;

Pr,(t): the rectangular chip waveform;

V = AU: the maximum possible frequency spacing for the V' number of subcarriers, which

convey the same data bit;
W: the total bandwidth available;

T¢1: the chip-duration of a corresponding single-carrier DS-CDMA signal occupying the band-
width of Wy;

Wys = 2/T,: the ‘null-to-null’ bandwidth of the subcarrier signals;

T maximum delay spread of a wireless communication channel;

Ly: number of resolvable of paths associated with each subcarrier signal;
M number of %-spaced antenna arrays;

L: number of antenna elements in a %-spaced antenna array;
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r%) ;+ the Spatio-Temporal Channel Impulse Response (ST-CIR) between the uwvth subcarrier

uv,m
of the kth user and the Ith %-spaced array of the mth antenna;

Ti: signal delay of kth user;

@i];)’ ;- Phase angle, which is the result of the channel-induced phase rotation, modelled by a

random variable uniformly distributed in [0, 27];

ai}:))yml (t): Rayleigh faded envelope’s amplitude corresponding to the wwth subcarrier signal

and to the /th array of the mth antenna;
d: inter-element spacing of the %—spaced antenna array;
A: wavelength of the transmitted signal at the radio frequency;

z/zgf): average Direction-Of-Arrival (DOA) from the kth transmitter to the mth %-spaced an-

tenna array;

=

ngf) B: angular spread, where B represents the maximum angular spread, while —% < n%) <

is a uniformly distributed random variable;

agﬁ,), m(t): complex array vector in the uuvth subcarrier of the kth user and the mth —’2\——spaced

antenna array,

1Y) (t): ST-CIR vector in the uuvth subcarrier of the kth user and the mth %-spaced antenna

uv,m

array;
s(t): the transmitted signal of user k;

r(t): the received baséband equivalent signal vector at the %—spaced antenna array’s output;
n(t): the Additive White Gaussian Noise (AWGN) vector;

Np: the double-sided power spectral density of a complex valued low-pass-equivalent AWGN

signal;
ri(t): the response of the kth user’s transmitted signal to the spatial-temporal channels;
6{¥): a random variable uniformly distributed in [0, 27];

z,: a V.M L-length vector containing the entire set of VM L number of decision variables in

the context of the uth data bit after multicarrier demodulation and DS despreading;

Zyy: an M L-length vector containing the M L number of variables in the context of the vth

subcarrier;

Zyum: an L-length vector including the mth %-spaced array’s response to the vth subcarrier

signal;



I: a unity matrix;
Ey = PTy: the energy per bit;
n.,: an AWGN vector having zero mean and a variance of KEJ%ZI;

il(f,zi,: the self-interference contributed by the subcarrier indexed by v/, v’ of the reference

signal;

ii(ﬁ,) : the multiuser interference engendered by the subcarrier signal determined by u and v of

the kth interfering user;

i®) . the MUI term imposed by the subcarrier determined by v’ and v’ associated with the kth

u'v'
interfering user;

R: the autocorrelations of the desired signals;

d,,,: a vector related to the DOA of the desired user’s signal and to the received signal’s angular

spread;

R;: the covariance matrix of the composite interference given by the sum of the self-

interference and multiuser interference;

R.,: the covariance matrix of the AWGN noise;

U’,?I the variance of the interference in the context of a single element;

Re{z}: the real part of z;

sgn(z): a sign function;

w: the array weight vector;

«u: a constant;

wumsINg: the array weight vector that maximizes the output SINR;

R, the correlation matrix of the interference-plus-noise;

wWarvDR: the array weight vector derived based on the MVDR criterion;

w s the array weight vector derived based on the Maximum Likelihood (ML) criterion;
r,,: the cross-correlation between the received signal z and the desired signal s;();
R...: the auto-correlation of the received signal;

wrmsE: the array weight vector derived based on the MMSE criterion;
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o?: the power of the desired user;
wsppR: the array weight vector derived based on the MPDR criterion;

a,,: the steering vector of the desired user;

wq()k): a BS transmit weight vector applied to the signal associated with the vth subcarrier of

the kth user;

c).: the kth user’s orthogonal code in discrete form, which will be used for F-domain spreading;
p1x: the interference coefficient between the kth user and the first user;

w®) () the transmit weight vector generated by the beamformer according to the channel
v,m

quality information between the kth mobile user and m(*)th %-spaced array;

hfjv)m(k) (t): the ST-CIRs between the first user and the m(®)th antenna array which is selected

to transmit the kth user’s signal,

1)
auv,m(k)l

ment of the m(¥)th array;

(t): the CIR with respect to the uvth subcarrier of the reference user and the Ith ele-

ck.m(t): the kth user’s orthogonal STS codes corresponding to the mth %-spaced transmitter

antenna array;

sk (t): the transmitted signal vector;

By: matrix mapped from the uth sub-block data bits, according to the requirements of STS;
u(n): the input vector or the received signal vector;

w(n): the weight vector;

d(n): the desired signal d(n);

d(n): the estimate of the desired response d(n);

e(n): the estimation error;

J(wy): the mean-square error based on the weight vector w(n);

63: the variance of the desired signal d(n);

p: the cross-correlation vector between the input vector u(n) and the desired signal d(n);

R the autocorrelation matrix;

w,: the optimum weight vector;
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Jmin: the minimum mean-square error
VJ(wy,): the gradient vector of the mean-square error J(wy,);

w: the step-size parameter chosen to optimize both the convergence rate and the mean-squared

error;
Aw(n): the correction term;

Amax: the largest eigenvalue of the autocorrelation matrix R;;

tr[R]: the trace of the matrix R;

B(n,1): the forgetting factor satisfying 0 < 8(n,7) < 1,

V. J: the kth component of the gradient vector V.J;

€min (¢): the estimation error when J(w) achieves its minimum value;

®(n): the autocorrelation matrix of the received signal in the form of S°7 | A*~*u(i)uff (i);
P(n): the inverse of the autocorrelation matrix ®(n);

k(n): the RLS gain vector, which is the result of the received signal vector u(n) transformed

by the inverse of the received signal’s correlation matrix ®(n);

&(n): the a priori estimation error;

o2; the variance of a data sample u(n);

6: a small value compared to 0.0102;

Ng: the total number of antenna elements in the M antenna arrays;

d(n): the decided data fed back from the data decision unit of the receiver;
Xyv 1. the output signal vector arriving from the chip matched filter;

Wy;(n): the MMSE/PIC ASTD’s weight vector indexed by the jth PIC iteration during the nth
bit interval of the kth user;

y;(n): the output signal of the LMS-based MMSE/PIC ASTD;

ij—1(n): the estimate of the MAI during the (j — 1)th iteration of the nth received bit;
B the interference coefficient quantifying the interference imposed by the kth user;
x: the number of strong interfering users;

wr(n): the final weight vector during the nth bit interval,
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&;(n): the a priori estimation error computed in the jth PIC iteration;
Ay the received signal’s amplitude;

Iy: the V x N-dimensional identity matrix;

ci: the normalized signature waveform of the kth user;

Us: the signal space;

A;: adiagonal matrix containing the largest K eigenvalues of the autocorrelation matrix R;
U.,,: the noise space;

A: a diagonal matrix constituted by the eigenvalues of the autocorrelation matrix R;
U: the unitary matrix that is used to diagonalize the autocorrelation matrix R;

X the received signal matrix;

wy: the MUD’s weight vector optimized for detecting user k;

R: the correlation matrix of the signature waveforms;

[R~1];;: the (4, )th element of the matrix R~1;

d;: the decorrelating detector’s weight vector;

m;: the linear MMSE detector’s weight vector;

hi(t): The CIR corresponding to the kth user;

Mp: the number of data bits in the transmitted data frame;

Ly: the total number of paths in the channel experienced by the kth user;

Tk;: the delay of the /th path of the kth user;

m: the smoothing factor employed in subspace-based blind MUDs;

1;: a vector having all-zero elements, except for the Ith element, which is one;

K the number of intracell users communicating within the cell of the reference user;
Hj.: the FDCTF corresponding to the kth user;

F': the DFT matrix;

Fy:an (V x L)-dimensional matrix, which is given by the first L columns of the DFT matrix
F;
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«y: the forgetting factor used in NAHJ-FST algorithm;

©: a Givens rotation;

T,r: the OFDM-chip-duration;

C'y, = diag{c/t}: the F-domain spreading code matrix;

T: the acyclic left shift operator processing vectors of length 2/V;
T r: the acyclic right shift operator processing vectors of length 2/V;
P: the composite signature waveform matrix;

him(t): the Spatio-Temporal CIR between the kth user and the mth antenna element.
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Chapter

Introduction

During the last two decades, numerous wireless communication systems have been proposed [5-11]
and analyzed in order to efficiently utilize the available spectrum, since the radio spectrum is a scarce
resource. On the other hand, the growth in subscriber numbers as well as the demand for high-
rate multimedia services constitute other important factors to be taken into account in the design of
wireless communication systems. Predominantly using Time-Division Multiple-Access (TDMA), the
Second Generation (2G) mobile telephone systems employ a fixed number of time slots, one per active
user, which imposes a hard upper limit on the total number of users supported. As a successful ex-
ample of TDMA systems, the Global System for Mobile Communication (GSM) supports eight Time
Slots (TS) within each 200 kHz channel. However, even if all the eight TSs could be allocated to a sin-
gle user, as in the Generic Packet Radio System known as GPRS, the system is not particularly suitable
for high data rate multimedia applications. In order to support a variety of multimedia applications,
both variable bit rate and packet transmission capabilities are essential. There is also a need for suffi-
cient flexibility to ensure that different services may be jointly supported within the same propagation
environment. The main design aim of the third generation (3G) systems was to provide global support
for a variety of multimedia services at a quality similar to that experienced over fixed networks, while
ensuring a high spectral efficiency. Code-Division Multiple-Access (CDMA) [6-9] constitutes an
attractive solution for the construction of mobile communication systems exhibiting a high capacity,
while supporting a variety of multimedia applications. MultiCarrier (MC) CDMA [7-9, 12-36] com-
bines the benefits of both Direct-Sequence (DS) CDMA techniques as well as Orthogonal Frequency
Division Multiplex (OFDM) [9, 18, 37, 38] techniques and it may be expected to outperform both
the original CDMA and OFDM techniques. There are three main categories of multicarrier CDMA,
such as MultiCarrier Code Division Multiple Access (MC CDMA), MC DS-CDMA, and MultiTone
CDMA (MT CDMA) [39]. In this thesis, a generalized MC DS-CDMA system [40-42] is studied,
which includes the subclasses of multitone DS-CDMA [43] and orthogonal MC DS-CDMA [12] as
special cases. Apart from novel multi-access methods, smart antenna techniques, including beam-
forming [6,44-46], Beam Selection Transmit Diversity (BSTD) [47], Space-Time Transmit Diversity
(STTD) [48] and Steered Space-Time Spreading (SSTS) [49] are employed for improving both the

1
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achievable system coverage and user-load in Chapter 3, respectively. In Chapter 4, training sequence
based adaptive space-time detection schemes are proposed for employment in the uplink of a general-
ized MC DS-CDMA system invoking both receiver diversity and receiver beamforming for improving
the achievable performance of the system, where no knowledge of the Direction of Arrival (DOA), of
the channel amplitudes or of the channel-induced phase-rotations is available. In contrast to the train-
ing sequence based adaptive space-time detection schemes of Chapter 4, the subspace-based blind and
group-blind space-time multiuser detectors invoked for a smart antenna aided generalized MC DS-
CDMA system in Chapter 5 does not require any training sequence and hence achieves an increased
spectrum efficiency. The benefits of employing a generalized MC DS-CDMA system invoking smart
antennas are explored in a multiuser mobile communications context. The emphasis is on the signal
processing algorithms that are implemented at the base station.

1.1 Mobile Radio Propagation

Before commencing our study of a generalized MC DS-CDMA system supported by smart antennas,
we provide a brief introduction to mobile radio channels. Unlike the wired channels that are station-
ary and predictable, mobile radio channels [10, 50-59] are described by random processes. The radio
channel between the mobile subscriber (MS) and the base station (BS) is affected by various propaga-
tion phenomena. The first is the gradual reduction of the average received signal power as a function
of the distance from the BS, which is attributable to path loss. Generally, the longer the distance
between the MS and BS, the lower the mean signal strength at the receiver. The second phenomenon
is fast fading, which occurs due to the sometimes constructive, sometimes destructive interference
between two or more echoes of the transmitted signal, which arrive at the receiver at slightly different
times. Since the phases of these multipath components are random, the sum of their contributions
varies widely. The transmitted signal is diffracted and reflected by the surrounding buildings and
other objects between the MS and BS, which results in multiple versions of the transmitted signal ar-
riving at the receiver with different shifts in arrival time, amplitudes and phases. Fast-fading may be
further classified into several different categories. While the phenomenon of multipath delay spread
leads to time dispersion and frequency selective fading, the Doppler spread leads to frequency dis-
persion and time selective fading. The multipath delay spread and Doppler spread are independent
of one another. The coherence bandwidth, which is related to the reciprocal of the multipath delay
spread, is defined as the bandwidth over which the channel can be considered to have a constant gain
and linear phase response. If the channel’s coherence bandwidth is higher than the bandwidth of the
transmitted signal, a flat fading channel is encountered. Conversely, frequency-selective fading oc-
curs, if the signal’s bandwidth is higher than the channel’s coherence bandwidth. Depending on how
rapidly the transmitted baseband signal fluctuates according to the symbol-duration, a channel may
be categorized either as a fast-fading or slow-fading channel. For a fast fading channel, the coherence
time, which is related to the reciprocal of the channel’s frequency-domain Doppler spread and during

which the channel’s response does not appreciably change, is less than a symbol period. By contrast,
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Year | Author Contribution

82 | Lee [60] In this model the effective scatterers are evenly spaced on a circu-
lar ring surrounding the mobile. The correlation coefficient of the
signals between any two elements of the array is predicted using
a discrete AOA model.

94 | Norklit and Ander- | The Uniform Sectored Distribution (USD) model presented as-

son [61] sumes that scatters are uniformly distributed within a maximum
angular distribution of © gy and a radial range of AR centered
about the mobile.

95 | Zetterberg and Ot- | A statistical channel model provides a general formula for the re-

tersten [62] ceived signal’s correlation matrix, grouping scatters into different
clusters, within which the delay differences are not resolvable.

‘95 | Raleigh and Paulraj | Raleigh’s time-varying vector channel model is presented to pro-

[63] vide both small-scale Rayleigh fading and theoretical spatial cor-
relation properties.

96 | Aszetly [64] A Discrete Uniform Distribution model is proposed for evenly
spaced scatterers within a narrow beamwidth centered about the
line of sight path of the mobile.

96 | Petrus, Reed and | The Geometrically Based Single Bounce Microcell (GBSBM)

Rappaport [65] Model provided is used in a macrocellular environment, assuming
that the scatterers lie within a ring surrounding the mobile.

96 | Liberti and Rappa- | A Geometrically Based Single Bounce Elliptical Model (GBS-

port [66] BEM) is proposed for macrocellular environments, where the
scatterers are assumed to be uniformly distributed within an el-
lipse.

96 | Mogensen [67] Two spatial channel models are introduced, namely The typical
urban (TU) model and the bad urban (BU) model.

96 | Klein and | The extended tap-delay-line model considered is an extension of

Mohr [68] the traditional statistical tap-delay-line model and includes AOA
information.

96 | Litva and Lo [69] A comprehensive discussion on spatial and temporal channel
models is provided.

97 | Lu, Lo and Litva | A spatio-temporal model is presented, which is based on the dis-

[70] tribution of the scatters in elliptical subregions, corresponding to
a range of excess delays.

Table 1.1: Contributions on spatial channel models.

slow fading implies that the coherence time is significantly higher than a symbol period. In this the-
sis, we assume that the signalling rate is significantly higher than the maximum Doppler frequency,

implying that typically slow fading radio channels are considered here.

A comprehensive overview of contributions on spatial channel models is provided in Tables 1.1

and 1.2.
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Year | Author Contribution

98 | Ertel, Rappaport, | A review of a number of spatial propagation models is provided.
Sowerby, Cardieri
and Reed [71]

00 | Zwick, Fischer, Di- | A stochastic model derived for the spatial indoor mobile propa-
dascalou and Wies- | gation channel is developed.

beck [72]
02 | Zwick, Fischer and | A physical wave propagation based stochastic model is designed
Wiesbeck [73] for indoor scenarios, which is extendable to urban environments.

In this model, a large number of parameters is required for char-
acterizing the large number of effects considered.
03 | Reed, Smith, Ro- | The spatial channel model! described characterizes the associ-
drignez and Cal- | ated delay spread, angular spread and log-normal shadow fading,
cev [74] which is used for multiple antenna aided systems.

Table 1.2: Contributions on spatial channel models.

1.2 Generalized Multicarrier DS-CDMA

In this section, we will provide a brief introduction to the philosophy of generalized MC DS-CDMA
systems [40-42], which include the subclasses of multitone DS-CDMA [43] and orthogonal MC DS-
CDMA [12] as special cases. Since the study of generalized MC DS-CDMA techniques requires the
understanding of DS-CDMA, MC CDMA, MT-CDMA, and orthogonal MC DS-CDMA, these four

techniques will be reviewed first,

1.2.1 Overview of DS-CDMA

In single-carrier DS-CDMA systems multiple users simultaneously share the same bandwidth, while
employing unique, user-specific spreading codes [6,7]. The length of the spreading code is termed as
the spreading factor, which is closely related to the achievable spreading gain. The performance of
DS-CDMA systems is limited by the multiple-access interference (MAI) imposed by the overlapping
spectra of the signals transmitted by the different users. By correlating the received signal with an
appropriately delayed version of the spreading code assigned to the desired user, we can suppress the
MAI by a factor proportional to the processing gain, resulting in a noise-like signal at the correlator’s
output. However, the performance of DS-CDMA systems typically degrades as the number of active
users increases. This soft capacity limit is unique to CDMA systems due to the dynamic sharing of
the available bandwidth.

If multipath propagation occurs and the received signal experiences small-scale fading, then the
performance reduction imposed by MAI may be severe. The near-far phenomenon occurs when the
total interference power received by the BS overwhelms the desired signal. The classical way of cop-
ing with this problem is to employ prompt and accurate power control so that all users’ signals are

received with approximately equal power. In open-loop power control schemes [75] a MS decides its
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transmit power according to the received signal power arriving from the BS, based on the assumption
that the transmitter path and the receiver path have similar attenuations. This conveniently simple
principle has however a limited validity in frequency division duplex (FDD) CDMA systems, where
the uplink and downlink signals are transmitted at different frequencies. In closed-loop power control
schemes [76,77], the BS invokes several metrics based on the received signal power, the ratio of the
signal energy per bit to noise density (E}/IN,), and the bit error ratio (BER), and based on these met-
rics it transmits appropriate power adjustment commands to each MS. Naturally, a certain fraction of
the downlink capacity has to be dedicated to these commands in closed-loop power control schemes.
Having an increased processing delay is another drawback of closed-loop power control schemes,
which is undesirable in low-delay interactive voice communications.

Again, in multipath propagation environments different versions of the transmitted signal arrive
at the receiver at different times. This implies that the Channel Impulse Response (CIR) exhibits
scattered multipath components in the time-domain (T-domain) and this phenomenon results in inter-
symbol interference (ISI). In DS-CDMA systems typically RAKE receivers are used to resolve the
nultiple paths that arrive with delay differences greater than one chip interval. Then, the despread
components corresponding to the individual resolvable paths that are fading independently can be
combined for the sake of exploiting the associated multipath diversity. A system having shorter chip
duration or wider bandwidth is capable of resolving smaller delay differences and hence gathers more
of the transmitted energy scattered in the T-domain. i

Compared to TDMA and FDMA systems, DS-CDMA systems have an important benefit, since
they are capable of achieving a near-unity frequency reuse factor [78]. An obvious advantage of the
universal frequency reuse is the associated increase in the system’s capacity per unit bandwidth and
geographic area, which is seven times higher in comparison to 7-cell clusters. Another important
advantage of DS-CDMA systems is the ability to use soft handovers, which implies that the MS
simultaneously communicates with both the old and the new target BS in the interest of rendering the
handover as seamless as possible. This is in contrast to conventional multiple access systems using
hard handovers. This soft handover makes seamless communications possible and also mitigates the
effect of multipath fading during the hand over period using cell site diversity [79], which allows
both the old and the new target BS to combine their signals in the interest of improving the attainable

received signal integrity.

1.2.2 Overview of MC CDMA

Unlike in DS-CDMA, where the spreading sequences are applied in the T-domain, in the context of
MC CDMA we apply them in the F-domain, mapping a different chip of a spreading sequence onto
each individual subcarrier. The transmitter schematic of the kth user is shown in Figure 1.1 for the
MC CDMA system considered, which corresponds to Figure 19.1 of [8]. This scheme was referred
to in Section 19.2.1 of [8] as the F-domain spreading assisted multicarrier CDMA (MC CDMA)
scheme. At the transmitter side, the binary data stream having a bit duration of T} is Serial-to-Paralle]
(S/P) converted to U parallel sub-streams. The bit duration of each sub-stream, which we refer to as
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Figure 1.1: The kth user’s transmitter schematic for the multicarrier CDMA system using F-domain spreading.

the symbol duration, becomes 7s = UT}, as seen in Figure 1.2 associated with U = 2. After S/P
conversion, the data of the uth sub-stream, where we have v = 1,2, ..., U, simultaneously modulates
a group of V subcarrier frequencies {fy1, fug, - .-, fuv} using Binary Phase Shift Keying (BPSK).
Since each of the U data bits is spread to V subcarriers, a total of UV subcarriers are required in the
MC CDMA system considered. It is worth mentioning that if the V' subcarriers conveying replicas of
the same bit are faded independently, Vth-order diversity is achieved at the cost of a V-fold effective
throughput reduction. However, this V'-fold throughput reduction may be eliminated by spreading
bits to the V' subcarriers using orthogonal spreading codes, rather than simply copying them. This
spreading process is demonstrated in Figure 1.2 in conjunction with the F-domain spreading code
[+1 — 1]. All the subcarriers are rendered orthogonal for the duration of the symbol period by setting
the frequency separation of the nearest-neighbour subcarriers equal to a multiple of the symbol rate.
Finally, the UV number of subcarrier signals are superimposed on each other, in order to form the

complex modulated signal, as seen in Figure 1.1.

The MC CDMA detector consists of two main parts. The first part carries out multicarrier demod-
ulation, while in the second part the demodulated components spread over the F-domain are combined
for the sake of achieving diversity. It is essential that each subcarrier experiences flat fading, so that
the orthogonality of the subcarriers is retained. In the downlink, where synchronous transmissions are
automatically maintained, MC CDMA is capable of achieving a better performance than DS-CDMA,
since depending on the propagation environment, the DS-CDMA receiver may not be as effective at

combining the received signal energy scattered in the T-domain, as the MC CDMA receiver, which
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Figure 1.2: T-domain signal waveforms and the corresponding power spectra associated with MC CDMA
using the F-domain spreading code [+1 — 1], (V = 2) and S/P conversion in conjunction with
U = 2 bits.

combines the energy scattered in the F-domain. By contrast, in the uplink, where asynchronous trans-
missions are assumed, the performance of MC CDMA systems will be severely degraded, as the
number of active users increases. However, Multi-User Detection (MUD) may be used in the uplink

for the sake of improving the achievable performance of MC CDMA systems.

1.2.3 Multitone CDMA

In [43], a novel multiple access communications system referred to as multitone DS-CDMA was
proposed for the sake of combating the effects of both multipath and multiple access interference,
while exhibiting a multiple access capability. The block diagram of a multitone DS-CDMA commu-
nications system is portrayed in Figure 1.3 [43], which shows that the input symbol stream having
a rate of 1/T} is first split into V' parallel streams, each having a symbol duration of Ty = VT,
as shown in Figure 1.4 associated with V' = 2. This scheme was also discussed in Figure 19.10 of
Section 19.2.4 in [8]. The vth symbol stream modulates a tone having a frequency of f,, and the
carriers f,, v = 1,2,...,V are orthogonal to each other over the symbol duration, which are given
by fu = fo+v/Ts, v=1,2,...,V. The corresponding power spectra is shown in Figure 1.4. The
spectra associated with the different tones overlap with each other, but nonetheless the modulating
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Figure 1.3: Block diagram of a multitone DS-CDMA communications system.

symbol associated with each tone can be recovered, as long as the frequency-selective fading channel
does not destroy the F-domain orthogonality of the parallel streams portrayed in Figure 1.3. As seen
in Figure 1.3, after mapping the extended-duration parallel symbols to the V number of subcarriers,
DS T-domain spreading is imposed on the multitone signal, where each symbol is T-domain spread by
multiplying it with the spreading sequence c(t) associated with the kth user. The T-domain spread-
ing sequence c(t) has a chip duration of T, = T/N,, where N, is the number of chips. As seen in
Figure 1.4 associated with the spreading gain N, = 4, the resulting spectrum of each subcarrier no

longer satisfies the orthogonality condition.

The conventional MT-CDMA receiver of Figure 1.3 demodulates the different subcarriers and
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Figure 1.4: T-domain signal waveforms and the corresponding power spectra associated with MT-CDMA hav-
ing V' = 2 subcarriers, using the T-domain spreading code [+1 + 1 — 1 — 1], (Ve = 4), and S/P
conversion in conjunction with J = 2 bits.

then uses a bank of RAKE receivers, one per subcarrier, to produce the decision variables. The longer
symbol period which was extended by a factor corresponding to the number of subcarriers implies
that the spreading codes are proportionally longer than in DS-CDMA. However, in MT-CDMA, due
to the wideband nature of the channel, the subchannels tend to be exposed to frequency-selective
fading, which results in the loss of subcarrier orthogonality and hence increases the inter-subcarrier

interference.
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Figure 1.5: The kth user’s transmitter schematic for the generalized multicarrier DS-CDMA system.

1.2.4 Multicarrier DS-CDMA

In [12], an orthogonal MC DS-CDMA system was proposed for efficiently exploiting the transmis-
sion bandwidth and for mitigating the effects of frequency selective multipath interference, while
achieving both frequency and time diversity. In this system, the modulating symbol stream generated
at the rate of 1/7}, was serial to parallel converted to U parallel streams having a symbol duration of
Ts = UTy, as seen in Figure 1.6 associated with U = 2, and then the symbols conveyed by each par-
allel stream were DS spread by the spreading sequence cg(¢) associated with the kth user, as seen in
Figure 1.5. The T-domain signal waveform is shown in Figure 1.6 in conjunction with the T-domain
spreading code [+1 + 1 — 1 — 1]. This scheme was also characterized in Figure 19.7 of Section
19.2.3 in [8]. After DS spreading the chip duration of each branch became T, = T/ N,, where N is
the number of chips. Then, these DS-spread streams modulate V' number of orthogonal subcarriers,
generating overlapping subbands. Here, the spacing between two adjacent subcarrier frequencies is
1/T, = N¢/Ts. The corresponding power spectra is shown in in Figure 1.6 associated with N, = 4.
Finally, the signal branches are superimposed for the sake of producing the baseband MC DS-CDMA
signal.

In the receiver, the received signal is first multicarrier demodulated and then despread by using the
spreading code assigned to the desired user. Finally, the decision variables are obtained by diversity
combining. The achievable performance difference of SC DS-CDMA and MC DS-CDMA depends
on both the propagation environment and on the number of subcarriers. Explicitly, in a flat-fading
environment both systems would perform similarly. However, as the number of resolvable multipath
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Figure 1.6: T-domain signal waveforms and the corresponding power spectra associated with MC-DS-CDMA
having V' = 2 subcarriers, employing the F-domain spreading code of [+1 — 1] as well as the
T-domain spreading code of [+1 4+ 1 — 1 — 1], (N, = 4), and S/P conversion in conjunction with
U = 2 bits.

components increases, SC DS-CDMA benefits more substantially from the associated higher-order
diversity gain [12], because the number of resolvable paths experienced by each subcarrier of MC

DS-CDMA is reduced by a factor corresponding to the number of subcarriers.

In [40-42], a generalized MC DS-CDMA system was presented, in which the spacing between
adjacent subcarriers was programmable. The transmitter schematic of the kth user is shown in Figure
1.5 for the generalized MC DS-CDMA system considered. At the transmitter side, the binary data
stream having a bit duration of 7}, is serial-to-parallel (S/P) converted to U/ parallel sub-streams. The
new bit duration of each sub-stream, which we refer to as the symbol duration becomes Ty = UT},.

After S/P conversion, each substream is spread using a DS spreading sequence waveform c(t). Then,
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Figure 1.7: Stylized spectrum of the generalized multicarrier DS-CDMA signal.

the DS spread-spectrum signal of the uth sub-stream, where we have u = 1,2,...,U, modulates a
group of subcarrier frequencies { fu1, fu2, - . -, fuy } using Binary Phase Shift Keying (BPSK). Since
each of the U data bits is copied to V' subcarriers, a total of UV number of subcarriers are required
in the MC DS-CDMA system considered. Finally, the UV number of subcarrier signals are super-
imposed, in order to form the complex modulated signal. The stylised spectrum arrangement of the
generalized MC DS-CDMA system considered here is shown in Figure 1.7, where we assume that
W, = 2/T¢ is the total bandwidth available, T;; represents the chip-duration of the correspond-
ing single-carrier DS-CDMA signal occupying the bandwidth of W, while Wy, = 2/T, represents
the ‘null-to-null’ bandwidth of the subcarrier signals. The spacing between two adjacent subcarrier
frequencies is assumed to be A, which is assumed to be a variable assuming values in the form of
A = i/Ts, with i = 0,1,2,... being an integer. Let N, = T,/T, be the spreading gain of the
DS-spread subcarrier signals. It was shown in [41,42] that the generalized MC DS-CDMA scheme
incorporates the family of multitone DS-CDMA arrangements [43], if we assume A = 1/T;. Sim-
ilarly, if it is configured to satisfy A = N, /T, the generalized MC DS-CDMA scheme considered
incorporates also the class of orthogonal MC DS-CDMA [12] systems. Furthermore, there is no over-
lap between the main-lobes of the modulated subcarrier signals after DS spreading, provided that the
criterion of A = 2N, /T is obeyed.

1.2.5 System Features Comparison

Table 1.3 summarizes the features of various CDMA systems in the spirit of Table 1 in [80]. Observ-
ing Figures 1.1, 1.3 and 1.5 shows that MC CDMA employs spreading in the F-domain, while the
MT-CDMA and MC DS-CDMA schemes carry out DS spreading in the T-domain. In contrast to the
MT-CDMA scheme of Figure 1.3, where DS T-domain spreading is carried out after the multicarrier
modulation generating the multitone signal, the MC DS-CDMA scheme of Figure 1.5 performs DS
T-domain spreading before the multicarrier modulation stage. Hence, in the family of MT-CDMA
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Multiple-access SC MC CDMA MC MT-CDMA
scheme DS-CDMA DS-CDMA
Symbol duration T UT UT, VT,
at subcarrier
Number of 1 1% Vv 14
subcarriers
Processing Ne Vv Ne Ne
gain
Chip Ty/Ne UTy/Ne VTy/Ne
duration
Subcarrier 1/(UTy) Ne/UT, 1/(VTy)
separation
Required 2N, /Ty UV +1) | UV+1)Ne | (V—-1+2N,)
band-width /(UTy) J(UTy) /(VT)
(main-lobe)

Table 1.3: Comparison of various CDMA systems.

arrangements we have a subcarrier separation of A = 1/T, while in the class of orthogonal MC DS-
CDMA systems we have A = N, /T,. A comprehensive overview of contributions on Multicarrier
CDMA techniques is provided in Tables 1.4 and 1.5.

1.3 Smart Antennas

01 2 ... L-1 o1 2 ... L-1 01 2 ... L-1
VAV VA4 / 1717/7‘%/
4 /l Ve VA4
d
e 92000 0
More than 10 A
el R
Antenna array 0 1 M-1

Figure 1.8: Multiple antenna configuation to be used in the generalized MC DS-CDMA system considered.

In wireless communications smart antennas have been used for improving the achievable per-
formance of wireless systems, since they are capable of radiating and receiving energy in and from
the intended directions, respectively, which potentially reduces the interference amongst wireless
users [6,45,46, 87-112]. However, the various types of spatial processing techniques have differ-
ent advantages and disadvantages in different systems [6, 113, 114]. Spatial transmit diversity [7],
beamforming [6, 8, 115], Space Division Multiple Access (SDMA) [9], Bell Laboratory’s Layered
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Year | Author Contribution
93 | Yee, Linnartz and | A novel digital modulation/multiple access technique referred to
Fettweis [81] as MC CDMA is presented, where each data symbol is spread
to multiple narrowband subcarriers by using F-domain spreading
codes. This scheme is evaluated in an indoor wireless multipath
radio channel.

’93 | Fazel and Papke | The concept of combining OFDM with the classic multiple ac-

[82] cess technique of CDMA is proposed, where the performance of
convolutionally-coded CDMA/OFDM is investigated.

'93 | Chouly, Brajal and | A novel design technique is introduced that applies the orthogonal

Jourdan [83] multicarrier transmission scheme to DS-CDMA systems. More
explicitly, in synchronous mode, each data symbol is spread to
multiple subcarriers by using F-domain spreading code.

93 | Vandendorpe [84] The multitone CDMA scheme proposed spreads the S/P-
converted data streams using spreading codes, which results in
the loss of subcarriers’ orthogonality, while more users may be
accommodated.

94 | Dasilva and Sousa | Multicarrier DS-CDMA is proposed in conjunction with spe-

[20] cific spreading codes and chip pulse shapes, which minimize
the effects of multiple-access interference in the case of quasi-
synchronous operation.

’95 | Vandendorpe [43] The performance of multitone CDMA systems is analyzed in an
indoor wireless channel, demonstrating that the larger symbol
duration associated with multitone transmission is favorable in
terms of multipath interference reduction.

96 | Sourour and Naka- | The proposed multicarrier DS-CDMA system spreads the S/P-

gawa [12] converted data in T-domain and transmits them using orthog-
onal subcarriers, efficiently utilizing the available transmission
bandwidth, while reducing the multipath interference as well as
achieving both frequency and time diversity.

‘97 | Prasad and Hara | An overview of multiple access schemes based on a combination

[80] of CDMA and multicarrier techniques, such as MC CDMA, MC
DS-CDMA and MT-CDMA, is presented.

Table 1.4: Contributions on multicarrier CDMA techniques.
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Year | Author Contribution
02 | Yang and Hanzo | A class of generalized MC DS-CDMA schemes is defined and its
[41] performance is considered when communicating over multipath

Nakagami-m fading channels. This scheme includes the sub-
classes of multitone DS-CDMA and orthogonal MC DS-CDMA
as special cases.

03 | Yang and Hanzo | The investigation of generalized MC DS-CDMA is extended by
[42] considering two additional types of chip waveforms, namely, the
time-domain half-sine and raised-cosine chip waveforms, in ad-
dition to the rectangular chip waveform.

03 | Hanzo, Yang, Kuan | A detailed discussion of multicarrier CDMA schemes is provided,
and Yen [8] including the family of MC CDMA and the class of frequency-
hopping assisted MC CDMA schemes. The performance of dif-
ferent MC CDMA systems is investigated, when communicating
over frequency-selective Rayleigh fading channels.

05 | Nguyen [85] This paper studies the effect of chip waveform shaping on the
performance of band-limited MC DS-CDMA systems. The per-
formance criterion is the average multiple access interference at
the output of a correlation receiver.

05 | Sadler and | Reception of asynchronous MC DS-CDMA in time-varying, mul-
Manikas [86] tipath radio channels with use of a receiving antenna array is in-
vestigated in this paper. A blind implementation of the modified
MMSE receiver is proposed which applies subspace methods to
estimate the composite channel vectors for each user.

Table 1.5: Contributions on multicarrier CDMA techniques.

Space-Time (BLAST) system [116—118] and their hybrids can be used to improve the system’s cover-
age, capacity and link quality. In beamforming schemes, A/2-spaced antenna elements are employed
to form a spatially selective transmitter/receiver beam, resulting in the mitigation of cochannel in-
terference and hence providing SNR gain. In contrast with beamforming schemes, spatial diversity
schemes position the multiple antennas far apart, so that the transmitted signals of the different an-
tennas experience independent fading, hence attaining the maximum achievable diversity gain. In
SDMA schemes, the unique, user-specific “spatial signature” of the individual users is exploited for
the sake of differentiating amongst them, resulting in the improvement of the user-load. Different
from SDMA schemes, BLAST schemes employ multiple antennas for the sake of increasing the
throughput of a wireless system in terms of the number of bits per symbol, instead of supporting
more users. A comprehensive overview of contributions on smart antenna techniques is provided in
Tables 1.6 and 1.7. With the advent of using smart antennas, the BS becomes capable of reducing or
suppressing the interference imposed by co-channel users. Hence achieving both spatial diversity and
beamforming gain provides an improved desired signal level. An array having M antenna elements
generally provides an increased directional antenna gain plus additional diversity gain for the sake of
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Year | Author Contribution

90 | Swales, Beach, Ed- | A multiple-beam adaptive base-station antenna is proposed,
wards and McGee- | which is capable of resolving the angular distribution of the mo-
han [100] bile users, and then using this information to direct beams toward

the desired mobile users.

91 | Anderson,  Mill- | Anapplication of adaptive antenna techniques is presented for the
nert, Viberg and | sake of additionally increasing the channel capacity. An antenna
Wahlberg [101] array is employed at the base station to obtain directional sensi-

tivity.

96 | Foschini [116] The concept of the BLAST architecture is introduced.

97 | Paulraj and Papa- | An overview of space-time signal processing techniques is pro-
dias [95] vided. The space-time signal processing techniques introduced

aim for enhancing the capacity and quality of wireless communi-
cation systems by using antenna arrays.

97 Godara [94, 115] A comprehensive treatment of the use of an antenna arrays to
enhance the efficiency of mobile communications systems is pro-
vided in Part I. Furthermore, a comprehensive treatment of dif-
ferent beam-forming schemes, adaptive algorithms and direction-
of-arrival estimation methods is detailed in Part II.

‘98 | Affes and Mermel- | A Spatio-Temporal Array-Receiver (STAR) using a new

stein [45] space/time structural approach is proposed for asynchronous
CDMA, offering a high potential for increasing the achievable
capacity at a relatively low computational complexity.

‘98 | Wong, Lok, Lehn- | A linear receiver is designed for direct-sequence spread spectrum
ert and Zoltowski | multiple-access communication systems. The receiver consists
[119] of the conventional matched filter followed by a tapped delay line

combined with antenna arrays.

08 | Wolniansky, Fos- | A wireless communication architecture known as the verti-
chini, Golden and | cal BLAST scheme is introduced, which shows that the rich-
Valenzuela [117] scattering wireless channel is capable of supporting high capaci-

ties if the multipath channel is exploited to its full potential.

99 | Li and Sollen- | Adaptive antenna arrays are investigated in the context of OFDM
berger [92] systems subjected to cochannel interference.

99 | Dell’Anna and | The performance of an array of antennas combined with a Rake
Aghvami [46] receiver at the base station of a wideband CDMA system is inves-

tigated in the context of single-user reception.

Table 1.6: Contributions on Smart Antenna techniques.

mitigating the effects of multipath fading. The attainable diversity gain depends on the correlation
of the fading encountered by the different antennas [113]. In this thesis, it is assumed that the BS is
equipped with the hybrid antenna array portrayed in Figure 1.8, while the mobile terminals only have

a single antenna.
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Year | Author Contribution
00 | Onggosanusi, Say- | A canonical space-time characterization of mobile wireless chan-
eed and Veen [120] | nels is introduced in terms of a fixed basis that is independent of
the true channel parameters.
’01 | Herscovici and | An overview of the application of smart antennas designed for
Christodoulou [96] | DS-CDMA systems is presented.
02 | Zekavat, Nassar | A novel combination of smart antenna arrays and MC CDMA
and Shattil [97] systems is introduced.
02 | Trees [44] An overview of various optimum beamforming schemes is pro-
vided.
02 | Blogh and Hanzo | Intelligent antenna arrays and beamforming are introduced and a
[6] range of adaptive beamforming algorithms is detailed.
’02 | Hanzo, Wong and | An overview of Space-Time Coded TDMA, CDMA, MC-CDMA
Yee [7] and OFDM Systems is provided.
03 | Hanzo, Munster, | SDMA schemes designed for OFDM and MC CDMA systems
Choi and Keller [9] | are proposed and investigated.
04 | Fredrick, Wang and | A new method for reducing mutual coupling in a smart antenna
Itoh [121] array using patch antenna elements is proposed.
05 | Ioannides and Bal- | In this paper, the performance of smart antennas with Uniform
anis [122] Circular Arrays (UCAs) is examined. A profound justification
for this selection is the symmetry possessed by uniform circular
arrays.
06 | Uthansakul and | A spatial beamformer is proposed in this paper, which steers a
Bialkowski [123] beam in azimuth over a wide frequency band without frequency
filters or tap-delay networks, by using a rectangular array antenna.

Table 1.7: Contributions on Smart Antenna techniques.

1.3.1 Optimum Beamforming

Optimum beamforming is a spatial filtering technique [6,44], where the spatially selective array pat-
terns are generated as a function of the channel or its parameters. In the uplink of wireless systems
using smart antennas the signals received by the multiple antenna elements at the BS are appropriately
weighted and linearly combined by the optimum beamformer in order to generate the decontaminated
desired signal. The optimum linear combining schemes considered in this thesis are based on the fol-
lowing designs: Minimum Variance Distortionless Response (MVDR) [44, 96, 119], the Maximum
Signal-to-Interference-plus-Noise Ratio (MSINR) [44,119,124,125], the Minimum Mean-Square Er-
ror (MMSE) [44, 96, 119, 125] and the Minimum Power Distortionless Response (MPDR) [44] opti-
mization criteria, respectively. The MVDR [44,119] approach constitutes a well-known beamforming
optimization criterion, which is capable of providing the minimum-variance unbiased estimate of the
transmitted signal. In other words, with the aid of the MVDR based scheme, the desired signal ar-
riving from a specific direction will pass through the optimum combiner without distortion, while
the variance of the interference-plus-noise is minimized. When using optimum combining schemes
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based on the Maximum Signal-to-Interference-plus-Noise Ratio (MSINR) [44, 119, 124, 125] crite-
rion, the array’s weight vector is optimized by maximizing the SINR at the output of the beamformer.
In the MMSE beamformer [44, 119, 125], the mean-square error between the beamformer output and
the desired signal generated either from the training signal, form the decision-directed receiver output
or from a combination of both is minimized. Finally, let us consider the beamformer based on the
MPDR criterion [44], which is closely related to the MVDR beamformer. However, in the context of
the MVDR design, the assumed steering direction is different from the actual direction. Additionally,
we assume that we know the statistics of the total received signal, but do not know the statistics of
the users’ signal and noise components. The performance of the generalized MC DS-CDMA systems
using the above-mentioned optimum linear combining schemes will be investigated and compared,

when operating in various propagation environments,

1.3.2 Transmit Processing

The antenna arrays installed at the base-station may be used both in the DownLink (DL) as well as
in the UpLink (UL) for enhancing the system’s attainable performance. There are two fundamental
approaches to preprocess each user’s signal at the base station’s transmitter [126]. The so-called open
loop methods [48,127,128] do not require any knowledge of the radio channel at the transmitter, while
the family of closed loop methods exploit the characteristics of the channel [47, 129, 130]. The open
loop techniques that rely on no channel information are desirable for the sake of implementational
simplicity, but they are outperformed by the more sophisticated closed loop techniques, as long as the
channel information is correct and up-to-date, rather than outdated. Various Transmit Diversity (TD)
schemes have been proposed in the literature [48,126-132] for the sake of mitigating the performance
degradation inflicted by multipath fading. Space-Time Transmit Diversity (STTD) schemes [48] be-
long to the open-loop family and they are capable of exploiting the extra space diversity provided by
employing additional diversity antennas. Selection Transmit Diversity (STD) [129, 130] is a repre-
sentative of the family of closed loop proposals, since it operates by selecting the specific antenna for
transmission, which has the best instantaneous channel quality and hence this technique is expected to
be superior to STTD in most cases, as long as the transmit-antenna-specific channel quality informa-
tion can be correctly fed back to the transmitter without excessive latency [129], [130]. On the other
hand, beamforming, or spatial filtering {6, 133], constitutes an effective solution to the suppression
of MAI, where the antenna gain is increased in the direction of the desired user, whilst reducing the
gain towards the interfering users. Let us now briefly consider downlink beamforming. There are
techniques, which simply direct the main lobe to the desired user without considering the interference
imposed upon other users [134, 135]. Other techniques form the beam with a high gain towards the
desired user, while creating transmission nulls in the directions of the undesired users [132,136]. Both
techniques are capable of achieving user-load improvements in the downlink by reducing the effects
of MAL Using the antenna arrays shown in Figure 1.8, both TD and beamforming can be implemented
at the Base Station (BS). The Beam Selection Transmit Diversity (BSTD) scheme of [47] constitutes
a combination of STD and beamforming. In [49], a novel technique based on a combination of diver-
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sity and beamforming was presented, which was referred to as steered space-time spreading (SSTS).
The achievable performance improvements are a function of both the antenna spacing and the specific
techniques used for attaining TD and beamforming. In order to maintain a reliable performance in
fast-fading channels, where attaining accurate channel estimation is challenging, Differential Space-
Time Modulation (DSTM) schemes were proposed in [137-139], as extensions of the traditional
Differential Phase Shift Keying (DPSK) scheme. In contrast to the above-mentioned STTD scheme
of [48], the BSTD scheme of [47], the SSTS scheme of [49] and many other arrangements proposed
in [126, 136, 140], DSTM schemes of [137-139] were capable of reliable data detection without any
CSI, which is an attractive feature in fast-fading channels. Furthermore, a Differential Space-Code
Modulation (DSCM) scheme was proposed in [141], which combined the merits of the DSTM ar-
rangement of [137-139] and spread spectrum techniques, for the sake of suppressing the effects of
co-channel interference encountered in DS-CDMA systems. A summary of the acontributions on

transmit processing techniques is provided in Tables 1.8 and 1.9.

1.3.3 Adaptive Detection

Recently, numerous research contributions on space-time signal processing using an adaptive array
have been pursued in the literatures [126, 132, 134, 136, 150-152]. The philosophy of adaptive beam-
forming is different from that of optimum beamformers, since optimum beamforming requires chan-
nel information, such as the DOA, and other interference-related parameters to produce their tap
weights. By contrast, adaptive beamformers recursively update their tap weights according to the
received data. Hence adaptive beamformers are capable of providing an attractive tradeoff between
the achievable performance, the complexity imposed and the need for side information. The adap-
tive beamformer typically operates in two successive modes, the first being the training mode, during
which a training sequence is used, while the second is the decision directed mode, where the adap-
tive receiver is updated using the data decisions. Provided that these decisions are error-free, the
beamformer substantially benefits from the availability of 100 % training information. In [153],
an adaptive Minimum Mean-Square Error (MMSE) beamformer based on the Least-Mean-Square
(LMS) algorithm was employed in a smart antenna aided system. Choi presented an alternative adap-
tive beamforming algorithm having a lower complexity [154]. In [155], Sigdel modified the adaptive
beamforming algorithm proposed by Choi in [154] and used it in a MC CDMA system aided by an-
tenna arrays. In this thesis, we developed an adaptive beamformer based on the LMS and Recursive-
Least-Square (RLS) algorithm. The LMS algorithm is a widely used technique, which was proposed
by Widrow and Hoff in [156]. In [157], Haykin extended the employment of the method of steepest
decent to derive the LMS algorithm and studied its characteristics. An attractive feature of the LMS
algorithm is its simplicity, although it has a low convergence speed. The RLS algorithm [157}, de-
veloped from the method of least squares, is another important tool often used in adaptive filtering.
Given the least-square estimate of the tap-weight vector of the adaptive filtering at iteration n — 1,
the updated estimate of this vector at iteration n may be computed upon the arrival of new received
data. An important feature of the RLS algorithm is that it utilizes not only the information provided
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Year | Author Contribution

’96 | Naguib and Paulraj | An antenna array aided BS receiver structure designed for DS-
[135] CDMA is proposed, which simply direct the main lobe to the

desired user without considering the interference imposed upon
other users.

98 | Proposed TDOC: | STTD schemes belonging to the open-loop family are presented
662/98 to ETSI | and they are capable of exploiting the extra space diversity pro-
SMG2 UMTS | vided by employing additional diversity antennas.

Standards [48]

98 | Ho, Stiiber and | The performance and feasibility of switched-beam smart anten-

Austin [133] nas is investigated. Switched-beam smart antenna aided systems
are shown to either increase the capacity or extend the radio cov-
erage by increasing the carrier-to-interference ratio.

98 | Liang and | A new downlink beamforming technique is proposed that con-
Chin [136] verts the downlink beamforming problem into a virtual uplink

one and takes into account the data rate information of all users,
thus forming a beam with a high gain towards the desired user,
while creating transmission nulls in the directions of the unde-
sired users.

99 | Rajan and | Three open loop schemes contrived for performing transmit di-
Gray [128] versity are examined, including OTD, TSTD and STD. These

schemes do not require any knowledge of the radio channel at
the transmitter.

99 | Thompson, Grant | A number of transmit diversity schemes proposed for the down-
and Mulgrew [130] | link in CDMA networks are discussed, including STTD, OTD,

TSTD, STD, Delay Diversity (DD), Phase Sweeping Transmit
Diversity (PSTD) and Pre-RAKE techniques.

00 | Correia, Hotti- | The detrimental effects of channel estimation errors on the per-
nen and Wich- | formance of STTD combined with WCDMA is evaluated. Com-
man [129] parison is made with the STD scheme in the context of different

fading channel models.

‘01 | Zhou, Chin, Liang | The BSTD scheme, which constitutes a combination of STD and
and Ko [47] beamforming, is proposed.

02 | Choi [134] A semiblind downlink beamforming technique based on the reci-
procity of wireless channels and designed for CDMA systems
equipped with a transmit antenna array is introduced.

02 | Soni, Buehrer and | A novel technique based on a combination of diversity and beam-

Benning [49] forming is presented, which is referred to as SSTS.

04 | Soni and Buehrer | A comprehensive investigation of the performance and practical

[142] implementation issues of open-loop transmit diversity schemes
for the IS-2000 third-generation cellular CDMA standard is pro-
vided.

05 | Cai, Giannakis and | In this paper, channels spatial correlation and the temporal co-
Zoltowski [143] variance of the interference are exploited to design multiantenna

transmitters.

06 | Wang and Wang | Linear Dispersion (LD) codes are designed for uplink multiuser

[144]

channels with multiple antennas at the base station and each mo-
bile unit.

Table 1.8: Contributions on transmit processing techniques.
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Year

Author

Contribution

00

Tarokh and Ja-
farkhani [137]

A differential detection aided transmit diversity method is pre-
sented, where neither the receiver nor the transmitter has access
to any channel state information.

00

Hughes [138]

Unitary group code based Differential Space-Time Modulation
(DSTM) techniques that do not require channel] estimates at the
transmitter or receiver are proposed to exploit the presence of
multiple transmit antennas, for the sake of improving the perfor-
mance attained for transmissions over multipath radio channels.

00

Hochwald and

Sweldens [139]

A framework devised for differential modulation combined with
multiple antennas communicating over fading channels is pre-
sented as a natural extension of standard Differential Phase-Shift
Keying (DPSK), where neither the transmitter nor the receiver has
access to any channel information.

01

Liu, J. Li, H.
[14

. Li
and Larsson [141]

A novel coding and modulation scheme, referred to as Differ-
ential Space-Code Modulation (DSCM), is designed for interfer-
ence suppression. It is shown that DSCM significantly outper-
forms DSTM [137-139] in the typical scenario, where interfer-
ence is present.

01

Liu, Giannakis and
Hughes [145]

A novel diagonal unitary matrix group based double differential
space-time block coding approach is derived for time-selective
fading channels. The proposed transceiver has a low complexity
and is applicable to an arbitrary number of transmit and receive
antennas.

>02

Lampe and

Schober [146]

Bit-interleaved coded Differential Space-Time Modulation
(DSTM) designed for transmission over spatially correlated
Ricean flat fading channels is discussed.

02

H. B. Li and J. Li
[147]

Two differential receivers and a coherent receiver specifically de-
vised for space-time-coded CDMA systems that utilize DSCM
transmission are considered. The proposed differential/coherent
receivers are fading resistant to MUI

02

Schober and

Lampe [148]

Differential Modulation Diversity (DMD) based on diagonal sig-
nals is introduced. DMD is capable of exploiting both space- and
time-diversity and hence DSTM combined with diagonal signal-
ing, which is limited to exploiting space-diversity only can be
considered as a special case.

03

Lampe, Schober
and Fischer [149]

Powerful coding techniques specially designed for Differential
Space-Time Modulation (DSTM) communicating over Rayleigh
flat fading channels and combined with noncoherent detection op-
erating without channel state information at the receiver are inves-
tigated.

Table 1.9: Contributions on Differential Space-Time Modulation (DSTM).
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by the current received data, but also that of all past data. The resultant convergence rate of the
RLS algorithm is therefore higher than that of the LMS algorithm. However, this convergence rate
improvement is achieved at the expense of a higher computational complexity than that of the LMS
algorithm. In order to reduce the overhead introduced by the training sequence, iterative Interference
Cancellation (IC) schemes may be employed for improving the attainable convergence rate of the
LMS/RLS adaptive receiver. In [158], Hamouda presented a combined adaptive MMSE/PIC receiver.
The proposed system made use of the available knowledge of the training sequence for all the users to
jointly cancel the Multiple Access Interference (MAI) and increased the attainable convergence speed
at the expense of a higher complexity. An outline of publications on adaptive detection techniques is

given in Table 1.10.

1.3.4 Blind Detection

In contrast to the training sequence based adaptive MUDs discussed in Section 1.3.3, the Minimum-
Output-Energy (MOE) based blind adaptive MUD [168] does not require any training sequence and
hence achieves an increased spectral efficiency. However, its performance is suboptimum in the high-
SNR region. In [1, 2], Wang and Poor proposed a novel blind MUD for single-carrier DS-CDMA
systems based on the philosophy of signal subspace estimation, which benefits from a lower compu-
tational complexity and a better performance compared to the MOE based blind MUD. Group-blind
MUDs having the prior knowledge of all signature waveforms of the intracell users were then pro-
posed in [169] for the uplink of a single-carrier DS-CDMA system, which exhibited a significant
performance improvement over that of the blind MUDs advocated in [1, 2]. Furthermore, Spaso-
jevic et al. [170] proposed a nonlinear group-blind multiuser detector for DS-CDMA systems. A
Genetic Algorithm (GA) based blind multiuser detector was proposed and investigated by Yen and
Hanzo [171]. Recently, a novel Expectation-Maximization (EM) algorithm based blind multiuser
detector was proposed by Li, Georghiades and Wang [172], which exhibited a low computational
complexity, that was on the order of O(K?2) per bit, where K is the number of users. In [26], an
adaptive algorithm was proposed in the context of MC CDMA for exploiting the correlation between
the noise and the interference for the sake of rejecting the MAI However, this frequency-domain
MMSE multiuser detector performs well only in specific situations, where the number of subcarri-
ers is low and only a few dominant interferers exist [173]. A subspace-based MMSE receiver was
proposed in [173] for a MC DS-CDMA system, which is similar to that advocated in [1, 174], where
the orthogonality between the noise subspace and the desired signal vector was exploited for blindly
extracting both the timing and channel information.

The history of blind multiuser detectors designed for CDMA systems is summarized in Table 1.11.

1.4 Outline of the Report

In this thesis, a generalized MC DS-CDMA system supported by smart antennas is investigated in the
context of both the uplink and downlink. The outline of this thesis is as follows:
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Year | Author Contribution

90 | Godara [153] An adaptive MMSE based receiver is investigated in the context
of smart antenna aided systems, where an improved LMS algo-
rithm is proposed for adaptive beamforming.

93 | Pateros and | An adaptive MMSE receiver has been investigated when consid-

Saulnier [159] ering frequency-selective fading channels.

95 | Miller [160] An adaptive MMSE receiver is considered for detecting DS-
CDMA signals. The focus of the paper is on the multiuser in-
terference rejection capability of the receiver.

96 | Haykin [157] A detailed treatment of linear Finite Impulse Response (FIR)
adaptive filters is provided, including the method of steepest de-
scent, the LMS algorithm, frequency-domain adaptive filters, the
singular value-decomposition (SVD) and the RLS algorithm.

97 | Honig, Shensa, | Adaptive MMSE receivers are investigated, when communicating

Miller and Mil- | over flat fading channels. '
stein [161]
'98 | Barbosa and Miller | The performance of adaptive MMSE receivers has been inves-
[162] tigated, when considering both flat and frequency-selective fad-
ing channels, where adaptive MMSE receivers were implemented
based either on the principles of the LMS or the RLS algorithm.

00 | Miller, Honig and | The performance of the MMSE receiver invoked for detection

Milstein [163] of DS-CDMA is considered in various fading channel models.
Several modifications to the basic MMSE receiver structure are
reviewed and shown to represent different approximations of a
single common form.

00 | Choi [154] A novel adaptive beamforming algorithm imposing a low detec-
tion complexity is proposed.

01 | Hamouda and | A combined adaptive MMSE/PIC receiver designed for DS-

Mclane [158] CDMA systems is presented. The proposed system suppresses
the MAI and increases the attainable convergence speed at the
expense of a higher complexity by employing the classic PIC op-
eration.

02 | Sigdel, Ahmed and | The adaptive beamforming algorithm proposed in [154] is modi-

Fernando [155] fied for employment in MC CDMA systems.

‘05 | Joshi, Dietrich and | In this paper, results of an experimental investigation of adaptive

Stutzman [164] beamforming in the presence of interferers are presented.

05 | Chen and Chi [165] | In this paper, a RAKE receiver design with adaptive antenna ar-
rays is proposed for the WCDMA Frequency-Division Duplexing
(FDD) uplink. The RLS-based adaptive beamforming scheme
is proposed and can be built with the existing one-dimensional
RAKE receiver.

05 | El-Keyi, Kirubara- | A novel approach to implement the robust MVDR beamformer is

jan and Gershman | proposed.

[166]

05 | Chen, Ahmad and | An adaptive beamforming technique is proposed based on di-

Hanzo [167] rectly minimizing the BER. It is demonstrated that this minimum
BER (MBER) approach utilizes the antenna array elements more

intelligently than the standard MMSE approach.

Table 1.10: Contributions on adaptive detection techniques.
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| Year | Author

| Contribution

95 | Honig, Madhow | The so-called Minimum-Output-Energy (MOE) based blind
and Poor [168] adaptive MUD is proposed, which does not require any training
sequence and hence achieves an increased spectral efficiency.

’98 | Wang and Poor [1] | A subspace-based linear blind MUD is proposed for single-carrier
DS-CDMA systems, which benefits from a lower computational
complexity and a better performance compared to the MOE based
blind MUD.

08 | Wang and Poor [2] | Subspace-based blind MUDs are developed for the joint suppres-
sion of MAI and IST in dispersive CDMA channels.

'99 | Wang and Host- | Group-blind MUDs benefitting from the prior knowledge of all

Madsen [169] known signature waveforms are proposed for the uplink of a
single-carrier DS-CDMA system, which exhibit a significant per-
formance improvement over that of the blind MUDs advocated
in [1,2].

‘99 | Lok, Wong and | Blind adaptive signal reception is proposed for MC CDMA sys-

Lehnert [26] tems communicating in Rayleigh fading channels.

00 | Namgoong, Wong | A subspace-based MMSE receiver is proposed for a MC DS-

and Lehnert [173] | CDMA system, where the orthogonality between the noise sub-
space and the desired signal vector was exploited for blindly ex-
tracting both the timing and channel information.

01 | Spasojevic, A nonlinear group-blind multiuser detector is presented for DS-

Wang and Host- | CDMA systems.

Madsen [170]

01 | Yen and | Genetic algorithm assisted blind MUDs are invoked for syn-

Hanzo [171] chronous CDMA.

03 | Reynolds and | Transmitter optimization for blind and group-blind multiuser de-

Wang [175] tectors is investigated.

04 | Li, Georghiades | Sequential Expectation-Maximization (EM) algorithm based

and Wang [172] blind MUDs are proposed, which exhibit a low computational
complexity.

05 | Ding and | A new approach to blind and semi-blind channel estimation is

Ward [176] presented for Space-Time Block Codes (STBCs).

05 | Kang and Cham- | This paper provides a systematic study of the subspace-based

pagne [177] blind channel estimation method. A generalized subspace-based
channel estimator is proposed by minimizing a novel cost func-
tion, which incorporates the set of kernel matrices of the signals
sharing the target channel via a weighted sum of projection errors.

06 | Kotoulas, Kouk- | In this paper, a novel algorithm based on subspace projections

oulas and Kaloupt- | is developed for blindly estimating the discrete orders of a lin-

sidis [178] ear Finite-Impulse-Response (FIR) MIMO system, the number
of subsystems that attain each order as well as the total number
of inputs.

06 | Tugnait and | In this paper, a MultiStep Linear Prediction (MSLP) approach is

Luo [179] presented for blind channel estimation for short-code DS-CDMA
signals in time-varying multipath channels using a receiver an-
tenna array.

Table 1.11: Contributions on blind multuser detection
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<4 Chapter 2: In this chapter, antenna arrays are studied in the context of the uplink at the base
station receiver. We present a generalized MC DS-CDMA system supported by smart antennas
for the sake of improving the attainable performance of the uplink of the system. Four different
beamformers based on the MVDR, MSINR, MMSE and MPDR array element optimization
criteria are studied with the aid of different antenna array models. Furthermore, various antenna

array models are investigated in the proposed generalized MC DS-CDMA system.

4 Chapter 3: Both transmit diversity and transmit beamforming are invoked in the downlink trans-
missions of the base station for the sake of improving the attainable system user-load and link
quality. Four different space-time transmitter processing schemes based on the principles of
transmit beamforming, Beam Selection Transmit Diversity (BSTD), Space-Time Transmit Di-
versity (STTD) and Steered Space-Time Spreading (SSTS) are studied in order to enhance the
achievable downlink performance of generalized MC DS-CDMA systems. Furthermore, the
generalized MC DS-CDMA system employs both Time and Frequency (TF)-domain spread-
ing, where a novel user-grouping technique is employed for reducing the effects of multiuser

interference.

4 Chapter 4: Adaptive space-time detection schemes are proposed for employment in the up-
link of a generalized MC DS-CDMA system invoking both receiver diversity and receiver
beamforming for improving the achievable performance of the system. No knowledge of
the Direction of Arrival (DOA), of the channel amplitudes or of the channel-induced phase-
rotations is available. Two adaptive detection schemes, namely the LMS and the RLS algo-
rithms are invoked. The convergence rate of the LMS/RLS-detection aided adaptive receiver
is improved using the proposed adaptive Minimum Mean Square Error/Parallel Interference
Canceller (MMSE/PIC) space-time processing schemes having a low complexity.

4 Chapter 5: Subspace-based blind and group-blind space-time multiuser detection is investi-
gated in the context of a smart antenna aided generalized MC DS-CDMA system communicat-
ing over a dispersive Space-Time (ST) Rayleigh fading channel, where the channel estimates
are attained by using subspace-based blind techniques. Two low-complexity subspace track-
ing algorithms, namely the Projection Approximation Subspace Tracking deflation (PASTd)
algorithm and the Noise-Averaged Hermitian-Jacobi Fast Subspace Tracking (NAHJ-FST) al-
gorithm are investigated for the sake of reducing the computational complexity. Furthermore,
in the generalized MC DS-CDMA system considered, smart antennas are employed, in order
to provide increased degrees of freedom and hence to improve the attainable performance and

user-load.

4 Chapter 6: Chapter 6 concludes this thesis and presents future research directions.
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1.5 The Novel Contributions

The novel contributions of this thesis are listed below:

e Optimum combining techniques are exploited in the context of the uplink of generalized MC DS-
CDMA systems employing novel, generic smart antennas capable of achieving both beamforming
and diversity gains [180, 181].

e Four downlink space-time transmitter processing schemes are investigated in the context of the
novel generic smart antenna aided MC DS-CDMA system. Furthermore, an interference coefficient
based user-grouping technique is proposed for reducing the effects of multiuser interference caused
by the employment of TF-domain spreading [182-185].

e Adaptive space-time detection schemes amalgamating uplink receiver diversity and receiver beam-
forming are designed for improving the achievable performance of the family of generalized MC
DS-CDMA systems. These novel adaptive space-time detectors require appropriate receiver algo-
rithms and are capable of receiving energy from the intended directions of the desired users, which
potentially reduces the interference amongst wireless users, as well as additionally mitigating the
effects of fading [186, 187].

e The benefits of subspace-based blind and group-Blind space-time MUDs are combined with those
of the smart antenna aided generalized MC DS-CDMA system for the sake of improving the achiev-
able performance of the system by jointly performing multiuser detection in the space-time-frequency

domain, while achieving both frequency and spatial diversity [188, 189].



Chapter

Multicarrier DS-CDMA Systems Using
Smart Antennas - Uplink

2.1 Introduction

In recent years numerous research contributions have appeared on the topic of MC DS-CDMA
scheme, based on a combination of DS-CDMA and OFDM. In [43], a novel multiple access com-
munications system referred to as multitone DS-CDMA was proposed for the sake of combating the
effects of both multipath and multiple access interference, while exhibiting a multiple access capa-
bility. The block diagram of a multitone DS-CDMA communications system portrayed in Figure 2.1
of [43] shows that the input symbol stream having a rate of 1/Ty} is first split into V' parallel streams,
each having a symbol duration of T = T3, - V. The vth symbol stream modulates a tone having a
frequency of fy, and the carriers f,, v = 1,2,...,V are orthogonal to each other over the symbol du-
ration, which are given by f, = fo+v/Ts, v=1,2,...,V. The spectra associated with the different
tones overlap with each other, but the modulating symbol associated with each tone can be recovered
as long as the channel does not destroy the orthogonality of the parallel streams. As seen in Figure
2.1, after multiplexing the V' number of subcarriers, DS spreading is imposed on the multitone signal,
where each symbol is spread by multiplying it with the spreading sequence cy(t) associated with the
kth user. The spreading sequence cy(t) has a chip duration of T, = T} /Ne, where N, is the number
of chips. In [12], an orthogonal MC DS-CDMA system was proposed for efficiently exploiting the
transmission bandwidth and for mitigating the effects of frequency selective multipath interference,
while achieving both frequency and time diversity. In this system, the modulating symbol stream
generated at the rate of 1/7} was serial to parallel converted to U parallel streams having a symbol
duration of Ts = T} - U, and then the symbol conveyed by each parallel stream was DS spread by
the spreading sequence c(t) associated with the kth user. After DS spreading the chip duration of
each branch became T, = T /N,, where N, is the number of chips. Then, these DS-spread streams
modulate V' number of orthogonal subcarriers, generating overlapping subbands. Here, the spacing
between two adjacent subcarrier frequencies is 1/7,, = N, /7. In this chapter, we will discuss a gen-

27
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Figure 2.1: Block diagram of a multitone DS-CDMA communications system.

eralized MC DS-CDMA system [40—42], which includes the subclasses of multitone DS-CDMA [43]
and orthogonal MC DS-CDMA [12] as special cases.

Chapter 2 has following structure. In Section 2.2 the philosophy of the Generalized Multicarrier
DS-CDMA System wil] be described and characterized. In Section 2.3 a range of linear combining
based antenna array weight optimization schemes are invoked for deriving the decision variables,
while their performance will be studied in Section 2.3.6, in the context of a DS-CDMA system, a
MC-CDMA system and a generalized MC DS-CDMA system.
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Figure 2.2: The kth user’s transmitter schematic for the generalized multicarrier DS-CDMA system.

2.2 Generalized Multicarrier DS-CDMA Systems

2.2.1 'Transmitted Signal

In this chapter, a generalized MC DS-CDMA system [40-42] is considered, which includes the sub-
classes of multitone DS-CDMA [43] and orthogonal MC DS-CDMA [12] as special cases. The
transmitter schematic of the kth user is shown in Figure 2.2 for the generalized MC DS-CDMA
system considered. At the transmitter side, the binary data stream having a bit duration of T} is
Serial-to-Parallel (S/P) converted to U parallel sub-streams. The new bit duration of each sub-stream,
which we refer to as the symbol duration becomes Ty = UT,. After S/P conversion, each substream
is spread using a DS spreading sequence waveform cg(¢). Then, the DS spread-spectrum signal of
the uth sub-stream, where we have © = 1,2,...,U, modulates a group of subcarrier frequencies
{fu1; fu2,-- ., fuv} using Binary Phase Shift Keying (BPSK). Since each of the U data bits is con-
veyed with the aid of V' subcarriers, a total of UV number of subcarriers are required in the MC
DS-CDMA system considered. Finally, the UV number of subcarrier signals are added in order to
form the complex modulated signal. Therefore, the transmitted signal of user k& can be expressed as

se(t) =537y /%bku(t)ck (£) oS (2 funt + h o), @1

where P/V represents the transmitted power of each subcarrier, while {bg,,(t)}, cx(t), {fuv} and
{¢k,uv} represent thc data stream, the DS spreading waveform, the subcarrier frequency set and the
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Figure 2.3: Stylized spectrum of the generalized multicarrier DS-CDMA signal.

phase angles introduced in the carrier modulation process. The data stream’s waveform b, (t) =
Yoo oo ki) Pr, (t — iT%) consists of a sequence of mutually independent rectangular pulses of
duration T and of amplitude +1 or -1 with equal probability. The spreading sequence cg(t) =
252 — o Chj Pr.(t— jT¢) denotes the signature sequence waveform of the kth user, where c; assumes
values of +1 or -1 with equal probability, while Pr () is the rectangular chip waveform, which is
defined over the interval [0, 7). ‘

2.2.2 Modulation Parameters

The stylized spectrum arrangement of the generalized MC DS-CDMA systems considered here is
shown in Figure 2.3, where we assume that Wy = 2/T; is the total bandwidth available, T, repre-
sents the chip-duration of a corresponding single-carrier DS-CDMA signal occupying the bandwidth
of W, while Wy, = 2/T, represents the ‘null-to-null’ bandwidth of the subcarrier signals. The
spacing between two adjacent subcarrier frequencies is assumed to be A, which is assumed to be a

variable assuming values in the form of A = ¢/T,, with7 = 0,1,2,... being an integer.

Let N = T/T, be the spreading gain of the DS-spread subcarrier signals. It can be shown that
the generalized MC DS-CDMA scheme of Figure 2.2 incorporates the family of multitone DS-CDMA
arrangements [43], if we assume A = 1/T5. Similarly, if it is configured to satisfy A = N./Ty, the
generalized MC DS-CDMA scheme considered incorporates also the class of orthogonal MC DS-
CDMA [12] systems. Furthermore, there is no overlap between the main-lobes of the modulated
subcarrier signals after DS spreading, provided that the criterion of A = 2V, /T is obeyed. Explic-
itly, the difference between the systems proposed in [43] and [12] is that the spacing between two
adjacent subcarrier frequencies A of multitone DS-CDMA scheme [43] is 1/7, while that of the
orthogonal MC DS-CDMA scheme [12] is N /7.
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The subcarrier frequencies of Figure 2.3 are arranged according to

1
o= + A =DU +u=-1, u=12...,U;v=12,.,V. 2.2)
C

When using the above-mentioned subcarrier frequency arrangement, the frequency spacing between
the uv-th subcarrier and the u(v+1)-st subcarrier, which convey the same data bit as it can be inferred
from Figure 2.2, is V = AU. This implies that under the constraint of having a total bandwidth of
W, = 2/T¢1, V = AU is the maximum possible frequency spacing for the V number of subcarriers
used in (2.1), which convey the same data bit. Therefore, with the advent of spacing the replicas of
the same bit far apart in the frequency-domain, the receiver is capable of achieving the maximum
frequency-domain diversity gain as a benefit of the independent frequency-selective fading of the
subcarriers, when combining the corresponding subcarrier signals. Let N1 = T /T, be the spreading
gain of a corresponding single-carrier DS-CDMA system having a bandwidth of W = 2/T¢;. Then,
according to Figure 2.3, the system’s total transmission bandwidth, the subcarrier spacing A and the
DS spreading bandwidth of the subcarrier signal obey the relationship of W = (UV — 1)A + Wy,

or

2 2
— =(UV —-1A + —. 2.3)
Tcl ( ) Tc (

Multiplying both sides of the above equation by the symbol duration of T = UT}, and taking into
account that we have T, = N,.T; as well as that T, = UT, = UN;T,1, the processing gain, N, =
T, /T, associated with the subcarrier signal can be expressed as

UV = 1)AT,

5 , (2.4)

Ne=UN; -

which implies that for a given total system bandwidth of W, = 2/T,; and for a given number of

subcarriers, UV, N, decreases, as A increases.

Let the maximum delay spread of a wireless communication channel be T},, which implies that
the coherence bandwidth of the wireless channel is assumed to be (Af) ~ 1/T;, [190]. Under the
above-mentioned fading channel assumptions, the number of resolvable of paths associated with each

subcarrier signal can be expressed as
T,
Ly=|7]+1, (2.5
P

where [z denotes the largest integer less than z. Upon expressing T, from (2.3) as

T 2T,
CT 2 (UV-1AT,’

(2.6)
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and substituting it into (2.5), we obtain

T,
L, = ~2- — AT, 1
b = |gi-ov-van|+
~ [(L1—-1)[1-05UV —-1)AT4]| + 1, (2.7)
where L1 = |Tp,/Te1| + 1 represents the number of resolvable paths of a corresponding single-

carrier DS-CDMA signal namely one, which uses a null-to-null bandwidth of W, = 2/T;;. Again,
the frequency spacing of the generalized MC DS-CDMA system between two adjacent subcarriers
was denoted by A = i/Tg, where 1 is an integer. Equation (2.7) can be expressed as

L, = {Tm [2—(UV—1)ATC1]J+1

2TC1
~ [(L1 _1) (1 - (—U-QVF]—_V%)—% 41 2.8)

Equations (2.7) and (2.8) show that the number of resolvable paths of the subcarrier signals is a
function of the total number of subcarriers UV, that of the number of bits U/ invoked in the S/P con-
version stage of Figure 2.2 as well as that of the frequency spacing between two adjacent subcarriers.
These parameters can be optimized during the system design stage or may be reconfigured on-line,
in order to satisfy specific system requirements. The generalized MC DS-CDMA systems considered
here are configured such that each subcarrier signal is guaranteed to experience flat-fading. Then,
the frequency-selective diversity gain is attained by combining the V number of independently faded
subcarrier signals, jointly conveying a given bit. Specifically, according to (2.5), the flat-fading con-
dition of each subcarrier signal is satisfied, if the chip-duration, T, is higher than the delay-spread,
i.e. when T, > T%,. Since any two of the subcarriers conveying the same data bit is spaced at least
by UA Hz, the condition of independently faded subcarrier signals can be achieved, provided that we
have this frequency spacing higher than the coherence bandwidth of (A f),, ~ 1/T;,, i.e., when

1
A > 2.9
UA > T (2.9

Having outline the transmitter’s schematic, let us now consider the receiver model.

2.2.3 Receiver Model

We assume that at a base-station (BS) there are M number of receiver antennas, as shown in Figure
2.4, which are located sufficiently far apart so that a MC DS-CDMA signal experiences independent
fading, when it reaches the different antennas. Each of the M antennas consists of an antenna array
having L number of linearly elements separated by a distance of d, which is usually half a wave-
length. Hence, the total number of antenna elements of the M antennas is M L. Based on the these
assumptions, the Spatio-Temporal (ST) Channel Impulse Response (CIR) h(k) between the uwth

uv,ml



2.2, GENERALIZED MULTICARRIER DS-CDMA SYSTEMS 33

2 2 0 % @ @
More than 10 A
i >

Antenna array 0 1
Figure 2.4: Multiple antenna configuation to be used in the generalized MC DS-CDMA system considered.

subcarrier of the kth user and the [th array of the mth antenna can be expressed as

uv,ml u'u ml

nb = ( [%U o+ zwdzsm(wg’f) + ng’;)B)D 8(t—m), (2.10)
N

m=201

g dyo e

v=12...,U;v=12...,V;
k=12,..., K.

The variables used in (2.10) are described as follows:

4+ 71 signal delay, which takes account of the users’ different distance-related channel delay and

of their asynchronous transmissions.

+ (,og;) mi- Dhase angle, which is the result of the channel-induced phase rotation, modelled by
a random variable uniformly distributed in [0, 27]. When the spatial signals arriving at the

elements of an antenna array are perfectly correlated, the channel-induced phase angle cpgz)yml

is independent of the array’s element index of /, i.e. we have (,ogi) ml = @gﬁ)m,

+ afﬁml (t): Rayleigh faded envelope’s amplitude corresponding to the uwvth subcarrier signal
and to the [th array of the nth antenna. When the spatial signals arriving at the elements of
an antenna array are perfectly correlated, the fading envelope’s amplitude a(? . (t) becomes

independent of the array’s element index of /, i.e. we have ag;) () = angcj)m( t);

4 d: inter-element spacing of the antenna array;
+ ! wavelength of the transmitted signal at the radio frequency;
+ v,bﬁ,lf ), average Direction-Of-Arrival (DOA) from the kth transmitter to the mth antenna;

4+ K (k) B: spatial angle spread, where B represents the maximum angular spread, while ——% <

(k) 1s a uniformly distributed random variable.
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Let the ST-CIR vector of the L array elements be formulated as:

’ k k k T
h'gru),m (t) = [h'fw),mo (t)7 hq(w),ml (t)’ tt hq(w),m(L—l) (t)
= al) (1)t — ), @.11)
where
k . (k
a'g?u),m (t) = [a'gw),mo (t) exp (jqu(w),rrm) ’

. d ., 3
ol 1 () exp <J [sogi)ml + 2m 3 sin &) g k) )D R

T
. d )
agi),m(L_l)(t) €xp (J [SDS:J),m(L—U +2m (L—1) sin(y{) + H%)B)J )} :
2.12)

is the L-dimensional complex array vector in the uvth subcarrier of the kth user and the mth antenna.
Where, 27% sin( ,(T}f) ) is the phase delays of a plane wave with wavelength A and angle of incidence,
namely, DOA from the kth transmitter to the [th array element of the mth antenna array with respect
to the first element, and nﬂf) B is the effect of the angular spread. When we assume that the array
elements are separated by half a wavelength, i.e. that we have d = A/2, then, (2.12) may be simplified

to
k . (k
ag’cu),m (t) = [O‘Ew),mo (t) exXp (-7 7(111),m0> j
k . .
ai(w),ml () exp (J [ S,l:,),ml + wsin(p + /sgf)B)D e

k , . T
@it ) 5D (3 [P zry + (L= Dmsin(wl) + =B)] )|
(2.13)

Based on (2.11), the ST-CIRs corresponding to the entire set of M L elements of the M antennas

can be written as

W90 = |(n2o) s (0 ) s (10 ®)

T

= a6t — )
T

- (ag’;{o(t))T,(ag@{l(t))T,...,(ag’;{(M_l)(t))TJ S(t—m),  (14)

which is a M L x 1-dimensional vector.

We assume that K asynchronous MC DS-CDMA users are supported by the system, where all
of them use the same U, V, A and N, values, and that the average power received from each user
at the base station is also the same, implying perfect power control. Consequently, when K number
of single-user signals obeying the form of (2.1) are transmitted over the spatio-temporal channels
characterized by (2.14), the received baseband equivalent signal vector at the antenna arrays output
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can be expressed as

r4(t) + n(t), (2.15)

M=

r(t) =
k=1
where r(t) is a M L x 1-dimensional vector, and n(t) = n.(t) + jns(¢) is the M L x 1-dimensional
additive white Gaussian noise (AWGN) vector having a zero mean and covariance of

E{n(t;)n"(t5)} = 2NoI - 6(t1 — t2), (2.16)

with the superscript [/ denoting the conjugate transpose operation, while /Ny represents the double-
sided power spectral density of a complex valued low-pass-equivalent AWGN signal. In (2.15) rj(¢)
represents the response of the kth user’s transmitted signal to the spatial-temporal channels, which is

a M L x 1-dimensional vector that can be expressed as
rx(t) = se(t)®h{)()

U v
= S b= et~ e (5 [2r st + 0]

u=1v=1

(2.17)

where we have 91%) = @k uv — 27 fuuTk, Which is a random variable uniformly distributed in [0, 27].
In the above equation, we assumed that for a given antenna index m, all the subcarrier signals arrive
from the same direction. i.e. the DOA is only dependent on the user’s location, but it is independent
of the subcarrier frequencies. We note that this assumption is valid only, if the bandwidth of the MC

DS-CDMA system considered is significantly lower than the carrier frequency f..

Let us assume that the first user corresponding to £ = 1 is the user-of-interest, which is referred to
as the reference user. The receiver block diagram designed for detecting the information arriving from
the reference user is shown in Figure 2.5, where the superscript and subscript denoting the reference
user of £ = 1 has been omitted for notational convenience. As shown in Figure 2.5, the MC DS-
CDMA detector consists of two main parts, the first part carries out multicarrier demodulation and
DS despreading in the context of each array element and each of the M antennas. Each antenna array
element provides V' number of outputs, which correspond to the V' number of subcarriers conveying
the signals representing the same data bit. Therefore, associated with each transmitted data bit, such
as bit u, we have a total of V.M L output variables, as shown in Figure 2.5, which carry the information
of the same transmitted data bit. Hence, the second task, namely, the task of the second section of the
receiver seen in Figure 2.5 is to combine these V M L number of variables according to an efficient
combining algorithm, and this process will be discussed in detail during our forthcoming discourse in
Section 2.3.

Let

T]T

z, = [2l,22,,..., 2L, (2.18)

H
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Figure 2.5: Receiver block diagram of the generalized MC DS-CDMA system considered. The receiver em-
ploys beamforming, receiver diversity combining and multicarrier-spreading-assisted frequency-
selective diversity combining.

be a VM L-length vector containing the entire set of V ML number of decision variables in the
context of the uth data bit after multicarrier demodulation and DS despreading. These V M L number
of variables are denoted in Figure 2.5 as {2y, u} forv =1,2,...,V; m = 0,1,...,(M = 1); I =
0,1,...,(L — 1), where

T
|7 T T —
Zoyy = [zuv,mzuv,l?"' 7zuv,(M—1) y U= 1’25"')V (2.19)
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is an M L-length vector containing the M L number of variables in the context of the vth subcarrier,
where v = 1,2,...,V. In other words, the vector z,, contains the A L number of antenna arrays’

outputs in response to the vth subcarrier signal. Finally, in (2.19)

T
Zyy,m = [zuv,mm Zuv,mly - azu'u,m(L—-l):I )

v=1,2,....Vim=0,1,...,M -1 (2.20)

represents an L-length vector, which includes the mth antenna’s response to the vth subcarrier signal
after multicarrier demodulation and DS despreading.

We assume that the receiver is capable of acquiring perfect time-domain synchronization. The
attenuations and phases of the ST CIR taps are assumed to be perfectly estimated. Furthermore, in
this chapter we assume that the DOA of the reference user’s signal is also known at the base-station.
In order to render our investigations as realistic as possible, in our forthcoming discourse the antenna
array assisted MC DS-CDMA systems will be investigated without the knowledge of the spatio-
temporal channel. Returning to Figure 2.5, after multicarrier demodulation and DS despreading, the
antenna array outputs corresponding to the Oth bit b, [0] and the vth subcarrier can be expressed as

Ts
Zyy = / r(t)c(t) exp (—j[2m fuut + Ouwe]) dt, v=1,2,...,V, (2.21)
0

where we assumed that the reference signal’s transmission delay was 7 = 0 for simplicity.

2.2.4 Statistical Properties of z,,

In this section we characterize the properties of the decision variable z,, expressed in (2.18). Let us
first derive the components of z,,. We assume that the ST CIR taps given by él(ﬁj) of Equation (2.14)
remain constant for a symbol duration of 7s. Upon substituting the received signal vector r(t) of
(2.15) into (2.21), it can be shown that z,, expressed in terms of the wth subcarrier of b, can be

written as

[2P ) &y e k)
Zyy = VTs bu[0]ayy + nyy + Z Z by + Z i) + Z Z Z Ly | 5
k=2

u'=1v=1 k=2 u'=1v=1
~———r

v'#v, if u/=u v/ v, if u'=u

(2.22)

where b,[0]a,, represents the desired array outputs obtained by substituting (2.15) into (2.21) and
setting k = 1, v’ = u, v/ = v, while a,, is given by (2.14) associated with the reference user
corresponding to & = 1. In (2.22) ny, is contributed by n(¢) of (2.15), that can be expressed as

Ts
gy = — e / n(t)e(t) exp (— 127 fut + bun]) dt, (2:23)
P10
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which is an M L x 1-dimensional AWGN vector having zero mean and a covariance of

VN,
E {nynl} = TbOI’ (2.24)

where E, = PT; represents the energy per bit, while I is an M L x M L-dimensional unity matrix.
The term i), in (2.22) represents the self-interference contributed by the subcarrier indexed by v/, v/

u'v’
of the reference signal. To expound further, iq(f,z), can be expressed as

(s 1 [T i '
i = 7 [ Ot e G R furt+ )
Xc(t)exp (= [27 fuut + Ouo]) dt
bu’ [O]éu’v’ L .
= ——'—f—_/ exp (J 27 (fuo — fu)t + Purvr]) di, (2.25)
8 0

where ¥,y = 41,y — Oyy. It can be shown that (2.25) can be simplified as

1(5) = bu’ [O]éu/v/Sil’]C [71' (fulvl — fuv) TS] €Xp (] [’/T(fu’y’ - fuv)Ts + ﬁu’v’]) ) (226)

w'v’ T
where sinc(z) = sin(z)/z. Furthermore, it can be shown that

() — o, 2.27)

lu/vl

provided that we have (fyry — fuy) = 7o, implying that the subcarrier signals are orthogonal before

the DS spreading, where n > 1 represents an integer.

The multiuser interference (MUI) term iq(ﬁ,) in (2.22) is engendered by the subcarrier signal deter-

mined by u and v of the kth interfering user, which can be expressed as

, 1 (T _ .
17(5)) =7 /0 b (t — i) cr(t — Tk)ag%) exp (] [27rfuvt + 6’7%)})

xc(t) exp (=7 27 fupt + Ouy)) dt, (2.28)
that can be further simplified to
0 _ ay exp (jﬁq(ff;) ) T, .
w = . /0 eu(t — Ti)ek (8~ 7x)c(t)dt, (2.29)
where we have 197%) = 5,’;) — Oy

Finally, the MUTI term igfq)), in (2.22) is imposed by the subcarrier determined by v’ and v’ associ-
(k)

- ¢an be expressed as

ated with the kth interfering user, where i

.(k 1 % - .
17(1,7)), = E ./o brw (t — 7 )i (t — Tk)agch))/ exp (] [27rfufv/t + (9,512/})
Xc(t)exp (=7 [27 funt + Gun]) dt, (2.30)
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which can be written as

) g™y T
i®) = Mﬁ}ij?—(—“ﬂl / b (E — 7)o (E — T)C(t) exp (72 Fur — fu]D)dt, (23D
S 0

where, again, we have 191(51)), = 91%, — Buyp-

We have assumed that the MC DS-CDMA signal experiences independent fading, when it reaches
cach element of the different antennas. Hence, after ignoring the common factor of \/2P/VT, in
(2.23), the array outputs expressed in the context of bit b,[0] can be written as

Zyl
Zy2
o= | |, (2.32)
L Zuv |
= 8,5y (0] + Ny + ju, (2.33)
ayl iyl Jul
éuZ y,2 ju?
=1 . [b6f0]+ | +170 (2.34)
auV n,v juV
Zy1,0 [ au10 ny1,0 Jul1,0
Zy1,1 ay11 Ny Jui,1
Zy1,M-1 ay1,M-1 N1 M—1 Jul,M—1
Zy2,0 ay2,0 ng,s0 Ju2,0
Zy2,1 ay2 1 nya 1 Ju2,1
Zy= | ! = bulO] + | + 1 : (2.35)
Zyo M—1 ayo M—1 N2 AM—1 Ju2,M—1
ZuV,0 ayv,o nuy,o Juv,0
ZyuV,1 ayv,1 nuvy,1 Juv,1
| Zuv,M-1 | | Auv,M~1 | | nyvv—1 | L Juvim—1

where ay, r, is in the form of (2.12). When assuming a time-invariant channel during the detection
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of bit by,[0], ayy, m can be expressed as

Aupy,m = [auv,mO €xXp (j‘Puv,mO) )

. d .,
Qy,m1 EXP (] [(pm,,ml + ZWX sin (Y, + nt)}> e,

. d : g
Qyy m(L—1) €XP (.7 I:‘Puv,m(L—l) + ZWX(L - 1) Sln(¢m + ’imB)})} ‘
(2.36)

In (2.35) auy,m is independent of &y s for u # o/, v # v/ or m # m/. Each row of (2.35), i.e.,
Zyp m can be modelled as an independently distributed random vector having a common covariance
matrix. Furthermore, a,, n, and j, in (2.33) are assumed to be the mutually independent random

vectors.

The correlation matrix R, of z, can be expressed as
R.. = E [z,2]]], (2.37)

where the superscript A represents the conjugate transpose operation. Upon substituting the decision
variable z, of (2.35) into (2.37) and exploiting the statistical independence of the derived signal and

the noise, R, can be expressed as
R:: = Rg+ Ry, (2.38)

where R, contains the autocorrelations of the desired signals hosted by the matrix a,, in (2.33), which

can be expressed as
R, = FE[a,.a]]. (2.39)

Upon substituting a,, given by the first term of (2.35) into (2.39) and exploiting the property the
property that ., , is independent of &y, for u # v/, v # v/ or m # m/, Ry can be expressed as

R, = diag{E [aulyoaﬁ)o} E [au1,1aqu,1] ) [au1,M—1af17M_1] ,
E [au2,oaqu,o] B [au2,1af2,1] oo B [au2,M—1af2,M_1] ;
E [auV,an]jV,OJ B [auv,lafvg] yees B [auV,M—laqu,M_l] }, (2.40)

where diag {. ..} represents a diagonal matrix. When the ST-CIR is independent of the index of [, we

have
Elawmal, ] = (Cuwm)’E [dmdl], (2.41)

where dy, is an L-length vector related the DOA of the desired user’s signal and to the received
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signal’s angular spread. Hence d, can be expressed as

T
d, = [1,exp (j27r§ sin(vm + nt)> yee.,€XD (j27r§(L — 1) sin{¢, + nt)>} .
(2.42)

In (2.38) R, represents the covariance matrix of the interference-plus-noise, which is given by

Ruu

E [(nu + Ju) (ny + ju)H}
= R.+Rj, (2.43)

where we have

R, = F[nnf]

V Ny

—1 2.44
Eb 3 ( )

while R; represents the covariance matrix of the composite interference given by the sum of the

self-interference and multiuser interference. Let us now derive this matrix.

2.2.5 Properties of R;

In order to derive R,;, the following assumptions are stipulated for convenience. Firstly, as we have
shown in the context of Equations (2.25) to (2.27), the self-interference is zero corresponding to
il(f;zj, = 0, when the difference between the frequency, f,.., of the interfering subcarrier signal and
the frequency, f,,, of the desired subcarrier obeys fu/,s — fuy = n/Ts, where n is an integer. This
condition can be readily satisfied during the system design stage. Therefore, our first assumption
is that there is no self-interference, i.e. we have iff,g} , = 0. Secondly, we assume that random
DS spreading sequences are employed by each of the K users. Under this assumption, it has been
shown in [135] that the covariance matrix of the composite interference given by the sum of the
self-interference and multiuser interference is proportional to an identity matrix, provided that the
spreading factor and the number of users supported are sufficiently high. This assumption implies
that the interference is ’angularly’ white. Based on the above assumptions, it can be shown, by

referring to (2.22) as well as (2.32) - (2.35) that we have
R; = Eljuji] = 71, (2.45)

where o represents the variance of the interference in the context of a single element of the antenna
array of Figure 2.5. Based on (2.22) as well as Equations (2.27), (2.29) and (2.31), for given values
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u, v and for the /th element of the mth array, the corresponding interference can be expressed as

14

K K U
twvmt = D tuwmt D YD ™, (2.46)
k=2

k=2 uw'=1lv=1
N e’

v/, if u/=u

where iy, ;%) can be derived from (2.29) in the following form

k ok
Yuv,ml = T / bru(t — i )er(t — i )c(t)dt, (2.47)
s 0
where, for convenience, 191(5,) has absorbed all the different types of phases. Upon using the Gaussian

approximation [41], 11(2 m) €an be modelled by a Gaussian random variable having zero mean and a

variance given by

Var [i“) }: 200 (2.48)

uv,ml

2
where we have ) = F [(a(k) ) ]

Similarly, iy4/ m () in (2.46) can be derived from (2.31), which can be expressed as

k k
(k) aq(m)ﬂ,ml eXPwEm)ﬂ

7/1/
u'v T
s

7
) /o brw (t — Tr) ek (t — Ti) c(t)
X €xXp (j27r[fu’v’ - fu‘u]t) dt. (2.49)

The variance of igfi)), can be obtained by following the approach in [41]. It can be shown that, when
the frequency spacing between two adjacent subcarriers is A/T, the averaged variance of zq(ﬁq)j, can be

expressed as

&= 20 x iy
uv uv
1 N, . 2m(u —v)A
= 20X N 2m{u —v)AN
8 UV(UV—l);; 272 (1 — 1) A2 [ S‘“C( N, )}
uFv

(2.50)

Finally, the variance of o can be derived based on (2.46), (2.48) and (2.50), which can be ex-

pressed as

0% = 20 % [%—V‘Jl LRV - 1>5M] | 251)

Upon substituting (2.44) and (2.45) into (2.43), it can be shown that the interference-plus-noise
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covariance matrix R, can be written as

Ry, = MI-}—U?I, (2.52)
Ey
V No (K —1)
= ——T+2 A4
E, I+2Qx { N

e

+K(UV—1)€Mj] I

20EN\ (K —-1) -
= 2 = ~ -
Q x (VNO) + I + KUV — )ip| x1I
~ 20x LI (253)
Ye

Note that in (2.53) the term

-1 -1
<2QEb> n (K-1) + KUV — 1)54 (2.54)

= I\ VN, 3N,

represents the average output Signal-to-Interference-plus-Noise Ratio ratio (SINR) in the context o
a single element of the antenna array of Figure 2.5.

Having characterized the statistical properties of the antenna array’s outputs z,,, in the following
section we derive the optimum antenna array weight vector, in order to generate the decision variable

for the information bit b, [0].

2.3 Optimum Combining Schemes

For the sake of maintaining a low detection complexity, in this section a range of linear combining
based antenna array weight optimization schemes are invoked for deriving the decision variables. In
the context of linear combining schemes, the decision variable related to the information bit ,,[0] can

be expressed as [44]
z, = Re {w¥z,}, (2.55)

where Re{z} represents the real part of z, while w is the array weight vector to be determined below.
Specifically, four types of optimum combining schemes are considered for deriving the array weight
vector w. More explicitly, these optimum combining schemes are based on the Minimum Vari-
ance Distortionless Response (MVDR) [44], the Maximum Signal-to-Interference-plus-Noise Ratio
(SINR) [44], the Minimum Mean-Square Error (MMSE) [44] and the Minimum Power Distortionless
Response (MPDR) principles [44].

Having obtained the decision variable z,, v = 1,2,...,U in (2.55), the corresponding informa-

tion bit b, [0] is classified according to

bu[0] = sgn(zy), u=1,2,...,U, (2.56)
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where sgn(z) is a sign function, which is defined as

+1 ifz >0,
Sgn(z)={ 1 ;fz<0 (2.57)

2.3.1 Weight Vector Optimization

®
7 ——-—»—-@
0(L—1)
o | L
: Wo-1) °
@ ® z o/
® ]
® /
7z ©
(M—1)0 °
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mr——-
@
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@

Channel information

Figure 2.6: In the context of the optimum combining, the signals received by the antennas are appropriately
weighted and combined in order to combat the effect of the multipath fading on the desired signal
and for the sake of mitigating the effects of the interfering signals, where the optimum weight
vector is derived from the channel information perfectly estimated.

In this section we first outline the basic philosophy of optimum combiners classically used in
digital mobile radio systems dispensing with DS-spreading and study the achievable BER perfor-
mance of these optimum combiners, when both the desired and interfering signals are subject to
non-dispersive Rayleigh fading. Then, the family of optimum combiners designed for DS-CDMA
systems are reviewed and their BER performance is characterized, when communicating over non-

dispersive Rayleigh fading environments. Finally, we focus our attention on the derivation of the
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optimum array weight vector employed by the proposed MC DS-CDMA system using the multiple

antenna arrays shown in Figure 2.4.

In the context of the optimum combining [44], the signals received by the antennas are appro-
priately weighted and combined in order to combat the effect of the multipath fading on the desired
signal and for the sake of mitigating the effects of the interfering signals as seen in the Figure 2.6,
where the optimum weight vector is derived from the channel information which is assumed to be per-
fectly estimated in this chapter. In most systems the same interfering signals may contaminate each
of the receiving antennas. However, Maximal Ratio Combining (MRC) [44] of the spatial-domain
signals is only effective in terms of combating the multipath fading of the desired signal. Hence,
it is expected that the family of optimum combining schemes is capable of achieving a better BER
performance, than the MRC scheme, when the interfering signals imposed on the individual receive

antenna elements are not independent.

2.3.1.1 Optimum Combining Schemes for Digital Mobile Radio Systems using no DS-
spreading

In [191], an optimum combining scheme based on the Maximum Signal to Interference-plus-Noise
Ratio (MSINR) criterion has been proposed for employment in digital mobile radio systems using no
DS-spreading, where the terminology MSINR explicitly indicates that the combiner maximized the
SINR. The corresponding received signal vector r can be expressed as [191] '

K
r(t) = ri(t)+nt)+ Y re(t)
k=2

K
= \/Ealsl +n(t) + Z \/Eaksk(t), (2.58)
k=2

and the variables r1, n(t), ry denote the received desired signal, noise, and kth interfering signal
vectors, respectively, where (K — 1) is the number of interferers. Correspondingly, the signals s and
sx(t) denote the desired and kth interfering signals having an equal transmitted power of E[s2(¢)] = 1
and E[s% (t)] = 1for2 < k < K. The variables P; and P, denote the the desired and kth interfering
signals’ transmitted power, while &; and &y, are the desired and kth interfering signal complex-valued
non-dispersive CIR respectively. The correlation matrix of the received composite signal constituted
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by the interference-plus-noise is given by [191]

K * K T
R, = E (n(t)+Zrk(t)) (n(t)+2rk(t)>

k=2 k=2

K * /K T K T
= E[n*t)n"@)]+E (Zrk(t)) (Zmn) +2E |n*(¢) (Zrk(t))
k=2

k=2 § k=2
K K T
= 0’1+ ) PRFE [aja;]| +2E |n*(t) (Z rk(t)) : (2.59)
k=2 k=2

where E [(szzz rk(t)>* (Zszz rk(t)>T} = 25:2 PyE [ajal], and E [n* t)nT(t)] = oL, o
is the noise power and I is the identity matrix of rank M L, with M L being the total number of
the antenna elements, as seen in Figure 2.5. The superscripts * and 7" denote conjugate and trans-
pose, respectively. Assuming that the noise and the interfering signals are uncorrelated, this means

T
E {n* (t) (Zszz Ty (t)) ] = 0. Then, it can be shown that we have [191]

K
Ry = 0’1+ ) PBE [aja]], (2.60)
k=2
Finally, the array weights that maximize the output SINR have been derived in [191], which can be

expressed as
wisive = Rl ag, (2.61)

where o is a constant, and the superscript -1 denotes the inverse of the matrix. In practice the cor-
relation matrix R, of the interference-plus-noise has to be determined for a limited-duration signal
segment, for example during instances, where no desired signal is received, i.e. during unallocated
time slots. The dimension of R, is determined by the number of array weights required and in
general the complexity of the associated matrix inversion is cubically proportional to the size of R.
However, it is possible to invoke the computationally efficient Recursive Least Squares (RLS) algo-
rithm for updating R,,,,, when new received samples become available [7]. It was shown in [191] that
since the optimum combining scheme is capable of efficiently suppressing the interfering signals, the
optimum combiner is expected to obtain a better performance, than the MRC scheme. It was also
shown in [191] that for a fixed average received SINR the achievable BER performance improves,
as the interference power becomes a larger proportion of the total noise-plus-interference power, and
this enhanced performance may be further improved as the number of the antennas is increased.



2.3. OPTIMUM COMBINING SCHEMES 47

2.3.1.2 Optimum Combining Schemes for DS-CDMA Systems

In DS-CDMA wireless systems, each user supported within a cell spreads the information signal
using a DS spreading sequence. Hence, the users supported within a cell interfere with each other,
unless perfect channel conditions prevail, potentially resulting in intracell interference. Furthermore,
multiuser interference is also imposed by the users roaming in the adjacent cells, resulting in inter-
cell interference. The optimum combiner described by Equations (2.58)-(2.61) for multiple antenna
aided systems using no DS-spreading was found unsuitable for DS-CDMA systems for the following
reasons [125]. First, after despreading, the correlation matrix of the interference-plus-noise becomes
different from the correlation matrix given in (2.60). In [125], a new approach referred to as code-
filtering has been proposed, which may be interpreted as a beamforming technique, where the base
station’s adaptive processor exploits the temporal/spatial structure and properties of the received sig-
nal for determining the weights of the beamformer. The signal is contaminated by both interference
and noise. Then the beamformer attempts to restore the signal’s original properties at its output and
thus reduces the effects of interference, by exploiting both the temporal and spatial structure of the
received signal. Since in the code-filtering approach the input signals will be despread by their spread-
ing sequences, the received signals are convolved with the corresponding spreading sequences, which
maybe interpreted as filtering by a circuit having an identical impulse response, hence it is referred
to as the code-filtering approach. This approach has been used in adaptive beamforming, which can
be modified in order to derive the optimum combiner. Since each of the subcarrier signals in the
generalized MC DS-CDMA system considered experiences flat fading, for the sake of simplicity we
assume that the DS-CDMA signals considered here also experience flat fading. Consequently, we can
formulate the complex baseband received signal vector at an M L-element antenna array for the kth
user as [125]

ri(t) = \/_Fkbk (t — 7 )ex(t — Tk)ej¢kak (2.62)

where ay, represents the kth user’s complex-valued non-dispersive CIR vector having a length of AL,
where M L is the number of the antenna elements, while Py represents the kth user’s transmitted
power, ¢ (t) represents the spreading code employed by the kth user, ¢ = w7k, and w is the carrier
frequency. The composite received signal of the K number of users can be expressed as

K
r(t) =Y rg(t) +n(), (2.63)
k=1

where the vector n(t) is the ML x 1-dimensional AWGN vector having zero mean and a covariance
of o2, and again, M L is the total number of antenna elements of the array seen in Figure 2.5. Without
loss of generality, let us assume that the first user is the desired user to be detected and the first user’s

time delay 7; is perfectly estimated. Then the total received signal can be written as

r(t) = v/Pib1(t — m1)er (t — 71)e’® ar + i+ n(t), 2.64)
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where i represents the multiple-access interference (MAI) imposed by the undesired users, which can

be expressed as

K
Z Wt — T )on(t — Tk)emkak (2.65)
k=2

Upon correlating r(t) of (2.64) with ¢ (¢t — 1), the post-correlation signal vector associated with the
nth bit can be expressed as

1 nT+71

z(n) = —= r(t)ci(t — m1)dt (2.66)
SR o S |
= /TyPb1(n)e’®a; + i1 + n1, (2.67)
where we have
1 nT+71

n; = n(t)ci(t — m)dt, (2.68)

VIy Jn—1)T+n
which is due to the Gaussian noise n(t), hence nj can be modelled as a complex Gaussian random
variable vector having a zero mean and a covariance matrix 027,I, where I is an identity matrix of
rank M L. Furthermore, in (2.67)

K
ih =3 /Py sei®ay (2.69)

k=2
is contributed by the MAI of (2.65), where we have

i = e bi(t = ) e (t — )t — 71)dt, (2.70)
\/7-'3 (’n—l)T—l—Tl

which is ani.i.d random variable having zero mean and a covariance of %’“—TC, where py i, is the cross-
correlation factor between the 1st user’s and the sth interfering user’s spreading code. Furthermore, T},
is the bit duration, T is the chip duration, and G = T} /T, represents the spreading gain. We assume
that the chip waveform is rectangular. However, our results can be readily extended to the cases using
various types of chip waveforms, such as time-domain raised-cosine waveform signals. Assuming
that the noise and the interfering signals are uncorrelated, with the aid of (2.67), (2.68) and (2.69), the
correlation matrix of the post-correlation interference-plus-noise can be readily derived [125],

1 . /0
R, = sz {(m +i1)* (ng + 1) } =021+ Z —l‘k“PAakak (2.71)

Finally, similar to the optimum combiner based on the MSINR criterion invoked in the context of

wireless systems using no DS-spreading, the weights that maximize the output SINR in DS-CDMA
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Figure 2.7: The kth user’s transmitter schematic for the multicarrier CDMA system.

systems can be expressed as [125],

wysive = oR, a;. 2.72)
Similarly to the optimum weight vector wpsgrvpr of (2.61) devised for digital mobile radio sys-
tems using no DS-spreading, the optimum weight vector w57y g of (2.72) devised for DS-CDMA
systems is determined by the inversion of the correlation matrix Ry, of the interference-plus-noise
signal and by the desired user’s complex-valued non-dispersive CIR vector a;. However, the corre-
lation matrix R, in (2.72) is derived from the post-correlation interference-plus-noise signal, while
the correlation matrix R, in (2.61) is directly obtained from the interference-plus-noise signal.

2.3.1.3 Optimum Combining Schemes for MC-CDMA Systems

In this section, first the MC-CDMA system of [39] is discussed briefly. The transmitter schematic of
the kth user is shown in Figure 2.7 for the MC-CDMA system considered. At the transmitter side,
the binary data stream having a bit duration of T} is serial-to-parallel (S/P) converted to U parallel
sub-streams. The bit duration of each sub-stream, which we refer to as the symbol duration, remains
Ts = UT,. After S/P conversion, the data of the uth sub-stream, where we have u = 1,2,...,U,
modulates a group of subcarrier frequencies {fu1, fu2,-. ., fuy } using Binary Phase Shift Keying
(BPSK). Since each of the U data bits is conveyed with the aid of V subcarriers, a total of UV
number of subcarriers are required in the MC-CDMA system considered. Finally, the UV number
of subcarrier signals are added, in order to form the complex modulated signal as seen in Figure 2.7.
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Therefore, the transmitted signal of user k& can be expressed as

U v
=X \/—k b (t)ck (V) cOS(27 funt + Dk ), (2.73)

u=1v=1

<[,

where P represents the transmitted power per bit, while {bgy (%)}, cx(v), { fuv} and { @k v, } Tepresent
the data stream, the frequency-domain spreading code of the kth user, the subcarrier frequency set
and the phase angles introduced in the carrier modulation process. The data stream’s waveform
biu(t) = D072 o bru[d] Pr,(t — iTs) consists of a sequence of mutually independent rectangular

pulses of duration 7’ and of amplitude +1 or -1 with equal probability, while Pr, (¢) is the rectangular

chip waveform, which is defined over the interval [0, 7).

Let us assume that the first user corresponding to & = 1 is the user-of-interest, which is referred
to as the reference user. The receiver block diagram designed for detecting the information arriving
from the reference user is shown in Figure 2.8, where the superscripts and subscripts denoting the
reference user associated with £ = 1 has been omitted for notational convenience. As shown in Figure
2.8, the MC-CDMA detector also consists of two main parts, the first part carries out multicarrier
demodulation in the context of each array element and each of the M antennas. Each antenna array
element provides V' number of outputs, which correspond to the ¥V number of subcarriers conveying
the signals representing the same data bit. Therefore, associated with each transmitted data bit, such
as bit u, we have a total of V M L output variables, as shown in Figure 2.8, which carry the information
of the same transmitted data bit. Hence, the second task, namely, the task of the second section of
the receiver of Figure 2.8 is to combine these V M L number of variables according to an efficient
combining algorithm, which will be discussed in detail during our forthcoming discourse in this

section.

In Section 2.3.1.2 the optimum MSINR linear combiner designed for DS-CDMA systems was
described. In the context of MC-CDMA systems, we can use a similar approach to that employed
in systems dispensing with DS-spreading for deriving the post-demodulation interference-plus-noise
correlation matrix, in order to determine the array weight vector wass7vg. For simplicity, let us
assume U = 1, then, in MC-CDMA systems using antenna arrays which we depicted in Figure 2.8,

the received signals at the output of the antenna array can be expressed as

r(t) = Z ri(t

= ZK: > ﬁbk t — me)ex(v)al®) exp ( [27rfvt + 65,’“)]) fn@t) (274

k=1v=1
where, for simplicity, we assumed encountering flat fading by each subcarrier signal. Here, the chan-
nel model hg%(t) employed is described by (2.14) in Section 2.2.3, correspondingly, the response
of the kth user’s transmitted signal to the spatial-temporal channels rg(¢) = si(t) ® flf,k)(t) =
Z;/:l %’2 bi(t — Tk)ck(v)égk)(t) exp (j [27vat + 65“]). In (2.74), r(¢) is the composite mul-
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Figure 2.8: Receiver block diagram of the MC-CDMA system considered. The receiver employs beamform-
ing, receiver diversity combining and multicarrier-spreading-assisted frequency-selective diversity

combining.

tiuser signal at the output of array described by a M L x 1-dimensional vector, K is the number of
users, ¢ is the frequency-domain spreading code of the kth user, by (t — 73) is the data bit of the
kth user, while Py is the kth user’s transmitted power, f, is the frequency of the vth subcarrier, and
finally, 7% is the kth user’s transmission delay. Furthermore, in (2.74), aq(,k) is the M L x 1-dimensional
channel impulse response vector corresponding to the vth subcarrier of the kth user, where the CIR
taps are typically modelled by an i.i.d Rayleigh distributed random variable, while the phase by an
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i.i.d uniform random variable spread across the interval of [0, 27]. Recall from Figure 2.8 that M L
is the total number of antenna elements, without loss of generality, we assume that the receiver is
synchronized with the desired user 1.

Similarly to (2.18) in the generalized MC DS-CDMA system, let

(2.75)

_ T T
Zy = [zul,zu2, ce Zyy

be a V M L-length vector containing the entire set of V A/ L number of decision variables in the context
of the uth data bit after multicarrier demodulation. These V M L number of variables are denoted in
Figure 2.8 as {zyymi} forv=1,2,...,V; m=0,1,...,(M -1); {=0,1,...,(L — 1), where

T
T T iy

Zyy = [zuv,m Zuw v a2y (M-~ 1):, yv=12,...,V (2.76)
is an M L-length vector containing the M/ L number of variables in the context of the vth subcarrier,
where v = 1,2,..., V. In other words, the vector z,, contains the M L number of antenna arrays’

outputs in response to the vth subcarrier signal. Finally, in (2.76)
1T

Zyy,m = [zuv,mO, Ruv,mly e Zuu,m(L—l)J

v=12,...,.Vim=0,1,...,M -1 2.77)

H

represents an L-length vector, which includes the mth antenna’s response to the vth subcarrier signal
after multicarrier demodulation. Again, for simplicity, let us assume U = 1, then, after the multi-
carrier demodulation in the context of each array element and each of the M antennas as shown in
Figure 2.8, the ML x 1-dimensional post-demodulation vector of decision variables corresponding

to the vth subcarrier can be expressed as

zy(n) = ——/l+1 )exp( [27rfut+t91()1)Ddt

= \/;bl( yalt) + i, + n,
= [ )+ Z \/—P—kb;c alF) ey (v)ct (v) exp ( [95’“) - 91()1)}) + n,

(2.78)

where, we have i, = Zk o1/ 2k 0k ( )ai(,k)ck( et (v) exp (] [9( ) 91()1)]) and 1/T; is used to
normalize the signals. Furthermore, n, is contributed by the AWGN noise, which can be expressed

as

n, = T Jom. n(t)c} (v) exp (—j [27rfvt + 91()1)}) dt (2.79)

Here, E [njnl] = E [n*(t)nT(¢)] = o021, o2 is the noise power and I is the identity matrix of
rank M L. We assume that the received signals are uncorrelated and wide-sense stationary. First,
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Figure 2.9: In the context of the individual subcarrier-based optimum combining scheme, the signals received
by the antennas are separately weighted and combined, where the optimum weight vector for the
vth subcarrier is correspondingly derived from the channel information of the v subcarrier.

the received signals associated with the V' number of subcarriers on the schematic of Figure 2.8 can
be processed separately as in Figure 2.9, since they are uncorrelated with each other. Following the
subcarrier-based processing, the V number of subcarrier signals representing bit n are then combined
based on the MRC principle. To elaborate a little further, in the context of the separate subcarrier-
based processing scheme of Figure 2.9, the interference-plus-noise correlation matrix corresponding

to the vth subcarrier is similar to that of the scheme using no DS-spreading, exactly because each
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N

subcarrier is treated separately, which can be expressed as

R'uu,v = FE l:(nv + iv)* (nv + iv)Til
= E [n;‘)nﬂ +E [1;15] +2F [n*lﬂ

K
P,
= o+ @) @) (2.80)

Where we have E [i%i]] = EkK 5 1‘3}“( )*(agk))T and F [n*(t)i] ] = O because of the uncorrela-
tion between the interfering signals and noise. Based on (2.80), the optimum weight vector derived
according to the MSINR criterion of Equation (2.119) for the vth subcarrier can be expressed as

wousive = aRglall). (2.81)

Hence, the optimum combiners’ output corresponding to the vth subcarrier is given by

Zy = W:,MSINRZ’U (282)

The operations carried out by the combiner can also be seen in Figure 2.9. Finally, the decision
variable z can be obtained by combining all the subcarrier signal z,, v = 1,2,...,V, according to

the MRC principle, which can be expressed as

1%
=3z, (2.83)
v=1

Above, the optimum combiner designed for the MC-CDMA system of Figure 2.8 was derived by pro-
cessing the received signal of the M L x 1-dimensional vector if each subcarrier is treated separately.
However, the optimum combiner can be derived by jointly processing the V M L-dimensional received
signal vector as seen in Figure 2.10. Then the post-demodulation signals of the V' M L-dimensional

vector can be derived from (2.78) in the following form

z = [z”{,zf,...,z@]T

_ /%bla(l) titn, (2.84)

where z, is an M L x 1-dimensional vector in (2.78), a(!) is the 1st user’s channel impulse response
V M L-dimensional spatio-temporal vector, i is the V M L-dimensional interference vector and n is
the V M L-dimensional noise vector. If we assume that the received signals of the V subcarriers and
M L array elements are uncorrelated, similar to the derivation of the individual subcarrier-based op-
timized post-demodulation interference-plus-noise correlation matrix Ry, , of rank M L, the jointly
optimized post-demodulation interference-plus-noise correlation matrix R, of rank VM L can be
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Figure 2.10: In the context of the joint processing aided optimum combining scheme, the signals received by
the antennas are jointly weighted and combined, where the optimum weight vector is derived
from the channel information of all the ¥V number of subcarriers.

derived as

E [(n+ )" (n+ i)T]
E [n*nT] +F [i*iT] +2F [n*iT]

K
P ,
oI+ V’“(a(’“)*(a“))T (2.85)
k=2

where o2 is the noise power and I is the identity matrix of rank VM L, P is the the kth user’s
transmitted power, and a*) is the V M L-dimensional channel impulse response vector corresponding
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to the kth user, where the CIR taps are typically modelled by an i.i.d Rayleigh distributed random
variable, while the phase by an i.i.d uniform random variable spread across the interval of [0, 2|.
The composite and properties of the matrix R,,,, in (2.85) is almost the same as that of the matrix
R, in (2.80) except that the rank of the matrix Ry, o in (2.80) is V ML while the rank of the
matrix R, in (2.85) is M L. Consequently, the V M L-dimensional jointly optimized weight vector
based on the MSINR criterion invoked for the MC-CDMA scheme of Figure 2.8 can be expressed as

WNMSINE = aR;Ja(l). (2.86)

It is worth noting that the optimum weight vector of this jointly optimized scenario is similar to
the subcarrier-based approach of Equation (2.81), only the interference-plus-noise correlation matrix
R, is different, obeying Equation (2.85), instead of Equation (2.80).

2.3.1.4 Optimum Combining Schemes for MC DS-CDMA Systems

In the context of the generalized MC DS-CDMA scheme of Figure 2.5, the approach of determining
the optimum weight vector similar to those used in DS-CDMA systems and in MC-CDMA sys-
tems. In the generalized MC DS-CDMA scheme, the transmitted data stream can be spread in both
time-domain and the frequency-domain in order to increase the user-load of the generalized MC
DS-CDMA system and achieve a higher frequency diversity [192]. In order to elaborate further on
frequency-domain spreading, let us assume that after the time-domain DS-spreading in Figure 2.2,
the parallel data bits of the V' subcarriers are replaced by the V chip values of {+1,—1,...,+1} ofa
spreading code invoking for spreading the data in the frequency-domain across V number of different
subcarriers. The resultant bandwidth is again the same as that of the MC DS-CDMA scheme only
employing the time-domain spreading. Then, the transmitted MC DS-CDMA signal benefits from
both time-domain spreading and frequency-domain spreading. At the receiver, the MC DS-CDMA is
despread using both time-domain spreading code-having a length of N, = 75 /7,-and the frequency-
domain spreading code-associated with a length of V' in Figure 2.2. The total processing gain will be
the product of the time-domain spreading code’s processing gain and the frequency-domain spreading
code’s processing gain, namely /N, - V. Furthermore, the maximum number of users supported by the
MC DS-CDMA system is also determined by the above product of N, - V, which is determined by
the system bandwidth.

As shown in Figure 2.5, after multicarrier demodulation and DS despreading, the antenna array
outputs z,, corresponding to the nth bit b,[n] and the vth subcarrier can be expressed as in (2.21).
For simplicity, we assume that the number of bits involved in the S/P converter is U = 1. Then, after

multicarrier demodulation and time-domain despreading, the resultant signal vector corresponding to
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vth subcarrier can be expressed as

1 PUADTS

zy[n] = T ) r(t)ci(t — 11)s7(v) exp (~j [Qvat n 97(11)}) gt
= /2 Vabial +i, +n,
= %\/@bl [n]all
”é; %% nlals (v)st (v)exp (5 [0 — o] ) +m,  287)

where r(t) is described in (2.15), and i, = Zf:z %%—éﬁbk [n]a&k)sk(v)s’l‘(u) exp (j [91(,’9) - 97(11)}),
in which % comes from the time-domain despreading. z, is a ML x 1-dimensional vector of vth
subcarrier signal used for detecting the nth bit of the user-of interest, K is the number of users, sx(v)
is the frequency-domain spreading code assigned to vth subcarrier of the kth user, by [n] is the nth
data bit of the kth user, and p; j is the cross-correlation factor between the time-domain spreading
codes of the 1st user and the kth interfering user. Again, 7}, is the bit duration, 7 is the chip dura-
tion, and G = T3 /T, is time spread gain. Furthermore, in (2.87), as,k) is the M L x 1-dimensional
complex-valued non-dispersive CIR vector corresponding to the vth subcarrier of the kth user, the
fading amplitude is usually modelled by an i.i.d Rayleigh distributed random variable, while the
fading-induced phase can be modelled as a random variable uniformly distributed in the interval of
[0, 27]. Similar to the separate subcarrier-based processing employed in the MC-CDMA systems of
Figure 2.8, the received signal associated with the ¥V number of subcarriers of the generalized MC
DS-CDMA systems of Figure 2.5 can be processed separately. Then, the V' number of subcarrier
signals are combined based on the MRC principles. In the context of the separate subcarrier-based
processing MC DS-CDMA scheme of Figure 2.5, since in this scheme each subcarrier is first treated
separately, hence the interference-plus-noise correlation matrix is similar to that of the DS-CDMA

scheme given in Equation (2.71), which can be expressed as

Ruw = B|(ny+1)" (m +1)"]
= FE [n:jnﬂ +E [1;15] +2F [n*if]
o~ P Pe

(k)y*+ (q(PNT
e V(a” ) (ay)” . (2.88)

= o1+ §

k=2
where o2 is the noise power and I is the identity matrix of rank ML, Pj, is the the kth user’s trans-
mitted power, and pik /G comes from the time-domain despreading, in which G = T} /T, is time
spread gain while p; j is the cross-correlation factor between the time-domain spreading codes of the
1st user and the kth interfering user. aq(,k) is the M L-dimensional channel impulse response vector
corresponding to the vth subcarrier of the kth user, where the CIR taps are typically modelled by

an i.1.d Rayleigh distributed random variable, while the phase by an i.i.d uniform random variable
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spread across the interval of [0,27]. The composite and properties of the matrix R, in (2.88) is
similar to that of the matrix R, » in (2.80) except that the effect of the time-domain despreading
pik/G’ is presented in (2.85). Based on (2.88), the optimum weight vector derived according to the
MSINR criterion for the vth subcarrier of the generalized MC DS-CDMA scheme of Figure 2.5 can

be expressed as
Wy, MSINR = aR;}yvaq(,l)- (2.89)

Hence, the optimum combiners’ output corresponding to the vth subcarrier of the generalized MC
DS-CDMA scheme of Figure 2.5 is given by

Zy = W’II}{MSINRZU' (2.90)

Finally, the decision variable z can be obtained by combining the vth subcarrier signal z, of the
generalized MC DS-CDMA scheme of Figure 2.5 according to the MRC principle, which can be

expressed as

14
z= sz, (2.91)
v=1

Above, the optimum combiner adopted for the generalized MC DS-CDMA system of Figure 2.5 was
derived by processing the V number of received subcarrier signals hosted by the M L x 1-dimensional
vector separately. However, the optimum combiner can also be derived by jointly processing the
received signal of the V M L-dimensional received signal vectors of the V' subcarriers and M L array
elements. Then the post-despreading signals of the V M L-dimensional vector can be derived from
(2.87) as follows:

_ T 7T
z = Zl,ZQ, cey V]

= 1/ \/__bla(1 +i+4n (2.92)

where z, is an M L-dimensional vector in (2.87), a(!) is the 1st user’s V M L-dimensional spatio-
temporal channel impulse response vector, i is the V M L-dimensional interference vector, and n is
the V M L-dimensional noise vector. If we assume that the received signals of the V' subcarriers

and M L array elements are uncorrelated, the joint optimum post-despreading interference-plus-noise

1)]

correlation matrix R, of rank V M L can be derived as

Rnu = E {(n—i—l)*(n

K ka
2 1
=2 G

"\"I:U +

N*(alh7T, (2.93)

el

Consequently, the V' M L-dimensional jointly optimized weight vector based on the MSINR criterion
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used for optimizing the MC DS-CDMA system of Figure 2.5 can be expressed as
WMSINR = aR;&a(l) (2.94)

Having discussed the MSINR array weight optimization criterion, in the next section we consider the

minimum variance distortionless Response approach.

2.3.2 Minimum Variance Distortionless Response Criterion

In this section, the optimum combiner is derived based on Minimum Variance Distortionless Response
(MVDR) criterion. The MVDR approach constitutes a well known beamforming optimization crite-
rion [44], which is capable of providing the minimum variance unbiased estimate of the transmitted
signal. In other words, with the aid of the MVDR based scheme, the desired signal arriving from a
specific direction will pass through the optimum combiner without distortion, while the variance of
the interference-plus-noise is minimized. More explicity, this corresponds to minimizing the power of
the interference-plus-noise at the array’s output, provided that the desired signal is distortionless. In
the optimum beamformer using the MVDR criterion, the array output signal z = s1a; +i+n arriving
at the input of the receiver is processed by the beamformer having a weight vector w?, producing the
signal z = w¥ z, which was decontaminated by the beamformer, where the dimensions of both z and
w are M L x 1, where again, M L is the number of the antenna array elements. The MVDR criterion

leads to the following optimization problem [44]:
min (E‘ [|2n|2D = min (WHR,uuW) (2.95)
w

where we have z, = wfz(n), E [ (zn|2] is the mean square value of the interference-plus-noise at
the output of the ML-element array and R.,,, is the correlation matrix of the interference-plus-noise
expressed in the form of u = i 4+ n. The condition of no distortion at the output of the MVDR

beamformer is given by

wHa; =1, (2.96)
which physically indicates that the desired signal is detected with a unity gain. With the aid of the
Lagrange multiplier A [44], the minimization problem of Equation (2.95) can be solved by imposing
the constraint of Equation (2.96). The target function that we minimize is then formulated as [44]

j=wIRw+ A(wfa; — 1) + A (affw — 1) (2.97)

Following the basic approach of Lagrangian optimization [44] and taking the partial derivative of j

H we set the derivative to zero, yielding

9j

~ owl

with respect to w

0 = Ry, w + Aa;. (2.98)
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Hence, we have
w = —)R_la;. (2.99)

The constraint in (2.96) can be used for deriving A, giving

wia; = —)allR_la; = 1. (2.100)
Therefore, we arrive at
A= L (2.101)
afR.la; '

Substituting A in (2.96) into (2.99), it can be shown that the solution to the MVDR optimization

problem can be expressed as [44]
R;ulal

Ruuds (2.102)
aflR ia;

WMVDR =

2.3.2.1 Maximum Likelihood Combining Criterion

In the context of the Maximum Likelihood (ML) beamformer, we consider the same model as in the
previous section, except that we now assume that the composite interference i is a complex Gaussian
random vector, hence the total undesired signal vector u = i+ n has a multivariate complex Gaussian
distribution. Thus, the distribution function of the signal vector input to the beamformer can be

expressed as [125]

1 Hp-1
f(z)=p (z]s1) = m exp (—[z — s1a1] "Ry, [z — s1a1]), (2.103)
Where s is the estimate of the desired signal s1, and the s; which maximizes the distribution function
f(z) is the maximum likelihood to the desired signal s;. Here, maximizing f(z) means minimizing
[z — s121]7 Ryl [z — s1a1]. Hence, in order to maximize (2.103), we take the partial derivative of
[z — s1a1]7 Ry L[z — s1a1] with respect to s1 and set the result to zero, yielding
0 (lz — s1a1]" R} [z — s1a1])

0= o = —2afR_ 1z + 2s1al R a;. (2.104)
1

Consequently, the estimate s; that maximizes f(z) is given by

R—l H
ay Ruia;

Since a7 R;!a, is constant scalar, the optimum weight vector which results in the most likely esti-
mate of s; - hence the terminology M L - has the form of
R;& ai

—, (2.106)
a Ry a;

WML =
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which is identical to the weight vector of (2.102) derived for the MVDR-based beamformer. In other
words, the MVDR beamformer provides the ML estimate of the desired signal s;, provided that
the direction of arrival (DOA) of the desired signal s; is known and that the total undesired signal
vector of u = i + n including the interference and the noise obeys a multivariate complex Gaussian
distribution. However, in most cases, the MVDR beamformer does not provide the ML estimate of the
signal’s DOA. Below we compare the achievable beamformer gains of the MVDR and MRC solution.
For the MVDR scheme, the output SINR is given by [44]

(SINR) _ E{,W.{\{éfVDRslalp} _ U%|W5\{4VDR31’2 (2 107)
4 MVDR = E{IWH 11(2} = WH R‘u W ) :
MV DR MVDR uWMVDR

where o2 is the power of the desired user. The weight vector of W sy pp is distortionless, this
means that the desired user’s power will not be distorted after weighting and combining. Hence, after
substituting (2.96) and (2.102) into (2.107), it can be shown that (2.107) can be simplified to

(SINR)yvDR = o?allRla;. (2.108)

The SINR of the beamformer’s input signal is SINR = o2/02, where we assume that we have
Ry = 02 pyuu, With py,, being the normalized version of the matrix R, upon division by o2. There-

fore, the beamformer’s gain can be expressed as

AMVDR = %@ =clafR la) = aflpla;. (2.109)
In physical terms Equation (2.109) indicates that the lower the correlation coefficients of the
interference-plus-noise, the higher the spatial diversity, then the higher the beamformer gain. In
the context of the MRC, the weight vector is given by w, = aa;, where « is a constant constant and
we set o = 1/afa; . The variance of the beamformer’s output noise is a?af Ry,a;. For the MRC
o*afR,a;. For

(SINR)yrro = Zd¥uncsial’} _ oilerarl” (2.110)
E{w roul’} af’Ry,a1

Then, the corresponding array gain is given by

(SINR)pre 1

Anre = - , @.111)
SINR o?afl pa;

It can be shown that when the interference-plus-noise contributions impinging at the different array
elements are uncorrelated, the correlation matrix Ry, will be a diagonal matrix. In this scenario it
can be seen from Equation (2.108) and Equation (2.110) that the MVDR and MRC combiners are
equivalent and their corresponding array gains in Equation (2.109) and Equation (2.111) are also
identical, i.e. we have Aprvpr = Aarre. Otherwise, by comparing Equation (2.109) and Equation
(2.111) we can see that when the interference and/or the noise arriving at the different array elements

are correlated, we have Ayprvpr > Armre.
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2.3.3 Maximum Signal-to-Interference-plus-Noise Ratio Criterion

In this section we discuss the optimum combiner based on the Maximum Signal-to-Interference-
plus-Noise Ratio (MSINR) criterion. According to this criterion, the weight vector is optimized by
maximizing the SINR at the output of the beamformer. For simplicity, we assume that the signal input
into the combiner is identical to that used in the previous sections, namely, z = sja; + u. Letus
assume that the optimum weight vector is expressed as w,. Then, the output SINR is given by [44]

E{lwlsiai’}  of|lwla|?

(SINR),

B{jwiul?} — wlRuuw,
1/2 -1/2 2
_ TH(Rul wo) " (Ruu"21)[* 2.112)
w; wao
where 02 = E{|s1]?} is the power of the desired user, E{|wZu|?} = E{wluu?(t)w,} =

1/2

wHR,,wo, and wia; = wi(RYHFRLY %a; = (RY2w,) H(Rz1/%a;), in which (R,l/ Y Ruu
I. According to the Schwarz’ inequality [44], when the condition of

RY/?w, = R} ?a;, (2.113)

is satisfied, we have

0| (Ruttw, ) (Ran*ay) 2

N =
(SINR), wng,wwo

Ufla{{R_laJ |2

~172 1/2
(Ria/?a1) R’ %ay
= U%a{{Rwal

£ (SINR)mas (2.114)

Multiple R,;ul on both sides of (2.113), we have Ry, l/QR,i{fwo = R;}/ZR,;}/Zal, then, we can
derive the weight vector that maximizes the SINR at the output of the combiner, which is given by:

wysiNg = aR a1, (2.115)

where a represents a nonzero constant.

2.3.4 Minimum Mean-Square Error Criterion

In the previous section we have discussed the MSINR beamformer. Let us now turn our attention
to the Minimum Mean-Square Error (MMSE) beamformer. The MMSE beamformer minimizes the

mean-square error of E[|e(t)[?] between the beamformer output w'?z and the desired signal s;. Let
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the error signal be expressed as
e(t) = s1 — wiz, (2.116)
Then the mean square error ¢(w) is given by

dw) = E[e(t)l’]
= FEl(s1 — WHZ)(Sl - WHZ)*]
= Elsis; — 2w siz — wHzzw]

= o ~R{2wr,, - wiR,w}, 2.117)

where 1,5, = E[zs1], represents the cross-correlation between the received signal z and the desired
signal s;. Furthermore, R,, = E|[zz] represents the auto-correlation of the received signal, or the
signal vector input into the beamformer. After taking the partial derivative of ¢(w) with respect to

wH and setting it to zero we have

Oe(w
0= _5_5(5’1?2 = —2(R.W — I's,), 2.118)

and hence, the optimum weight vector based on the MMSE criterion can be expressed as
Warmse = R Tus,. (2.119)

As before, the complexity of the matrix inversion depends cubically on the dimensionality of R,
which in turn depends on the number of array weights to be determined. The RLS algorithm [44]
may be invoked for updating R} directly, as decision variable samples become available. Below
several specific cases are considered in the context of the MMSE beamformer. First, for the wireless
system dispensing with DS-spreading, the received signal vector r is given in (2.58). Hence, the
auto-correlation matrix R, of the received signal vector can be expressed as

K
R., = P\E[aja]]| + 0’1+ Y P [a}a; ], (2.120)
k=2

where PLE [a’{aﬂ is proportional to the power P, of the desired signal and to the variance £ [ai‘aﬂ

of the variance £ [éi‘aﬂ of the Z,{;Q FE [a;;aﬂ is due to the interfering signals. Consequently,
the optimum weight vector based on the MMSE criterion adopted for wireless system using no DS-

spreading can be expressed as
wamse = Rt = oR;ay, (2.121)

where, again, « is a nonzero constant. Different from the optimum weight vector wassrvg in (2.61)
based on the MSINR criterion, the optimum weight vector wss5 based on the MMSE criterion is
determined by the auto-correlation matrix R, of the received signal, instead of the correlation matrix
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R, of interference-plus-noise.

In the context of single-carrier DS-CDMA systems, after the correlation or matched filtering
operation, the output signal z(n) was given in (2.67). Here, the auto-correlation matrix R, of z(n)
can be expressed as

K p2
R.. = E[z*27] = GPajal + 021+ Y %P;@Za{, (2.122)
k=2
Here, R,, = GPatal 4+ Ry, in which R, is the correlation matrix of the post-correlation
interference-plus-noise signal of (2.71). Thus, according to (2.119), the optimum weight vector based

on the MMSE criterion adopted for a DS-CDMA system can be expressed as
WA MSE = a«R;zlal, (2.123)

where « is a nonzero constant. Different from the optimum weight vector wss7n g in (2.72) based
on the MSINR criterion, the optimum weight vector w ;75 based on the MMSE criterion for DS-
CDMA system is determined by the auto-correlation matrix R, of the post-correlation signal, instead

of the correlation matrix R,,,, of post-correlation interference-plus-noise.

For a MC-CDMA system employing frequency-domain spreading but no DS-spreading, and using
separate subcarrier-based processing of the M L array elements, the post-demodulation signal z,(n)
was expressed in (2.78). Hence, the auto-correlation matrix R, , of the post-demodulation signal

z,(n) can be expressed as

K
R... = E[zyz] ] = — (@) @) T + 021+ ) %(ag,@ Y (alh7T, (2.124)
k=2

Here, R;,, = %(a&l))*(ag))T + Ry v, in which Ry, , is the correlation matrix of the post-
correlation interference-plus-noise signal corresponding to the vth subcarrier of (2.80). Therefore,
according to (2.119) the separate subcarrier-based optimum weight vector invoking the MMSE crite-
rion for the frequency-domain spreading aided MC-CDMA system of Figure 2.7 is given by

wumse = oR;}all). (2.125)

Different from the individual subcarrier-based optimum weight vector wsg7n g in (2.81) based on
the MSINR criterion for the MC-CDMA system, the individual subcarrier-based optimum weight
vector wrasse based on the MMSE criterion for MC-CDMA system is determined by the auto-
correlation matrix R, , of the post-demodulation signal corresponding to the vth subcarrier, instead
of the correlation matrix R, , of post-demodulation interference-plus-noise signal corresponding to

the vth subcarrier.

When using the jointly optimized approach, the V M L-dimensional signal vector z was formu-
lated in (2.84). Hence, the auto-correlation matrix R, of the post-demodulation signal z can be
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expressed as

K
R, = E[z'27] = %(a(l))*(a(l))T +VoRI+ Y %(a(k))*(a(k))T. (2.126)
k=
Here, R,, = I—DQL”(a(l))*(a(l))T 4+ R,,, in which Ry, is the correlation matrix of the post-

demodulation interference-plus-noise signal of (2.85). Therefore, according to (2.119) the jointly
optimized weight vector based on the MMSE criterion invoked for the frequency-domain spreading
aided MC-CDMA system of Figure 2.7 is given by

wirmse = aRtal), (2.127)

Different from the joint processing aided optimum weight vector wpasg7nyg in (2.86) based on
the MSINR criterion for the MC-CDMA system, the joint processing aided optimum weight vec-
tor wasprse based on the MMSE criterion for MC-CDMA system is determined by the auto-
correlation matrix R, of the post-demodulation signal, instead of the correlation matrix R, of

post-demodulation interference-plus-noise signal.

Finally, for the generalized MC DS-CDMA system of Figure 2.5, the received signal vector z
associated with the V subcarriers, M receiver antenna arrays and the L elements of each antenna
array, was given in (2.92). With the aid of z in (2.92), the auto-correlation matrix R, of z can be

expressed as

R.., = E[z*zT]
P17I'

= Wy (g T
o5 G@") @)
K’ 2 K 2
2 llcP k)% 1 P,k P xf (bNT
torl+ )y (@l (@l & @)@’ @128
k=2 lc:K’-i—l

where we have 1 < K’ < K. In this system, the interfering users can be classified to two group
according to their time-domain and frequency-domain spreading sequences. In the first group, the
interfering users employ the same frequency-domain spreading code as the st user, while employing
a different time-domain spreading code. Here, the number of the interfering users in this group is
assumed to be K’ — 1. While the interfering users belong to the second group invoke the different
frequency-domain spreading code. Because the interfering users belonging to the first group employ
the same frequency-domain spreading code as the 1st user, the effect of the multicarrier demodulation
to their signal will be same to that of the desired user’s signal but different from that of the interfering
users’ signal belonging to the second group. the parameter & in & ST . ple B(a al)y (aff)r
is just the result of the multicarrier demodulation to the different frequency-domain spreading code.
Again, R,, = —g{,—”G(a(l))*(a(l))T + Ry, in which Ry, is the correlation matrix of the post-
demodulation interference-plus-noise signal of (2.93). Consequently, based on (2.119), the jointly
optimized weight vector based on the MMSE criterion and invoked for the generalized MC DS-
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CDMA system of Figure 2.5 can be expressed as
wamss = oR;;all, (2.129)

where R, is given in (2.128). Different from the joint processing aided optimum weight vector
wrsrN R in (2.94) based on the MSINR criterion for the generalized MC DS-CDMA system, the joint
processing aided optimum weight vector w s based on the MMSE criterion for the generalized
MC DS-CDMA system is determined by the auto-correlation matrix R, of the post-demodulation
signal, instead of the correlation matrix R, of post-demodulation interference-plus-noise signal. In
(2.128), the auto-correlation matrix was derived by simultaneously considering all the V M L signals
of the V subcarriers and M L antenna elements related to a transmitted information bit. When we
consider beamforming on a separate subcarrier-by-subcarrier basis the received signal vector corre-
sponding to the vth subcarrier is given in (2.87). Hence, for the vth subcarrier, the auto-correlation
matrix can be expressed as

N*(alfhT. (2.130)

U

<!“U

iy
RZZ’U: —(ally* I —
o= G @) ot

Here, R.., = G%(ag )) (a (1)) + Ryyv, in which Ry, . is the correlation matrix of the post-
demodulation interference-plus-noise signal corresponding to the vth subcarrier of (2.88). Then, the
separate subcarrier-by-subcarrier optimum weight vector derived on the basis of the MMSE criterion
for the vth subcarrier of the generalized MC DS-CDMA system of Figure 2.5 is given by

wamse = R all, (2.131)

where R , is given by (2.130). Different from the individual subcarrier-based optimum weight
vector wssryv g in (2.89) based on the MSINR criterion for the generalized MC DS-CDMA system,
the individual subcarrier-based optimum weight vector wasassg based on the MMSE criterion for
the generalized MC DS-CDMA system is determined by the auto-correlation matrix R, of the post-
demodulation signal corresponding to the vth subcarrier, instead of the correlation matrix R, of

post-demodulation interference-plus-noise signal corresponding to the vth subcarrier.

Note that, from the assumption of encountering uncorrelated signal and noise, the cross-
correlation of the received signal z and the desired signal r,;, = E'[zs1] in (2.119) can be simplified

to
rus, =054 (2.132)

where o is the power of the desired user, aj is the complex-valued non-dispersive CIR vector of
the desired user. Hence, From Eugqation (2.120), (2.122), (2.124), (2.126), (2.128) and (2.130), the
relationship between the auto-correlation matrix of the received signal and that of the interference-
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plus-noise can be expressed as
R.. = o?ajall + Ry,. (2.133)

where o is the power of the desired user and a; is the complex-valued non-dispersive CIR vector of
the desired user. According to the matrix inversion lemma [193], when the positive-definite M -by-A
matrix A have the form A = B~! + CD~1C#, where B is positive-definite M-by-M, C is M-
by-/NV and D is positive-definite A-by-M, then inverse is A=l = B — BC(D + CHBC)ICHB.

Hence, from (2.133) we obtain

-1 _ -1 -1 —2 Hp-1 -1 _Hp—1
Rzz - Ruu - Ruual(al +aj Ruual) aj Ruu
_ -1 2p -1 2_Hp -1 -1 Hp-1
= Ruu - JlRuual(l + ofaj Ruual) a7 Ruu
2R—1 HR—l
. -1 o1y aiay vy,
= Ry, (2.134)

- 1+ U%H{IR;&al ’
Upon substituting (2.132) and (2.134) into (2.119), the optimum weight vector of all systems based

on the MMSE criterion can be expressed as

-1
WMMSE = Rzz rZS]
2p -1 Hp-1
_ 2 R—l _ UlRuualal Ruu ax
= 91| Pw@ 5, Hp—1
1+ oia; Ry a;
i

= R la;. 2.135
1 +ofallRyta; ™ ' ( )

Noting that the matrix R, of all systems can be expressed as (2.133), the optimum weight vector

W sE in (2.133) is available for all systems.

2.3.5 Minimum Power Distortionless Response Criterion

Finally, let us consider the beamformer based on the Minimum Power Distortionless Response
(MPDR) criterion [44], which is closely related to the MVDR beamformer. However, in contrast
to the MVDR scheme, the MPDR arrangement has two characteristics, which are different from that
of the MVDR scheme. First, the spatial beamformer filter is a distortionless filter, i.e. we have

wha, =1, (2.136)
where a,, represents the steering vector [44]. Ideally, we would like the steering vector to exactly
match to the signal vector, i.e. we would like the condition a,, = a; to be satisfied. However, in many
cases this may not be true. Secondly, in the context of the MPDR scheme, the auto-correlation matrix
of the received signal vector, R,,, is required for deriving the optimum weight vector. By contrast,
in case of the MVDR beamformer, R, and a; are required for deriving the optimum weight vector,
as we have seen in Equation (2.102). According to the MPDR criterion, the total received power is
minimized subject to the constraint of (2.136). Following a derivation similar to that in the context of
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the MVDR model, we obtain the optimum array weight vector in the form of [44]:

-1
WippR = — 2, (2.137)
avlszz am
In (2.137), if we have a,, = aj, then a,, = aj, then RZ‘Z1 can be derived from R;ul as in (2.134).
Substituting (2.134) into (2.137), we can see that the MPDR beamformer is equivalent

-1
Ruual

=1 — WMVDR: (2.138)
af/Ruia)

WMPDR =
However, when we have a,, # a;, beamformer solutions result in different. In practical applications,
R, is usually estimated from R, is usually estimated from a;, instead of a,,, although the results
of [44] suggest that deriving the optimum weight vector from R, may result in a significant receiver

performance degradation, when we have a,, # aj.

2.3.6 Comparison of Various Optimum Combining Schemes

In our simulations, we will focus on the generalized MC DS-CDMA scheme of Section 2.3.1.4. The

parameters used in our analysis are defined as follows:

r — mean received desired signal power per antenna (2.139)
mean received interference plus noise power per antenna
r, = mean received desired signal power per antenna (2.140)
mean received noise power per antenna

r mean received kth interferer signal power per antenna E—93 e
k= : : = ca .
mean received noise power per antenna ’ T

(2.141)

The relationship among these parameters is

Iy

S S (2.142)
1+ Zf:z Iy

First we consider a single-carrier DS-CDMA system communicating over a single-path non-
dispersive Rayleigh fading channel using 31-chip Gold codes as their spreading sequences, as seen in
Figure 2.11. There are 16 users in this system, namely, the desired user and 15 interfering users. Here
we assume that I'y, = 0,k = 2,3,..., K. Furthermore we use a 3 x 1-dimensional linear antenna
array (M = 1,L = 3), having an element-spacing of A\/2. We observe from Figure 2.11 that the
performance of each beamformer is better than that of the MRC, since the MRC can not suppress the
interference. It can also be seen that the performance of the MSINR beamformer is similar to that
of the MVDR beamformer, while the performance of MMSE beamformer is almost the same as that
of the MPDR beamformer. Finally, the performance of the MVDR or MSINR beamformer is better
than that of the MPDR or MMSE beamformer. Note in (2.102) and (2.115), that the optimum weight
vector of the MSINR or MVDR beamformer is determinated by the interference-plus-noise correla-
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Figure 2.11: BER versus SNR performance of the uplink of a DS-CDMA wireless system supporting 16 users
using 31-chip Gold codes as spreading sequences, using a 1 x 3-dimensional antenna array (M =
1, L = 3), different optimum combiners based on beamforming schemes of Section 2.3.1.

tion matrix R, while the optimum weight vector of the MMSE or MPDR scheme is based on the
entire post-decorrelation signal’s correlation matrix R, as seen in (2.123) and (2.137) respectively.
Hence the presence of the entire post-decorrelation signal’s correlation matrix R, may result in a
more dramatic effect on the array weight vector than that of the interference-plus-noise correlation

matrix R, as observed in Equation (2.71).
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Figure 2.12: BER versus SNR performance of the uplink of a MC-CDMA wireless system supporting 4 users
using 4-chip Walsh codes as frequency spreading sequences, employing a 1 x 3-dimensional
antenna array (M = 1, L = 3), different optimum combiners based on beamforming schemes of
Section 2.3.1.
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Let us now discuss the achievable performance of a non-dispersive MC-CDMA system in a
Rayleigh fading channel contaminated by AWGN, as seen in the Figure 2.12. In these simulations we
adopted 4-chip Walsh codes as frequency-domain spreading sequences, we have four subcarriers, and
correspondingly four users. We assume that I'y = 0,7 = 2,3, ..., K and we use a 3 x 1-dimensional
linear antenna array (M = 1, L = 3), having an element-spacing of A/2. Figure 2.12 shows that when
using the MSINR combiner of Section 2.3.3, the joint subcarrier processing based optimum MSINR
combiner is capable of achieving a slightly better performance than the individual subcarrier-based
optimum MSINR combiner. When using the MMSE combiner of Section 2.3.4, the joint subcar-
rier processing aided optimum MMSE combiner is also capable of achieving a better performance
than its subcarrier-based optimum MMSE combiner counterpart. The performance of the optimum
MVDR and MPDR combiner separately processing the subcarrier signals is the worst. From (2.102)
and (2.137) we infer that when separately processing the subcarrier signals in MC-CDMA, the opti-
mum weight vector of the MVDR or MPDR is not entirely determined by the M L x 1-dimensional
vector R la; or R }a,, but also by the scalar factors a’R_;!a; af’R_!a,,. By contrast, the
optimum weight vector of the MSINR or MMSE beamformer is entirely determined by the ML X 1-
dimensional vector R;ulal or Rz_zlam. Hence, after combining the signals z,, in (2.82), the presence
of the scalars al’ R !a; or aZ R 'a,, may result in dramatically scaling the decision variable z
in (2.83). Furthermore, the performance of the optimum MVDR and MPDR combiner separately
processing the subcarrier signals is even worse than that of the MRC scheme. When employing the
joint subcarrier processing based optimum MVDR or MPDR combiner, we arrive at the decision vari-
able z = wil,, ppz directly, without invoking the combining procedure described in (2.83). Hence,
the joint subcarrier processing based optimum MVDR or MPDR combiner is capable of achieving
a significantly better performance, than the individual subcarrier-based optimum MVDR or MPDR
combiner. However, scaling by the scalar factors of a R;la; or aZZR!a,, is still present, al-
though its effect is less dominant in the joint subcarrier processing based optimum MVDR or MPDR
combiner, because after the summation operation in (2.83) the scaling by the scalars alfR;!a; or
alR;!a,, is enhanced. The performance of the joint subcarrier processing based optimum MVDR
or MPDR combiner is worse than that of the joint subcarrier based processing aided optimum MSINR
and MMSE combiners. Finally, in this simulation, we have a,,, = a;. Hence the performance of the

MVDR optimum combiner is similar to that of the MPDR optimum combiner.

Below we will discuss the performance of the generalized MC DS-CDMA system communicating
over a single-path non-dispersive Rayleigh fading channel contaminated by AWGN employing 31-
chip Gold codes as time-domain spreading sequences and 4-chip Walsh codes as frequency-domain
spreading codes. We have four subcarriers, as seen in Figures 2.13, 2.14, 2.15 and 2.16. Specif-
ically, in Figures 2.13 and 2.14, we assume that we have I'y, = 0,7 = 2,3,..., K, and we use
a 3 x 1l-dimensional linear antenna array (M = 1,L = 3), having an element-spacing of A/2.
Four users are supported in this scenario, namely, the desired user and three interfering users, all
adopting the same Gold code as their time-domain spreading sequence, but using different Walsh

codes as their frequency-domain spreading codes. It transpires from Figures 2.13 and 2.14, that the
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Figure 2.13: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system

supporting 4 users using 31-chip Gold codes as time spreading sequences and 4-chip Walsh codes
as frequency spreading sequences, using a 1 X 3-dimensional antenna array (M = 1,L = 3),
different optimum combiners based on beamforming schemes of Section 2.3.1. The four users use
the same Gold code as time spreading sequence while using different Walsh codes as frequency
spreading sequences.
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Figure 2.14: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system

supporting 4 users using 31-chip Gold codes as time spreading sequences and 4-chip Walsh codes
as frequency spreading sequences, employing a 1 x 3-dimensional antenna array (M = 1, L = 3),
different optimum combiners based on beamforming schemes of Section 2.3.1. The four users use
the same Gold code as time spreading sequence while using different Walsh codes as frequency
spreading sequences.
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Figure 2.15: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system
supporting 62 users using 31-chip Gold codes as time spreading sequences and 4-chip Walsh
codes as frequency spreading sequences, using a 1 x 3-dimensional antenna array (M = 1,L =
3), different optimum combiners based on beamforming schemes of Section 2.3.1.
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Figure 2.16: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system sup-
porting 16 users using 31-chip Gold codes as time spreading sequences and 4-chip Walsh codes
as frequency spreading sequences, using different antenna arrays, different optimum combiners
based on beamforming schemes of Section 2.3.1.
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performance of the joint subcarrier processing based optimum MSINR combiner is better than that
of the joint subcarrier processing based optimum MMSE combiner. Furthermore, the performance
of the individual subcarrier-based optimum MSINR combiner is better than that of the individual
subcarrier-based optimum MMSE combiner. Again, note in (2.115), that the optimum weight vector
of the MSINR beamformer is determinated by the interference-plus-noise correlation matrix R,
while the optimum weight vector of the MMSE scheme is based on the entire post-decorrelation sig-
nal’s correlation matrix R, as seen in (2.129) and (2.131), respectively. Hence the presence of the
entire post-decorrelation signal’s correlation matrix R, may result in a more substantial effect on
the array weight vector than that of the interference-plus-noise correlation matrix R, as observed
in Equations (2.93) and (2.88). Figures 2.13 and 2.14 also demonstrate that the performance of the
joint subcarrier processing based optimum combiner is better than that of the individual subcarrier-
based optimum combiner. However, the matrix R,,,, processed by the joint subcarrier processing
based optimum combiner is VM L x V M L-dimensional, while the V' matrices R, ,, processed by
the individual subcarrier-based optimum combiner are M L x M L-dimensional. Hence, the compu-
tational complexity imposed by the inversion of the matrix R,,,, on the joint subcarrier processing
based optimum combiner is significantly higher than that of the inversion of the matrix R, , carried
out V' times by the individual subcarrier-based optimum combiner. In Figure 2.15 we support 62
users, namely, the desired user and 61 interfering users. We can classify the 61 interfering users into
two groups by assigning them different spreading sequences. In the first group, the interfering users
employ the same 4-chip Walsh code as that adopted by the desired user as their frequency-domain
spreading sequence, but they employ different 31-chip Gold codes as their time-domain spreading
codes. By contrast, all the interfering users belonging to the other user group employ a different, but
to this group common, 4-chip Walsh code as their frequency-domain spreading sequence, in spite of
the Gold codes employed by them as their time-domain spreading sequences. Again, we assume hav-
ingl'y =0,i=2,3,..., K and we use a 3 x 1-dimensional linear antenna array (M = 1,L = 3),
having an element-spacing of A\/2. The performance of this scenario is similar to that of the for-
mer generalized MC DS-CDMA system supporting four users characterized in Figure 2.13, except
that the performance difference among the various optimum combiners decreases. The reason for
this performance trend is that upon increasing the number of users, the correlation matrix of the
interference-plus-noise becomes similar to an identity matrix, and accordingly, the weighting process
imitates MRC. Therefore the associated performance difference decreases. In Figure 2.16 we support
16 users, namely, the desired user and 15 interfering users. The interfering users employ the same
4-chip Walsh code as that adopted by the desired user as their frequency-domain spreading sequence,
but invoke different 31-chip Gold codes as their time-domain spreading codes. Again, we assume that
we have I'y, = 0,7 = 2,3,..., K. In this scenario, we consider three different antenna arrays. The
first antenna array is a 6 x 1-dimensional linear antenna array associated with (M = 1, L = 6), having
an element-spacing of \/2. The second is a 6 x 1-dimensional linear antenna array (M = 6, L = 1),
having an array-spacing of 10A. The third is a 6 x 1-dimensional array (M = 2, L = 3), having
an element-spacing of /2 and an array-spacing of 10\. The number of the arrays is denoted by M
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and L is the number of elements in the array, as seen in Figure 2.4. Figure 2.16 shows that when the
spatial signals arriving at the elements of an antenna array are less correlated, the attainable spatial
diversity becomes higher, hence, the performance is better. Figure 2.16 also demonstrates that when
the correlation between the signals arriving at the different elements of an antenna array decreases, the
performance difference between the MRC scheme and the optimum combiner also reduces. There-
fore, the system employing a 6 x 1-dimensional linear antenna array (M = 6,L = 1) having an
array-spacing of 10\ achieves the best result. By contrast, there is no appreciable difference between
the performance of the MRC scheme and the MSINR beamformer. Furthermore, the system adopt-
ing a 6 x 1-dimensional antenna array (M = 2,L = 3), having an element-spacing of A/2 and an
array-spacing of 10 achieves a mediocre performance. On the same note, the difference between
the performance of the MRC scheme and the MSINR beamformer is also mediocre. Finally, the
performance of the system using a 6 x 1-dimensional linear antenna array (M = 1, L = 6), having
an element-spacing of A/2 is the worst and the associated performance difference between the MRC
scheme and the MSINR beamformer is the highest. In Figures 2.17, 2.18 and 2.19, we consider a gen-
eralized MC DS-CDMA system serving 4 users, where the joint subcarrier processing based optimum
MSINR combining scheme of Section 2.3.3 was employed. Different antenna arrays were employed
in these simulations, namely a single antenna (M = 1,L = 1), a 1 x 2-dimensional antenna array
(M =1,L =2),alx3-dimensional antenna array (M = 1, L = 3), a 1 x 4-dimensional antenna ar-
ray (M =1, L = 4),al x 6-dimensional antenna array (M = 1,L = 6), a 1 x 8-dimensional antenna
array (M = 1,L = 8), a 2 x 1-dimensional antenna array (M = 2,L = 1), a 3 x 1-dimensional
antenna array (M = 3,L = 1), a 4 x 1-dimensional antenna array (M = 4,L = 1), a 6 x 1-
dimensional antenna array (M = 6, L = 1), a 8 x 1-dimensional antenna array (M = 8,L =1),a
2 x 2-dimensional antenna array (M = 2, L = 2), a 2 x 3-dimensional antenna array (M = 2, L = 3),
a 2x4-dimensional antenna array (M = 2, L = 4), a 3x2-dimensional antenna array (M = 3,L = 2)
and a 4 x 2-dimensional antenna array (M = 4,L = 2). Figures 2.17, 2.18 and 2.19 confirms that
when the spatial signals arriving at the different elements of the antenna array become less correlated,
the achievable spatial diversity gain becomes higher, hence, the achievable performance improves.

2.4 Conclusions

In this chapter we have proposed four different beamformers based on the MVDR, MSINR, MMSE
and MPDR array element optimization criteria, which were invoked for a DS-CDMA system, MC-
CDMA system, and a generalized MC DS-CDMA system. In Section 2.1, we provided a brief in-
troduction to various research contributions on MC DS-CDMA schemes. Following a rudimentary
overview of Multitone DS-CDMA [43] and orthogonal MC DS-CDMA [12], we outlined the basic
philosophy of generalized MC DS-CDMA [40-42].

In Section 2.2 the philosophy of the Generalized Multicarrier DS-CDMA system was detailed
and characterized. The transmitter schematic was portrayed in Figure 2.2 for the generalized MC

DS-CDMA system considered, while the corresponding stylized spectrum arrangement was shown
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Figure 2,17: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system sup-
porting 4 users using 31-chip Gold codes as time spreading sequences and 4-chip Walsh codes
as frequency spreading sequences, using different antenna arrays, where the joint subcarrier pro-
cessing based optimum MSINR combining scheme of Section 2.3.3 was employed.
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Figure 2.18: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless sysiem sup-
porting 4 users using 31-chip Gold codes as time spreading sequences and 4-chip Walsh codes
as frequency spreading sequences, using different antenna arrays, where the joint subcarrier pro-
cessing based optimum MSINR combining scheme of Section 2.3.3 was employed.
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Figure 2.19: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system sup-
porting 4 users using 31-chip Gold codes as time spreading sequences and 4-chip Walsh codes
as frequency spreading sequences, using different antenna arrays, where the joint subcarrier pro-
cessing based optimum MSINR combining scheme of Section 2.3.3 was employed.

in Figure 2.3. The (M x L)-dimensional antenna array seen in Figure 2.4 was employed by the
generalized MC DS-CDMA system considered for the sake of achieving both an SNR gain and spatial
diversity gain. Finally, Figure 2.5 portrayed the receiver block diagram designed for detecting the
information arriving from the reference user. In Section 2.2.4 we characterized the properties of the
decision variable z,, expressed in Equation (2.18), while in Section 2.2.5 we derived the covariance
matrix R; of the composite interference given by the sum of the self-interference and multiuser

interference.

Having provided the detailed system model of the generalized MC DS-CDMA system, we in-
voked a range of linear combining based antenna array weight optimization schemes in order to
derive the decision variables in Section 2.3. In the context of optimum combining [44] the signals
received by the antennas are appropriately weighted and combined in order to combat the effect of
multipath fading on the desired signal and for the sake of mitigating the effects of interfering sig-
nals, as seen in the Figure 2.6. In Section 2.3.1, we first outlined the basic philosophy of optimum
combiners classically used in digital mobile radio systems dispensing with DS-spreading, where the
array weights that maximized the output SINR were expressed in Equation (2.61) [191]. Then, the
family of optimum combiners designed for DS-CDMA systems was reviewed. We provided the ex-
pression of the weights that maximized the output SINR, as seen in Equation (2.72) [125]. Finally,
we focused our attention on the derivation of the optimum array weight vector employed by the pro-
posed MC DS-CDMA system. The individual subcarrier-based optimum combiner adopted for the
generalized MC DS-CDMA system of Figure 2.5 was first derived by separately processing the V'
number of received subcarrier signals hosted by the (ML x 1)-dimensional vector. The operations
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carried out by this individual subcarrier-based optimum combiner was portrayed in Figure 2.9. On
the other hand, the optimum combiner can also be derived by jointly processing the received signal of
the V M L-dimensional received signal vectors of the V' subcarriers and M L array elements, as seen
in Figure 2.10. In Section 2.3.2 the optimum combiner based on the MVDR criterion was derived,
which constitutes a well-known beamforming optimization criterion [44] and is capable of providing
the minimum variance unbiased estimate of the transmitted signal. In Section 2.3.3 we discussed the
optimum combiner based on the MSINR criterion, where the weight vector is optimized by maximiz-
ing the SINR at the output of the beamformer [44]. In Section 2.3.4 we focused our attention on the
MMSE beamformer, which is capable of minimizing the mean-square error between the beamformer
output and the desired signal. The beamformer based on the MPDR criterion [44] was considered in
Section 2.3.5, which is closely related to the MVDR beamformer.

In Section 2.3.6, the BER performance of these four optimum combining schemes was studied
and compared in the context of a DS-CDMA system, a MC-CDMA system and a generalized MC DS-
CDMA system. We employed several different antenna array models in our simulations. From the
simulation results and the accompanying analysis we concluded that as expected, the performance
of the different beamformers is different. For example, the MVDR optimum combiner is the best
one in the context of a DS-CDMA system, while the individual subcarrier-based optimum MVDR
combiner exhibits the poorest performance in the context of the MC-CDMA system of Figure 2.7 or
in the generalized MC DS-CDMA system of Figure 2.2. When the number of the users increases,
the correlation matrix R, or R,, becomes reminiscent of an identity matrix. Accordingly, the
weighting process becomes reminiscent of the MRC scheme. Having investigated a range of different
antenna array models in Figure 2.20(a), we found that when the spatial signals arriving at the different
elements of the antenna array become less correlated, the achievable spatial diversity gain becomes
higher, hence the achievable performance improves. Furthermore, when the correlation of the signals
arriving at the different elements of the antenna array decreases, the performance difference between
the MRC scheme and the optimum combiners will reduce. A summary of the associated results is
provided in Table. 2.1 for the sake of characterizing and comparing the attainable BER performance
of all optimum combining schemes invoked for the uplink of the generalized MC DS-CDMA system
supporting four users. The four users employ the same Gold code as their time-domain spreading
sequence, while using different Walsh codes as frequency-domain spreading sequences. Finally, the
computational complexity of the corresponding optimum beamforming aided generalized MC DS-
CDMA systems is provided in Figure 2.20(b).
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Figure 2.20: (a) Receive (Rx) gain versus the number of receive antennas for the various antenna array types
employed for the uplink of the MSINR-aided generalized MC DS-CDMA system supporting four
users at a BER of 10—, These results were extracted from Figures 2.17, 2.18 and 2.19. (b) The
computational complexity versus the number of receive antennas for the various antenna array
types employed for the uplink of the optimum beamforming-aided generalized MC DS-CDMA
system employing V' = 4 subcarriers based on both individual subcarrier based processing and on
using joint processing of all subcarriers, as outlined in Section 2.3.1.4. Since the corresponding
Rx gain recorded in Figure 2.20(a) for the joint processing of all subcarriers is only marginally
better than that of the substantially less complex individual subcarrier processing, the latter is
recommended for practical implementations.
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Scheme Ey/Ny(dB) | Ep/No(dB) Figure
required at | required at No.
BER=10"2 | BER=10"*

MRC 12.5 19.2 Figure 2.13
MSINR Jointly 8.1 14.6 Figure 2.13
Separately 8.2 15.0 Figure 2.13
MVDR Joint 8.3 15.8 Figure 2.14
Separately 16.0 N/A Figure 2.14
MMSE Joint 8.2 15.2 Figure 2.13
Separately 8.5 16.4 Figure 2.13
MPDR Joint 8.4 15.8 Figure 2.14
Separately 16.1 N/A Figure 2.14

Table 2.1: Summary of the required E} /Ny values for the various optimum combining schemes characterized
in Figures 2.13 and 2.14 invoked for the uplink of the generalized MC DS-CDMA system supporting
four users, employing a (1 x 3)-dimensional antenna array (M = 1, L = 3). The four users employ
the same Gold code as their time-domain spreading sequence, while using different Walsh codes as
frequency-domain spreading sequences.
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Chapter

Multicarrier DS-CDMA Systems Using
Smart Antennas - Downlink

3.1 Introduction

In chapter 2 we presented a generalized MC DS-CDMA system [41,42] supported by smart antennas
for the sake of improving the attainable uplink performance of the system at the base station. How-
ever, the antenna arrays installed at the base-station may also be used both in the downlink as well as in
the uplink for enhancing the system’s performance. More explicitly, it is possible to steer a transmit-
ting array in the same way as the one used for reception, so as to minimize the downlink interference
inflicted upon co-channel mobiles. There are two fundamental approaches to preprocess each user’s
signal at the base station’s downlink transmitter. The so-called open loop methods do not require any
knowledge of the radio channel at the transmitter, while the family of closed loop methods exploit
the characteristics of the channel. The open loop techniques that rely on no channel information are
desirable for the sake of simplicity, but they are outperformed by the more sophisticated closed loop
techniques, as long as the channel information is correct and up-to-date, rather than outdated. Various
transmit diversity (TD) schemes have been proposed in the literature [48, 126134, 136] for the sake
of mitigating the performance degradation inflicted by multipath fading. Again, the family of TD
schemes may be divided into the classes of open loop TD and the closed loop TD, and the open-
loop family may be further classified as Orthogonal Transmit Diversity (OTD) [128], Time Switched
Transmit Diversity (TSTD) [128], and Space-Time Transmit Diversity (STTD) [48]. Both the OTD
and TSTD schemes use multiple transmit antennas for providing spatial interleaving against fading,
hence they have a similar performance [127], provided that the different antennas experience inde-
pendent fading. Upon exploiting the extra space diversity provided by employing additional diversity
antennas, STTD schemes [48] are capable of outperforming both OTD and TSTD [13]]. Selection
Transmit Diversity (STD), a representative of closed loop proposals, selects the specific antenna for
transmission, which has the best instantaneous channel quality and hence this technique is expected

to be superior to STTD in most cases, as long as the transmit antenna specific channel quality infor-

81
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mation can be correctly fed back to the transmitter without excessive latency [129,130]. On the other
hand, in addition to channel-induced fading, the received signal at the MS is also corrupted by MAL
Beamforming, or spatial filtering [6] constitutes an effective solution to this problem, where the an-
tenna gain is increased in the direction of the desired user, whilst reducing the gain towards interfering
users. The simplest approach to beamforming is represented by the switched-beam technique, which
measures a particular user’s uplink power received, for example, by a bank of narrow beams, and then
uses the highest-power beam for downlink transmission to that particular user [133]. In [126], Zhou
provided a comparison between switched-beam transmission and STD, where the results indicated
that conventional beamforming is capable of outperforming STD in interference-limited scenarios,
but only if some grade of temporal diversity is also available. Let us now briefly consider downlink
beamforming. There are techniques, which simply direct the main lobe to the desired user with-
out considering the interference imposed upon other users [134, 135], and methods which form the
beam with a high gain towards the desired user, while creating nulls in the directions of the undesired
users [132, 136]. They are both capable of achieving user-load improvements in the downlink by
reducing the effects of MAI

Using the antenna arrays shown in Figure 2.4, both TD and beamforming can be implemented at
the Base Station (BS). The M antenna arrays having an array-spacing of 10X are widely separated
from each other for the sake of forming a transmit diversity scheme, since the system experiences
low correlation among these arrays, while the L elements having an element-spacing of A/2 create
a beamforming antenna array. The beam selection transmit diversity (BSTD) scheme of [47] consti-
tutes a combination of STD and beamforming, while the downlink eigenbeamformer [194] represents
an alternative approach, which combines the gain of spatial filtering with beam selection diversity.
In [49], three techniques have been described, based on diversity, spatial beamforming, and a combi-
nation of diversity as well as beamforming, which was referred to as Steered Space-Time Spreading
(SSTS).

However, the SSTS scheme of [49] and many other transmit diversity schemes, such as those pro-
posed in [48,126,136,140], are based on the assumption that perfect Channel State Information (CSI)
is available at the receiver. The estimation accuracy of the CSI has a grave impact on the attainable de-
tection performance. Naturally, the estimation of these parameters increases the complexity imposed
and typically requires a substantial channel sounding overhead, which wastes valuable bandwidth.
Furthermore, when the Channel Impulse Response (CIR) fades rapidly, its estimation based on the
previous symbols might be insufficiently accurate for the reliable detection of the forthcoming sym-
bols. By contrast, Differential Space-Time Modulation (DSTM) schemes [137-139], introduced as
extensions of the traditional Differential Phase Shift Keying (DPSK) scheme, were capable of reliable
data detection without any CSI, which is an attractive feature in fast fading channels. Hence, DSTM
schemes obviate the need for channel estimation at the receiver, while retaining the desirable benefits
of space-time coding techniques. However, the performance of DSTM systems degrades significantly
in the presence of even relatively mild interference and breaks down completely, when strong inter-
ference is inflicted [141]. To suppress the effects of co-channel interference when communicating
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over flat fading channels, a Differential Space-Code Modulation (DSCM) scheme was proposed by
combining the merits of the DSTM and spread spectrum techniques in [141].

In this chapter, we will continue our discourse by considering the generalized MC DS-CDMA
system of Chapter 2. Four different downlink space-time transmitter processing schemes based on
the principles of beamforming, BSTD, STTD and SSTS are proposed, in order to enhance the achiev-
able performance of generalized MC DS-CDMA systems. Furthermore, we combine the merits of
DSTM and the generalized MC DS-CDMA system of [41] to propose a novel Differential Space-
Time Spreading (DSTS) scheme as well as a Differential Steered Space-Time Spreading (DSSTS)
scheme for the sake of improving the downlink performance of generalized MC DS-CDMA systems
communicating in rapidly fading channels. The proposed DSSTS scheme amalgamates the benefits
of DSTS and beamforming. Our focus is on the performance enhancements that can be obtained
on the downlink of a generalized MC DS-CDMA system with the aid of an antenna array architec-
ture that supports a combination of beamforming and transmit diversity. The achievable performance
improvements are a function of both the antenna spacing and the specific techniques used for at-
taining TD and beamforming. In our system, we employ 32-chip Walsh-Hadamard (WH) codes as
Time-Domain (T-domain) spreading codes and 4-chip WH codes as Frequency-Domain (F-domain)
spreading sequences. Since all users are synchronous in the downlink, the interference amongst users
invoking different 32-chip WH codes as their user-specific time-domain spreading codes becomes
zero after despreading in time-domain. However, the transmitted data stream can be spread both in
the time-domain and in the frequency-domain in order to increase the user-load of the generalized MC
DS-CDMA system and for the sake of achieving a higher frequency diversity [192]. Therefore, after
despreading, the interference amongst the users employing the same 32-chip WH code as their time-
domain spreading sequence, but invoking different 4-chip WH codes as frequency-domain spreading
codes may become high. For the sake of mitigating this phenomenon, we can combine beamforming

techniques with the careful assignment of the T-domain WH spreading codes.

The rest of this chapter has the following structure. In Section 3.2 the philosophy of the downlink
beamforming-aided generalized Multicarrier DS-CDMA system is described and characterized. A
BSTD scheme constituted by an amalgam of beamforming and STD is discussed and analyzed in the
context of the generalized MC DS-CDMA system in Section 3.3. Then STTD is analyzed and its
concept is extended for employment in the generalized MC DS-CDMA system considered. Based
on STTD and beamforming, SSTS is adopted for employment in the generalized MC DS-CDMA
system in Section 3.5. In Section 3.6 the downlink DSTS and DSSTS schemes are invoked for
generalized Multicarrier DS-CDMA systems communicating over rapidly fading channels, both of
which obviate the need for channel estimation at the receiver, while retaining the desirable benefits
of space-time coding techniques. Finally, the performance of these schemes will be studied and
compared in Section 3.7, again, in the context of the generalized MC DS-CDMA system concept

advocated.
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3.2 System Model for Downlink Communication - Beamforming

In the context of coherent beamforming, the signals that will be transmitted by several BS transmit
antennas are appropriately weighted before transmission based on the channel information fed back
from the MS with the aid of the uplink in order to steer the transmitted energy in the direction of
the desired user. The beamforming schemes steering energy in the direction of the desired user are
referred to as the user-specific beamforming. By contrast, the beamforming schemes, where a set of
predefined beams shared by a number of roughly co-located users is termed as the fixed beamforming.
In the context of downlink beamforming, if the downlink channel is in the same frequency band as
the uplink, we can estimate the direction of a specific user and then calculate the required transmit
beamformer weights from the received uplink signals. In this section, we assume that the direction
of the desired user can be perfectly estimated. It can be shown that in the absence of scattering
the beamforming gain of the coherent beamformer is linearly proportional to the number of array
elements of L. When scattering is present, the attainable beamforming gain depends on the phase-
coherence accuracy of the closely spaced transmit antennas. It can be shown that the attainable
beamforming gain in environments having a small angular spread is higher than that in the context of
larger angular spreads, since the grade of phase coherence between the array elements decreases.
The downlink transmission model of the space-time MC DS-CDMA system considered is similar
to the uplink model described in Section 2.2. However, maintaining a sufficiently high spatial sepa-
ration of users in the downlink is more difficult than that on the uplink. This is because in the context
of downlink transmissions the mobiles cannot necessarily be expected to cooperate for the sake of
carrying out joint detection or joint adaptive interference cancellation. Therefore, an attractive tech-
nique of achieving spatial separation in the downlink is to reduce the interference imposed on the K
users by performing spatial processing prior to transmission in the base-station transmitter equipped
with antenna arrays. At the mobile receiver the processing is simply restricted to the temporal and
frequency domains. Furthermore, in contrast to the uplink, each mobile user receives all the signals
intended for the other users but distorted by its own radio channel. As in Chapter 2, let us assume that
the first user is the desired user to be detected and the first user’s time delay 77 is perfectly estimated.

3.2.1 Transmitted Signal - Downlink

The block diagram of the downlink BS transmitter schematic configured for transmitting to the kth
user is shown in Figure 3.1 for the generalized MC DS-CDMA system employing a transmit antenna
array, which has L number of linearly spaced elements separated by a distance of half a wavelength.
At the transmitter side, the binary data stream having a bit duration of T}, is Serial-to-Parallel (S/P)
converted to U parallel sub-streams. The new bit duration of each sub-stream, which we refer to
as the symbol duration, becomes Ty = UT}. After S/P conversion, each substream is spread using
an N-chip DS spreading sequence waveform ci(t). Then, the DS spread signal of the uth sub-
stream, where we have u = 1,2,...,U, simultaneously modulates a group of parallel subcarrier
frequencies { fu1, fu2, ..., fuy } using Binary Phase Shift Keying (BPSK). A total of UV number of
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Figure 3.1: The kth user’s transmitter schematic for the downlink of the generalized multicarrier DS-CDMA

system. In contrast to Figure 2.2, where the transmitted signal s () of user k is transmitted from a

single antenna, in This figure, a BS transmit weight vector wf,k) is applied to the signal associated
g g pp g

with the vth subcarrier of the kth user at the BS’s downlink transmit beamformer.

subcarriers are required by the MC DS-CDMA system considered and the UV subcarrier signals are
superimposed on each other in order to form the complex modulated signal. The baseband downlink
MC DS-CDMA signal prior to transmit beamforming is identical to the uplink transmit signal, as
described in Equation (2.1). In contrast to Figure 2.2, where the transmitted signal s(t) of user k is
transmitted from a single antenna, in Figure 3.1 a BS transmit weight vector wq(Jk) is applied to the
signal associated with the vth subcarrier of the kth user at the BS’s downlink transmit beamformer, so
that the (L x 1)-dimensional MC DS-CDMA signal vector of the kth user at the beamformer’s output

becomes

si(t) = (Wi e si(t)
VX 2P
= 22 57 V) T b (t)en(t) cos (2 funt + B o), 3.1)
u=1v=1

where wl(,k) is a (L x 1)-dimensional BS downlink transmit weight vector generated by the beam-
former according to the perfect known channel information corresponding to the vth subcarrier of
the kth user, while P;/V represents the transmitted power of each subcarrier, and the factor of L
in the denominator of (3.1) is due to the beamforming using an antenna array having L elements.
Furthermore, in (3.1) {bxy(t)}, ck(t), {fuv} and {&x uv} represent the data stream, the DS spread-
ing waveform, the subcarrier frequency set and the phase angles introduced in the carrier modulation
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process. The data stream’s waveform by, (t) = Y oo beu[i]Pr, (t — 9T) consists of a sequence
of mutually independent rectangular signalling pulses of duration 7 and of amplitude +1 or -1 with
equal probability. The spreading sequence c(t) = D 72, ckjPr.(t — jT¢) denotes the signature
sequence waveform of the kth user, where ci; assumes values of +1 or -1 with equal probability,
while Pr,(t) is the rectangular chip waveform, which is defined over the interval [0, 7). We assume

that N, = T, /T = UT},/T., which represents the spreading gain of the DS-spread subcarrier signals.

The stylised spectral arrangement on the downlink is also identical to that on the uplink, which
was shown in Figure 2.3. The subcarrier frequencies of the downlink are also arranged according to
fuv = TLC +Alwv-1)U+u—-1],u=1,2,...,U; v=1,2,...,V, so that the specific subcarrier
frequencies conveying the V' number of repeated replicas of the same data bit are separated by the
maximum possible frequency spacing for the sake of experiencing independent fading. More explic-
itly, with the advent of maximum spacing the V replicas of the same bit are far apart in the frequency-
domain, hence the receiver becomes capable of achieving the maximum frequency-domain diversity
gain as a benefit of the independent frequency-selective fading of the subcarriers, when combining

the corresponding subcarrier signals.

3.2.2 Receiver Model - Downlink

For each mobile user, the multiplexed transmitted signal intended for all of the K active users is
received, and it is subjected to distortion by the wireless channel associated with the particular user.
Assuming that the transmitter antenna array shown in Figure 2.4 is configured by the base-station for
downlink transmission, the Spatio-Temporal (ST) Channel Impulse Response (CIR) hl(ﬁ))'l between
the wwth subcarrier of the kth user and the /th BS downlink transmit antenna can be expressed in the
same form as Equation (2.10)in conjunction with A = 1. Consequently, the signal received by the
first user, who is the desired user, due to the BS’s transmission intended for the kth user is given by

re(t) = sp(t) ®h) (1) (3.2)
u v 5P
= ;; S8 bralt = m)ex(t = ) (W) HaQ @) exp (5 (2 funt + 68 )

where we have 65 = ¢y ., — 27 fuy71, Which is a random variable uniformly distributed in [0, 27]. In
the above equation, we assumed that all the subcarrier signals arrive from the same direction. i.e. the
DOA is only dependent on the user’s location, but it is independent of the subcarrier frequencies. We
note that this assumption is valid only, if the bandwidth of the MC DS-CDMA system considered is
significantly lower than the carrier frequency f.. In (3.2) the ST-CIRs corresponding to the entire set
of L elements of the BS’s downlink transmit antenna array hl(}v) (t) is the same as in Equation (2.14)

associated with A/ = 1, except that only the first user is considered. Hence hl(}v) (t) can now be
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expressed as

T
BU@) = [Bo@ A @. . hD 0]
= aljj()ét — )
T
_ [aulv),o(t),agll(t),...,a&)’(L_l)(t)] 5(t — 1), (3.3)

which is an (L x 1)-dimensional vector, where afjlv) ,(£) is the CIR with respect to the uwth subcarrier of

the first user and the /th BS downlink array element. Based on the assumption that the array elements

are separated by half a wavelength, i.e. that we have d = A\/2, we can simplify all) (t) to

all(t) = a(l)(t)d(l) (3.4)

Uuv

The total received signal of the first user is the superposition of all the K users’ transmissions
plus the AWGN, hence we have

K
r(t) =Y _rr(t) + n(t), (3.5)

k=1

where n(t) is an AWGN process having a zero mean and a covariance of
E [n(tl)n*(tg)] = 2N05(t1 - tg), (36)

with Ny representing the double-sided power spectral density of a complex valued low-pass-
equivalent AWGN signal.

The receiver front-end of the downlink is shown in Figure 3.2, where the superscript and sub-
script denoting the reference user of k = 1 have been omitted for notational convenience. Observing
both Figure 2.5 and Figure 3.2 suggests that the receiver of the downlink is similar to that of the
uplink, except that each mobile receiver has only a single antenna. As shown in Figure 3.2, the re-
ceiver essentially consists of two main parts. The first part carries out multicarrier demodulation and
DS despreading, providing V number of outputs, which correspond to the V' number of subcarriers
conveying the repeated replicas representing the same data bit. Therefore, associated with each trans-
mitted data bit, such as bit u, we have a total of V output variables, as shown in Figure 3.2, which
carry the information of the same transmitted data bit. In the second part, after combining these V'
number of variables with the aid of a MRC scheme, the decision variable related to the information
bit b, [0] can be derived. This process will be discussed in detail during our forthcoming discourse in
Section 3.2.3.

In our forthcoming discourse we assume that the receiver is capable of acquiring perfect time-
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Figure 3.2: Receiver block diagram of mobile users in the generalized MC DS-CDMA system considered. The
receiver employs multicarrier-spreading-assisted frequency-selective diversity combining. Ob-
serving both Figure 2.5 and this figure suggests that the receiver of the downlink is similar to
that of the uplink, except that each mobile receiver has only a single antenna.

domain synchronization. The attenuations and phases of the ST CIR taps are assumed to be perfectly
estimated. Furthermore, in this chapter we assume that the DOA of the reference user’s signal is
also known at the base-station. Returning to Figure 3.2, after multicarrier demodulation and DS
despreading, the outputs corresponding to the Oth bit b,,[0] and the vth subcarrier can be expressed as

Ts
oy = / r()e(t) exp (= (27 fust + Bul) dt, v = 1,2, ...V, 3.7
0

where for the sake of simplicity we assumed that the reference signal’s transmission delay was 7, = 0.

3.2.3 Statistical Analysis

In this section we first characterize the properties of the decision variable z,, expressed in (3.7). Let
us first derive the components of z,,,. We assume that the ST CIR taps given by aq(}l,) of Equation (3.3)
remain constant over a symbol duration of Ts. Upon substituting the received signal vector 7(t) of
(3.5) into (3.7), it can be shown that z,, expressed in terms of the vth subcarrier of b, can be written
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as

v'Fv, if u'=u

(3.8)

where b, [0] (w&l))H a,, represents the desired output obtained by substituting (3.5) into (3.7) and
setting £k = 1, v/ = u, v/ = v, while ay, is given by (3.3) associated with the reference user
corresponding to k£ = 1. In (3.8) ny, is contributed by n(t) of (3.5), which can be expressed as

1

Ty

Ty = / n(t)c(t) exp (—7[27 fuvt + Ous]) dt, (3.9)
2P Jo

VL—S$

which is an AWGN process having zero mean and a covariance of

(3.10)

where Ej, = PT represents the energy per bit. The term (wf,l))H iEf,L, in (3.8) represents the self-
interference contributed by the subcarrier indexed by v/, v/ of the reference signal. As shown in
Equation (2.27), iq(j/Z;/ = 0, provided that we have (fy/ — fuy) = 7o, implying that the subcarrier
signals are orthogonal before the DS spreading, where n > 1 represents an integer. Therefore, we

can conclude that

A . (3.11)

The Multi-User Interference (MUI) term (wl(,k))H iq(ﬁ,) in (2.22) is engendered by the subcarrier

signal determined by u and v of the kth interfering user, where iq(ﬁ,) is similar to Equation (2.29),

except that all users are synchronous and all K transmitted signals are impaired by the radio channel

a,, associated with the desired user £ = 1. Thus, the term iq(ﬁ,) can be expressed as

v oxp (1)

i) = i bru (t) ci (t)c(t)dt, (3.12)
S 0
where we have 191(,]3,) = 39 — By

Finally, the MUIT term (wf,k))H igfi)}, in (3.8) is imposed by the subcarrier determined by u’ and v/
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associated with the kth interfering user. In the downlink situation, igfzj, can be expressed as

= (k) T.

.(k Ayl exp(ﬁ '1;/) ¢ .

i, Bt /0 b () (2)e(t) exp (727 furer — Fun]t) dt, (3.13)
where, again, we have 1952 , = 93,?}, — By.. Similar to the self-interference term iff}z), formulated in
Equation (2.27), igfl)}, = 0 can be derived, which results in

(winHEE) — o, (3.14)
Let
T
2y = [Zulv Zy2y e aZuV] (3.15)

be a V-length vector containing the entire set of V' number of decision variables in the context of the
uth data bit after multicarrier demodulation and DS despreading. These V' number of variables are
denoted in Figure 3.2 as z,, for v = 1,2,...,V, which is expressed in Equation (3.8). Therefore,
after ignoring the common factor of \/ZD/—VZTS in (3.8), we have

zo = (WHa b, [0]+ny + ju, (3.16)

T
where a,, = [al;,al,, -, al,]7 = [au1,0,",Qu1,0-1, " ,@uv,0, " Guv.L—1)7» and &y, was expressed
in Equation (3.4). In (3.16), the matrix W) can be expressed as

w0 ... 0
w = | ° W'gc) - O | k10K (3.17)
0 0 .. wl
where, 0 = [0,0,...,0]” is an L-dimensional vector. In (3.16), ny = [ny1, w2, . . - ,nuv]T is an

L-dimensional vector, where n,,, was expressed in (3.9), while

. K P, E)\ B s (b K P k)\ o (k K P N AT

ju = [zkzz VB, T B ), \/?%w(v))fﬁi&} is a L-
dimensional vector corresponding to the interfering signals.

The (V' x V')-dimensional autocorrelation matrix R., of the V-length decision variable set z,, of
the uth data bit after multicarrier demodulation and DS despreading seen in Equation (3.16) can be

expressed as
R, = E [z.2]]. (3.18)

Upon substituting the decision variable z, of (3.16) into (3.18) and exploiting the statistical indepen-
dence of the devised signal and the noise, R,, can be expressed as

Ry, =Rg+ Ry, (3.19)
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where R, contains the autocorrelations of the desired signals hosted by the matrix (W(l))H a, of

(3.16), which can be expressed as
Ry = E [(WH)a,) (WD) a,)7]. (3.20)

Upon substituting (W 1)) a,, given by the first term of (3.16) into (3.20) and exploiting the property
that ay, is independent of ayr, for u % u or v # v/, we have E [al1)y,(t) - a(l),, ()] = 0 for
u # u’ or v # v'. Hence Ry can be expressed as
R, = diag{E [(ng))Haulaquwgl)} :
(o) angalid?],

cvy

B [(w%”)Haulaﬁwﬁ”] 3

3.2
where wi(,l) = [w,}:*g, wf)l{, e ,w,g?j):_l]T. Consequently, we have
B [(wi) Tawalwd| = E[(wi)ayallwb)]
= (WP E [awal,] wiV
= (aw)? (w7 E [dd?] wV, (3.22)

where d was formulated in (2.42) in conjunction with M = 1.

In (3.19) R, represents the covariance matrix of the interference-plus-noise, which is given by

Ro = E[(my+Ju) (nu+u)"]
= Ry +Ry, (3.23)

where we have

Ry = E[nunf]
V LNy
- I 3.24
B U (3.24)

while R ; represents the covariance matrix of the composite interference given by the sum of the

self-interference and multiuser interference.

In order to derive R, the following assumptions are stipulated for convenience. As we have
shown in the context of Equation (3.11), the self-interference is zero corresponding to (wgl) )H il(f}zj, =
0, when the difference between the frequency f,. of the interfering subcarrier signal and the fre-

quency f, of the desired subcarrier obeys fi/,y — fuy = n/Ts, where n is an integer. This condition

(k))H (%)

can be readily satisfied during the system design stage. Similarly, the MUT term (wy o/ 1S ZETO

i

according to Equation (3.14).
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Based on this assumption, it can be shown by referring to (3.8) as well as to (3.16) that we have
Ry = Efjuil]; (3.25)

where j, is a V' x 1-dimensional vector. Substituting (3.11) and (3.14) into (3.8), we have j, =
S/ BWE)EP  where il = [(ENT GUNT L GBNTIT is a (VL x 1)-dimensional

ul
vector. Following the approach of [41], R s can be expressed as

=
Il
o

B |(wi) i ) w1, (326)
where we have
E (Wi B W] = B w0 T w)]
= (Wi E iG] wip. (3.27)

In this chapter we assume that orthogonal WH codes are used as DS spreading codes. There-
fore, based on the assumption of orthogonal multicarrier signals, of synchronous transmissions of the
K simultaneous user signals as well as slow flat-fading of each subcarrier, there is no interference
between the different users and the different subcarrier signals. Then, (3.12) can be simplified to

i) = 0. (3.28)

Substituting (3.28) into (3.8), we have

2P
Py = 1 /VL-TS [bu (W) Ha,, + nm,} . (3.29)

Consequently, the Equation (3.26) can be simplified to
R, = diag{0,0,...,0}. (3.30)

In this situation, the MRC criterion based beamformer, which constitutes an effective solution to
maximizing the antenna gain in the direction of the desired user, is the optimum beamformer. Let
WI(;I) = ay, in (3.29), then the term 2z, can be expressed as

2P

Zuv = WTS [Lbu[o]“auvHQ + nu'u:l . (3.31)
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After MRC combining, the decision variable z, may be expressed as
v
>
v=1
v
/2P _
- 1; ﬁTs [Lbulo]”aw“Q + nuv} ) (3.32)

which suggests that the receiver is capable of achieving the maximum possible beamforming gain

Il

Ry

indicated by the multiplicative factor L in the square bracket.

3.2.4 User-load Improvement Using TF-Domain Spreading - Beamforming

In Sections 3.2.1, 3.2.2 and 3.2.3 the DS spreading used by the MC DS-CDMA system was carried
out in the TD based on orthogonal WH DS-spreading codes. However, as proposed for MC-CDMA
schemes in [235, 80], spreading in the F-domain can also be employed for exploiting the attainable
diversity gain in the F-domain. In the generalized MC DS-CDMA scheme considered, the transmitted
data stream can be spread in both the T-domain and the F-domain in order to support more users or
to achieve the maximum attainable frequency diversity gain [192]. In order to elaborate further on
F-domain spreading, let us assume that after the T-domain DS-spreading seen in Figure 3.3, the
identical data bits of the V subcarriers are multiplied by the V chip values of {+1,—1,...,+1} of
a spreading code invoked for spreading the data in the F-domain across the V number of subcarriers.
The resultant bandwidth is again the same as that of the MC DS-CDMA scheme employing the
T-domain only spreading. In this case, the transmitted MC DS-CDMA signal benefits from both
time-domain spreading and frequency-domain spreading. At the receiver, the MC DS-CDMA signal
is first despread using the T-domain orthogonal WH DS-spreading code, then despread by the F-
domain spreading code of length-V/, as shown in Figure 3.4. When using both T-domain and F-
domain spreading, the total processing gain becomes the product of the T-domain spreading code’s
processing gain and the F-domain spreading code’s processing gain, namely NV, - V. Furthermore, the
maximum number of users supported by the MC DS-CDMA system is also determined by the above
product of N, - V, which is determined by the total system bandwidth.

3.2.4.1 System Model - Beamforming

The transmitter schematic of the broadband MC DS-CDMA system using TF-domain spreading is
shown in Figure 3.3, which is similar to that seen in Figure 3.1, except that the V' -depth F-domain
repetition scheme of Figure 3.1 is now replaced by the F-domain spreading arrangement associated
with an orthogonal spreading code of length V. Specifically, let {c}[0], ¢;[1],...,c;[V — 1]} be
the kth user’s orthogonal code in discrete form, which will be used for F-domain spreading. By
contrast, the kth user’s T-domain orthogonal codes have been expressed in Section 3.2.1 as ¢ (¢) in
continuous form. As shown in Figure 3.3, the binary data stream having a bit duration of 7}, is Serial-
to-Parallel (S/P) converted to U parallel sub-streams. After S/P conversion, each substream is spread
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Figure 3.3: The kth user’s BS transmitter schematic for the downlink of the generalized multicarrier DS-
CDMA system using TF-domain spreading. This schematic is similar to that seen in Figure 3.1,
except that the V' -depth F-domain repetition scheme of Figure 3.1 is now replaced by the F-domain
spreading arrangement associated with an orthogonal spreading code of length V.

using an N.-chip DS spreading sequence waveform ck(t). Then, in the broadband MC DS-CDMA
system using TF-domain spreading, instead of employing data repetition over V subcarriers, the U
sub-block signals of user & generated after T-domain spreading are now further spread across the F-
domain using the above F-domain spreading codes. According to our analysis provided in Sections
3.2.1 and 3.2.2, the total number of orthogonal codes that can be used for T-domain spreading is
N, and the maximum number of users supported by these orthogonal codes is Kmaz = Ne. By
contrast, the total number of orthogonal codes that can be used for F-domain spreading is V. This
implies that even if V' number of users share the same set of T-domain spreading codes, these V'
user signals might be distinguishable with the aid of the associated V number of F-domain spreading
codes. Explicitly, the total number of users that may be supported is Va0, = V Ne. Therefore,
the orthogonal spreading codes can be assigned as follows. If the number of users is in the range
of 0 < K < K4z, these users will be assigned the required orthogonal T-domain spreading codes
and the same F-domain orthogonal spreading code. The resultant scheme is the same as the one we
studied in Sections 3.2.1 as well as 3.2.2. However, when the number of users is in the range of
Wmaz < K < (v+1)Kpaz, v=1,2...,V —1, then the same orthogonal T-domain code has to be
assigned to v or (v + 1) users, but these v or (v + 1) users are assigned different F-domain spreading
codes. These v or (v + 1) users employing the same orthogonal T-domain code are identified by

their corresponding F-domain spreading codes. Since the subcarrier signals across which F-domain
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spreading takes place encounter independent fading, the orthogonality of the F-domain spreading
codes cannot be retained in frequency-selective fading channels. Hence, multiuser interference is
inevitably introduced, which degrades the attainable BER performance, when increasing the number

of users sharing the same T-domain spreading code.

In the generalized MC DS-CDMA system using both T-domain spreading and F-domain spread-
ing, the signals transmitted from the downlink antenna array at the BS associated with using trans-

mitter beamforming can be expressed as
si(t) = (wi)7 e si(t) (3.33)

u v 5P,
- Z Z —k(wgk))kuu(t)ck(t)c;c [U - 1] 005(27Tfuvt + ¢’k:,uv),

where Py /V represents the transmitted power of each subcarrier, while wg,k) is the (L x 1)-
dimensional BS downlink transmitter beamforming weight vector generated for the vth subcarrier of
the kth user by the beamformer according to the perfectly estimated channel information. In (3.33),
the T-domain spreading sequence cx(t) = 322 ck; Pr.(t — jT¢) denotes the signature sequence
waveform of the kth user, where cy; assumes values of +1 or -1 with equal probability, while Pr,(t)

is the rectangular chip waveform, which is defined over the interval [0, 7).

Let 1 < K’ < V be the number of users sharing the same T-domain spreading code. We also
assume that any T-domain spreading code is shared by the same K’ number of users. Then, when
the K’'K,q, signals expressed in the form of (3.33) are transmitted over frequency-selective fading

channels, the complex-valued low-pass equivalent received signal can be expressed as

K'Kmaz
T(t) = Z Sk(t) ®h(1)( ) + TL( )
KKmaI U V
2P
- Z ZZ VIIJC bku<t—7'1 Ck t—- 7-1)( (k))H (1)( )
k=1 wu=1lwv=1
Xcp[v — 1] exp (j [27rfuvt + 98’:})}) + n(t). (3.34)

The receiver of the generalized MC DS-CDMA system using TF-domain spreading is shown in
Figure 3.4, which is similar to that seen in Figure 3.2. The receiver portrayed in Figure 3.4 consists
of two main parts. The first part carries out multicarrier demodulation and DS despreading, then
provides V' number of outputs, which correspond to the ¥V number of subcarriers conveying the re-
peated replicas representing the same data bit. This part is the same as the first part seen in Figure
3.2. However, in the second part, instead of being combined with the aid of an MRC scheme, the
V number of variables are despread by the desired user’s F-domain WH spreading codes. Following

the derivations provided in Section 3.2.2, the decision variable z,, corresponding to the subcarrier uv
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Figure 3.4: Receiver block diagram of mobile users in the generalized MC DS-CDMA system employing
TF-domain spreading.

can now be expressed as

2P [ ([ [P
2w =4/ g Lo [Z (\/ 5 (W) 72l (1) x chfv - 1bea [o]) +a | (3.35)
k=1
where 7, is an AWGN process having zero mean and a variance of %%V—Q
Let Byp = (wq()k))Hai(}J (t), and
T
Zy = [Zu]. Zu2 e ZuV] ) (3.36)
Bric[0] Barchl0] ... Brndck[0]
ch[1 ch[1 r9Che |1
c - 512'1[ ] ﬁ22‘2[ ] . /BK2.K [1] | (337
Sivel[V —1] Bovd [V —1] ... Brrde [V —1]
P = dlag{ 1/ \/PK’} (3.38)
b = [biy by ... brry ] , (3.39)
n o= [Ny ... nevlt. (3.40)
Then (3.35) can be written in a matrix form as
2 = %Ts ICPb+n]. (3.41)

Based on (3.41) the multiuser MC DS-CDMA signals can be detected by invoking a range of differ-
ent detection algorithms [195]. In this section, we investigate two detection algorithms, namely the
single-user correlation based detector, and the multiuser decorrelating detector [195]. In the context
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of the single-user correlation based detector, the decision variable z,, of the desired user is obtained

by multiplying both sides of (3.41) with ¢} = [c}[0], ¢{[1],..., ][V — 1]], which can be expressed as
7 = \/ Zﬁlvblu‘FZZ\/ o —1]c,[v = 1Bbra + 0|, (342
k=2 v=1
where we have
By = (Wi(;l))Haq(}v)(t) = LHO‘uvHZ: (3.43)

and Wl(,l) = aq(}q,) is generated by the MRC beamformer [7] .

From (3.42) we infer that multiuser interference is inevitably introduced, since the orthogonality
of the F-domain spreading codes cannot be retained in frequency-selective fading channels. However,
the desired signal is not contaminated by the signal of the users employing different orthogonal T-
domain spreading codes, provided that synchronous transmission of all the K’k user signals is
maintained as well as slow flat-fading of each subcarrier is encountered. Only the users sharing the
same T-domain spreading code as the desired user will interfere with the desired user. Therefore, the
interference S5, SV \/g i [v—1] ¢}, [v—1]) Bruvbiw can be reduced, if we carefully select the K’ —
1 users, which have the lowest interference coefficient with respect to the desired user, from the total

number of K'K,,4. users to share the same T-domain spreading code with the desired user, where the
interference coefficient is defined as p1; = \/%?ﬁlw = \/%(Wl(; )) a&v)( t), k=1,2,..., K'Knaz.
The interference coefficient can be derived off-line based on the assumption that aq(,lv) (t) defined in
(3.4) is perfectly estimated and that Wi(,k) = aq(ﬁ,) (t), which is also perfectly estimated. Then we have

o = 1) @) all)
= /B0l H@®) ), (.49

where aq(ﬁ,) (t) is the Rayleigh faded envelope’s amplitude corresponding to the kth user’s uvth sub-
carrier signal and to the mth antenna array. Since the UV subcarriers of the kth user are expected to
encounter independent fading, it is reasonable to remove the term (am, (t))*am, (t) from the interfer-

ence coefficient p1x. Hence we arrive at

p1e =4/ %(d“))Hd“), (3.45)

where d(%) was expressed in (3.4). It will be shown based on our simulation results that after the cor-
responding interference coefficient based user grouping operation, which is referred to as regrouping
for brevity, the BER performance of the system may be significantly improved.

Below we will demonstrate the benefits of user regrouping with the aid of an example, noting
that the grouping has to be updated every time, when a new user joins or disjoin the system. In these
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Figure 3.5: The schematic of the user grouping technique.

simulations, we employed 4-chip WH codes as the T-domain spreading code, while using 2-chip WH
code as the F-domain spreading sequences. A (1 x 2)-dimensional antenna array (M = 1,L = 2)
was employed in the BS’s transmitter. The total number of users was K = 8, i.e. the system operated
at its full user load. Furthermore, perfect power control was assumed, which implies that we have
Py=P =...= Pyg. The K = 8 users’ DOAs are (1) = 2.61, v = 0.58, v = 4.75, ) =
3.33, ¥(® = 5.85, ¥© =241, ¥ = 4.11, ® = 0.42. Based on the assumption that no angular

spread is encountered, we have, for example,

1

= 1.99. 3.46
exp(jmsin(¥1))) } A0

p12 = (d@YHdD = [1, exp(—jmsin(p®))] x {
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The matrix of interference coefficients is given by

2.00 1.99 142 093 022 1.93 0.98 1.97
1.99 2,00 1.51 0.81 0.09 1.96 1.09 1.95

P P12 .- Pis 142 151 200 057 123 1.73 1.92 1.9
| P s | ] 093 081 057 200 186 0.45 107 LI9 |
SRS 0.22 0.09 1.23 1.86 2.00 0.28 1.61 0.52
o5 psa pss 1.93 1.96 1.73 045 0.28 2.00 1.39 1.83

0.98 1.09 192 1.07 1.61 1.39 2.00 0.70
1.97 195 1.19 1.19 0.52 1.83 0.70 2.00

Observe from Equation (3.47) that the user grouping operation should be jointly optimized for all
users, since the interference is mutual. In our user grouping scheme, we first set a threshold value
pin, for example p;p, = 1.20 in this case. In the absence of any prior knowledge, the initial value of
pen, was set to 0. When the kith user has an interference coefficient of pg,x, < pn With respect to the
kath user, they are termed here as the users interfering with each other. Furthermore, when the kpth
user shares the same T-domain spreading code with the kyth user, théy are deemed to be in the same
T-domain user gfoup and they are differentiated by their F-domain sequences. Table 3.1 indicates the
number of users interfering with each user, as well as their F-domain interference coefficients. Based
on Table 3.1, we found that it is more difficult for the users subjected to a Jower number of interferers
to find a beneficial T-domain user group imposing a low interference, than for the users having a high
number of interferers. Therefore, the users having fewer interferers are assigned a higher priority in
selecting the specific interferers belonging to the same T-domain user group and vice versa. In this
case, we observe in Equation (3.47) that the 3rd user and the 6th user have the highest priorities, since
both of them has a low number of interferers. By observing column 3 and row 8 of Equation (3.47),
we infer that for the 3rd user, the 8th user was selected to be in the same T-domain group owing to
their low F-domain interference coefficient of 1.19, since the 8th user has four interfering users in
Table 3.1, while the 4th user has six interfering users. This selection procedure will continue, until
all users have been grouped. However, when the threshold value p;;, was set too low, some users
cannot be allocated to a T-domain user group imposing an interference coefficient lower than py,.
In this scenario, the threshold value p;; was increased by a step size of 0 < u < L. Based on the
new threshold value, another T-domain user group allocation attempt was initiated. The flow chart
of the user grouping operation is portrayed in Figure 3.5. The computational complexity of the user
grouping operation is heavily dependent on the step-size parameter p. The larger the step size 4, the
sooner the user grouping is completed and hence the lower the computational complexity. However,

the average interference between users of the same group increased upon increasing .

By employing the user grouping technique associated with p;, = 1.20, we assign the 1st user and
the 7th user to the same T-domain spreading code, where the corresponding interference coefficient
seen at position (1,7) of (3.47) is 0.98. Similarly, the 2nd user and the 4th user are seen in (3.47) to

have an interference coefficient of 0.81, the 3rd user and the 3th user exhibit an interference coefficient
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of 1.19, and finally, the 5th user and the 6th user have an interference coefficient of 0.28. The average
interference coefficient is 0.81. By contrast, without user regrouping, the first user and the 5th user
would share the same T-domain spreading code and the corresponding interference coefficient is 0.22.
The second user would share the same T-domain spreading code with the 6th user in conjunction with
an interference coefficient of 1.96, the third user would share the same T-domain spreading code
with the 7th user along with an interference coefficient of 1.92, while the 4th user would share the
same T-domain spreading code with the 8th user, which exhibit an interference coefficient of 1.19.
Accordingly, the average interference coefficient is 1.33. As expected, the proposed user regrouping
technique decreased the average interference between the users sharing the same T-domain spreading

codes and hence improved the achievable system performance.

User No. Number of Interfering users (Interference coefficient)
Interfering users
User 1 3 4(0.93), 5(0.22) and 7(0.98)
User 2 3 4(0.81), 5(0.09) and 7(1.09)
User 3 2 4(0.93) and 8(1.19)
User 4 6 1(0.93), 2(0.81), 3(0.57), 6(0.45), 7(1.07) and 8(1.19)
User 5 4 1(0.22), 2(0.09), 6(0.28) and 8(0.52)
User 6 2 4(0.45) and 5(0.28)
User 7 4 1(0.98),2(1.90), 4(1.07) and 8(0.70)
User 8 4 3(1.19), 4(1.19), 5(0.52) and 7(0.70)

Table 3.1: The table of interfering users and their interference coefficients generated based on the threshold
value pzp, = 1.20.

In the context of the multiuser decorrelating detector [195], the vector of decision variables z/,, =
(20, 25y - - z'K,u]T of the K’ users is obtained by multiplying both sides of (3.41) with the matrix
(CHC)~1CH, which can be expressed as

2P
Z, = il [(cECc)IcHCPb + (CHC)"1CHn]
[oP
= ﬁTS [Pb+n'], (3.48)
where
n' = (CHC)~1C¥Hn. (3.49)

Hence, according to Equation (3.48), the decision variable z],, for the first user is given by

2P
2y = ﬁTS(blu +nf), (3.50)

where n/ is the first element of the noise vector n’ of (3.49). It can be shown from Equation (3.50)

that the multiuser interference is fully eliminated.
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3.3 Beam Selection Transmit Diversity - Downlink

In [47] Zhou has presented a novel beam selection transmit diversity (BSTD) scheme designed for
the downlink. This BSTD arrangement is a hybrid space-time processing scheme, which uses both
beamforming and selection transmit diversity (STD). The antenna arrays used for BSTD are identical
to those shown in Figure 2.4. The M antenna arrays having an array-spacing of more than 10\ are
sufficiently widely separated in order to achieve transmit diversity, since the arrays may be expected
to encounter independent fading, while the L elements have an element-spacing of A/2 within the
antenna arrays. In the context of the BSTD space-time processing scheme, one of the antenna arrays
benefitting from the best channel state is selected in order to form a beam toward the desired mobile

user for signal transmission.

3.3.1 Transmitter Model - Beam Selection Transmit Diversity

In this section, a baseband system model using the BSTD scheme invoked for improving the attainable
performance of the generalized MC DS-CDMA system is described. Again, the BSTD scheme may
be viewed as a hybrid of a beamforming scheme and a STD scheme. Moreover, it can be shown that
the BSTD is equivalent to the conventional beamforming arrangement, if we assume that the number
of antenna arrays is M = 1. Furthermore, when the number of the array elements per antenna array
is L = 1, the BSTD scheme is degenerated to the STD arrangement.

The BS downlink transmitter schematic of the kth user is shown in Figure 3.6 for the general-
ized MC DS-CDMA system employing M antenna arrays and using the BSTD arrangement of [47].
Similar to the BS transmitter schematic of the beamforming scheme seen in Figure 3.1, the binary
data stream having a bit duration of T} is Seriai-to-Paraliel (S/P) converted to U parallel sub-streams.
After S/P conversion, each substream is spread using an N-chip DS spreading sequence waveform
cx(t). Then, the DS spread signal of the uth sub-stream, where we have v = 1,2,...,U, simulta-
neously modulates a group of parallel subcarrier frequencies {fu1, fuz, . - -, fuv } using Binary Phase
Shift Keying (BPSK). In contrast to the beamforming scheme seen in Figure 3.1, where only a single
antenna array having L array elements is used, the BSTD scheme of Figure 3.6 employs M antenna
arrays and one of the antenna arrays benefitting from the best channel quality is selected to form a
beam towards the desired mobile user for signal transmission. Without loss of generality, we assume
that the first user corresponding to £ = 1 is the desired user, who is referred to as the reference user.
As shown in Figure 3.7, the m(Dth array, which is assumed to have the best channel quality for the
desired user, is selected to form a beam toward the desired user. Let the transmit weight vector for the
vth subcarrier of the kth user be expressed as w(kr)n (x> Which is generated for the m(®)th array based

v,
on the related channel information. Then, the kth user’s transmitted signal can be expressed as

se(t) = (W )7 e si(t)
A5 25 (k) \H
= ZZ V_L(W”’m(k)> biw (t) i (t) cos(27 frut + Gk un),s (35D

u=1v=1
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Figure 3.6: The downlink transmitter schematic of the generalized multicarrier DS-CDMA system, where
the transmitter space-time processing scheme using the BSTD is employed. In contrast to the
beamforming scheme seen in Figure 3.1, where only a single antenna array having L array elements
is used, the BSTD scheme employs M antenna arrays and one of the antenna arrays benefitting
from the best channel quality is selected to form a beam towards the desired mobile user for signal
transmission.

where s (t) is identical to (2.1), Wq(j,?n(k) is the (L x 1)-dimensional transmit weight vector gener-
ated by the beamformer according to the channel quality information between the kth mobile user
and m(*)th array, P /V represents the transmitted power of each subcarrier, while the factor of L in
the denominator of (3.51) indicates that the total transmit power is shared by L array elements, as
indicated by the power divider block of Figure 3.7. Furthermore, in (3.51) {by.(t)}, cx(t), { fuv} and
{¢k uv} represent the data stream, the DS spreading waveform, the subcarrier frequency set and the
phase angles introduced in the carrier modulation process, respectively. The data stream’s waveform
biw(t) = 202 o bruli]Pr, (t — ¢T) consists of a sequence of mutually independent rectangular
pulses of duration 7, and of amplitude +! or -1 with equal probability. The spreading sequence
ck(t) = E;’i_oo cx; Pr.(t — j1,) denotes the signature sequence waveform of the kth user, where
cx; assumes values of +1 or -1 with equal probability, while Pr,(¢) is the rectangular chip wave-
form, which is defined over the interval [0, T¢). The stylised spectral arrangement on the downlink
is also identical to that shown in Figure 2.3. Hence the receiver is capable of achieving the maxi-
mum frequency-domain diversity gain as a benefit of the independent frequency-selective fading of

the subcarriers, when combining the corresponding subcarrier signals.
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Figure 3.7: BS downlink transmitter array configuration for the BSTD scheme.

3.3.2 Receiver Model - Beam Selection Transmit Diversity

Based on the assumption that th

CIRs corresponding to the m(*)th antenna array h

by modifying (3.3), leading to

e m(®th array is selected to transmit the kth user’s signal, the ST-

ilv)m(k) (t) for the reference user can be formulated

1 1 1 1 T
'Ew),m(k) ) = [hfw),m(k)o(t)’ hi(w),m(k)l(t)’ SEE ht(w),m(k)(L—l) (t)}
= a&)’m(k) ()t —m)
1) 1 1 T
— [awm(k)o(t),ai v)’m(,c)l(t),...ﬂi&m(k)(L_l)(t)} St—m), (3.52)

which is an (L x 1)-dimensional vector, where a

carrier of the reference user and

the array elements are separated
09

&)m(k”(t) is the CIR with respect to the uvth sub-

the /th element of the m(*¥)th array. Based on the assumption that
by half a wavelength, i.e. that we have d = A/2, we can simplify

a,, . (1) of 352) 1o
1 1
aiv)’m(k) (t) = l:a't(w),m(k) (t),
O i @exn (7 [rsin@ D, + <0 B)) 1
T
. . 1
aff,imm () exp (] [(L — rsin(y,, + mﬁiﬂk)B)m : (3.53)
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which is similar to (3.4) except that it corresponds to the m(*)th antenna array.

The total received signal for the reference user is constitutedly the superposition of all the K
users’ transmissions plus the AWGN, hence the received signal can be expressed as

WE

r@®) = D_r(®)+n(t)

v /2P, k
1
>0 7 Okult = T1)Ck(t — Tl)(wi,r)n(k) )Haiv),m“) ®)

1u=1v=1

xexp (] [zw Fuot + eg;)}) + (), (3.54)

o
Il
MR

I
E

o
Il

where 7(t) is similar to (3.2), and we have 01%) = @kuw — 27 fuwT1, Which is a random variable

uniformly distributed in [0, 27]. In the above equation, we assumed that all the subcarrier signals
arrive from the same direction. In (3.54), n(t) is an AWGN process having a zero mean and a
variance of 2Npd(¢; —t2), where Ny represents the double-sided power spectral density of a complex

valued low-pass-equivalent AWGN process.

The receiver is the same as that seen in Figure 3.2, where the superscript and subscript denoting
the reference user of £ = 1 has been omitted for notational convenience. Based on the assumption
of orthogonal multicarrier signals, orthogonal WH DS spreading codes, synchronous transmission of
the K user signals as well as slow flat-fading of each subcarrier, there is no interference between the
different users and the different subcarrier signals. The decision variable related to the information bit
b, [0] can be derived following the same approach presented in Section 3.2.2. Therefore, according to
the derivation of (3.8), the decision variable corresponding to the Oth bit b,,[0] and the vth subcarrier

can be expressed as

Ts
- /O r(£)o(t) exp (— 27 funt + Ous]) dt

2P .
- i T [bu[O](wi’Zn o) ag, o +nw} , (3.55)

where by, [O](wf}lzn(l))Ha y is given by (3.53) for the
reference user corresponding to £ = 1. In (3.55) ny, is contributed by n(t) of (3.54), which is an

AWGN process having zero mean and a variance of Yé_i\/q After the MRC combining stage of Figure

wv,m(») Tepresents the desired output, while a,,,, 1

3.2, we arrive at the decision variable z,, expressed as

2P
2= 3\ T T [ L0ul0] g |2+ 7] (3.56)

v=1

which is similar to (3.32) corresponding to the mMth antenna array.
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3.3.3 User-load Extension Using TF-Domain Spreading - Beam Selection Transmit
Diversity

As in Section 3.2.4, spreading in the F-domain across the V' subcarriers, which conveyed identical
replicas of the same bit in Figure 2.3, can also be employed in order to support more users in the
generalized MC DS-CDMA system using BSTD. The resultant bandwidth is again the same as that
of the MC DS-CDMA scheme employing the time-domain-only spreading, while the total number
of users supported becomes VKo = VN, which is V times higher than the number of the users
supported by the MC DS-CDMA scheme employing the time-domain-only spreading.

Explicitly, the transmitter schematic of the broadband MC DS-CDMA scheme using TF-domain
spreading is similar to that seen in Figure 3.6, except that the V' -depth FD repetition scheme of Figure
3.6 is now replaced by the F-domain spreading associated with an orthogonal spreading code of
length V. Similarly, let {c,[0], ¢, [1],...,c}[V — 1]} be the kth user’s orthogonal code in discrete
form, while the kth user’s T-domain orthogonal code has been expressed in Section 3.2.1 as ¢ (t) in
continuous form. The assignment of the orthogonal spreading codes is identical to that described in
Section 3.2.4, hence, the transmitted signals of the kth user can be expressed as

se(t) = (wfj’“; ) e si(?) (3.57)
_ ?/]z“ W) ) b (t)er(t)chlo — 1] cos (27 fuut + Gk ),

u_l v—l

which is the same as (3.33). In (3.57) P, /V represents the transmitted power of each subcarrier, while
wf)’?n (xy 18 the (L x 1)-dimensional BS downlink transmit weight vector generated by the beamformer
with the aid of the channel quality information corresponding to the vth subcarrier of the kth user on

the m*)th antenna array.

Let 1 < K’ < V be the number of users sharing the same T-domain spreading code. We also
assume that any T-domain spreading code is shared by the same K’ number of users. Then, when
the K'ICpnoz signals expressed in the form of (3.57) are transmitted over frequency-selective fading

channels, the complex-valued low-pass equivalent received signal can be expressed as

K'Kmaz

r(t) = Z #O) @0l () + ()

K/,Cma:c u v By
k 1
= Z ZZ Vv bru(t — m1) ekt — 71)(W, ( ) (k))Ha,Ew),m(k) (t)

k= u=1v=1
% [v — 1] exp ( [27rfwt + ok >D +n(t), (3.58)

which is identical to (3.58) corresponding to the m(*)th antenna array. Following the derivations

provided in Section 3.2.4, the decision variable z,, corresponding to the subcarrier uv can now be
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expressed as

K/
2P Pk k 1
2o =\ 57 T Z (‘/"]?(Wi,gn(k))Haiv),m“‘)(t) X ¢ v — l]bku[0]> + Ny | (3.59)
k=1
where ny, is an AWGN process having zero mean and a variance of iji—vﬂ
Let Bgy = (wfﬁ)n(k) )Ha&)m(k) (t), then (3.59) can be written in a matrix form as
2P
—T, |[CPb 3.60
Zy = VL [ + ] ( )
which is the same as (3.41). In the context of the single-user correlation based detector, the de-
cision variable z, of the desired user is obtained by combining z, = [zyu1,2u2,...,2uy] With
c) = [c1]0], ¢4 (1], ..., ¢4 [V = 1]], which can be expressed as
Zy = \/ Zﬂ1ublu+22\/—kclv—lckv—]]ﬁ;wbku—l—cln , (3.61)
k=2 v=1
where we have n = [ny1, 79, . . . ,an]T and
By = (W Nl (1) =L|a 2 (3.62)
v = AWy m uy,m(1) uy,m(l) H ) .

while Wf;lf)n(l) = ailv)m(l) in (3.62) is generated by the MRC beamformer [7] of Figure 3.6.

As we have discussed previously in Section 3.2.4, the interference Zk —9 Zv_ \V Pect v —
)¢} [v — 1)Bkubru can be reduced, if we carefully select the K’ users, which have the lowest
interference coefficient with respect to the desired user, from all the K’X,,,; users in order to
share the same T-domain spreading code with the desired user. The interference coefficient of

pE = \/%ﬁkv = \/%(Wﬁn(m)}[a&)mu) t), £k = 1,2,...,K'Kpqz, can be derived before
transmissions based on the assumption that a&)m(l)(t) is perfectly estimated and provided that

Wif?n( By = ai?,m( » (1) is also perfectly estimated, which is generated by the MRC beamformer [7] of
Figure 3.6. With the advent of this user regrouping operation, the achievable BER performance may
be substantially improved. Note that when a new user joins or disjoins the system, the grouping has

to be updated.

Naturally, the achievable detection performance can also be improved, if the single-user detec-
tor is replaced by a more sophisticated multiuser detector, such as the decorrelating MUD [195] or
an MMSE based MUD [195]. Specifically, when the multiuser decorrelating detector is employed,
the vector of decision variables z’, = [}, 2}, ... z}(/u}T derived for the K’ users is obtained by
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multiplying both sides of (3.60) with the matrix (C¥ C)~1C¥, which can be expressed as

7z, = 4 /?/—PTS [((CCc)~'CCPb + (C7C) "' Cn]

= o n[Pbeu], (3.63)

which is identical to (3.48) and again, we have
n' = (C¥C)~icHn. (3.64)
Obviously, according to Equation (3.63), the decision variable 2], for the first user is given by

2P
2y = ﬁTs(blu +nh), (3.65)

where n} is the first element of the noise vector n’ of (3.64). It can be shown from Equation (3.65)

that the multiuser interference is fully eliminated.

3.4 Space Time Transmit Diversity - Downlink

The well-known family of orthogonal transmit diversity (OTD) schemes [128] achieves diversity gain
- by recovering the received signal energy from two independently fading paths arriving from two
transmit antennas to the receiver. The OTD scheme relies on the assistance of both an interleaver
and a channel decoder. In the context of the OTD, the channel coded symbols are demultiplexed
into two different streams, which are then transmitted using two WH codes, mapping the resultant
signals to two transmit antennas. The total achievable diversity gain of this scheme depends on the
power of the convolutional or turbo code that is employed. In addition to the conventionally trans-
mitted pilot signal of single-antenna systems, an auxiliary pilot is transmitted on the second antenna
in order to aid coherent detection at the receiver. The so-called Time Switched Transmit Diversity
(TSTD) scheme [128] has a similar performance to that of the OTD arrangement [128]. In the STTD
scheme of [48], the symbols to be transmitted are first space-time coded and then transmitted via
two widely separated antennas [48], hence the system is capable of achieving second order diversity
without requiring channel coding and interleaving, which are inevitably required in the OTD scheme
of [128]. Upon exploiting the extra space diversity provided by the additional diversity antennas,
STTD is capable of outperforming both OTD and TSTD [131]. Moveover, in the OTD and TSTD
based schemes, the benefits of path diversity become less significant, since the interleaver associated
with the error correction coding scheme provides sufficient temporal diversity, leading to potentially
reduced performance gains at high vehicular speeds [128]. By contrast, the STTD scheme is capable
of achieving significant gains in single-path Rayleigh fading channels. Therefore, below we will only
focus our attention on the employment of the STTD scheme. We will demonstrate that additional
antennas may be added to this diversity configuration in order to achieve additional diversity gains

on the downlink. However, the largest incremental diversity gains are obtained, when increasing the



108 CHAPTER 3. MC DS-CDMA SYSTEMS USING SMART ANTENNAS - DOWNLINK

number of antennas from one to two. Furthermore, the STD scheme, which constitutes a represen-
tative of the closed-loop transmit diversity schemes and selects the specific antenna having the best
instantaneous channel state for signal transmission may be expected to have a superior performance
in comparison to that of the open-loop STTD scheme, as long as the antenna selection decision can
be correctly and sufficiently promptly fed back to the transmitter [129, 130].

34.1 Transmitter Model of Space Time Transmit Diversity

Alamouti proposed a simple transmit diversity scheme employing a space-time block code [140],
which was capable of achieving a substantial diversity gain by simultaneously transmitting two sym-
bols with the aid of two antennas. The system considered in this section is a generalized MC DS-
CDMA scheme [40-42] using U -V number of subcarriers, M number of transmitter antennas having
an antenna-spacing of 10\ and a single receiver antenna. The transmitter schematic of the kth user
employing M transmit antennas is shown in Figure 3.8, where real-valued data symbols using real-
valued spreading [196,197] were considered. However, the analysis provided here may be extended to
MC DS-CDMA systems using both complex-valued data symbols as well as complex-valued spread-
ing. The frequency arrangement of the U - V subcarriers in this system is the same as that seen in
Figure 2.3. As shown in Figure 3.8, at the transmitter side a block of I/ - M data bits each having
a bit duration of 7} is S-P converted to U parallel sub-blocks. The new bit duration of each sub-
stream, which we refer to as the symbol duration, becomes 7, = U7} as seen in Figure 3.8. In
contrast with Figure 2.2, Figure 3.8 suggests that the STTD scheme employs orthogonal STS codes
for spreading the signal in the T-domain, instead of the WH codes used by the beamforming scheme in
Figure 2.2. Each parallel sub-block has M data bits, which are space-time spread using the schemes
of [196-198] - with the aid of M orthogonal spreading codes - for example M modified WH codes
- {er 1) cr2(t), - e (t)}, £ = 1,2,..., K and mapped to M transmitter antennas. More
specifically, these M modified WH codes having length of M N, were derived from the assigned WH
code having a length of NV, for the kth user by concatenating M identical replicas of the original code.
For M = 2 and 4, we have

ck1(t) = [1, Uex (t) = [cr(t), cr (2],

ceo(t) = [1,—1)ex(t) = [ex(t), —cr(1)], (3.66)
and

ce1(t) = [1,1,1, e (t) = [ex (D), e (1), cr(t), ck (D)),

ce2(t) = [L, =11, —1ep (8) = [ex (1), —cr(t), ek (2), —cr (D],

cea(t) = [1,1, =1, =1eg (t) = [cx(t), ek (), —ck(?), —cr (D)),

cra(t) =[1,-1,-1, e (t) = [cr(t), —ck (), —ck (t), ek (t)]. (3.67)

The symbol duration of the Space-Time Spreading (STS) [196-198] signals is M Ty, and the dis-
crete period of the orthogonal codes is M7,/T, = MN,, where N, = T/T, and T, represents
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Figure 3.8: (a) The kth user’s transmitter schematic for the downlink of the generalized multicarrier DS-
CDMA system associated with STTD; (b) The block diagram of STS using M = 2. Observ-
ing Figure 2.2 and this figure suggests that the STTD scheme employs orthogonal STS codes for
spreading the signal in the T-domain, instead of the WH codes used in Figure 2.2. Another dif-
ference between these two figures is that the STTD scheme uses A/ antennas to attain transmit
diversity gain, while the transmit schematic seen in Figure 2.2 only employs a single transmit
antenna.

the chip-duration of the orthogonal STS codes. The orthogonal STS codes obey the relationship of
le\i(l)ve cimlllcinll] = 0, when i # j or m # n. As seen in Figure 3.8(a), following STS, each
STS block generates M parallel signals to be mapped to the M downlink BS transmitter antennas.
A detailed STS processing for the case of M = 2 is provided in Figure 3.8(b), where the odd bit
br1,0 and the even bit by . are space-time (ST) spread using the schemes of [196—198] with the aid of
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two orthogonal spreading codes {cg,1(t), cr2(t)}, £ =1,2,..., K. As shown in Figure 3.8(b), the
resultant STS signals are di 17 = bk1,0Ck,1(t) + bk1,eCh2(t) and di,12 = bry ecr1(t) — br1,0Ck,2(2)-
The specific U STS signals of Figure 3.8, which are output by the /' STS blocks and which will be
transmitted using the same antenna from the set 1,2, ..., M then modulate a group of subcarrier fre-
quencies {fu1, fu2,- .-, fuv} using Binary Phase Shift Keying (BPSK). Since each of the U data bits
is spread to and hence conveyed with the aid of V' subcarriers, a total of UV number of subcarriers
are required in the MC DS-CDMA system considered. Finally, the UV number of subcarrier signals
are superimposed on each other in order to form the complex modulated signal. As shown in Figure
2.3, the subcarrier frequency arrangement according to Equation (2.2) guarantees that the same STS
signal is spread to and hence transmitted by the specific V' subcarriers having the maximum possi-
ble frequency spacing, so that they experience independent fading and hence achieve the maximum
attainable frequency diversity. Observing Figure 2.2 and Figure 3.8 suggests that the STTD scheme
of Figure 3.8 employs orthogonal STS codes for spreading the signal in the T-domain, instead of the
WH codes used in Figure 2.2. Another difference between these two figures is that the STTD scheme
uses M antennas to attain transmit diversity gain, while the transmit schematic seen in Figure 2.2

only employs a single transmit antenna.

The general form of the kth user’s transmitted signal corresponding to the M transmitter antennas
can be expressed as

u v
= 25 _1 3.68
sk(t) = Z Z TWBkuCk cos(27 fuvt + Bk uv)s (3.68)

u=1v=
where P, /V represents the transmitted power of each subcarrier, while the factor of M M in the
denominator suggests that the STS scheme using M orthogonal codes and M transmitter antennas
distributes its total transmit power proportionally. In (3.68) s (t) = [sg1(t) sk2(2) ... s;cM(t)]T repre-
sents the transmitted signal vector of the M transmitter antennas, while cy, is an (M x 1)-dimensional
vector constituted by the orthogonal STS codes, which can be expressed as

Cip = [Ck:,l (t), Ck:,2 (t), N ,Ck,M(t)]T. (369)

In (3.68) By, is an (M x M)-dimensional matrix mapped from the uth sub-block data bits, according
to the requirements of STS [196, 197]. Specifically, the matrix By, can be expressed as

/ / /
a11b 11 alek,lz oo a1mb gy
/ / /
a21bk 21 azzbk 22 CLszk oM
By = _ _ _ s cu=12,...,U, (3.70)
/
amiblan am2bary o b pop

where a;; represents the sign of the element at the ith row and the jth column, which is determined

by the STS design rule [196,197], while b ,; in By, is the data bit assigned to the (i, j)th element,

which is one of the M input data bits {bg 1, 0k w2, ... ,bk s} Of user k. For M = 2 and 4, the
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corresponding By, matrices are given by [196]

bkwl  bruz  brus  brud
by, b b -b —b b
k,ul k,u2 . and k,u2 k,ul k,ud k,u3 L u=12..., U (371)
bk,uZ _bk,ul bk,uB bk,u4 _bk,ul _bk,u2
b}c,u4 _bk,u3 bk,uZ —bk,ul

Equation (3.68) represents the general form of the transmitted signals using STS, regardless of the
value of M. However, the study conducted in [196] has shown that STS schemes using M = 2,4,8
constitute attractive schemes, since they are capable of providing maximal transmit diversity without
requiring extra STS codes. Note that for the specific values of M = 2,4 the above mentioned
attractive STS schemes have been unambiguously specified with the aid of (3.71). In this treatise, we
only investigate these attractive STS schemes and our results are mainly based on MC DS-CDMA
systems using two or four transmitter antennas.

For the case of M = 2, the MC DS-CDMA signals transmitted by antenna | and 2 can be simply

expressed as

< _ sk1(?)
k(1) ( Sea(t) )

U Vv
Z Z[Ck,lbk,ul + Ck,Zbk,’U.Z] COS(27rfuvt + Cbk,uv)

2P, —1 o
_ 41/1; ual v‘_/l 3.72)
> lekabruz — cr2br ] cos(27 fuyt 4 Biu)
u=1v=1

By contrast, for the case of M = 4, the MC DS-CDMA signals transmitted by antenna 1, 2, 3 and 4

can be expressed as

Skl(t)
_ Skg(t) . [ 2P
() = ska(t) | V16V
ska(t)

U v
Z D lek, 1kt + Ck,2bk,uz T G 3brus + Ckabk,ua] COS(2T fuut + Ok uw)

e
Il
fu
<
Il
—

[Clc,lbk,uZ - Ck,Zbk,ul - Ck,Bbk,u4 + Ck,4bk,u3] COS(27rfuvt + ¢k,uv)

M=
N

[
—
@
Il
._;

(3.73)

X
IS

[k, 10k,u3 + Ck,2bkua — Ck3bk 01 — Ck,abk 2] COS(2T funt + Pkuv)

M=
M=

e
I
—
@
I
._;

[k, 10k ,ua — Ch,2bku3 + Ck 30k,u2 — Ck,abk u1] €OS(2T fruot + Dk uv)

M=
™ <

I
il
-
@
i
A

Observing Equations (3.72) and (3.73) suggests that upon using the STS technique, the STTD scheme
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transmits the same bit, i.e. by 1, through the A number of transmit antennas, which are located
sufficiently far apart so that the three replicas of bit by ,,; experience independent fading and hence
attain a transmit diversity gain. By contrast, in Equation (3.1) the beamforming scheme employs an
antenna array having L antenna elements, which are separated by a distance of half a wavelength for
the sake of achieving angular selectivity and hence attain an increased SNR gain.

3.4.2 Receiver Model of Space Time Transmit Diversity

Based on the assumptions that M transmitter antennas, which are located sufficiently apart since then
have an antenna-spacing of more than 10, are activated at the BS, the ST-CIR h&’i},m between the

uwth subcarrier of the kth user and the mth antenna can be expressed as

R = o) @) exp(jell), )6 — ), (3.74)

uv,m uv,m
m=0,1,...,M—~1;

which is identical to (2.10) in conjunction with L = 1. In (3.74) o), (t) is the Rayleigh faded
channel envelope’s amplitude, gog:)) mi 18 @ phase angle, which is the result of the channel-induced
phase rotation, modelled by a random variable uniformly distributed in [0, 2], while 74 is the signal’s
delay. Based on the assumption that all the & users’ signals are transmitted synchronously, we assume
that we have 7, = 0, £ = 1,2, ..., K, for simplicity. Based on (3.74), the ST-CIRs corresponding to

the entire set of M transmit antennas can be written as

T
BB = (Ko, 28 0, 28 @]
= al )

T
- [ag’gﬁo(t), o), el (t)} 5(t), (3.75)

which is an A -dimensional vector and has the same structure as (3.3) except that the term L in (3.3)
is replaced by the term M.

Assuming that the K users’ signals obeying the form of (3.68) are transmitted synchronously
over dispersive Rayleigh fading channels characterized by the ST-CIR of (3.75), the complex-valued

low-pass equivalent received signal can be expressed as

K
r(t) = Tk (t) -+ n(t), (3.76)
k=1
where n(t) is the AWGN process having a zero mean and a variance described in Equation (3.6).
In (3.76) ry(t) represents the kth user’s transmitted signal received by the 1st user, which can be
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Figure 3.9: The receiver schematic of the generalized multicarrier DS-CDMA system associated with STTD.
The only difference between this figure and Figure 3.2 of Section 3.2.2 is that the WH code
despreading employed by the beamforming scheme in Figure 3.2 is replaced by space-time de-
spreading carried out by the STTD scheme.

expressed as

Tk(t) = ( ) ® huv

2Pk

V MM k ku uv COS(Q"Tfuvt"‘Qbkuv) (3-77)

u—lv 1

Specifically, for the case of M = 2, when the transmitted signal obeys (3.72), the complex-valued

low-pass equivalent received signal can be expressed as

K U Vv
2P
= > 3Ny 4Vk( uvockl )bk w1 + Ck,2(t) bk 2]

k=1u=1v=1

+all) o ()bkwa — ck72(t)bk7u1]> C0S(27 funt + Preuw) + N(2). (3.78)

Observing Equations (3.2), (3.5), (3.77) and (3.78) shows that the STTD scheme attains a transmit
diversity gain by invoking STS processing, while the beamforming scheme attains an SNR gain as a

benefit of its angular selectivity.

The receiver front-end of the STTD scheme in the downlink is shown in Figure 3.9, where the
receiver first demodulates the received signal using Fast Fourier Transform (FFT) based multicarrier
demodulation [9]. Hence we obtain UV number of parallel streams corresponding to the signals
transmitted on the UV subcarriers. Each stream is then space-time de-spread using the approach
of [8, 196], in order to obtain M separate decision variables, {zuy 1, Zuv,2; - - - » Zu, M }, corresponding
to the M data bits transmitted on the uuth stream, where we have u = 1,2, ..., U; v=1,2,...,V,
respectively. The only difference between Figure 3.9 and Figure 3.2 of Section 3.2.2 is that the WH

code despreading employed by the beamforming scheme in Figure 3.2 is replaced by space-time
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de-spreading carried out by the STTD scheme.

For the case of M = 2, let Yuy,1, Yuv,2 Tepresent the receiver correlator’s output variables corre-

sponding to the first two data bits transmitted on the uvth subcarrier, where
27
Yup,1 = / r(t)er1(t) exp (=727 funt + Guy]) di, (3.79)
0

2T
Yoz = / r(t)c1a(t) exp (—j (27 fust + Oun]) dt. (3.80)
0

Since orthogonal multicarrier signals, orthogonal STS codes, synchronous transmission of the K user
signals as well as slow flat-fading of each subcarrier are assumed, there is no interference between
the different users and the different subcarrier signals. Therefore, when substituting (3.78) into (3.79)
and (3.80), it can be shown that we have

[2P

Yuv,1 = 7Ts [auv,Obl,ul + auv,lbl,u2] + N, 1, (3.81)
2P

Yuv,2 = 7Ts [auv,Obl,u2 - auv,lbl,ul] + Tyy,2, (3.82)

where ny, 4,7 = 1,2 is due to the AWGN expressed as

2T
M = / () (8) exp (— 27 fuvt + Bun]) dt, (3.83)
0
which is a complex Gaussian distributed variable having zero mean and a variance of 2/NyT5.

Assuming that the receiver has perfect knowledge of the fading parameters of ay, 4, © = 1,2, the
decision variables corresponding to the data bits b1 44,7 = 1,2 associated with the uvth subcarrier

can be expressed as

_ * *
fuv,1 = Oy 0Yuv,1 — Guu,1Yyy,2

/2P
= 7T5”|auv,0||2 + {lawe, 1 1711, + M, 1850 — Mg, 20uv, 1 (3.84)

* *
Zuv,2 = auu,lyuv,1+auv,0yuy,2
2P

= 7Ts[”auv,0”2 + Hauv,1||2]b1,u2 + nuv,larzv,l + n;v,2auv,0a (3~85)

foru =1,2,...,U; v = 1,2,...,V. According to (3.84) and (3.85), it can be shown that a di-
versity order of two can be achieved, when two transmit antennas are employed. In contrast with
(3.31), Equations (3.81), (3.82), (3.84) and (3.85) suggests that the STTD scheme obtains transmit
diversity improvement by carrying out the STS processing, instead of a higher SNR gain by using the
beamforming technique in (3.31).

Finally, after combining the identical replicas of the same signal transmitted on the independently
fading V subcarriers, the decision variables corresponding to the two bits in the uth sub-block can be
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expressed as

14
21 =) Zun s (3.86)
v=1
14
22 =Y Zuwa, (3.87)
v=1
foru =1,2,...,U, which show that a diversity order of 2V can now be achieved.

For the general case of M = 2,4, 8, etc. the decision variable 2, m corresponding to the mth bit

in the sub-block u can also be expressed as

2P X
Zuyv,m = 7TS Z Ha"wu,lHQ X bl;u’m + niw,mu v = 17 2? v 7‘/, (388)
1=1
where 7, ,, is an AWGN process having a zero mean and a variance of 2NgT Zf\il @, 1|2

Hence, the benefit of STTD is that an M -fold diversity improvement can be attained. By contrast,
Equation (3.32) shows that the beamforming scheme obtains a higher SNR gain, which is a function

of L - the number of array elements.

3.4.3 User-load Extension Using TF-Domain Spreading - Space Time Transmit Diver-
sity

In Sections 3.4.1 and 3.4.2 the STS or the DS spreading operations used in the MC DS-CDMA sys-
tems were carried out in the T-domain only based on orthogonal WH DS-spreading codes. However,
as proposed for the MC-CDMA schemes of [25, 80], additional spreading in the F-domain may also
be employed to exploit the potential benefits of F-domain diversity. Let us assume that after the
time-domain DS-spreading stage of Figure 3.8, the identical parallel data bits of the V' number of
subcarriers are replaced by the V' number of chip values of {+1,—-1,...,41} of a F-domain spread-
ing code invoked for spreading the data in the F-domain across V' number of different subcarriers.
In this case the transmitted MC DS-CDMA signal benefits from the potential diversity gains of both
the T-domain spreading and the F-domain spreading. At the receiver, the MC DS-CDMA signal is
first STS despread using the T-domain STS code, then despread by the F-domain spreading code of
length-V, as seen in Figure 3.8.

3.4.3.1 System Model

The transmitter schematic of the STS assisted broadband MC DS-CDMA scheme using TF-domain
spreading is similar to that seen in Figure 3.8, except that the V-depth repetition scheme of Figure
3.8 is now replaced by the F-domain spreading stage associated with an orthogonal spreading code of
length V. Specifically, let {c} [0], ¢, [1], ..., ¢, [V — 1]} be the kth user’s orthogonal code in discrete
form, which will be used for F-domain spreading. By contrast, the kth user’s T-domain orthogonal

codes used for STS have been expressed in Section 3.4.1 as ¢ 4(t), ¢ = 1,2,..., M in continuous-
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time form. Again, in the broadband MC DS-CDMA system using TF-domain spreading, instead of
employing data repetition over V' subcarriers, the U sub-block signals of user & generated after STS
are now further spread over the F-domain using the above-mentioned F-domain spreading codes.
According to our analysis provided in Sections 3.4.1 and 3.4.2, the total number of orthogonal codes
that can be used for STS is UM N, and the maximum number of users supported by these orthogonal
codes is K,pgz = UDN.. By contrast, the total number of orthogonal codes that can be used for
F-domain spreading is V. This implies that even if V' number of users share the same set of STS
codes, these V' user signals might be distinguishable with the aid of the associated V' number of
F-domain spreading codes. Explicitly, the total number of users supported is VK, qz = UV N.
Therefore, the orthogonal spreading codes can be assigned as follows. If the number of users is
in the range of 0 < K < K4z, these users will be assigned the required orthogonal STS codes
and the same F-domain orthogonal spreading code. The resultant scheme is the same as the one we
studied in Sections 3.4.1 as well as 3.4.2. However, when the number of users is in the range of
Vmaz < K < (v+ 1)Kpaz, v = 1,2...,V — 1, then the same set of A/ STS orthogonal codes
must be assigned to v or (v + 1) users, but these v or (v + 1) users are assigned different F-domain
spreading codes. These v or (v + 1) users employing the same set of M STS codes are identified by
their corresponding F-domain spreading codes. Since the subcarrier signals across which F-domain
spreading takes place encounter independent fading, the orthogonality of the F-domain spreading
codes cannot be retained in frequency-selective fading channels. Hence, multiuser interference is
inevitably introduced, which degrades the BER performance, when increasing the number of users

sharing the same set of M STS orthogonal codes.

The signals transmitted from the M transmitter antennas can be expressed as

Uu v
[2P, 1
sk(t) = ZZI 7bMWB,ch,c’k,[u — 1] cos(27 fuut + Gk uv), (3.89)

u=1v=

where Py /V represents the transmitted power of each subcarrier, while the factor of M M in the de-
nominator indicates that the total transmit power is now jointly conveyed by the STS using M orthog-
onal codes and M transmitter antennas. Furthermore, si(t) = [sk1(t) sk2(£) ... skar(t)]” represents
the transmitted signal vector of the M transmitter antennas and ¢ of (3.69) is an M-dimensional
vector constituted by the orthogonal T-domain codes, while By, is an (M x M )-dimensional matrix
mapping the uth sub-block data bits to the M transmit antennas, according to the requirements of
STS [196]. Specifically, for M = 2, i.e. for MC DS-CDMA using two transmitter antennas, the MC
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DS-CDMA signals transmitted by antenna 1 and 2 can be simply expressed as

s(t) = [ S® ) 3.90
k(1) ( sk2(t) G0
v ov
Z Z[C}c,lbk,ul + g 2bi uo] [V — 1] cos (27 fupt + Ok uv)
— ﬂ u=1v=1
- 4V U Vv
Z Z[Ck,lbk,uz — ¢ 2biu1]cklv — 1] cos (27 fuut + Pk un)
u=1v=1

Equations (3.89) and (3.90) are similar to Equations (3.68) and (3.72), except for the F-domain spread-
ing code ¢} [v—1] seen in (3.89) and (3.90), which suggests that spreading in the F-domain is employed

for the sake of attaining F-domain diversity.

Let 1 < K’ < V be the number of users sharing the same set of M STS orthogonal codes. We
also assume that any set of M STS orthogonal codes is shared by the same K’ number of users. Then,
when the K'Kp,,, signals expressed in the form of (3.90) are transmitted over frequency-selective

fading channels, the complex-valued low-pass equivalent received signal can be expressed as

K/}Cmam

r(t) = Z sk (t) ® b (t) +n(t) (3:51)

TR 2F
r(t) = Z Z Z 4—Vk (aq(}u),o[ck,l(f)bk,m + ck,2(t) by 2] (3.92)

Following the derivations in Section 3.4.2, for the general case of M = 2,4, 8, etc. the decision
variable 2y, m formulated in terms of the mth data bit in the sub-block v and the subcarrier uv can

now be expressed as

op K’ M
zwm = || T > (Z ||aw,l||2) X ce[v = Ubkum + Moy s 0= 1,2,...,V,  (3.93)

k=1 \i=1
where i, ., is an AWGN process having zero mean and a variance of 2NyT El 1 laww 1|2 Com-
paring (3.93) to (3.35), we find that the term Gy, = (wff“))Ha& (t) in (3.35) is rep]aced by the term
S M-fold

diversity improvement. When comparing Equations (3.91), (3.92) and (3.93) with Equations (3.77),
(3.78) and (3.88), again, the F-domain spreading code C;c [v—1]in (3.91), (3.92) and (3.93) represents



118 CHAPTER 3. MC DS-CDMA SYSTEMS USING SMART ANTENNAS - DOWNLINK

the spreading operation employed in the F-domain for the sake of achieving F-domain diversity.

Let
Zym = [zul,m Zu2m .- qu,m]Ta (3.94)
M M M
A = diag{Z llewral?, > lauzlf?, -, > Haw,zr[?}, (3.95)
=1 =1 1=1
4ol Gl . )
ci 1 c,[1 [l
oo | dman e dem | 56
alV—-1] g[V-1] ... dulV —1]
br = [bium baum - brrum]” (3.97)
n, = [n&l’m nﬁuQ,m n&um] (3.98)

Then (3.93) can be written in a matrix form as

9P
Zum = \/VTSACIQm + 0y, (3.99)

Based on (3.99) the multiuser MC DS-CDMA signals can be detected by invoking different detection
algorithms [195]. For simplicity, in this section, we investigate the single-user correlation based
detector [195], where the vector z,, = [zl(},)n zl(f)n z&ﬁ) }T represents the decision variables.
Then, these decision variables are obtained by multiplying both sides of (3.99) with C?, which can

be expressed as

5P VvV M
“m = } VTS (ZZ ”auv,lHQ) Rbp, + CTnma (3.100)

v=1 |=1
where
1 p2 ... ;i
2 1 . :
R=| 7 - P (3.101)
PK1 PK'2 - 1

is the correlation matrix of the K" user signals, while p;; represents the correlation coefficient between
the F-domain spreading codes of user ¢ and user j, which can be expressed as
v M

/ / 2
> (als = o= Y ol
= =1

=1

pij = _ , (3.102)

v=11]

([z3 ”2

E

)
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Equation (3.100) suggests that the diversity gain contributed both by the transmit diversity and fre-
quency diversity schemes can be retained, since we have a double sum of the components ||ays,i|2
corresponding to the STTD and frequency diversity orders of M and V, respectively. However,
multiuser interference is introduced by the channel’s time-varying characteristics. Finally, the cor-
responding data bits, by ym, K = 1,2,..., K’, are decided according to Bk,um = sgn{(zm)x) for
k = 1,2,...,K’, where (z,)y represents the kth row of z,, defined in Equation (3.100), while
sgn(-) is the sign function [195]. Furthermore, it was shown that STS using M transmitter antennas is
capable of suppressing the multiuser interference without decreasing the achievable transmit diversity
gain [197].

In the context of the multiuser decorrelating detector [195], the vector of decision variables de-
rived for the K’ users y,, = [yi(LlT)n, yl(ff)n, ceey y&{fﬁ)}T are obtained by multiplying both sides of
(3.100) with the inverse of the received signal’s correlation matrix R, which can be expressed as

op vV M
Ym = 4/ VTS (ZZ ||aw,l||2> b,, + R—lch’lm‘ (3.103)

v=1 [=1

It can be inferred from the right hand side term of Equation (3.103) that only the desired information

and the noise are retained, while the multiuser interference is completely eliminated.

3.5 Steered Space-Time Spreading - Downlink

In [49], a hybrid technique designed for achieving both transmit diversity and beamforming, which
is referred to steered space-time spreading (SSTS). The antenna architecture employed by the SSTS
scheme of [49] has two antenna arrays spaced sufficiently far apart in order to achieve second-order
transmit diversity. The L number of elements of each of the two antenna arrays are spaced at a
distance of A\/2 for the sake of achieving beamforming. Hence, the antenna architecture invoked
here is the same as that described in Figure 2.4 in conjunction with A/ = 2. In [49], the SSTS
scheme has been investigated in the context of DS-CDMA. By contrast, in this section we extend
our study to the generalized MC DS-CDMA system. We will demonstrate in Section 3.7.4 that the
achievable performance improvement of the generalized MC DS-CDMA system is a function of both
the antenna spacing and the specific techniques used for achieving TD and beamforming. Moreover,
it can be shown that TF-domain spreading can be invoked for supporting an increased number of
users in comparison to F-domain repetition, while beamforming is capable of reducing the potentially
increased interference caused by TF-domain spreading owing to supporting an increased number of

users.

3.5.1 Transmitter Model - Steered Space-Time Spreading

Space-time block codes achieve diversity gains by simultaneously transmitting A/ symbols on M an-
tenna arrays and using either orthogonal time slots or codes along with simple linear receiver combing
techniques to advantageously combine the M replicas of the transmitted signals. On the other hand,
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Figure 3.10: The kth user’s transmitter schematic for the downlink of the SSTS assisted generalized multicar-
rier DS-CDMA system. Observing Figure 3.8 and this figure suggests that the only difference
between these two figures is that the SSTS scheme employs (M x L)-dimensional antenna ar-
rays, while the STTD scheme employs a (M X 1)-dimensional transmit antenna array. This
difference confirms that the SSTS scheme not only employs STS to obtain transmit diversity, but

additionally invokes beamforming to attain a higher SNR gain.

beamforming has the ability to direct the signal to the desired user with the aid of appropriately
weighting the L elements of each antenna array and suppressing the interfering signals. The system
considered in this section is again the generalized MC DS-CDMA scheme of [40-42] using U - V
number of subcarriers. The transmitter schematic of the BS’s downlink configured for transmission
to the kth user is shown in Figure 3.10, where real-valued data symbols using real-valued spread-
ing [196] were considered. However, the analysis provided here may be extended to MC DS-CDMA

systems using both complex-valued data symbols as well as complex-valued spreading. The F-domain

arrangement of the U - V subcarriers in this system is the same as that shown in Figure 2.3. Thus,

the subcarrier frequency arrangement obeying Equation (2.2) guarantees that the same ST'S signal is
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copied to and transmitted by those specific V' subcarriers that have the maximum possible frequency
spacings, so that they experience independent fading and hence achieve maximum frequency diver-
sity. As shown in Figure 3.10, at the transmitter side a block of (U - M) data bits each having a bit
duration of Ty is S-P converted to U parallel sub-blocks. The new bit duration of each sub-stream,
which we refer to as the symbol duration becomes T; = UT;,. Following the STS procedure described
in Section 3.4.1, where the transmitted signal is spread to M transmit antennas with the aid of the
M orthogonal spreading codes of {cy 1(t), ck2(t),...,cem(t)}, k=1,2,..., K, the UM outputs
of the U STS blocks modulate a group of subcarrier frequencies { fu1, fuz,- .., fuy } using Binary
Phase Shift Keying (BPSK) and then sent to the transmitter’s beamformer. For the case of M = 2,
we have two orthogonal spreading codes for the kth user, which are formulated as

ck,1(8) = [1, 1ce(t) = [er(t), ek (B)],
cea(t) =1, =1k (t) = [cx(t), —cr(t)], (3.104)

Which is identical to Equation (3.66). The symbol duration of the STS signals is M T, and the
discrete period of the orthogonal STS codes is MT,/T, = MN,, where N, = T,/T, and T rep-
resents the chip-duration of the orthogonal STS codes. Finally, according to the kth user’s channel
information, the U MV signals of the kth user are weighted by the weight vector ng,)n, as detailed
in Section 3.3.1. Observing Figure 3.8 and Figure 3.10 suggests that the only difference between
these two figures is that the SSTS scheme employs (M x L)-dimensional antenna arrays, while the
STTD scheme employs a (M X 1)-dimensional transmit antenna array. This difference confirms
that the SSTS scheme not only employs STS to obtain transmit diversity, but additionally invokes
beamforming to attain a higher SNR gain.

The general form of the kth user’s transmitted signal corresponding to the M STS transmit an-

tennas can be expressed as

U v
se(t) =YY 4/ or W B ek cos(27 fuut + Gru), (3.105)

where P, /V represents the transmitted power of each subcarrier, while the factor of MM in the
denominator indicates that the total transmit power is jointly conveyed by the STS scheme using
M orthogonal codes and M transmitter antenna arrays, while the factor of L implies that each
of the antenna arrays has L elements which share the total transmit power. In (3.105) si(t) =
[58,00(); -+ 5 Sk,0(=1) (B)s -+ Semo(); -+, Skm(L—1) (1), -+ 8, (m—1)0 (), Sk, (M =1)(L-1) )] rep-
resents the transmitted signal vector of the M transmitter antenna arrays, while ¢y is an M-
dimensional vector constituted by the orthogonal STS codes, which was expressed in (3.69). In
(3.105) By, is an (M x M)-dimensional matrix mapping the uth sub-block data bits to the M STS
antennas, according to the requirements of STS [196], as shown in (3.70). Finally, Wf,k') in (3.105) is
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the weight matrix derived from the weight vector Wi(,]f,)n, which can be expressed as

k
(wys 29 o 0
0 L
wk = . (W”jl) , 9 , (3.106)
k) *
0 0 (Wv’(M_l))
where 0 = [0,0,...,0]% is an L-dimensional vector, wq(ﬁ)n is the L-dimensional weight vector of the

mth antenna array and the vth subcarrier of the kth user. The weight matrix W ) in (3.105) shows
that an L-dimensional beamforming technique is employed in the SSTS scheme, compared to the
corresponding Equation (3.68) characterizing the STTD scheme.

Equation (3.105) represents the general form of the transmitted signals using SSTS, regardless
of the value of M. However, the study conducted in [196] has shown that STS schemes using
M = 2,4, 8 constitute attractive schemes, since they are capable of achieving the maximal attain-
able transmit diversity without requiring extra STS codes. In this section, we only investigate these
attractive STS schemes, and our results are mainly based on MC DS-CDMA systems using two an-
tenna arrays. Specifically, for the case of M = 2, the MC DS-CDMA signals transmitted by antenna

array 1 and 2 can be simply expressed as

. ol
() = | ko0 (3.107)
sk, 1(t)
.
Z Z Ck,lbk,ul + Ck,2bk,u2jw1(fg COS(27rfuvt + ¢k,uv)
25 u=1v=1
4V L v . )
Z Z Ck,1bk,uz — Ck,20k,u1]W,, 1 COS(2T fuvt + Gk uv)
u=1v=1

Again, in contrast to (3.68), (3.107) explicitly indicates that the SSTS scheme uses an L-dimensional
beamforming technique.

3.5.2 Receiver Model - Steered Space-Time Spreading

Based on the assumption that there are A number of transmit antenna arrays at the BS, which are
located sufficiently far apart from each other, having an antenna-spacing of about 10, the ST-CIR
vector hg;) m between the uvth subcarrier of the kth user and the mth antenna array can be expressed

as

T
W) = (Ao, Al (1), b (0]
= all (1)t - )

T
= [almo®, @l @) 0l @] 6 =), (3.108)
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which is an L-dimensional vector and identical to (2.11), where aq(l?_ml(t) is the CIR with respect

to the uwvth subcarrier of the 1st user and the Ith element of the mth antenna array. Based on the

assumption that the array elements are separated by half a wavelength, i.e. that we have d = \/2, we

can simplify al) (£) of (3.108) to

all)n(t) = o). ()dP
= o). ()11,
exp< [’/TSIH (k)B)D e,
exp <j [(L — Drsin(y®) + m,ﬁ,’lC)B)} )}T (3.109)

where d®) = [1,exp <j [w sin(o + mgf)B)D ... exp <j [(L ~ Drsin(e® + n(m’“)B)Dr.
(3.109) is identical to (2.12) in conjunction with d = /2.

Assuming that the K users’ signals expressed in the form of (3.106) are transmitted synchronously
over dispersive Rayleigh fading channels characterized by the corresponding ST-CIRs, the complex-
valued low-pass equivalent received signal can be expressed as

K
= ri(t) +n(t), (3.110)
k=1

where n(t) is the AWGN process having a zero mean and a variance given in Equation (3.6). In
(3.110) 7« () represents the kth user’s transmitted signal received by the 1st user, which can be ex-

pressed as
() = si(t) ©hl)) (3.111)

v 2P, 1
k
= > >\ T 577 Bru(WE) T hG) (@) cos (27 fust + B o),

u=1v=1

T
where h{}) (t) = [(h&{o(t))T, (th)J(t))T, ce (hfju),(M—-l) (t))T} is an M L-dimensional ST-CIR
vector corresponding to the desired user.

Specifically, for the case of M = 2, when the transmitted signal obeys (3.106), the complex-
valued low-pass equivalent received signal can be expressed as

K U V 2P
/ Lk k
Z Z Z 4VL ( ’l(),g u’b O[ck 1( )bk7u1 + C}C’Q(t)bk,uZ]

k=1u=1v=1
(k)\H (1) _ t
+(Wy 1) @y 1[0k, (£)0k wa — ck2()bk,u1] ) 08(27 funt + Pk uw) + 1(2).
(3.112)

In the comparing (3.111) and (3.112) to (3.77) and (3.78), the weight matrix Wqu in (3.111) and the

weight vector wl(fo in (3.112) shows that the SSTS scheme employs an [-dimensional beamforming
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technique to attain a higher SNR gain.

The receiver front-end is identical to that of the STTD receiver shown in Figure 3.9. After mul-
ticarrier demodulation, the UV number of parallel streams corresponding to the signals transmitted
on the UV subcarriers are space-time de-spread using the approach of [196], in order to obtain the
M separate variables of {zuy,1, 2uv,2, - - - 1 Zuy, M }, corresponding to the M number of data bits trans-
mitted on the uwvth stream, where we have u = 1,2,...,U; v = 1,2,...,V, respectively. For the
case of M = 2, let yyy1, Yuv,2 Tepresent the receiver correlator’s output variables corresponding
to the first two data bits transmitted on the wuth subcarrier. Since orthogonal multicarrier signals,
orthogonal STS codes, synchronous transmission of the K user signals as well as slow flat-fading
of each subcarrier are assumed, there is no interference between the different users and the different

subcarrier signals. Therefore, yy..1, Yuv,2 may be expressed as

2P

v = o T [0l b+ (wIDHall) bra] 4, B113)
2P

Yoz = /T [(wED)Tal)obre — WIDTAl) by | £ s, B114)

where 7.y, 4,% = 1, 2 is due to the AWGN and can be expressed as

2T,
Nw,i = / n(t)er s (t) exp (=27 funt + Ou)) dt, (3.115)
0

which is a complex Gaussian distributed variable having zero mean and a variance of 2NyTs. In
(3.113) and (3.114), wq(j,)n, m = 0, 1, represents the weight matrix of the desired user derived for the
mth antenna array, which is generated by the MRC beamformer [7] with the aid of the channel state
information. In contrast with (3.81) and (3.82), (3.113) and (3.114) exhibit that the SSTS scheme
not only employs the transmit diversity technique but also uses the beamforming technique. It can
be shown that we have (Wq(jl,)n) = d,(%), m = 1,2, where d%) was defined in the context of (3.109).

Consequently, (3.113) and (3.114) can be simplified to
[2PL
Yuv,l = Ts auv 0b1 ul T o, 161, u2] + Nyw, 1, (3.116)

Yuv2 = \/ Ts auv 0b1 Ju2 — Oy, 101 ul] + Ny, 2: (3.117)

Assuming that the receiver has perfect knowledge of the fading parameters of ayy m, m = 1,2,

the decision variables corresponding to the data bits b1 ,m, m = 1,2 associated with the uvth subcar-
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rier can be expressed as

* *
Zuv,1 = Qup oYuw,1 — Quw,1Yyup,2
2PL

= —V—TS[Hauv,OHZ + [low,1 ||2]b1,ul + N, 100 — n:.v,2auv,17 (3.118)

* *
Z”U.’L),2 = au’u,ly’u’u,l + a’LL’L},OyU'LMQ

[2PL *
= ‘V—TS[HO‘W,OH2 + [lorw,1 ||2]b1,u2 + ”uv,laq*w,l t Ty, 2,05 (3.119)

foru=12,...,U;v=12,...,V.
Finally, after combining the identical replicas of the same signal transmitted on the V' subcarriers,
the decision variables corresponding to the two bits in the uth sub-block can be expressed as

1%

Zul = )z, (3.120)
v=1
1%

2u2= Y Zw2, (3.121)
v=1

foru=1,2,...,U.
Note that for the general case of M = 2,4, 8, etc the decision variable z,,, ,, corresponding to the

mith bit in the sub-block u can be expressed as

oPL, &
Zum = ./TTSZ lltug]|? X D1ym + Ny s v =1,2,...,V, (3.122)

=1

where ny,,, ,, is an AWGN process having a zero mean and a variance of 2T SV e 1|2 Ob-
serving from Equations (3.122) and (3.88) shows that the factor of L in the numerator of (3.122) is the
result of an L-dimensional beamforming technique employed by SSTS, while the term Zf\il w1
in both Equations exhibits that an M -fold diversity improvement is attained by both the SSTS scheme
and the STTD scheme.

3.5.3 User-load Extension Using TF-Domain Spreading - Steered Space-Time Spread-
ing

As described in Sections 3.2.4 and 3.4.3, spreading in the F-domain may also be employed for the
sake of extending the system capacity of the generalized MC DS-CDMA aided by SSTS. The resultant
bandwidth is again the same as that of the MC DS-CDMA scheme employing the time-domain only
spreading, while the total number of users supported becomes VK0 = VN, which is V times
the number of the users supported by the MC DS-CDMA scheme employing the time-domain only
spreading. This is an explicit benefit of using F-domain spreading, rather than F-domain repetition
across V subcarriers.

The transmitter schematic of the broadband MC DS-CDMA using TF-domain spreading is similar
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to that of the generalized MC DS-CDMA system employing the time-domain only spreading seen in
Figure 3.10, except that the V-depth data repetition scheme of Figure 3.10 is now replaced by the
F-domain spreading associated with an orthogonal F-domain spreading code of length V. Similarly,

let {c}.[0],c,[1],...,¢,[V — 1]} be the kth user’s orthogonal F-domain code in discrete form. The
kth user’s M number of T-domain orthogonal STS spreading codes have been expressed in Section
3.4.1 as {cg1(t),ce2(t), .- eem(t)}, & = 1,2,..., K in continuous-time form. Following the

STS procedure described in Section 3.4.1, the U M outputs of the U STS blocks modulate a group of
subcarrier frequencies { fu1, fu2, - . ., fuv } using Binary Phase Shift Keying (BPSK) and they are then
sent to the BS’s downlink transmitter beamformer seen in Figure 3.10. The symbol duration of the
STS signals is M Ty, and the discrete period of the orthogonal STS codes is M T /T, = M Ne, where
N. = Ts/T, and T, represents the chip-duration of the orthogonal STS codes. Finally, according
to the kth user’s channel information, the UMV signals of the kth user are weighted by the weight
vector wq(,}‘%qL Hence, the transmitted signal of the kth user can be expressed as

v Vo5 o) o
=> > VT MMW BiuCrcy[v — 1] coS(27 fuut + Ghw)s (3.123)
where P, /V represents the transmitted power of each subcarrier, while the factor of MM in the
denominator indicates that the transmitted signal is jointly conveyed by the STS scheme using M
orthogonal codes and M transmitter antenna arrays, while the factor L implies that each of the an-
tenna arrays has L elements sharing the total transmit power. In (3.123) sj(t) represents the M L-
dimensional transmitted signal vector of the M/ transmitter antenna arrays, as defined in Section 3.5.1,
while ¢y is an M -dimensional vector constituted by the orthogonal STS codes, expressed in (3.69).
The term By, denotes an (M x M )-dimensional matrix mapping the uth sub-block data bits to the
M STS antennas, as outlined in (3.70). Finally, the matrix Wq()k) is the BS’s downlink weight matrix

expressed in the form shown in (3.106).

In (3.123), the general form of the BS’s downlink transmitted signals using both SSTS and TF-
domain spreading was presented, regardless of the value of M. However, in our study, we will focus
on the attractive family of STS schemes using M = 2,4, 8, since they are capable of achieving the
maximal attainable transmit diversity gain without requiring extra STS codes [196]. As in Section 3.5,
we only investigate these attractive STS schemes, and our results are mainly based on MC DS-CDMA
systems using two antenna arrays. For the case of M = 2, the MC DS-CDMA signals transmitted by

antenna array 1 and 2 can be simply expressed as

t
sk(t) = sko(?) (3.124)
S}gyl(t)
u v
Z Z[Ck,lbk,ul + Ck,Qbk,UZJWU}BC;g [U - I] COS(Zﬂ'fuvt + ¢k,uv)
2Pk u=1v=1
4V L

[, 10,02 — b 2Bk ] Wl [o — 1] coS(27 fust + Giun)

M=
M=

[~
Il
—
@
i
AN
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Equation (3.124) is similar to (3.90) except the weight vector Wi, m = 0,1 in (3.124), which
represents the effect of the L-dimensional beamforming technique employed by the SSTS scheme.

Let 1 < K’ < V be the number of users sharing the same T-domain spreading code. We also
assume that any T-domain spreading code is shared by the same K’ number of users. Then, when
the K'Kmaz signals expressed in the form of (3.123) are transmitted over frequency-selective fading

channels, the complex-valued low-pass equivalent received signal can be expressed as

K'Krmas
rt) = ) si(t)®h{®) +n(t)
k=1

K'Kmaz U V

- Z ZZ VL MM kB (Wi()k))Th'E}v)(t)

k=1 wu=lwv=1

X ¢ [v — 1] cos(27 fuyt + Gk uw) + n(t), (3.125)

T
()T, (WY (t))T,...,(h&)’(M_l)(t))T} is an M L-dimensional ST-CIR

uv, 1

where h{ (t) = [(h(l)

wv,0
vector corresponding to the desired user, while h&lv),m(t) is an L-dimensional ST-CIR vector between
the desired user and the mth antenna array at the BS’s transmitter, and h&lv),m(t) is expressed in
(3.108). 1In (3.125) n(t) is the AWGN process having a zero mean and a variance expressed by
Equation (3.6). Specifically, for the case of M = 2, when the transmitted signal obeys (3.124), the

complex-valued low-pass equivalent received signal can be expressed as

K'K u v
maz 2P
) o= > D> 4v§;( Mol olew1 (B)bk,u + k.2 (t)Bk ol (3.126)

k=1 wu=lwv=1

+(Wv},”1))H 1(“,)1 [ck,1 () bk uz — Ck,Q(t)bk,ul]) cllv — 1] cos (27 fuut + Pk uw) + n(2)-

Again, the weight vector w% in (3.126) caused by the implementation of the beamforming technique
in the SSTS scheme is the only difference between Equations (3.126) and (3.92), while the weight
matrix in (3.125) is the only difference between Equations (3.125) and (3.91).

Since orthogonal multicarrier signals, orthogonal STS codes, synchronous transmission of the
K users’ signals as well as slow flat-fading of each subcarrier are assumed, there is no interference
between the users employing different T-domain STS spreading codes or using different subcarrier
signals. Therefore, following the approach outlined in Section 3.5.2, the terms yuy 1, Yuv,2, IEPre-
senting the receiver correlator’s output variables corresponding to the first two data bits transmitted
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on the uwth subcarrier for the case of M = 2, can be expressed as

K/ .
/2P, k 1 k 1
Yw,1 = ; ﬁTs [(WE,:()))HaEW),Obk,ul + (W£71))Ha£3)1bk,u2] C;c [U - 1]+ Ny, 1,

(3.127)

K/
2P, k 1 k 1
s = 3 s~ (b ] o 1

(3.128)

where 1y, 4,7 = 1,2 is due to the AWGN, which is a complex Gaussian distributed variable having
zero mean and a variance of 2/NyT%, as expressed in (3.83). In (3.127), wi(,ﬁ)n, m = 0, 1, represents
the BS’s downlink weight matrix corresponding to the kth user and the rnth transmit antenna array,
which is generated by the MRC beamformer [7], as shown in Section 3.5.2. Consequently, we have
(wl(,k%) = dgf), m = 0,1, and d%) was defined in the context of (3.109). In this case, (3.127) and
(3.128) may be simplified to

2PL
Yuv,l = TTS [auvyob1,u1 + auyylblmz] C;C [’U - |] + Tbuw,1 + iu’u,l; (3129)
2PL
Yuv2 = _V—Ts [auv,Obl,uZ - auv,lbl,ul] C;g [’U - 1} + Ny, 2 + w2, (3.130)
where we have
SR pYS
iuv,l = Z 'V%Ts [ﬂk,oauv,obk,ul + ﬂk,lauv,lbkﬂﬂ] C;c [U — 1]7 (3.131)
k=2
K/
. 2Py
lup,2 = Z 1/ VETS [Bk,00uw,00k 12 = Bk,100u0,1b8,01] [ — 1], (3.132)
k=2

and By m = (diw))¥ 5.

Assuming that the receiver has perfect knowledge of the fading parameters of ayym, m = 1,2,
the decision variables corresponding to the data bits by y,m, m = 1,2 associated with the uvth subcar-

rier can be expressed as

Ryv,l = aZU,Oyuv,l - auv,ly;v,z
j2PL ,
= Vv S[HO[U’U,OHZ + HaUUJ”Z]bLUl + niw,l + 7‘;1),1! (3133)
Zyv,2 = azvylyuv,l + auv,Oy:y,z
2PL . .
= 7 Llllowsoll? + llown1l*1b1uz + +np 2 + i 2, (3.134)

%
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foru=1,2,...,U;v=1,2,...,V, where

Mup1 = T, — My 2Cuu,1, (3.135)
nfuv,? = nuv,la;v,l‘f‘n;v,gauv,o, (3.136)
lp1 = fuw 100 ~ fny 201, (3.137)
by = fuv, 11 T G 20u0,0- (3.138)

Observing Equations (3.133), (3.134) and (3.93) suggests that the factor of L in the numerator of
(3.133) and (3.134) is the result of an L-dimensional beamforming technique employed by the SSTS

scheme.

Finally, in the context of the single-user correlation based detector [195], the decision vari-
able z, 1 of the desired user is obtained by combining z,1 = [z411; Zu2,1,-- -, Zuy,1] With c) =
[€1]0], 1 (1), .-+, &) [V — 1]], which can be expressed as

[2PL, [&
- 2 2 .
Zy1 = —V—Ts Z[{(aw,o{l + [l 1 [|°)b1,u1 + €11y, 1 + €11y | (3.139)
v=1
/ T . . . e
where ny ; = {n'lul,lv Myo s+ - ,n;m} is the V-dimensional noise vector, while i,,; =
T
{%171, Gua1s s Z’Lv,l} is the V-dimensional interference vector. Then the interference term ¢}, ;
can be expressed as
/sl / . .
ciiy; = Z clv—1] [zw,lafw,O — szyzaw,l] (3.140)
v=1
vV K
[2P;
= =Ty v —1]c v —1
Z VL s 1[ ] k:[ ]

v=1 k=2
x (ﬁkwouauv,OHE + ﬁ;,lHa’uv,lHQ) bk,ul + (ﬁk,la;v,oauv,l - ﬁ;,oafw,oauv,l) bk,u2:| .

We observe from Equation (3.139) that multiuser interference is inevitably encountered, since
the orthogonality of the F-domain spreading codes cannot be retained over frequency-selective ST
channels. However, the desired signal is not interfered by the signal of the users employing dif-
ferent orthogonal T-domain STS spreading codes, provided that synchronous transmission of all the
K'Kpag users’ signals as well as slow flat-fading of each subcarrier may be assumed. Only the
users sharing the same T-domain STS spreading code with the desired user will interfere with the
desired user. Therefore, the interference c}i;, ; may be reduced, if we carefully select the specific
K’ — 1 users, which have the lowest interference coefficient with respect to the desired user, from all
the K'Kpnqq users for the sake of sharing the same T-domain spreading code with the desired user.
Let the interference coefficient be defined again as v/PyB% o and v/Pg B 1, which can be derived be-
fore transmission based on the assumption that aﬂ,m (t) is perfectly estimated. We also assume that

wq(,kf)n = agf}, m(t) is perfectly estimated. With the advent of this user regrouping procedure, the effect
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of the interfering signals imposed on the desired user is significantly reduced. Therefore, the BER
performance is substantially improved. Note that when a new user joins or disjoins the system, the

grouping has to be updated.

3.6 Differential Space-Time Spreading and Differential Steered Space-
Time Spreading - Downlink

In [141], a DSCM scheme was proposed for flat fading channels by combining the merits of DSTM
and spread spectrum techniques. It was shown that DSCM significantly outperforms DSTM in the
presence of interference. Based on the DSCM technique, we extend our investigations to the DSTS
and the DSSTS schemes invoked for the downlink of the generalized MC DS-CDMA system of [41].
As shown in Figure 2.4, the A/ number of transmit antenna arrays are located sufficiently far apart so
that the corresponding MC DS-CDMA signals experience independent fading. Each of the A/ antenna
arrays consists of L number of elements separated by a distance of half a wavelength. When we have
L = 1, the stand-alone DSTS scheme is employed. Otherwise, the more general DSSTS scheme is
invoked and hence the DSTS scheme may be viewed as a special case of the generic DSSTS scheme

in conjunction with L = 1.

3.6.1 Differential Space-Time Modulation

Before commencing our investigation of the DSTS and the DSSTS schemes, we provide a brief intro-
duction to the unitary group code based DSTM of [138]. Let X, be the nth (M x N;)-dimensional
space-time code to be transmitted by the M antennas over N consecutive time-domain samples. For

differential space-time coding we have [138]
X X2 = NIy, X =Xn_1Gyp, Xo =D, ¥n, (3.141)

where the superscript H denotes the conjugate transpose operation, Iy is an (M x M )-dimensional
identity matrix, G, is the matrix representing the nith information bearing unitary group code and D

is a known fixed matrix. For example, for M = N; = 2, the pair [138]

10 01 1 -1
=4 = = 3.142

is a unitary group code designed for the BPSK constellation of {1, —1} and G, € G. Each informa-
tion bit pair in {00, 01, 10, 11} corresponds to an element in G.
The received data matrix Y,, € CN**M at the output of the NV, receive antennas has the form

of [138]
| P

where the variables H € ¢V *M N, € ¢V*"i and P denote the unknown channel fading matrix in
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Figure 3.11: The kth user’s transmitter schematic for the downlink of the DSSTS assisted generalized multi-
carrier DS-CDMA system.

a flat fading environment, the additive noise matrix and the Signal-to-Noise Ratio (SNR) per receive
antenna. Each of the elements of H and N, is assumed to be an independently and identically
distributed complex-valued Gaussian random variable with zero-mean and unit variance. Then, a

simple differential receiver has the form of [138]

G, = arg max ReTr {G, Y'Y, 1}, (3.144)
Gneg

where "ReTr” denotes the real part of the trace of a matrix.

3.6.2 Transmitter Model

The system considered in this section is an evolutionary successor of the generalized MC DS-CDMA
scheme [41] using U - V number of subcarriers. The transmitter schematic of the kth user is shown
in Figure 3.11, where a block of U - V] data bits each having a bit duration of T}, is Serial-to-Parallel
(S/P) converted to U parallel sub-blocks. By using the mapping G described in Section 3.6.1, the
transmitter maps the /V; bits of each sub-stream to the information matrix Gg, . Then, we attain
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the nth (M x Nj)-dimensional space-time code Xyyn = Xgun-1Gru,n. After spreading Xgyn
with the aid of V; orthogonal Walsh-Hadamard spreading codes {cx 1(t), ck 2(t),...,ckn, ()}, k=
1,2,..., K, the UM outputs of the U number of DSTS blocks are multicarrier modulated by a group
of subcarrier frequencies { fu1, fuz, ..., fuy} and then forwarded to the transmitter’s M arrays. The
symbol duration of the DSTS signals is N;T;, and the length of the orthogonal codes is N;Ts/1; =
NN, where N, = T, /T and T represents the chip-duration of the orthogonal spreading codes.
Finally, according to the kth user’s Direction of Arrival (DOA), the UMV signals of the kth user are
weighted by the transmit weight vector w$,’°2,1 determined for the vth subcarrier of the kth user, which
is generated for the mth array. It is reasonable to assume that the users” DOAs change slowly and
hence may be estimated correctly.

The general form of the kth user’s transmitted signal corresponding to the M transmit antennas

can be expressed as

1%
2P, 1
se(®) = /V_I’jM N WX oy nCr COS(27 funt + P ), (3.145)

u=1v=1

where Py, /V represents the transmitted power of each subcarrier, ¢ = [cx,1(2), ¢k 2(2), - - -, kv, (8)]F
is an N;-dimensional spreading sequence vector and W{¥) is the weight matrix, which can be ex-

pressed as
(wg)* 0 0
Wk = ? (W']f)* o ? , (3.146)
6 0 n (Why_)*
where 0 = [0,0,...,0]7 is an L-dimensional vector, while wk is the L-dimensional weight vector

of the mth beamformer antenna array of the kth user.

3.6.3 Receiver Model

In this section, we consider the case of a single receive antenna. The Spatio-Temporal (ST) Channel
Impulse Response (CIR) vector hq(ﬁ) m between the yvth subcarrier of the kth user and the mth antenna

array can be expressed as

hk)

UV, M

@) = af (ot — ) (3.147)

k k T
aiv),mo(t)’ o ’aiu),m(L_U(t)} 6(t — k),

which is an L-dimensional vector, where 7 is the signal’s delay, agz)ml (t) is the CIR with respect

to the uwvth subcarrier of the 1st user and the [th element of the mth antenna array. Based on the
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assumption that the array elements are separated by half a wavelength, we can simplify ag:,),m(t) to
all) () = o) ()™, (3.148)

where afﬂm(t) is the Rayleigh faded envelope’s amplitude. Furthermore, d®*) = [1,exp(j[r sin(y®)))),
- exp(§[(L — Da sin(p®"N]))T and 1*) is the kth user’s DOA.

Assuming that the K users’ signals expressed in the form of (3.145) are transmitted synchronously
over Rayleigh fading channels, the baseband data matrix Y, , € C VXNiNe received over V number

of subcarriers after multicarrier demodulation can be expressed as

Y., =H, Z T MN,W XtunCr + Ny, (3.149)

where N,, € CV*NiNe denotes the AWGN matrix. In (3.149), the V' x M L-dimensional matrix of

(h%;o(t» (h%j,w_l)(t»;"
H, - (hys ,E)(t)) (huz,(M.—l)(t)) (3.150)
GO ) N AN G )l

is the unknown channel-fading matrix, while the spreading code matrix Cy, is expressed as

ka0 ckall]l .. ek [NNe — 1]
0 1 . NN, -1
Cp = Ck,?[ ] Ck,?[ ] , Cr 2l z. e — 1] _ 3.151)
Ck, N, [O] C}cle[l] - CkNy [NlNe — 1]

Based on the orthogonality of the spreading codes, we multiply both sides of (3.149) with the

spreading code matrix C; of the desired user and hence attain

2P1

wn =\ 7T MNZH WXy, + N, CH (3.152)

In this scenario, the MRC criterion based transmit beamformer, which constitutes an effective solution
to maximizing the antenna gain in the direction of the desired user, is the optimum beamformer. Let
us assign wk, = d®) in (3.148). Then the term Z,, 5, of Equation (3.152) can be expressed as

Zo = 2p L
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where the (V' x M)-dimensional matrix FL,, is given by

(1) (1)
hul’o Y hul,(M—'l)
) Ry R
g, - | Meo o heoen | (3.154)
Q) a
havo o Puvar-1y

Note that for L = 1, which corresponds to the stand-alone DSTS scheme, we have wk, = 1. Hence

no information is required about the user’ DOAs by the DSTS scheme.

By invoking the differential receiver of [138], we attain the information matrix of

Grun =arg max ReTr {Gku,nZuH,nZu,n—1} . (3.155)
Gku,neg

3.6.4 User-load Extension Using Time-Frequency-Domain Spreading

As described in Sections 3.2.4 3.4.3 and 3.5.3, spreading in the F-domain may also be employed
for the sake of extending the user-load of the generalized MC DS-CDMA system by DSTS and
DSSTS. The resultant bandwidth is again the same as that of the MC DS-CDMA scheme employing
time-domain-only spreading, while the total number of users supported becomes Ve = VN,
which is V' times the number of the users supported by the MC DS-CDMA scheme employing time-
domain-only spreading. This is an explicit benefit of using F-domain spreading, rather than F-domain
repetition across V' subcarriers.

The transmitter schematic of the broadband MC DS-CDMA system using TF-domain spreading
is similar to that seen in Figure 3.11, except that the V-depth F-domain repetition scheme of Figure
3.11 is now replaced by F-domain spreading associated with an orthogonal spreading code of length
V. Accordingly, let {c;[0],c,[1],...,c,[V — 1]} be the kth user’s orthogonal F-domain spreading
code in discrete form. Following the approach of Section 3.6, the received baseband data matrix Y,
can be modified from (3.149) to

K
2P, 1
b ;; VL 37 O s He WK n i + No, (3.156)

where the (V' x V')-dimensional F-domain spreading code matrix C’; can be expressed as

0] 0 ... 0
0 1 0
C'y = ’i[ ] (3.157)
0 0 ... dVv-1

By multiplying both sides of (3.156) with the spreading code matrix C; as well as with C’; of the
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desired user and letting w’, = d(*), we have

2P L - JH H
Zun = ——H‘LLX u,m 1 n
: 7 3, e un T O NRCy

Kl
2Pk 1 IH 7 (l)T (k)* ~
+> ‘/WM—NZC 7CdW" d® H, Xy, o, (3.158)

k=2

where K is the number of users sharing the same T-domain spreading code matrix with the desired
user, while the term ZkKZIQ A/ %VlN—[C’{IC'kd(l)Td(k)*quXku,n is generated by the Multiuser In-
terference (MUI).

We know from Equation (3.158) that multiuser interference is inevitably introduced, since the
orthogonality of the F-domain spreading codes cannot be retained over frequency-selective fading
channels. However, the desired signal is not interfered by the transmitted signals of the users em-
ploying different orthogonal T-domain spreading codes, provided that synchronous transmission of
all the K'/Cpq, user signals as well as flat-fading of each subcarrier are assumed. Only the users
sharing the same T-domain spreading code matrix with the desired user will impose interference on
the desired user. Therefore, the MUI term can be reduced, if we carefully select the (K’ — 1) users,
namely those which have the lowest interference coefficient with respect to the desired user, from
the set of all the K'Kp,,, users for the sake of sharing the same T-domain spreading code with the
desired user. Let the interference coefficient be defined as d(l)Td(k)*, which can be evaluated before
transmission, based on the assumption that the users’ DOAs are perfectly estimated. Following this
user-grouping procedure, the effect of the interfering signals imposed on the desired user’s signal
becomes less pronounced. Therefore, the achievable BER performance is improved. Note that in the
stand-alone DSTS scheme no beamforming is invoked and hence the interference coefficient becomes
as high as d(l)Td(k)* = 1. Therefore, the achievable BER performance cannot be improved in the

DSTS scheme by employing the above-mentioned user-grouping procedure.

3.7 Comparison of Various Transmit Processing Schemes

3.7.1 Simulation Results - Beamforming

All the results provided in this section were based on evaluating the BER performance of the downlink
of a generalized MC DS-CDMA system, when communicating over a dispersive ST Rayleigh fading
channel contaminated by AWGN. We assumed that 32-chip WH codes were employed as the time-
domain spreading sequences, while 4-chip WH codes were used as the frequency-domain spreading
codes. The BS’s downlink beamforming scheme was used to pre-process the transmitted signal, in
order to maximize the received SNR value. Furthermore, perfect power control was assumed, which
implies that we have Py = P} = ... = Py.

In Figure 3.12 we used a (1 x 4)-dimensional antenna array (M = 1, L = 4), having an element-
spacing of A/2. It transpires from Figure 3.12 that the performance of the system supporting 32 users
is similar to that of the system supporting a single user. Recall the former assumptions of having
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Figure 3.12: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, using a (1 x 4)-dimensional antenna array (M = 1,L = 4). In these
simulations, the beamforming scheme of Section 3.2 was used to pre-process the transmit signal.
TF-domain spreading and user regrouping were used to extend the user-load of the system, while
suppressing the interference.
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Figure 3.13: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, using a (1 X 6)-dimensional antenna array (M = 1,L = 6). In these
simulations, the beamforming scheme of Section 3.2 was used to pre-process the transmitted
signal. TF-domain spreading and user regrouping were used to extend the user-load of the system,
while suppressing the interference.
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Figure 3.14: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences. the beamforming scheme of Section 3.2 was used to pre-process the trans-
mitted signal. TF-domain spreading was used to extend the user-load of the system and the inter-
ference coefficient based user regrouping was used to reduce the interference between the users
sharing the same 32-chip WH code as T-domain spreading code. In these simulations, two types
of antenna arrays were employed, namely a (1 x 4)-dimensional antenna array (M =1, L = 4),
and a (1 x 6)-dimensional antenna array (M = 1, L = 6).

orthogonal multicarrier signals, synchronous transmission of the K users’ signals as well as slow
flat-fading of each subcarrier. Hence there was no interference between the 32 users employing dif-
ferent orthogonal 32-chip WH codes as time-domain DS spreading codes. For the sake of extending
the user-load of the system, TF-domain spreading was employed in the system supporting 64 and 96
users. Consequently, multiuser interference was inevitably introduced among the users sharing the
same T-domain spreading code, since the orthogonality of the F-domain spreading codes cannot be
retained in frequency-selective fading channels. We observe in Figure 3.12 that the BER performance
of the system supporting 64 users is significantly worse than that of the system supporting a single
user or 32 users, and naturally, the system supporting 96 users achieved the worst performance. After
invoking the user regrouping technique of Section 3.2.4 by carefully selecting the K’ — 1 users hav-
ing the lowest interference coefficient with respect to the desired user from the entire population of
K'Kimaz users to share the same T-domain spreading code with the desired user, the multiuser inter-
ference was substantially reduced. This is explicitly demonstrated in Figure 3.12, where the system
employing the interference coefficient based user grouping technique was shown to outperform the
system refraining from user grouping, regardless, whether 64 or 96 users were supported. However,
the BER performance of the systems employing both TF-domain spreading and the user regrouping
remained slightly worse than that of the system supporting a single user or 32 users, because the

multiuser interference cannot be totally eliminated.
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In Figure 3.13 we used a (1 x 6)-dimensional antenna array (M = 1, L = 6), having an element-
spacing of A/2. Figure 3.13 shows that the performance of the system supporting 32 users is similar
to that of the system supporting a single user for similar reasons as in Figure 3.12. When employ-
ing TF-domain spreading for the sake of increasing the user-load of the system by a factor of V' in
comparison to the system employing F-domain repetition, the performance of the system supporting
64 users became significantly worse than that of the system supporting a single user or 32 users and
again, the system serving 96 users achieved the worst performance. In Figure 3.13, the user regroup-
ing was employed again for the sake of reducing the multiuser interference. Therefore, the system
employing the interference coefficient based user grouping outperformed the system refraining from
user grouping. Similarly, the performance of the systems employing TF-domain spreading and the
user regrouping became slightly worse than that of the system serving a single user or 32 users. How-
ever, the performance difference between them became less pronounced, since a higher number of
array elements was employed.

Finally, in Figure 3.14 the BER performance of the systems employing two different types of
antenna arrays was compared, namely using a (1 x 4)-dimensional antenna array (M = 1,L = 4)
and a (1 x 6)-dimensional antenna array (M = 1, L = 6). Itis clearly seen from Figure 3.14 that the
system using a (1 x 6)-dimensional antenna array (M = 1, L = 6) achieves better performance than
that of a (1 x 4)-dimensional antenna array (M = 1, L = 4). This is because, when using a MRC
assisted beamformer, the increased number of elements becomes capable of attaining a higher SNR

gain, resulting in a better BER performance.

3.7.2 Simulation Results - Beam Selection Transmit Diversity

In this section the BER performance of the downlink of a generalized MC DS-CDMA system employ-
ing the BSTD scheme of Section 3.3, using 32-chip WH codes as time-domain spreading sequences
and 4-chip WH codes as frequency-domain spreading codes was studied. As before, perfect power
control was assumed, implying that Py = P, = ... = Pg.

In Figure 3.15 we used a (2 x 2)-dimensional antenna array (M = 2, L = 2), having an element-
spacing of A\/2 as well as an array-spacing of 10\. Figure 3.15 shows that the performance of the
system supporting 32 users is similar to that of the system serving a single user, since there is no inter-
ference between the 32 users employing different orthogonal 32-chip WH codes as their time-domain
DS spreading codes based on the assumption of having orthogonal multicarrier signals, synchronous
transmission of the K users’ signals as well as slow flat-fading of each subcarrier. TF-domain spread-
ing was also employed in the system to support an increased number of 64 or 96 users. Similarly to
the scenario considered in Figure 3.12, multiuser interference was inevitably introduced, but it was
mitigated by user grouping. Therefore, we observe in Figure 3.15 that the performance of the system
supporting 64 users is significantly worse than that of the system serving a single user or 32 users,
while the system supporting 96 users achieved the worst performance. Furthermore, the performance
of the systems employing TF-domain spreading and the interference coefficient based user grouping

remained slightly worse than that of the system supporting a single user or 32 users, because the
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Figure 3.15: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, using a (2 x 2)-dimensional antenna array (M = 2,L = 2). In these
simulations, the BSTD scheme of Section 3.3 was used to pre-process the transmit signal. TF-
domain spreading and user regrouping were used to extend the user-load of the system, while
suppressing the interference.
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Figure 3.16: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, using a (2 x 3)-dimensional antenna array (M = 2,L = 3). In these
simulations, the BSTD scheme of Section 3.3 was used to pre-process the transmitted signal.
TF-domain spreading and user regrouping were used to extend the user-load of the system, while
suppressing the interference.
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Figure 3.17: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences. The BSTD scheme of Section 3.3 was used to pre-process the transmitied
signal. TF-domain spreading is used to extend the user-load of the system and the interference
coefficient based user regrouping was used to reduce the interference between the users sharing
the same 32-chip WH code as T-domain spreading code. In these simulations, two types of
antenna arrays were employed, namely a (2 x 2)-dimensional antenna array (M = 2,L = 2),
and a (2 x 3)-dimensional antenna array (M = 2, L = 3).

multiuser interference cannot be entirely eliminated.

In Figure 3.16 we used a (2 x 3)-dimensional antenna array (M = 2, L = 3), having an element-
spacing of A/2 as well as an array-spacing of 10\. This figure demonstrates that the performance
of the system supporting 32 users is similar to that of the system supporting a single user owing to
similar reasons to those argued in the context of Figure 3.16. When employing TF-domain spreading
for the sake of extending the user-load of the system, the performance of the system supporting
64 users became substantially worse than that of the system serving a single user or 32 users, and
again, the system supporting 96 users achieved the poorest performance. In Figure 3.16, the user
regrouping technique was employed again for the sake of reducing the multiuser interference, and it
was demonstrated that the attainable performance was only marginally worse than that of the system
supporting a single user or 32 users, which was a benefit of the increased number of array elements

in comparison to Figure 3.15.

Finally, in Figure 3.17, the BER performance of the systems employing two different types of
antenna arrays was compared, namely that of a (2 x 2)-dimensional antenna array (M = 2, L = 2),
and that of a (2 x 3)-dimensional antenna array (M = 2, L = 3). It becomes explicit in Figure 3.17
that the system using a (2 x 3)-dimensional antenna array (M = 2, L = 3) achieves better perfor-
mance than that of the (2 x 2)-dimensional antenna array (M = 2, L = 2). This is because, the MRC

criterion based beamformer having an increased number of elements is capable of attaining a higher
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SNR gain, resulting in an improved BER performance.

3.7.3 Simulation Results - Space Time Transmit Diversity
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Figure 3.18: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, using a (4 x 1)-dimensional antenna array (M = 4,L = 1). In these
simulations, the STTD scheme of Section 3.4 was used to pre-process the transmit signal. TF-
domain spreading was used to extend the user-load of the system.

All the results in this section were based on evaluating the BER performance of the downlink
of a generalized MC DS-CDMA system employing the STTD scheme of Section 3.4, using 32-
chip WH codes as time-domain spreading sequences and 4-chip WH codes as frequency-domain
spreading codes. Again, perfect power control was assumed, implying that we had Py = A =
... = Pg. In Figure 3.18 we used a (4 x 1)-dimensional antenna array (M = 4,L = 1) having
an array-spacing of 10A. Observe in Figure 3.18 that the performance of the system supporting 32
users is similar to that of the system serving a single user. Recall that the former assumption of
having orthogonal multicarrier signals, synchronous downlink transmission of the K users’ signals
as well as slow flat-fading of each subcarrier was also adopted here and hence there is no interference
between the 32 users employing different orthogonal 32-chip WH codes as their time-domain DS
spreading codes. For the sake of extending the user-load of the system, TF-domain spreading was
employed, when supporting 64 users. Consequently, multiuser interference was inevitably introduced
among the users sharing the same T-domain spreading code, since the orthogonality of the F-domain
spreading codes cannot be retained over frequency-selective fading channels. Observe in Figure 3.18
that the performance of the system supporting 64 users became slightly worse than that of the system
supporting 1 or 32 users. However, without beamforming the user regrouping does not work for

the system employing the STTD scheme of Section 3.4. As we can see from Figure 3.18, when
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supporting 64 users, the system employing user regrouping achieves a similar performance to the

system refraining from user grouping.

3.7.4 Simulation Results - Steered Space-Time Spreading
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Figure 3.19: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, using a (2 x 2)-dimensional antenna array (M = 2,L = 2). In these
simulations, the SSTS scheme of Section 3.5 was used to pre-process the transmit signal. TF-
domain spreading and user regrouping were used to extend the user-load of the system, while
suppressing the interference.

In this section the BER performance of the downlink of a generalized MC DS-CDMA system
employing the SSTS scheme of Section 3.5, using 32-chip WH codes as time-domain spreading
sequences and 4-chip WH codes as frequency-domain spreading codes was studied. Similarly to the
other investigated scenarios, perfect power control was assumed, when we have Py = P = ... =
Pg.

In Figure 3.19 we used a (2 x 2)-dimensional antenna array (M = 2, L = 2) having an element-
spacing of A/2 as well as an array-spacing of 10A. It may be observed in Figure 3.19 that the per-
formance of the system supporting 32 users is close to that of the system serving a single user for
the reasons discussed in Sections 3.7.1 and 3.7.2. This implies that in the downlink there is no in-
terference between the 32 users employing different orthogonal 32-chip WH codes as time-domain
DS spreading codes. As discussed in Sections 3.7.1 and 3.7.2, TF-domain spreading can be used
for extending the user-load of the system, while the user regrouping technique may be employed
for reducing the multiuser interference. Figure 3.19 also shows that the performance of the system
supporting 64 users is substantially worse than that of the single-user or 32-user scenarios, while the
system serving 96 users achieved the poorest performance. As before, the system employing user

regrouping significantly outperformed the system refraining from user grouping. However, the per-
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Figure 3.20: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, using a (2 x 3)-dimensional antenna array (M = 2,L = 3). In these
simulations, the SSTS scheme of Section 3.5 was used to pre-process the transmitted signal. TF-
domain spreading and user regrouping were used to extend the user-load of the system, while
suppressing the interference.
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Figure 3.21: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences. The SSTS scheme of Section 3.5 was used to pre-process the transmitted
signal. TF-domain spreading is used to extend the user-load of the system and the interference
coefficient based user regrouping was used to reduce the interference between the users sharing
the same 32-chip WH code as T-domain spreading code. In these simulations, two types of
antenna arrays were employed, namely a (2 x 2)-dimensional antenna array (M = 2,L = 2),
and a (2 x 3)-dimensional antenna array (M = 2, L = 3).
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formance of the systems employing both TF-domain spreading and user regrouping remained slightly
inferior in comparison to that of the system supporting one or 32 users, because the multiuser inter-
ference cannot be completely eliminated.

In order to investigate the performance of the SSTS scheme further, in Figure 3.20 we used a
(2 x 3)-dimensional antenna array (M = 2, L = 3), having an element-spacing of \/2 as well as
an array-spacing of 10A. It was found that the performance of the system supporting 32 users was
virtually identical to that of the system serving a single user. When employing TF-domain spreading
in order to extend the user-load of the system, the performance of the system supporting 64 users
became inferior in comparison to that serving a single or 32 users and naturally, the system supporting
96 users achieved the poorest performance. When the user grouping technique of Section 3.5.3 was
invoked, the achievable performance substantially improved, approaching the BER performance of
the single-user system. Similar BER performance trends were observed also in Figure 3.21, where
the benefits of increasing the dimension of the array from (2 x 2) to (2 x 3) were quantified.

Having studied the effects of different array dimensions in the context of the various transmis-
sion preprocessing techniques, in the rest of this section we will compare the BER performance of
the generalized MC DS-CDMA systems employing the beamforming scheme of Section 3.2, the
BSTD arrangement of Section 3.3, the STTD scheme of Section 3.4 and the SSTS technique of Sec-
tion 3.5. As before, the generalized MC DS-CDMA system studied employs 32-chip WH codes as
time-domain spreading sequences and 4-chip WH codes as frequency-domain spreading codes, com-
municating over a dispersive Rayleigh fading channel contaminated by AWGN, where all subcarriers
experience flat fading. Based on the assumption of perfect power control, all the users have the same
power, that is we have Py = P} = ... = Pg.

First we consider a generalized MC DS-CDMA system supporting 32 users, as seen in Fig-
ure 3.22, where three different types of antenna arrays were employed, namely a (1 x 4)-dimensional
antenna array (M = 1, L = 4) was used by the BS’s downlink BeamForming (BF) scheme of Sec-
tion 3.2, while a (2 x 2)-dimensional antenna array (M = 2, L = 2) was employed by the BSTD
and SSTS scheme of Section 3.3 and 3.5, respectively. Finally, a (4 x 1)-dimensional antenna array
(M = 4,L = 1) was invoked by the STTD scheme of Section 3.4. We observe from Figure 3.22
that when supporting 32 users, the system employing the BSTD scheme achieved the best BER per-
formance, while the system employing the STTD scheme exhibited the poorest BER performance.
The system employing the SSTS scheme outperformed that using the beamforming scheme for SNRs
in excess of 8dB. However, when the SNR was below 8dB, the system employing the SSTS scheme
achieved a worse BER performance than that using the beamforming scheme, while outperforming
the system using the STTD scheme. Finally, the system employing the SSTS and the beamforming
scheme achieved a worse performance than that of the BSTD scheme.

In Figure 3.23, a generalized MC DS-CDMA system supporting 64 users was studied. TF-domain
spreading was used to extend the user-load of the system and the user grouping technique of Sec-
tion 3.2.4 was employed for reducing the interference between the users sharing the same 32-chip
WH code as their T-domain spreading code. The three different types of antenna arrays used in
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Figure 3.22: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, supporting 32 users. In these simulations, three different types of antenna
arrays were employed, namely a (1 x 4)-dimensional antenna array (M = 1, L = 4) employed
for BeamForming (BF) scheme, a (2 x 2)-dimensional antenna array (M = 2, L = 2) used by
the BSTD and SSTS schemes, and finally, a (4 x 1)-dimensional antenna array (M =4, L = 1)
employed for STTD scheme.
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Figure 3.23: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, supporting 64 users. In these simulations, three different types of antenna
arrays were employed, namely a (1 x 4)-dimensional antenna array (M = 1, L = 4) employed
for BF scheme, a (2 x 2)-dimensional antenna array (M = 2, L = 2) used by the BSTD and
SSTS schemes, and finally, a (4 x 1)-dimensional antenna array (M = 4, L = 1) employed for
STTD scheme.
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the context of Figure 3.22 were employed again. Specifically, a (1 x 4)-dimensional antenna ar-
ray (M = 1,L = 4) was employed by the beamforming scheme, a (2 x 2)-dimensional antenna
array (M = 2, L = 2) was used by both the BSTD and the SSTS schemes, and finally, a (4 x 1)-
dimensional antenna array (M = 4, L = 1) was employed by the STTD scheme. When using both
the user grouping technique of Section 3.2.4 and TF-domain spreading, the four systems exhibited a
similar performance to that seen in Figure 3.22, except that the system employing the STTD scheme
achieved a significantly worse BER performance than that of the other three systems using the BSTD
scheme, as well as the SSTS and the beamforming arrangements. Again, the system employing the
BSTD scheme achieved the best BER performance, while the SSTS scheme outperformed the beam-
forming arrangement for SNRs higher than 8dB, but it had an inferior performance for SNRs below
8dB. When employing TF-domain spreading but refraining from user grouping, the system using the
BSTD scheme still achieved the best performance. At SNRs below 12dB the system employing the
SSTS scheme was outperformed by the beamforming scheme, but it was superior in comparison to
the system using the STTD scheme. In the SNR region above 12dB, the STTD scheme outperformed
both the SSTS and the beamforming scheme and the latter had the poorest performance.
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Figure 3.24: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, supporting 32 users. In these simulations, two types of antenna arrays
were employed, namely a (1 x 6)-dimensional antenna array (M = 1,L = 6) employed for
beamforming scheme, and a (2 x 3)-dimensional antenna array (M = 2, L = 3) employed for
BSTD scheme and SSTS scheme.

In Figure 3.24, a generalized MC DS-CDMA system supporting 32 users was studied, where two
different types of antenna arrays were employed, one of which was a (1 x 6)-dimensional antenna
array (M = 1,L = 6) employed in the context of the beamforming scheme, while the other was a
(2 x 3)-dimensional antenna array (M = 2, L = 3) invoked by both the BSTD and the SSTS scheme.
We observe from Figure 3.24 that when supporting 32 users, the system employing the BSTD scheme
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achieved the best BER performance. The SSTS scheme achieved a slightly better performance than
the beamforming scheme at SNRs higher than 6dB, while below this SNR threshold the opposite was

true.
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Figure 3.25: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, supporting 64 users. In these simulations, two types of antenna arrays
were employed, namely a (1 x 6)-dimensional antenna array (M = 1, L = 6) employed for
beamforming scheme, and a (2 x 3)-dimensional antenna array (M = 2, L = 3) employed for
BSTD scheme and SSTS scheme.

We continued our investigations in Figure 3.25, where a generalized MC DS-CDMA system
supporting 64 users was studied. TF-domain spreading was used to improve the user-load of the
system and the user regrouping technique of Section 3.2.4 was invoked for the sake of reducing the
interference between the users sharing the same 32-chip WH code as their T-domain spreadin g code.
The same two types of antenna arrays were employed again as in the context of Figure 3.24, namely
a (1 x 6)-dimensional antenna array (M = 1, L = 6) was employed by the beamforming scheme,
and a (2 x 3)-dimensional antenna array (M = 2, L = 3) was used by both the BSTD and the SSTS
scheme. When employing both user grouping and TF-domain spreading, the three systems have a
similar performance to that characterized in Figure 3.24.

In summary, upon observing Figures 3.22, 3.23, 3.24, 3.25, we infer that the beamforming scheme
achieved a better performance at low SNRs, but a worse performance at high SNRs, in comparison to
the BSTD and the SSTS schemes. It transpires from our discussions in Section 3.2 that the beamform-
ing scheme was only used for pre-processing the transmitted signal. Therefore, when employing an
antenna array having the same total number of elements as that of the BSTD and the SSTS schemes,
the beamformer dedicates all of its elements to attaining the highest possible SNR gain. Hence, it
achieves a better performance at low SNRs. However, without benefitting from transmit diversity, the
BER performance of the beamforming scheme increases slowly, as the SNR increases. By contrast,
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Figure 3.26: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, supporting a single user. In these simulations, several types of antenna
arrays were employed for the BF and the BSTD schemes.
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Figure 3.27: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences, supporting a single user. In these simulations, several types of antenna
arrays were employed for the BF , the STTD and the SSTD schemes.
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the BSTD and the SSTS schemes have a steeper BER reduction curve, implying a better performance
at high SNRs, than that of the beamforming scheme as a benefit of the transmit diversity employed
by them. In contrast to the SSTS scheme, which belongs to the family of open loop methods, the
BSTD scheme is a representative of the class of closed loop proposals, activating the specific antenna
array benefitting from the best instantaneous channel state and therefore its performance is superior
in comparison to that of STTD in the investigated scenario. However, there is a sacrifice in terms
of the achievable uplink user-load of the BSTD scheme, because the BSTD scheme requires that the
channel information is promptly and correctly fed back from the mobile users to the BS. The STTD
scheme achieves a higher transmit diversity gain than other three schemes, when the number of an-
tenna array elements is fixed. However, as discussed in Section 3.4, the highest incremental diversity
gains are achieved upon increasing the number of antennas from one to two antennas, while adding
further additional antennas achieves modest further diversity gains on the downlink. Therefore, when
employing more than M = 2 antenna arrays, the STTD scheme achieves the worst performance.

3.7.5 Simulation Results - DSTS and DSSTS

In Figure 3.28 we use three different types of antenna arrays, namely a (2 x 2)-dimensional antenna
array of (M = 2, L = 2) corresponding to the DSSTS scheme, a (4 x 1)-dimensional antenna array
of (M = 4,L = 1) and a (2 x 1)-dimensional antenna array of (M = 2, L = 1) corresponding
to the stand-alone DSTS scheme. In these investigations K = 4 users are supported. Observe in
Figure 3.28 that as expected, the attainable performance of the DSTS and the DSSTS schemes is
about 3 dB worse than those of the STS and the SSTS schemes, respectively. The DSTS system using
a (4 x 1)-dimensional antenna array of (M = 4, L = 1) achieved a slightly better performance than
the DSTS system using a (2 x 1)-dimensional antenna array of (M = 2, L = 1), since the highest
incremental diversity gains are achieved upon increasing the number of antennas from one to two,
i.e. by 100%, while adding further additional antennas achieves modest extra diversity gains on the
downlink. Furthermore, Figure 3.28 shows that the DSSTS system employing a (2 x 2)-dimensional
antenna array of (M = 2, L = 2) outperforms the DSTS system using a (4 x 1)-dimensional antenna
array of (M = 4, L = 1), suggesting that the DSSTS scheme employs DSTS for the sake of obtaining
transmit diversity, but additionally invokes beamforming to attain a higher SNR gain.

In Figure 3.29, generalized MC DS-CDMA systems supporting K = 1,32 and 64 users were
studied. It transpires from Figure 3.29 that the performance of the system supporting 32 users is
similar to that of the system serving a single user. Recall the assumptions of using orthogonal mul-
ticarrier signals, synchronous transmission of the K user signals as well as slow flat-fading of each
subcarrier, where no interference is encountered between the 32 users employing different orthogonal
32-chip Walsh codes as T-domain DS spreading codes. In order to extend the user-load of the system,
TF-domain spreading is employed for the sake of supporting 64 users. Consequently, some multiuser
interference is inevitably introduced among the users sharing the same T-domain spreading code,
since the orthogonality of the F-domain spreading codes cannot be retained, when communicating

over frequency-selective fading channels. Then a specific user grouping technique is employed by
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the DSSTS system for the sake of reducing the multiuser interference imposed. Figure 3.29 demon-
strates that the performance of the DSTS system supporting 64 users is significantly worse than that
supporting a single user or even 32 users. By contrast, the DSSTS system supporting 64 users and
employing the above-mentioned interference coefficient based user grouping technique achieves a
slightly worse BER performance than that serving a single user, nonetheless, attaining a 5.7 dB SNR
gain compared to the DSTS system at a BER of 107°.
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Figure 3.28: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless sys-
tem using 32-chip Walsh-Hadamard (WH) codes as T-domain spreading sequences and 4-chip
WH codes as F-domain spreading sequences, employing three different types of antenna arrays,
namely a (2 x 2)-dimensional antenna array (M = 2,L = 2) corresponding to the DSSTS
scheme, a (4 x 1)-dimensional antenna array (M = 4, L = 1) and a (2 x 1)-dimensional antenna
array (M = 2, L = 1) corresponding to the DSTS scheme.

3.8 Conclusions

In this chapter we have proposed four different downlink space-time transmitter processing schemes
based on the principles of beamforming, BSTD, STTD and SSTS, in order to enhance the achiev-
able performance of generalized MC DS-CDMA systems. In Section 3.1, various STTD schemes
proposed in the literature [48, 126-134, 136] were briefly introduced. Then, in Section 3.1, the moti-
vation of several beamforming schemes [0, 132-136] was outlined. Finally, some hybrid techniques,
such as BSTD [47] and SSTS [49], were introduced in Section 3.1, respectively.

Our specific discussions concerning the downlink beamforming-aided generalized Multicar-
rier DS-CDMA system commenced in Section 3.2. The transmitter schematic for the downlink
beamforming-aided generalized multicarrier DS-CDMA system was shown in Figure 3.1 and the
corresponding receiver front-end of the downlink was shown in Figure 3.2. In Sections 3.2.1 and

3.2.2, we provided a general system model invoking a beamforming scheme. In Section 3.2.3 we
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Figure 3.29: BER versus SNR performance of the downlink of a generalized MC DS-CDMA wireless system
using 32-chip WH codes as T-domain spreading sequences and 4-chip WH codes as F-domain
spreading sequences. TF-domain spreading was used to extend the user-load of the DSTS and
the DSSTS systems, while an interference coefficient based user grouping technique was used
in the DSSTS system to reduce the interference between the users sharing the same 32-chip
WH code as T-domain spreading code. Two types of antenna arrays were employed, namely a
(2 x 2)-dimensional antenna array (M = 2,L = 2), and a (4 x 1)-dimensional antenna array
M=4,L=1)

characterized the properties of the decision variable z,, in Equation (3.32). In order to exploit the
attainable diversity gain in the F-domain and achieve user-load improvements, TF-domain spread-
ing was employed by the generalized MC DS-CDMA system considered in Section 3.2.4. When
using TF-domain spreading, the total processing gain becomes the product of the T-domain spread-
ing code’s processing gain and the F-domain spreading code’s processing gain, yielding N - V,
which also determines the maximum number of users supported by the MC DS-CDMA system con-
sidered. In the context of our discussions in Section 3.2.4, we inferred that multiuser interference
was inevitably introduced, since the orthogonality of the F-domain spreading codes cannot be re-
tained in frequency-selective fading channels. However, we found that only the users sharing the
same T-domain spreading code as the desired user would interfere with the desired user. In this sce-
nario, we presented a user-grouping technique, which was employed for the sake of reducing the
effects of multiuser interference caused by the employment of TF-domain spreading. The simulation
results of Section 3.7.1 confirm that based on the assumptions of having orthogonal multicarrier sig-
nals, synchronous transmission of the K users’ signals as well as slow flat-fading of each subcarrier,
there was no interference between the 32 users employing different orthogonal 32-chip WH codes
as time-domain DS spreading codes. It was also shown in Figure 3.12 that the system employing
the interference coefficient based user grouping technique outperformed the system refraining from

user grouping, although the BER performance of the systems employing both TF-domain spreading
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and the user regrouping procedure of Section 3.2.4 remained slightly worse than that of the system
supporting a single user or 32 users. Furthermore, Figure 3.14 demonstrated that the system using
a (1 x 6)-dimensional antenna array (M = 1, L = 6) achieves a better performance than that of a
(1 x 4)-dimensional antenna array (M = 1, L = 4), suggesting that the increased number of elements
was capable of attaining a higher SNR gain, resulting in a better BER performance.

A BSTD scheme constituted by an amalgam of beamforming and STD was discussed and ana-
lyzed in the context of the generalized MC DS-CDMA system in Section 3.3. The BSTD scheme
was originally proposed by Zhou in [47]. We provided the generalized MC DS-CDMA system model
invoking the BSTD scheme in Section 3.3.1. Figure 3.6 of Section 3.3.1 portrayed the downlink trans-
mitter schematic of the system model using the BSTD scheme. The receiver of the BSTD scheme
was the same as that seen in Figure 3.2 of Section 3.2. In Section 3.3.3 we employed TF-domain
spreading for the sake of achieving both user-load improvements as well as F-domain diversity gain.
Therefore, the maximum number of users supported by the MC DS-CDMA system was determined
by the above product of N, - V. As a result of the employment of TF-domain spreading, multiuser
interference was inevitably introduced. As detailed in Section 3.3.3, we employed the user-grouping
processing technique advocated for the sake of reducing the effects of multiuser interference. Fig-
ures 3.15, 3.16 and 3.17 of Section 3.7.2 confirmed that the system employing the interference
coefficient based user grouping technique of Section 3.3.3 outperformed the system refraining from
user grouping. These figures also demonstrated that the increased number of array elements resulted

in a better BER performance.

In Section 3.4, the STTD scheme [48] was introduced and its concept was extended for employ-
ment in the generalized MC DS-CDMA system considered. We first provided the general STTD
system model invoked for the MC DS-CDMA system in Sections 3.4.1 and 3.4.2. Figure 3.8 of
Section 3.4.1 portrayed the kth user’s transmitter schematic for the downlink of the generalized mul-
ticarrier DS-CDMA system associated with STTD, while Figure 3.9 of Section 3.4.2 showed the
receiver front-end of the STTD scheme in the downlink. Similar to the descriptions provided in Sec-
tions 3.2.4 and 3.3.3, we employed TF-domain spreading for the sake of achieving diversity gain in
Section 3.4.3. However, without beamforming the user regrouping does not work for the system em-
ploying the STTD scheme of Section 3.4. As seen in Figure 3.18 of Section 3.7.3, when supporting 64
users, the system employing user regrouping achieved a similar performance to the system refraining
from user grouping.

Based on both STTD and beamforming, SSTS, first proposed by Soni in [49], was adopted for
employment in the generalized MC DS-CDMA system in Section 3.5. The SSTS system model was
detailed in Sections 3.5.1 and 3.5.2, where Figure 3.10 portrayed the downlink transmitter schematic
of the SSTS assisted generalized multicarrier DS-CDMA system. This figure suggests that the SSTS
scheme not only employs STS to obtain transmit diversity, but additionally invokes beamforming
to attain a higher SNR gain. In Section 3.5.3 TF-domain spreading was employed, while the user-
grouping technique of Section 3.5.3 was invoked for the sake of reducing the effects of multiuser
interference. Figures 3.19, 3.20 and 3.21 of Section 3.7.4 confirmed that the system employing the
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Scheme Type of Ey/No(dB) | Ep/No(dB) | Ep/Ny(dB) Figure
antenna arrays | required at | required at | required at No.
BER=10"? | BER=10"% | BER=10"°

Beamforming 1x4 0.4 7.1 9.2 Figure 3.22
1x6 -1.7 53 7.4 Figure 3.24
BSTD 2x2 0.6 6.0 7.5 | Figure 3.22
2x3 -1.6 4.2 5.9 Figure 3.24
STTD 4x1 4.9 9.5 109 Figure 3.22
SSTS 2x2 24 7.5 9.0 Figure 3.22
2x3 0.4 5.9 7.6 Figure 3.24

Table 3.2: Summary of the required Ej /Ny values for the various schemes characterized in Figures 3.22 and
3.24 invoked for the downlink of the generalized MC DS-CDMA system supporting a single user,
where five different types of antenna arrays were employed, namely a (1 x 4)-dimensional antenna
array (M = 1,L = 4) and a (1 x 6)-dimensional antenna array (M = 1, L = 6) employed for the
BF scheme, a (2 x 2)-dimensional antenna array (M = 2, L = 2) and a (2 x 3)-dimensional antenna
array (M = 2,L = 3) used by the BSTD and SSTS schemes, and finally, a (4 x 1)-dimensional
antenna array (M = 4, L = 1) employed for the STTD scheme.

interference coefficient based user grouping technique outperformed the system refraining from user
grouping.

In Section 3.6 we aimed for eliminating the need for channel estimation at the receiver, while
retaining the desirable benefits of space-time coding techniques, we invoked two different DSTM
schemes for improving the achievable performance in the downlink of a generalized MC DS-CDMA
system communicating over rapidly fading channels, namely the DSTS scheme and the DSSTS
scheme. Following a brief introduction to the unitary group code based DSTM of [138] in Sec-
tion 3.6.1, we detailed the DSTS and DSSTS system model in Sections 3.6.2 and 3.6.3, where Figure
3.11 portrayed the downlink transmitter schematic of the DSTS and DSSTS assisted generalized mul-
ticarrier DS-CDMA system. Again, in Section 3.6.4 TF-domain spreading was employed, while the
user-grouping technique of Section 3.2.4 was invoked for the sake of reducing the effects of multiuser
interference. Figures 3.28 and 3.29 of Section 3.7.5 demonstrated that the attainable performance
of the DSTS and that of the DSSTS schemes is about 3 dB worse than those of the corresponding
non-differential STS and SSTS schemes, respectively, which is achieved, however, i.e. at a reduced
complexity without having any CSIL.

Finally, the performance of these schemes was studied and compared in Section 3.7. More ex-
plicitly, several different antenna array configurations have been investigated. Figures 3.22 and 3.23
showed that the beamforming scheme achieved a better performance at low SNRs, but a worse per-
formance at high SNRs, when compared to the BSTD and the SSTS schemes. In contrast to the
SSTS scheme, which belongs to the family of open-loop methods, the BSTD scheme is a represen-
tative of the class of closed loop proposals, activating the specific antenna array benefitting from the
best instantaneous channel state and therefore in this scenario its performance is superior in compar-
ison to that of SSTS. The STTD scheme achieves a higher transmit diversity gain than other three



154 CHAPTER 3. MC DS-CDMA SYSTEMS USING SMART ANTENNAS - DOWNLINK

schemes, when the number of antenna array elements is fixed. However, as discussed in Section 3.4,
the highest incremental diversity gains are achieved upon increasing the number of antennas from one
to two antennas, while adding further additional antennas achieves modest additional diversity gains
on the downlink. Therefore, when employing more than M = 2 antenna arrays, the STTD scheme
achieves the poorest performance. A summary of the associated results is provided in Table 3.2 for
the sake of characterizing and comparing the attainable BER performance of all space-time process-
ing schemes invoked for the downlink of the generalized MC DS-CDMA system supporting a single
user. Figure 3.30 confirms that when a BER performance of 10~ was required, the BSTD scheme
achieved the highest Ej /Ny gain and the SSTS scheme outperformed both the BF scheme and the
STTD scheme. In contrast to the STTD scheme, the BF scheme attained a higher Ep//Np gain, when
four or more transmit antennas were installed in the BS’s transmitter. However, the STTD scheme
outperformed the BF scheme when only two transmit antennas were invoked by the BS’s transmit-
ter. Furthermore, two different differential space-time processing schemes based on the principles of
DSTS and DSSTS were invoked for the sake of enhancing the attainable performance of generalized
MC DS-CDMA systems operating in rapidly fading channels. As expected, the attainable perfor-
mance of both the DSTS and DSSTS schemes is about 3 dB worse than those of the corresponding
non-differential STS and SSTS schemes, respectively, which can be achieved, however, i.e. at a re-
duced complexity without having any CSI. The DSSTS system employing a (2 x 2)-dimensional
antenna array (M = 2, L = 2) outperforms the DSTS system using a (4 x 1)-dimensional antenna
array of (M = 4, L = 1), suggesting that the DSSTS scheme employs DSTS for the sake of obtaining
transmit diversity, but additionally also invokes beamforming to attain a higher SNR gain.
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Figure 3.30: Transmit (Tx) gain versus the number of the transmit antennas for the various schemes invoked
for the downlink of the generalized MC DS-CDMA system supporting a single user at a BER of
10~5, where ten different types of antenna arrays were employed, namely a (1 x 2)-dimensional
antenna array (M = 1, L = 2), a (1 x 4)-dimensional antenna array (M = 1, L = 4),a (1 x 6)-
dimensional antenna array (M = 1,L = 6) and a (1 x 8)-dimensional antenna array (M =
1, L = 8) employed for the BF scheme, a (2 x 2)-dimensional antenna array (M = 2, L = 2),
a (2 x 3)-dimensional antenna array (M = 2, L = 3) and a (2 x 4)-dimensional antenna array
(M = 2,L = 4) used by the BSTD and SSTS schemes, and finally, a (2 x 1)-dimensional
antenna array (M = 2,L = 1), a (4 x 1)-dimensional antenna array (M = 4,L = 1)and a
(8 x 1)-dimensional antenna array (M = 8, L = 1) employed for STTD scheme. These results
were extracted from Figures 3.26 and 3.27.
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Chapter

Multicarrier DS-CDMA Systems Using
Smart Antennas - Adaptive Detection

4.1 Introduction

In this chapter we investigate adaptive space-time processing invoked in a generalized MC DS-CDMA
system [41,42] supported by smart antennas. In Chapter 2 we have proposed and investigated four
different space-time processing schemes in the context of the generalized MC DS-CDMA system of
[41,42] supported by smart antennas. Specifically, the four types of space-time processing schemes
employed are based on the MVDR, MSINR, MMSE and MPDR optimization criteria. Our study in
Chapter 2 was based on the assumption that the receiver has either full knowledge or partial knowl-
edge of the Direction of Arrival (DOA), of the channel amplitudes, the phases, as well as the timing of
the interfering users. However, the estimation accuracy of the channel parameters has a grave impact
on the attainable detection performance. Naturally, the estimation of these parameters increases the
complexity imposed and typically requires channel sounding overhead, which wastes valuable band-
width. Furthermore, when the Channel Impulse Response (CIR) fades rapidly, its estimation based
on the previous symbols might be insufficiently accurate for the reliable detection of the forthcom-
ing symbols. Hence it is beneficial to employ adaptive space-time processing, in order to track the
space-time CIR in real time, while maintaining a modest receiver complexity.

Recently, adaptive Minimum Mean Square Error (MMSE) based space-time processing has re-
ceived significant research attention [159-163, 199-202], since it offers an attractive tradeoff among
the conflicting design factors of achievable performance, the complexity imposed and the associated
side information transmission requirements. In [160, 199-201], an adaptive MMSE receiver was in-
troduced for detecting DS-CDMA signals. The performance of various adaptive MMSE receivers
has been investigated in diverse communications environments. More specifically, in [161] and [202]
adaptive MMSE receivers have been investigated, when communicating over flat fading channels.
By contrast, in [159] an adaptive MMSE receiver has been investigated when considering frequency-

selective fading channels. Moreover, the performance of adaptive MMSE receivers has been investi-

157
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gated, when considering both flat and frequency-selective fading channels in [162] and [163], where
adaptive MMSE receivers were implemented based either on the principles of Least-Mean-Square
(LMS) or Recursive-Least-Square (RLS) estimation. Moreover, most of the work related to adaptive
MMSE detection has considered a DS-CDMA system using a single antenna. In the context of smart
antenna aided systems, an adaptive MMSE based receiver has been investigated in [153], where an
improved LMS algorithm was proposed for adaptive beamforming. By contrast, in [154, 155] an
alternative adaptive beamforming algorithm imposing a lower detection complexity was proposed.

In this chapter, we focus our attention mainly on the design of adaptive linear filters [157]. The
LMS and RLS algorithms are studied in the context of the generalized MC DS-CDMA system de-
fined in Chapter 2. The LMS algorithm is a widely used technique, which was proposed by Widrow
and Hoff in [156]. In [157] Haykin extended the employment of the steepest decent method to derive
the LMS algorithm and studied its characteristics. An attractive feature of the LMS algorithm is its
simplicity, although it has a low convergence speed. The RLS algorithm, developed from the least
squares method is another well-known algorithm often used in adaptive filtering. Given the least-
square estimate of the adaptive filter’s tap-weight vector at iteration (n — 1), the updated estimate of
this vector at iteration n may be computed upon the arrival of new received data. An important feature
of the RLS algorithm is that it utilizes not only information provided by the current received data, but
also that of all past data, in order to update the weight vector of the adaptive filter. Therefore, the RLS
algorithm converges faster than the LMS algorithm. However, this convergence rate improvement
in the RLS algorithm is achieved at the expense of a higher computational complexity than that of
the LMS algorithm. In practice, the adaptive receiver based on either the LMS or the RLS technique
typically operates in two successive modes, the first being the training mode, during which a training
sequence is used, while the second is the decision directed mode, where the adaptive filter is up-
dated using the data decision. In order to reduce the transmission overhead introduced by the training
sequence, iterative Interference Cancellation (IC) schemes may be employed for improving the attain-
able convergence rate of the LMS/RLS adaptive receiver. In [158] Hamouda presented a combined
adaptive MMSE/PIC receiver designed for DS-CDMA systems. The proposed system made use of
the available knowledge of the training sequences for all the users, so as to jointly suppress the MAI
and increase the attainable convergence speed at the expense of a higher complexity. In this chapter
adaptive MMSE/PIC space-time processing schemes imposing a lower complexity are invoked and
analyzed in the context of the proposed MC DS-CDMA systems using multiple antenna arrays. In
these schemes, only the strong interfering signals are subtracted from the received signal, while the
weak interfering signals are treated as AWGN. The simulation results show that these schemes are
capable of achieving the same convergence rate as that of the combined adaptive MMSE/PIC scheme

presented in [158].

In this chapter, two adaptive space-time detectors having different structures are considered and
analyzed in the context of the generalized MC DS-CDMA system [41,42] of Chapter 2 employing
smart antennas. The first adaptive space-time detector has V M L number of tap weights to be opti-
mized, where V' is the number of the subcarriers and A/ L is the total number of antenna elements of
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Figure 4.1: The block diagram of a transversal filter.

the M antenna arrays. In the receiver using the above-mentioned adaptive detector, the received sig-
nals are first despread using the spreading code of the desired user and then combined by the adaptive
detector. The second adaptive space-time detector considered is a joint adaptive space-time detector,
which consists of two parts [203], the first part being an adaptive MMSE filter having /N, number of
taps, which depreads the received signals, while the second part is identical to the adaptive space-time
detector discussed above.

The rest of this chapter has the following structure. In Section 4.2 the philosophy of the LMS
algorithm is described and characterized. The RLS algorithm is defined and developed in Section 4.3.
Then, the adaptive space-time processing scheme and the joint adaptive space-time processing scheme
are described and their principles are extended for employment in the generalized MC DS-CDMA
system considered in Section 4.4. In Section 4.5, the PIC technique is employed to accelerate the
convergence rate of the adaptive beamformer. Finally, the performance of these schemes will be
studied and compared in Section 4.6, again, in the context of the generalized MC DS-CDMA system

concept advocated.

4.2 The Least-Mean-Square Algorithm

The LMS algorithm was proposed by Widrow and Hoff [156], while in [157] Haykin derived the LMS
algorithm by using the steepest descent method. The block diagram of an adaptive transversal filter
is shown in Figure 4.1, where the inputs u(n), u(n — 1),...,u(n — M + 1) represent samples drawn
from a wide-sense stationary stochastic process having zero mean and a covariance matrix R. The
corresponding set of tap weights wo(n), w1 (n),...,wa—1(n) is updated by the weight calculator of
Figure 4.1, which is supplied with the desired response d(n), while d(n) is the estimate of the desired
response at the adaptive filter’s output. The method of steepest decent is summarized in Table 4.1.
Although it results in a slow convergence speed, the method of steepest decent is a low-complexity
recursive algorithm. Accordingly, the LMS algorithm derived using the method of steepest decent is

also a low-complexity algorithm. As shown in Figure 4.2(a), the transversal filter produces an estimate
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1 | Initialize w(0). When no prior knowledge is available, w(0) is usually set to the null vector.
2 | Compute the gradient vector VJ(wy,) with respect to the weight vector w(n).

3 | Update the weight vector by adjusting its initial guess in a direction opposite to that of the
gradient vector.

4 | Repeat Steps 2 to 3.

Table 4.1: The method of steepest decent.

d(n) of the desired response d(n) based on the received signal vector u(n), which can be expressed

as
d(n) = w¥ (n)u(n). 4.1)

After comparing the desired response estimate J(n) to the desired signal d(n), we obtain the estima-

tion error of
e(n) = d(n) — d(n). (4.2)

Upon forwarding the estimation error e(n) and the input vector u(n) to the adaptive beamforming
process, we can compute the weight adjustment Aw(n) = pe*(n)u(n).
The scaling factor u is referred to as the step-size parameter in the method of steepest decent. In

practice we may let the step-size parameter p satisfy the condition of

2

O<u< oI . 4.3)
k=0 Elluln - k)P
As shown in [157], the recursive weight update formula of the LMS algorithm is expressed as
W(n+1) = Ww(n)+pu(n)d (n) - u (n)w(n)]
= W(n) + pu(n)e*(n). (4.4)

According to (4.1), (4.2) and (4.4), it may be readily shown that the LMS algorithm requires only
(2M + 1) complex multiplications and 20 complex additions per iteration. Hence, the computa-
tional complexity of the LMS algorithm is O(A/). Finally, the procedure of the LMS algorithm is
summarized in Table 4.2.

Having described the LMS algorithm, let us now turn our attention to the RLS algorithm.

4.3 The Recursive-Least-Square Algorithm

In this section, the RLS algorithm [157] is introduced, which utilizes information contained in the
received data, extending back to the instant of time when the algorithm was initiated. Thus, at the ex-
pense of a substantial increase in computational complexity, the RLS technique is capable of achiev-
ing a significantly faster convergence rate than the lower-complexity LMS algorithm. Below we begin
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Figure 4.2: (a) The block diagram of an adaptive LMS filter. (b) Detailed structure of the adaptive LMS

mechanism.

the development of the RLS algorithm by viewing some basic relations that pertain to the method of

Least Squares (LS).

By using time averaging, the LS scheme minimizes the sum of the squared difference between

the received data u(n) and the array output data d(n) for n = 1,2,...,N. As shown in Figure

4.3, the desired signal d(n) is a function of the M -dimensional input vector u(n) = [u(n),u(n —

D,...,uln—M+1)]T, w = [wg,wr, ..., wy—1]T is the M-dimensional weight vector and d(n) =

wHu(n) is the filter output representing the estimate of d(n), while e(n) denotes the estimation error.
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1 | Select a suitable step-size parameter u: 0 < p < ma, where the input power is

Sars Ellu(n — k)[2.

Initialize w(0). Without prior knowledge w(0) is usually set to the null vector.
Compute the estimation error e(n) = d(n) — w(n)u(n).

Update the weight vector w(n + 1) = w(n) + pu(n)e*(n).

Repeat Steps 3 to 4.

| AW

Table 4.2: The procedure of the LMS algorithm.

u(n) i u(n —1) o oo .u(n - M+2) o uln— M + 1)
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Figure 4.3: Linear transversal filter model.

The weight vector w of the LS scheme is chosen to minimize the cost function that consists of the

sum of error squares [157], namely to minimize

J(w) =Y le(®)[?, 4.5)

i=11
where 1) and ¢, represent the index limits over which the error minimization occurs. The basic LS
optimization problem is to minimize the cost function J(w) of (4.5) with respect to the weight vector
w of the transversal filter seen in Figure 4.3. Furthermore, it is assumed that during the interval

11 < 1 < g9 the weight vector w is held constant.

In contrast to the LS scheme, where the weight vector w is assumed to be constant during the
interval 47 < 7 < iy, the RLS algorithm uses the information contained in each new received data
symbol to update the weight vector w(n) at each iteration. Therefore, the length of observable data,

corresponding to the interval 47 < ¢ < 75 in the LS scheme, is variable.

The optimum weight vector w(n) at time n can be expressed as
Ww(n) = @7 (n)z(n), (4.6)

where we have ®(n) = > 1 A" 'u(i)uf(4) and z(n) = Y1, A" *u(4)d*(¢). For convenience,

let us define

P(n) = ® '(n), 4.7)
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1 | Initialize the algorithm by setting w(0) = 0 and P(0) = =1, where 6 is a small positive
constant.

=T “Tu
Update the gain vector k(n) = /\i\lu;}; ((:)Pl(llﬁ))u(n)'

Update the inverse correlation matrix P(n) = A™'P(n — 1) —~ A~k (n)u (n)P(n — 1).
Compute the a priori estimation error £(n) = d(n) — W (n — 1)u(n).

Update the weight vector w(n) = w(n — 1) 4+ k(n)&*(n).

Repeat the steps 2 to 5.

N | AWM

Table 4.3: Summary of the RLS algorithm.

which is referred to as the inverse autocorrelation matrix, and define furthermore the RLS gain vector
as [157]

A~IP(n — Du(n)

k(n) = . 4.8
) = T B (B (n — Du(w) @5
As shown in [157], we have
P(n) = A7'P(n — 1) = A7k(n)uf (n)P(n — 1). (4.9)
The recursive equation devised for updating the weight vector w(n) is then given by [157]
w(n) = w(n—1)+kn)d(n) —u(n)¥(n—1)]
= w(n—1)+k(n)&*(n), (4.10)
where the a priori estimation error £(n) is given by [157]
En) = d(n)—u ()W (n—1)
= d(n) - w7 (n-1)u(n). (4.11)

In order to carry out the RLS algorithm, a set of initial weight values has to be provided. As
in [157], a soft-constrained initialization is employed in this section, which sets

P(0) =671, (4.12)

where ¢ is recommended to be a small value compared to 0.0102, where o2 is the variance of a
data sample u(n) [157]. Furthermore, when no prior knowledge is available, the initial value of the
weight vector w(0) is typically set to be a null vector. Finally, the procedure of the RLS algorithm is

summarized in Table 4.3.

Let us now invoke the LMS and RLS algorithms in the proposed generalized MC DS-CDMA

system using smart antennas.
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Figure 4.4: Block diagram of an Adaptive Space-Time Detector (ASTD).

4.4 Adaptive Detection in MC DS-CDMA Systems using Smart Anten-
nas

Above we have provided a detailed introduction for both the LMS and RLS algorithms. In this
section, we focus our attention on the application of these algorithms in the adaptive uplink detection
of the generalized MC DS-CDMA system [41,42] supported by smart antennas. The smart antennas
investigated in this section are identical to the antenna arrays shown in Figure 2.4. In contrast to
the optimum detectors discussed in Chapter 2, which rely on perfect knowledge of the space-time
channels, the adaptive detector considered is investigated without invoking the knowledge of the
spatio-temporal channel as well as the users’ DOAs. Two adaptive detection schemes having different
structures are investigated and analyzed. The first adaptive detector, which is shown in Figure 4.4,
has V N, number of weight taps, where V represents the number of subcarriers, while N, = ML
represents the total number of antenna elements in the M antenna arrays. In this adaptive detection
scheme, the received signals are first despread using the spreading code of the desired user, although
this is not shown in Figure 4.4 and then combined by the adaptive detector. After weighting them by
the beamformer weights w, we attain the decision variable. The second adaptive detector, as shown in
Figure 4.5, is a joint adaptive detector, which consists of two parts. The first part is an adaptive MMSE
filter with N, number of taps, which are matched to the chip-based signals. By contrast, the second

part is the same as the first adaptive space-time detector of Figure 4.4, which combines the space-time
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Figure 4.5: Block diagram of a joint adaptive detector. (a) An adaptive MMSE filter; (b) An ASTD.

subcarrier signals. Accordingly, the second part has V N, number of weight taps, where V' represents
the number of subcarriers, while N, = M L represents the total number of antenna elements in the
M antenna arrays. In the second adaptive detector, an alternative adaptation algorithm is employed,
in order to optimize the MMSE filter coefficients and the space-time filter’s weights simultaneously,
as will be detailed in Section 4.4.2 of our forthcoming discourse. Below the first adaptive detector is
referred to as the adaptive space-time detector, while the second as the chip-based adaptive space-time

detector.

4.4.1 Adaptive Space-Time Detector

In the context of the adaptive space-time detector (ASTD) of Figure 4.4, the received base-
band equivalent signal at the output of the antenna arrays are identical to the signal r(t¢) of
Equation (2.15). Following the derivation in Section 2.2, after the multicarrier demodulation

and DS despreading stages shown in Figure 2.5, the N,-dimensional signal vector zu,(n) =
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[2u0,0(n), 2uv,1(1)s - s 2w (o —1) (n)]T corresponding to the nth bit b, [1n] and the vth subcarrier can

be expressed as

5P ) ) U v © K . K U V "
Zyy(n) = ”VTS byu[n)ay, + Ny, + Z Z i + Zigw) + Z Z Z il s

u'=1v=1 k=2 k=2 u/'=1v=1
N s’ S —
v, if u'=u Vv, if u'=u

4.13)

which is identical to (2.22). In (4.13) by[n]ay, represents the desired signal, while i, described
in (2.23), is contributed by the AWGN, The term iq(j)v , in (4.13) represents the self-interference con-
tributed by the subcarrier indexed by u’, v’ of the reference signal, which has the form of (2.27). The
MUI term iq(ﬁ,) in (4.13) is engendered by the subcarrier signal determined by u and v of the kth inter-
fering user, which is expressed in (2.29). Finally, the MUI term i(k), in (4.13) is imposed by the sub-

u'v
carrier determined by u’ and v’ associated with the kth interfering user, which is described in (2.31).
As shown in Figure 4.4, the V N,-dimensional signal vector z,,(n) = [zI} (n),z5,(n),... 2L, (n)]T

is the input vector of the ASTD, which has V N, number of weight taps.

When the LMS algorithm is invoked by the ASTD of Figure 4.4, a suitable step-size parameter 1

has to be chosen according to the constraint of [157]
2
1 No—1 :
2 =1 Zl:o E“zuv,l(n)m

According to the LMS principles, which have been analyzed in Section 4.2, when p is too small, the
adaption becomes slow. By contrast, if y is excessive, the average excess mean-squared error after
adaption will be high. Therefore a suitable 1 value should be chosen in order to attain a good trade-off
between the achievable convergence rate and the average excess mean-squared error. Additionally,
according to the LMS algorithm, the V N,-dimensional weight vector w(0) is initialized to be a
null vector, when we assume that the detector has no knowledge about the DOA and the CIR of the
channel. In the ASTD of Figure 4.4, a training sequence is used and the corresponding estimation

error can be expressed as

(4.14)

O<pu<

e(n) = d(n) = W (n)zu(n), (4.15)
where d(n) represent the training bits. The weight vector is updated according to
w(n+1) = w(n) + pzy(n)e*(n) (4.16)

with the aid of the estimation error e(n). This process is repeated until the end of the training period.
After the training stage, the ASTD will switch to a decision directed stage, where the estimation error
e(n) is computed with the aid of the decided data d(n) fed back from the data decision unit of the
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1 | Select a suitable step-size parameter p: 0 < g < m, where the input power is

v 2 Blizwi ().
2 | Initialize w(0). Without any prior knowledge, w(0) is usually set to the null vector.
3 | In the training period,

(a) Compute the estimation error: e(n) = d(n) — W (n)z,(n);

(b) Update the weight vector: w(n + 1) = w(n) + pz,(n)e*(n).

4 | Repeat Step 3 until the decision directed period.

5 | In the decision directed period

(a) Data detection: d(n) = sgn (Re{W'! (n)z4(n)});

(b) Compute the estimation error: e(n) = cZ(n) —wi(n )zu(n)

(c) Update the weight vector: W(n + 1) = w(n) + pz,.(n)e*(n).

6 | Repeat Step 5.

Table 4.4: The LMS-based adaptive space-time detection algorithm invoked for the MC DS-CDMA system
using multiple receive antenna arrays.

receiver. The decision is carried out according to
d(n) = sgn (Re{W" (n)z.(n)}), 4.17)

where Re{z} represents the real part of z, while sgn(z) is the sign function, defined in Equation

(2.57). Accordingly, the estimation error may now be expressed as
e(n) = d(n) — W (n)zy(n), (4.18)

and the weight vector is also updated using Equation (4.16). Finally, the entire procedure of the
LMS-based ASTD is summarized in Table 4.4.

According to our discussions in the Section 4.3, the RLS algorithm may be employed in order to
increase the convergence rate, but at the expense of a higher computation complexity. In the RLS-
based ASTD, the V N,-dimensional weight vector w(0) can be initialized to be a null vector, when
assuming no prior knowledge concerning the DOA and the CIR of the channel. The (V N, x VN, )-
dimensional inverse correlation matrix can be initialized as P(0) = 611, where 4 is chosen to be a
small positive constant in comparison to 0.01¢02, where 2 =|| z,(n) ||?. Furthermore, the parameter
Ain (?7?)is set to be a positive constant close to, but less than 1. Based on the above initialization, the

V N,-dimensional gain vector k(n) can be updated according to

A7IP(n — 1)zy(n)

14+ A~ 1zH(n)P(n — 1)zy(n)’ +19)

k(n) =

when the receiver receives z,(n). Once k(n) has been obtained, the inverse correlation matrix P(n)

can be updated according to

P(n) =A"'"P(n—1) — A 'k(n)z (n)P(n - 1). (4.20)
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1 | Initialization: W(0) = 0, P(0) = 611, where 4 is a small positive constant,

2 | Update the gain vector:
-1
k(n) = 1+,\:\1z£1; ((TTzl)Pi)nzng)liu (n)
3 | Update the inverse correlation matrix:
P(n) = A7'P(n— 1) — A7 k(n)z (n)P(n - 1).
4 | In the training period:
(a) Compute the a priori estimation error: £(n) = d(n) — W (n — 1)z, (n);
(b) Update the weight vector: w(n) = w(n — 1) + k(n)&*(n).
5 | Repeat Steps 2, 3 and 4 until the decision directed period is reached.
6 | In the decision directed period:
(a) Data detection: d(n) = sgn (Re{W'(n — 1)z,(n)});
(b) Compute the a priori estimation error: £(n) = d — W (n — 1)z, (n);
(C) Update the weight vector: W(n) = w(n — 1) + k(n)é*(n).
7 | Repeat Steps 2, 3 and 6.

Table 4.5: The RLS-based ASTD algorithm invoked for the generalized MC DS-CDMA system using multiple
receive antenna arrays.

According to the RLS principles, during the training stage the a priori estimation error can be ex-

pressed as
£(n) = d(n) — W (n — 1)z (n), @.21)

where d(n) represents the desired signal generated using the training bits. Then, the corresponding

weight vector can be updated using
w(n) =w(n—1) +k(n)&*(n). (4.22)

Similar to the LMS algorithm, during the decision-directed stage, the a priori estimation error £(n)
is computed using the actual data decided according to d(n) = sgn (Re{W* (n — 1)z, (n)}). Conse-
quently, the a priori estimation error £(n) may now be expressed as

£(n) =d(n) —w(n—- Dzy(n). (4.23)

Hence the RLS estimation based weight vector can be updated using (4.22), with the aid of (4.23).
Finally, the entire procedure of the RLS-based ASTD is summarized in Table 4.5. In the context of
the smart antennas aided generalized MC DS-CDMA system, the computational complexity of the
LMS algorithm is on the order of O(V N,), while the computational complexity of the RLS algorithm
is on the order of O[(V N,)?].

4.4.2 Chip-Based Adaptive Space-Time Detector

Above we have provided a detailed derivation of the LMS-based and RI.S-based ASTD of Figure 4.4,
where the received signals are first despread using the spreading code of the desired user, and then
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combined by the adaptive detector having V' N, number of weight taps.

In the context of the chip-based ASTD, the received baseband equivalent signal vector r(t),
which is expressed in (2.15), is first processed by a chip-matched-filter, as shown in Figure 4.5.
The output of the chip-matched-filter is a /N.-dimensional signal vector, which is given by Xy =

[To,11 (1)s Ty 12(1)s - -+, Ty N, (n)]T for the Ith antenna element and the vth subcarrier. It can be
shown that xy,, ;;,7 = 1,2,..., N, in Xy, may be expressed as
iT.
Tuw li = / r(t) exp (=727 fuut + Ouy]) p(t — iT0))dt, v = 1,2,...,V, 4.24)
(i—1)Ts

where we assumed that the reference signal’s transmission delay was 7, = 0 for simplicity In (4.24),
p(t) is the chip pulse shape, which is taken to be a rectangular pulse with amplitude \/— The N,-
dimensional signal vector x,, is fed to an adaptive MMSE filter with N, number of coefficients,

yielding
Zun (n) = € (n) Xy, (4.25)
where c(n) contains the coefficients of the MMSE filter, which is given by
c(n) = [e1(n), ca(n), ..., en.(n)])F. (4.26)

After the chip-based MMSE filtering, the outputs of these MMSE filters are input to the
ASTD unit, as shown in Figure 4.5. Finally, the V N,-dimensional signal vector z,(n) =
[zu1,0(n), - s 2Zuvio(n), - Zur vy —1) (), - o5 2y v, —1)(n) is weighted by a V N,-dimensional
vector w(n), yielding the decision variable of

d(n) = W (n)zy(n). (4.27)

Equation (4.27) implies that for a fixed c(n), updating the weight vector W (n) to ¥ (n + 1) can
be implemented using the same procedure as described in Tables 4.4 or 4.5.
In order to update the coefficients of the adaptive MMSE filter of Figure 4.5, we use the updated

weight vector W (n + 1) for appropriately weighting the output signal vector Xy, arriving from the

chip matched filter. The resultant N,-dimensional signal vector 2, (n) = [}, 1,2} 5,--, 2, 5|7 can
be expressed as
V. Na—1
=y wk(n + )Xy, (4.28)
v=1 =0

where the Ve-dimensional signal vector z’,,(n) is different from the (V' N, )-dimensional signal vector
z,(n) in (4.27), because the former is computed from the combination of signals received from the
N, antenna elements and V subcarriers.

When this adaptive MMSE filter is based on the LMS algorithm, we feed z’,,(n) to the adaptive

MMSE filter of Figure 4.5 and arrive at the estimation error ¢’(n) generated from the reference signal
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1 | Initialize the coefficients of the LMS adaptive filter ¢(0). When we have no knowledge of
the T-domain spreading code of the desired user, we set c(0) = 0. Otherwise, ¢(0) is set to
be the T-domain spreading code of the desired user.

2 | Compute the the output signal of the adaptive LMS filter z,,;(n) = ¢ (n)xyy.

3 | Compute the estimation error e(n) and update the weight vector w(n) according to the
procedure described in Tables 4.4 or 4.5.

4 Use the updated weight vector w(n + 1) to compute the N-dimensional signal vector

( ) Ev 1ENE—1 ul(n+1)xuvl ”

5 Select a suitable step-size parameter u: 0 < g < Tap-iRput power® where the input power is
SN B2, 2]
6 | In the trammg stage:
(a) Compute the estimation error: €'(n) = d(n) — cf (n)z'(n);
(b) Update the weight vector ¢(n + 1) = ¢(n) + pz’'u(n)e’*(n).
7 | Repeat Steps 2, 3, 4 and 6 until the decision directed stage is reached.
8 | In the decision directed stage:
(a) Compute the actual data decision: d(n) = sgn (Re{c (n)z'u(n)});
!

i o)

(b) Compute the estimation error: ¢’(n) = d(n ) cf(n)z ;
(c) Update the weight vector: ¢(n + 1) = ¢(n) + uz’y(n)e’" (n).
9 | Repeat Steps 2,3,4 and 8.

Table 4.6: The procedure of the joint ASTD combined with a LMS-based adaptive filter.

d(n) as follows:
¢ (n) = d(n) — cf(n)z',(n), (4.29)

where d(n) represents the training bits. Similarly, the MMSE beamformer coefficients are updated

according to
c(n+1) = c(n) + uz'y(n)e*(n). (4.30)

During the decision directed stage we compute the estimation error €’(n) in the same way, as de-

scribed during the training stage, where the estimation error may be expressed as
e (n) = d(n) — c(n)z'v(n), (4.31)

and the term J(n) represents the decision feedback based data decision. Similarly, the equation
describing the update of the coefficients is the same as Equation (4.30). The procedure of the joint
ASTD assisted by the LMS-based adaptive filter is summarized in Table 4.6.

When the adaptive MMSE filter is based on the RLS algorithm, we can update the coefficients
of the filter in the same way as described in the RLS-based ASTD. The procedure of the joint ASTD
assisted by the RLS-based adaptive filter is summarized in Table 4.7.
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1 | Initialize the coefficients of the LMS adaptive filter ¢(0). When we have no knowledge of

the T-domain spreading code of the desired user, we set ¢(0) = 0. Otherwise, ¢(0) is set to

be the T-domain spreading code of the desired user.

2 | Compute the the output signal of the adaptive LMS filter z,,,;(n) = ¢ (n)xy.,.

3 | Compute the estimation error e(n) and update the weight vector w(n) according to the

procedure described in Tables 4.4 or 4.5.

4 | Use the updated weight vector w(n + 1) to compute the N.-dimensional signal vector
’ _ Vv Ng—1

z U(n) _ Zv:] Zl =0 wvl(n + l)xu’ul

5 | Initialize the algorithm by setting P(0) = 61, where 4 is a small positive constant.

6 | Update the gain vector
1P(n1)a’s

k(n) = 1+)\—)‘1z’§£2)1§()n—1(;1z)’u(n)'
7 | Update the inverse correlation matrix
P(n) = A"1P(n —1) = A k(n)zZ (n)P(n - 1).
8 | In the training stage:
(a) Compute the a priori estimation error: £(n) = d(n) — ¢ (n — 1)z’y(n);
(b) Update the weight vector: ¢c(n) = c(n — 1) + k(n)é*(n).
9 | Repeat Steps 2, 3, 4, 6, 7 and 8 until the decision directed stage is reached.
10 | In the decision directed stage:

(a) Compute the actual data decision: d(n) = sgn (Re{c (n— )z’u(n)});
(b) Compute the a priori estimation error: £(n) = d ~ ¢ (n — ;
(c) Update the weight vector: ¢(n) = c(n —1) + ( )E*(n).
11 | Repeat Steps 2, 3,4, 6, 7and 10 .

Table 4.7: The procedure of the joint ASTD combined with a RLS-based adaptive filter.

4.5 Combined MMSE/PIC Space-Time Processing

As stated in Section 4.4, the ASTD commences its operation with the aid of a training period invoking
a training sequence. It is plausible that using a shorter training period results in a higher spectral effi-
ciency, provided that the associated performance degradation of the system is affordable. As a further
performance enhancement, iterative Interference Cancellation (IC) techniques may be employed [8],
in order to improve the convergence rate of the LMS/RLS algorithms, while maintaining the required
BER performance. The principle behind interference cancellation is that the interference can be esti-
mated and removed from the received signal before the signal detection stage. Either Successive IC
(SIC) [204, 205], or Parallel IC (PIC) [206,207] may be used. In [158], Hamouda presented a com-
bined adaptive MMSE/PIC receiver, which is capable of increasing the attainable convergence rate,
while maintaining the required BER performance. In the MMSE/PIC scheme of [158] the knowledge
of the training sequence available to all the users was exploited for jointly cancelling the Multiple Ac-
cess Interference (MAI), and for ultimately increasing the attainable convergence rate at the expense
of an increased complexity. In this section a modified adaptive MMSE/PIC space-time processing
scheme imposing a lower complexity was developed and analyzed. In this adaptive MMSE/PIC

space-time processing scheme, partial PIC was employed for improving the achievable convergence
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Figure 4.6: The block diagram of the adaptive MMSE/PIC beamformer.

speed of the adaptive filter, which attempts to subtract the strong interfering signals from the received

signal.

The block diagram of the adaptive space-time processing scheme is shown in Figure 4.6, where
the MMSE/PIC ASTD uses a training sequence for both removing the MAI and for updating its
weight vector during the training mode. After the training mode, the MMSE/PIC ASTD switches to
the decision-directed mode. It removes the MAI and updates its weight vector using the data deci-
sions. The weight vector of the adaptive MMSE/PIC scheme is iteratively adjusted once in every bit
interval. However, during a bit interval several PIC iterations might be invoked. Specifically, during
each PIC iteration, the receiver determines the estimation error, which is proportional to the difference
between the space-time processed output produced by the partial PIC and either the reference signal
or the data decisions. This estimation error is then used for updating the weight vector employing
either the LMS or the RLS algorithm, as described in Section 4.4.1. This process is repeated for
every received bit, until convergence is attained. Below we will outline the principles of the proposed
MMSE/PIC scheme using the block diagram of Figure 4.6.



4.5. COMBINED MMSE/PIC SPACE-TIME PROCESSING 173

4.5.1 LMS-based MMSE/PIC Adaptive Space-Time Processing

In the LMS-based MMSE/PIC ASTD of Figure 4.6, the weight vector is denoted by wy;(n), which
is now indexed by the jth PIC iteration during the nth bit interval of the kth user. The input signal
of the adaptive LMS-based MMSE/PIC scheme proposed in this section is identical to that of the
ASTD characterized in Equation (4.13). As described in the context of the LMS-based ASTD of
Section 4.4.1, an appropriate step-size parameter y is chosen according to Equation (4.14). As shown
in Figure 4.6, the output signal y;(n) of the LMS-based MMSE/PIC ASTD of Figure 4.6 at the jth

PIC iteration during nth bit interval can be expressed as
yi(n) = Wili(n)zu(n) = 41 (), (432)

where v"vf_ 1(n) is the beamformer’s weight vector corresponding to the (j — 1)th PIC iteration and
to the nth bit interval of the desired user. Note that in (4.32) the superscript and subscript denoting
the reference user of k = 1 have been omitted for notational convenience. Furthermore, in (4.32) the
term of i;_1(n) represents the estimate of the MAI during the (j — 1)th iteration of the nth received

bit, which is expressed as
K K
Gi-1(n) =Y peWil 1 (n)dk(n) Wiy (n) = Y _ Brdr(n), (4.33)
k=2 k=2

where K, di(n) and v“vﬁ j_l)(n) represent the number of active users in the system, the kth user’s
reference signal and the beamformer’s weight vector corresponding to the (j — 1)th PIC iteration
during the nth bit interval of the kth user, respectively. The variable pj in (4.33) represents the
cross-correlation between the T-domain (TD) spreading sequence of the desired user and the kth user.
Furthermore, the term G in (4.33) may be defined as the interference coefficient quantifying the
interference imposed by the kth user, which is expressed as

Be = prwili (n)Wi(i—1)(n). (4.34)

In ST-spread systems employing beamforming some users’ signal may impose strong interfer-
ence on the desired user, while some other users’ signals might inflict relatively low interference on
the desired signal, depending on the DOAs of the interfering signals. Hence, the interfering users
may be classified into two categories according to their DOAs. The MMSE/PIC ASTD only removes
the strong interfering signal from the output signal, while treats the weak interference as additional
background noise. Based on the above principles, in our LMS-based MMSE/PIC ASTD, we dis-
tinguish the interfering signals according to their interference coefficient ;. Hence, the number of
strong interfering users is £ < K — 1, which implies a proportionate reduction of the implementation
complexity of the LMS-based MMSE/PIC ASTD, because only the significant interferers have to be
removed by the PIC detector.

The LMS-based MMSE/PIC ASTD is implemented as follows. Firstly, the interference estimate
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of (4.33) is modified to
K K
ii1(n) = peWi  (n)dp(n) W1y (n) =D Brdk(n), (4.35)
k=1 k=1

where g, represents the interference coefficients corresponding to the strong interfering signals. Then,
during the training period, the estimation error corresponding to the jth PIC iteration during the nth

bit interval is given by
ej(n) = d(n) — y;(n), (4.36)

where y;(n) is expressed in (4.32) and d(n) is one of the training bits. Finally, the weight vector is

updated according to
W;i(n) = W;_1(n) + pzu(n)ej(n). (4.37)

During the data transmission stage, when a new data bit is received, the weight vector of the
LMS-based MMSE/PIC ASTD is adapted using (4.32), (4.36) and (4.37), commencing from the

initial weight vector given by
Wo(n + l) = WF(TL), (4.38)

where W (n) represents the final weight vector during the nth bit interval. In the decision directed
mode, we compute the estimation error e;(n) based on the feedback of the actual data decision d;(n)

generated during the jth PIC iteration, which is expressed as
d;(n) = sgn (Re{y;(n)}) . (4.39)
Accordingly, the estimation error may be expressed as
ej(n) = ch (n) —y;(n). (4.40)

The weight vector update formula is the same as Equation (4.37).

4.5.2 RLS-based MMSE/PIC Adaptive Space-Time Processing

In the RLS-based MMSE/PIC ASTD of Figure 4.6, the weight vector Wy;(n) has the same form
as that of the LMS-based MMSE/PIC ASTD described in Section 4.5.1. The initial weight vector
Wio(0) of the kth user is set to be a null vector, when having no a priori knowledge concerning the
DOAs and CIRs of the channel. Furthermore, the input signal z,,(n) of the RLS-based MMSE/PIC
ASTD is identical to that in (4.19). The (V N, x VN,)-dimensional inverse correlation matrix is
initialized to P(0) = 67!, which is identical to P(0) described in (4.12). Furthermore, the update
formula of the the V V,-dimensional gain vector k(n) is the same as (4.19). The inverse correlation
matrix P(n) is updated by using (4.20). At the jth PIC iteration invoked in the nth bit interval the
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output signal y;(n) can be expressed as
yj(n) = Wil (n — Dzu(n) - 4j-1(n), (4.41)

where the interference estimate Ej_l(n) has the same form as (4.33). Similar to the LMS-based
MMSE/PIC ASTD of Section 4.5.1, only the strong interfering signals having a high interference
coefficient 55 will be removed from the received signal, in order to reduce the PIC’s detection com-
plexity.

During the training period a training sequence is used for computing the a priori estimation error

in the jth PIC iteration, yielding
¢(n) = d(n) — y;(n), (4.42)

where y;(n) is given by (4.41) and d(n) is a training bit. Finally, the weight vector is updated

according to
Wwi(n —1) =Ww;_1(n - 1) + k(n)¢; (n). (4.43)

Similarly, in the decision directed mode, the a priori estimation error £;(n) is computed in the jth PIC
iteration based on the data decision d;(n) = sgn (Re{y;(n)}). Consequently, the a priori estimation

error £;(n) may be expressed as
&(n) = d(n) — y;(n). (4.44)

Finally, by using a similar approach as in the context of the LMS-based MM SE/PIC ASTD, the weight

vector update formula is the same as Equation (4.43).

4.6 Comparison of Various Adaptive Detectors

All investigations of this section were based on evaluating the performance of an adaptive detector
employed in the uplink of a generalized MC DS-CDMA system aided by smart antennas. We assumed
that 31-chip Gold codes were employed as TD spreading sequences, while 4-chip Walsh codes were
used as F-Domain (FD) spreading codes.

In Figure 4.7, the LMS-based stand-alone ASTD, which we refer to as the standard ASTD of
Figure 4.4 detailed in Section 4.4.]1 was used to adjust the beamformer weights. By contrast, the RLS-
based ASTD of Section 4.4.1 was employed in Figure 4.8, which exhibits a more rapid convergence.
In Figure 4.9, the joint LMS-based ASTD of Figure 4.5 discussed in Section 4.4.2 was compared
to the standard LMS-based ASTD of Figure 4.4, which was outlined in Section 4.4.1. Moreover, in
Figure 4.10 the learning curves of all the adaptive detectors considered are shown. In Figures 4.7,
4.8, 4.9 and 4.10, a (1 x 3)-dimensional antenna array (M = 1, L = 3) was employed. The SNR
was 10dB and the length of the training period was fixed to 100 symbols, while the length of the
transmission frame was 1000 symbols. The learning curves seen in Figures 4.7, 4.8, 4.9 and 4.10 are
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the results of ensemble-averaging the instantaneous squared error ”e2(n) versus n” curve over 800
independent experiments.

In Figures 4.7 and 4.9, the step-size parameter p was assigned one of three different values: 0.5,
1.0, 2.0. Figure 4.7 confirms that the convergence rate of the LMS-based ASTD is heavily dependent
on the step-size parameter u. For a large step-size parameter of u = 2.0, the adaptive detector con-
verged to its steady-state value in approximately 350 iterations. On the other hand, when y is small,
for example 0.5, the convergence rate was reduced by more than an order of magnitude. The results
also show that the steady-state value of the mean squared error slightly increased upon increasing L.
The joint LMS-based ASTD employed in Figure 4.9 has a similar performance to that of the standard
LMS-based ASTD outlined in Figure 4.7. Figure 4.9 confirms that the convergence rate of the joint
LMS-based ASTD is also heavily dependent on the step-size parameter 1. Furthermore, Figure 4.9
shows that the joint LMS-based ASTD of Figure 4.5 achieved a slightly slower convergence rate than
the standard LMS-based ASTD of Figure 4.4, which was discussed in Section 4.4.1. Since the stan-
dard LMS-based ASTD only updates one weight vector at each iteration, while the joint LMS-based
ASTD has to update two weight vectors at each iteration, the misadjustment of one of the weight
vectors will affect the convergence rate of the other one. However, the BER performance of the joint
LMS-based ASTD of Figure 4.5 is better than that of the standard LMS-based ASTD outlined in
Figure 4.4. This will be explicitly shown in Figures 4.15 and 4.16.

In Figure 4.8, the parameter ¢ was assigned one of the following three different values: 50, 100,
200. Figure 4.8 shows that the convergence rate of the RLS-based ASTD is strongly dependent on
the parameter §. For a small value of 6 = 50, the adaptive detector converged to its steady-state
solution in approximately 150 iterations, which was significantly faster than the convergence of the
LMS-based ASTD using a step-size parameter of ;1 = 2.0. On the other hand, when § was large,
such as 200, the convergence rate was reduced. The detector converged to its steady-state solution in
approximately 250 iterations.

In Figure 4.10, the step-size parameter of the LMS-based ATSD of Figure 4.4 detailed in Sec-
tion 4.4.1 was fixed to u = 2. The number of PIC iterations during each bit interval was set to one of
the following three values: 0, 2, 4. Naturally, the performance of the LMS-based MMSE/PIC ASTD
of Section 4.5.1 using 0 PIC iterations is identical to that of the LMS-based ASTD of Section 4.4.1.
On the other hand, the performance of the RL.S-based MMSE/PIC ASTD of Section 4.5.2 employing
0 PIC iterations is identical to that of the RLS-based ASTD of Section 4.4.1. Figure 4.10 confirms
that the RLS-based ASTD converges to its steady-state solution faster than the LMS-based ASTD,
which is achieved at the expense of a higher computational complexity. Again, when having the same
number of PIC iterations, the RLS-based MMSE/PIC ASTD outperforms the LMS-based MMSE/PIC
ASTD. Figure 4.10 demonstrates that by using the PIC technique in the context of the LMS-based
ASTD, the achievable convergence speed increases by more than an order of magnitude. When the
number of PIC iterations in each bit interval was 4 and the step-size parameter was pu = 2.0, the
LMS-based MMSE/PIC ASTD converged to its steady-state solution in approximately 75 iterations.
Similarly, when using the PIC technique, the RLS-based ASTD converged to its steady-state solution
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at a significantly faster rate. When the number of PIC iterations used in each bit interval was 4 and
we had § = 50, the RLS-based MMSE/PIC ASTD converged to its steady-state solution in approxi-
mately 25 iterations. It can be shown that the achievable rate of convergence increased, when more
PIC iterations were carried out during each bit interval. Finally, we concluded from Figure 4.10 that

all adaptive detectors had a similar steady-state misadjustment.

Figure 4.11 describes the BER performance of a generalized MC DS-CDMA system employ-
ing the LMS-based ASTD of Figure 4.4 outlined in Section 4.4.1. Here, the step-size parameter u
was fixed to 2.0. By contrast, Figure 4.12 denotes the BER performance of the corresponding RLS-
based ASTD of Section 4.4.1 also obeying the structure of Figure 4.4, where the parameter § was
fixed to 100. Furthermore, Figure 4.13 portrays the attainable BER performance of an LMS-based
MMSE/PIC ASTD of Figure 4.6 discussed in Section 4.5.1, where the parameter p was fixed to 2,
and 2 PIC iterations were carried out during each bit interval. Figure 4.14 characterizes the BER per-
formance of the RLS-based MMSE/PIC ASTD of Figure 4.6 detailed in Section 4.5.2 in conjunction
with the parameter ¢ fixed to 100, where 2 PIC iterations were employed during each bit interval.
Observe from Figures 4.11, 4.12, 4.13 and 4.14 that as expected, the performance of the system sup-
porting 31 users is worse than that supporting 4 users. Furthermore, the systems benefitting from a
longer training period tend to achieve a better performance than those having a shorter training period,
when the length of the transmission frame is fixed. On the other hand, the systems having a longer
transmission frame achieve a better performance than those using a shorter frame, when the duration

of the training period is fixed.

In Figure 4.15, a generalized MC DS-CDMA system supporting 31 users is studied, while in
Figure 4.16 a generalized MC DS-CDMA system supporting 4 users is investigated. The simulation
results shown in Figures 4.15 and 4.16 were obtained using a frame constituted by a training period
of 100 bits and a decision-directed period of 900 bits. As observed from comparing Figures 4.15
and 4.16, the BER performance of the LMS-based MMSE/PIC and the RLS-based MMSE/PIC de-
tector are similar to that of the LMS-based and the RLS-based ASTD. This confirms that having the
same steady-state misadjustment MSE for the different adaptive detectors results in a similar BER
performance. Furthermore, Figures 4.15 and 4.16 confirm that the BER performance of the joint
LMS-based ASTD is better than that of the standard LMS-based ASTD.

Below three types of antenna array models are studied in conjunction with the LMS-based ASTD
of Section 4.4.1 and the RLS-based ASTD of Section 4.4.1, namely a (1 x 4)-dimensional antenna
array (M = 1, L = 4), a (2 x 2)-dimensional antenna array (M = 2, L = 2), and finally a (4 x 1)-
dimensional antenna array (M = 4, L = 1). Again, Figure 4.17 confirms that the RLS-based ASTD
of Figure 4.4 detailed in Section 4.4.1 converges to its steady-state solution faster than the LMS-
based ASTD of Section 4.4.1 for all these different types of antenna arrays. Furthermore, we observe
from Figure 4.17 that the ASTD employing the (4 x 1)-dimensional antenna array (M = 4,L = 1)
converges to its steady-state solution faster than the ASTD employing the (2 X 2)-dimensional an-
tenna array (M = 2,L = 2), while the ASTD employing the (1 x 4)-dimensional antenna array
(M = 1,L = 4) has the lowest convergence rate. As depicted in Figure 4.18, all adaptive detectors
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achieve a similar BER performance, when using the same type of antenna arrays. Again, this confirms
that having the same steady-state misadjustment MSE for the different adaptive detectors results in
a similar BER performance. Figure 4.18 shows that the ASTD of Figure 4.4 outlined in Section 4.4
employing the (4 x 1)-dimensional antenna array (M = 4,L = 1) achieves the best BER perfor-
mance, followed by the ASTD employing a (2 x 2)-dimensional antenna array (M = 2,L = 2),
whilst the ASTD employing a (1 x 4)-dimensional antenna array (M = 1,L = 4) has the worst
BER performance. From Figures 4.17 and 4.18 we observe that when the spatial signals arriving at
the different elements of the antenna array become less correlated, the spatial diversity gain becomes

higher, hence the achievable BER performance improves.

Figure 4.19 characterizes the BER performance of the various systems supporting K = 4 users,
employing either the LMS-based ASTD or the LMS-based MMSE/PIC ASTD of Sections 4.4.1 and
4.5.1. Furthermore, the BER performance of the conventional LMS/PIC adaptive detector proposed
in [158] was provided as a benchmark. Figure 4.19 indicates that the ASTD systems were robust
against the near-far effect. Three scenarios were considered. In the first scenario, the power of the
interfering users was equal to that of the desired user, that is, we had Py = P, = P, = P3. In the
second scenario, we had 4Fy = P, = P, = P3. By contrast, we had 16FPy = P, = P, = P3in
the third scenario. As observed from Figure 4.19, the ASTD systems achieved a slightly worse BER
versus E; /Ny performance in the second scenario than the ASTD systems in the first scenario, while

the ASTD systems in the third scenario achieved the worst BER performance.
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Figure 4.7: Learning curves of the standard LMS-based ASTD seen in Figure 4.4 invoked for the uplink of
a generalized MC DS-CDMA wireless system supporting K = 4 users and using 31-chip Gold
codes as time-domain spreading sequences and 4-chip Walsh codes as frequency-domain spreading
sequences, as well as a (1 x 3)-dimensional antenna array (M = 1, L = 3). Here, mu= p.
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Figure 4.8: Learning curves of the standard RLS-based ASTD outlined in Figure 4.4 invoked for the uplink
of a generalized MC DS-CDMA wireless system supporting X = 4 users and using 31-chip
Gold codes as time-domain spreading sequences and 4-chip Walsh codes as frequency-domain
spreading sequences, as well as a (1 x 3)-dimensional antenna array (M = 1, L = 3), where we
have delta= ¢.
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Figure 4.9: Learning curves of the joint LMS-based ASTD outlined in Figure 4.5 and the standard LMS-
based ASTD seen in Figure 4.4 invoked for the uplink of a generalized MC DS-CDMA wireless
system supporting K = 4 users and using 31-chip Gold codes as time-domain spreading sequences
and 4-chip Walsh codes as frequency-domain spreading sequences, as well as a (1 x 3)-dimensional
antenna array (M = 1, L = 3). Here, mu= 4.
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Figure 4.10: Learning curves of all adaptive detectors invoked for the uplink of a generalized MC DS-CDMA
wireless system supporting K = 4 users and using 31-chip Gold codes as time-domain spreading
sequences and 4-chip Walsh codes as frequency-domain spreading sequences, as well asa (1 x 3)-
dimensional antenna array (M = 1, L = 3), where we have mu= p and delta= 4.
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Figure 4.11: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless sys-
tem using 31-chip Gold codes as time-domain spreading sequences and 4-chip Walsh codes
as frequency-domain spreading sequences, as well as a (1 x 3)-dimensional antenna array
(M =1, L = 3), where the LMS-based ASTD is used to process the received signal.
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Figure 4.12: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless sys-
tem using 31-chip Gold codes as time-domain spreading sequences and 4-chip Walsh codes as
frequency-domain spreading sequences, using a 1 x 3-dimensional antenna array (M =1, L = 3),
where the RLS-based ASTD is used to process the received signal.
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Figure 4.13: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless sys-
tem using 31-chip Gold codes as time-domain spreading sequences and 4-chip Walsh codes as
frequency-domain spreading sequences, as well as a 1 x 3-dimensional antenna array (M =
1, L = 3), where the LMS-based MMSE/PIC ASTD is used to process the received signal.
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Figure 4.14: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless sys-
tem using 31-chip Gold codes as time-domain spreading sequences and 4-chip Walsh codes as
frequency-domain spreading sequences, as well as a 1 x 3-dimensional antenna array (M =
1, L = 3), where the RLS-based MMSE/PIC ASTD is used to process the received signal.
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Figure 4.15: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system
supporting 31 users, using 31-chip Gold codes as time-domain spreading sequences and 4-chip
Walsh codes as frequency-domain spreading sequences, as well as a (1 x 3)-dimensional antenna
array (M = 1, L = 3), where the performances of all the adaptive detectors are evaluated and
compared.
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Figure 4.16: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system
supporting 4 users, using 31-chip Gold codes as time-domain spreading sequences and 4-chip
Walsh codes as frequency-domain spreading sequences, as well as a (1 x 3)-dimensicnal antenna
array (M = 1, L = 3), where the performances of all the adaptive detectors are evaluated and
compared.
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Figure 4.17: Learning curves of LMS-based and RLS-based ASTD invoked for the uplink of a generalized
MC DS-CDMA wireless system supporting K = 4 users and using 31-chip Gold codes as time-
domain spreading sequences and 4-chip Walsh codes as frequency-domain spreading sequences.
In this simulation, three types of antenna array are employed, namely a (1 x 4)-dimensional
antenna array (M = 1, L = 4), a (2 x 2)-dimensional antenna array (M = 2,L = 2),and a
(4 x 1)-dimensional antenna array (M = 4, L = 1).
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Figure 4.18: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system
supporting 4 users, using 31-chip Gold codes as time-domain spreading sequences and 4-chip
Walsh codes as frequency-domain spreading sequences, Where the performances of all adaptive
detectors are evaluated and compared. Three types of antenna array are employed, namely a
(1 x 4)-dimensional antenna array (M = 1,L = 4), a (2 x 2)-dimensional antenna array
(M =2,L =2),and a (4 x 1)-dimensional antenna array (M = 4, L = 1).
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Figure 4.19: BER versus SNR performance of the uplink of a generalized MC DS-CDMA wireless system
serving 4 users, using 31-chip Gold codes as time-domain spreading sequences and 4-chip Walsh
codes as frequency-domain spreading sequences, as well as a (1 x 3)-dimensional antenna array
(M = 1,L = 3), where LMS-based ASTD and LMS-based MMSE/PIC ASTD are used to
process the received signal.
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4.7 Conclusions

In this chapter we studied the performance of a range of adaptive space-time processing schemes in-
voked for a generalized MC DS-CDMA system supported by a (M x L)-dimensional antenna array.
In Section 4.1, a brief introduction to various literatures on adaptive space-time processing was first
presented, followed by a rudimentary overview of the LMS and RLS algorithms. Furthermore, com-
bined adaptive MMSE/PIC receivers and two adaptive space-time detectors having different structures
were outlined and introduced for the sake of improving the attainable convergence rate or the BER
performance of the LMS/RLS adaptive receiver.

In Section 4.2 the philosophy of the LMS algorithm is described and characterized. Following our
study by reviewing the steepest decent adaptive algorithm, we detailed the LMS algorithm derived
using the method of steepest decent. The method of steepest decent was summarized in Table 4.1,
while the procedure of the LMS algorithm was summarized in Table 4.2. Finally, the block diagram
of an adaptive LMS filter was portrayed in Figure 4.2. The RLS algorithm was defined and developed
in Section 4.3. We commenced our study by reviewing the method of least squares, from which the
RLS algorithm was developed. After a detailed description and derivation of the RLS algorithm, we
provided a comparison between the RLS and the LMS algorithm. The summary of the RLS algorithm
was provided in Table 4.3.

We then focused our attention on the application of these algorithms in the adaptive uplink of
the generalized MC DS-CDMA system in Section 4.4. The block diagram of the adaptive space-
time detector was portrayed in Figure 4.4, while the schematic structure of the joint adaptive space-
time detector was shown in Figure 4.5. The LMS-based ASTD was first developed in Section 4.4.1,
followed by the derivation of the RLS-based ASTD. The procedures of the LMS-based ASTD and
the RLS-based ASTD were summarized in Tables 4.4 and 4.5, respectively. Finally, the joint adaptive
space-time processing scheme was described and its principles were extended for employment in the
generalized MC DS-CDMA system considered. Tables 4.6 and 4.7 summarized the procedures of the
joint ASTD assisted by the LMS-based adaptive filter and the joint ASTD assisted by the RLS-based
adaptive filter, respectively.

In Section 4.5, the PIC technique was employed for improving the convergence rate of the adap-
tive beamformer. The block diagram of the adaptive space-time processing scheme was portrayed
in Figure 4.6, where the MMSE/PIC ASTD used a training sequence for both removing the MAI
and for updating its weight vector during the training mode. Then, in Section 4.5.1 the LMS-based
MMSE/PIC ASTD was derived, followed by the development of the RLS-based MMSE/PIC ASTD
in Section 4.5.2.

Finally, the performance of these schemes was comparatively studied in Section 4.6 in the context
of the generalized MC DS-CDMA system concept advocated. The convergence rate of the LMS-
based ASTD of Figure 4.4 outlined in Section 4.4.1 was shown to be heavily dependent on the step-
size parameter u, while that of the RLS-based ASTD also outlined in Section 4.4.1 was seen to be
largely dependent on the parameter 4. The simulation results confirm that the RLS-based ASTD has
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Scheme Type of Number of iterations Figure
antenna arrays | required for converging No.
to steady-state value

LMS-based ASTD 1x3 350 Figure 4.10
1x4 550 Figure 4.17

2x2 510 Figure 4.17

4x1 495 Figure 4.17

RLS-based ASTD 1x3 150 Figure 4.10
1x4 230 Figure 4.17

2x2 210 Figure 4.17

4x1 200 Figure 4.17

LMS/PIC iter=2 1x3 110 Figure 4.10
LMS/PIC iter=4 1x3 75 Figure 4.10
RLS/PIC iter=2 1x3 35 Figure 4.10
RLS/PIC iter=4 1x3 25 Figure 4.10

Table 4.8: Summary of the learning curves for the various adaptive space-time processing schemes charac-
terized in Figures 4.10 and 4.17 invoked for the uplink of the generalized MC DS-CDMA system
supporting four users, employing several different antenna arrays, where we have 4 = 2.0 and
d = 50.

a higher convergence rate than that of the LMS-based ASTD, which is achieved at the expense of a
higher computational complexity. The joint LMS-based ASTD of Figure 4.5 outperforms the standard
LMS-based ASTD seen in Figure 4.4 in terms of its BER performance, although it has a slightly
slower convergence rate than the standard LMS-based ASTD. With the advent of the proposed PIC
technique we are able to increase the achievable convergence rate of the ASTD, while maintaining
the required BER performance. The BER performances of all the adaptive detectors were found to
be similar, when they have the same misadjustment MSE. Having investigated a range of different
antenna array models, we conclude that when the spatial signals arriving at the different elements
of the antenna array become less correlated, the spatial diversity gain becomes higher, hence the
achievable BER performance improves.

A summary of the associated results is provided in Table 4.8 for the sake of characterizing and
comparing the convergence rate of all adaptive space-time processing schemes invoked for the uplink
of the generalized MC DS-CDMA system supporting four user. By contrast, the comparison of the
BER performance of all adaptive space-time processing schemes invoked for the systems employing
several different antenna arrays as well as supporting four users is provided in Table 4.9. The four
users employ the same Gold code as their time-domain spreading sequence, while using different
Walsh codes as their frequency-domain spreading sequences. Finally, Figure 4.20(b) portrays the
computational complexity of the corresponding ASTD aided generalized MC DS-CDMA systems.
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Figure 4.20: (a) Receive (Rx) gain versus the number of the receive antennas for the uplink of the ASTD-
aided generalized MC DS-CDMA system supporting four users at a BER performance of 1074,
Note that the computational complexity of the LMS-based ASTD is on the order of O(V ML),
while the computational complexity of the RLS-based ASTD is on the order of O[(VML)?.
(b) The computational complexity versus the number of receive antennas for the various antenna
array types of Section 4.6 employed for the uplink of the ASTD-aided generalized MC DS-
CDMA system employing V' = 4 subcarriers based on both the LMS-based ASTD and the
RLS-based ASTD as outlined in Section 4.4.1. Figure 4.20(a) suggests that when more antennas
are employed, the performance gap between the RLS-based ASTD and the LMS-based ASTD
becomes larger, since the former has a faster convergence rate.
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Scheme Type of Ey/No(dB) | Ey/No(dB) Figure
antenna arrays | required at | required at No.
BER=10"* | BER=10"°

LMS-based ASTD 1x4 13.9 18.0 Figure 4.18
2x2 10.8 13.0 Figure 4.18
4x1 94 11.3 Figure 4.18
RLS-based ASTD 1x4 13.9 18.1 Figure 4.18
2x2 10.8 12.9 Figure 4.18
4x1 94 11.3 Figure 4.18
LMS/PIC 1x4 13.9 18.0 Figure 4.18
iter=2 2x2 10.8 13.0 Figure 4.18
4x1 94 11.3 Figure 4.18
RLS/PIC 1x4 13.8 18.0 Figure 4.18
iter=4 2x%x2 10.7 12.8 Figure 4.18
4x1 9.3 11.3 Figure 4.18

Table 4.9: Summary of the required E}/Np values for the various adaptive space-time processing schemes
characterized in Figure 4.18 invoked for the uplink of the generalized MC DS-CDMA system sup-
porting four users, as well as employing several different antenna arrays, where we have u = 2.0
and § = 50.



Chapter

Multicarrier DS-CDMA Systems Using
Smart Antennas - Blind Detection

5.1 Introduction

Over the past decade, numerous research contributions have appeared on the topic of Multi-User De-
tection (MUD), which is capable of dealing with the demodulation of digitally modulated signals in
the presence of multiuser interference and hence can substantially increase the user-load of CDMA
systems [8, 35]. In [195, 208], Verdu’s optimum MUD was presented for asynchronous multiple-
access Gaussian channels, where the receiver was shown to attain a near-single-user performance by
exploiting prior knowledge, namely that of the signature waveform of the desired user, the signature
waveforms of the interfering users, the timing information of the desired user, the timing informa-
tion of the interfering users and the received amplitudes of the interfering users. In contrast to the
conventional single-user CDMA receiver, which only requires the signature waveform and the timing
information of the desired user, the optimum MUD is capable of overcoming the near-far problem,
which severely degrades the achievable performance of the conventional CDMA receiver even in the
presence of perfect power control [168]. The decorrelating detector presented in [209, 210] avoids
the exponentially increasing complexity of the optimum MUD [195,208] imposed by increasing the
number of users supported and does not require any knowledge of the received amplitudes of the in-
terfering users, although this is achieved at the expense of a slight increase of the BER. Recently, con-
siderable amount of research has been carried out on adaptive multiuser detection [211-214], which
only requires the signature waveform and the timing information of the desired user. The adaptive
decorrelating detector, zero-forcing detector and linear detector proposed in [211-214] require the
employment of training sequences, which significantly reduces the achievable spectrum efficiency. In
order to overcome this problem, the Minimum-Output-Energy (MOE) based blind adaptive detector
was proposed in [168], which does not require any training sequence. The MOE based blind detector
was then extended in [215], where the effects of multipath distortions are considered and compen-
sated for. However, the performance of MOE based blind detectors is suboptimum in the high SNR

189
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region.

Subspace-based methods [216] play an important role in sensor array processing, spectrum anal-
ysis and general parameter estimation [216], but they have been also invoked for delay estima-
tion [217,218] and channel estimation [217,219] in CDMA systems. A novel blind MUD based
on signal subspace estimation was proposed by Wang and Poor in [1] for single-carrier DS-CDMA
systems communicating over synchronous AWGN channels, which benefits from a lower computa-
tional complexity and a better performance compared to the MOE based blind MUD. In [2], subspace
based blind MUDs were developed for the joint suppression of MAI and ISI in dispersive CDMA
channels. Furthermore, in [169,220], group-blind MUDs having the prior knowledge of all known
signature waveforms were proposed for the uplink of a single-carrier DS-CDMA system, which ex-
hibited a significant performance improvement over that of the blind MUDs advocated in [1,2].

In [26], an adaptive algorithm was proposed in the context of MC-CDMA for exploiting the
correlation between the noise and the interference for the sake of rejecting the MAL However, this
frequency-domain MMSE MUD performs well only in situations, where the number of subcarriers is
low and only a few dominant interferers exist [173]. A subspace-based MMSE receiver was proposed
in [173] for a MC DS-CDMA system, which is similar to that advocated in [1,174], where the orthog-
onality between the noise subspace and the desired signal vector was exploited for blindly extracting
both the timing and channel information.

The rest of this chapter has the following structure. In Section 5.2 the philosophy of subspace-
based blind and group-blind MUDs was detailed and characterized. Two low-complexity subspace
tracking algorithms, namely the Projection Approximation Subspace Tracking deflation (PASTd) al-
gorithm and the Noise-Averaged Hermitian-Jacobi Fast Subspace Tracking (NAHJ-FST) algorithm
are investigated in Section 5.2.4. Then, we concentrate our investigations on the blind and group-
blind MUDs invoked for a generalized MC DS-CDMA system in Section 5.3, where the space-time
blind and group-blind MUDs were further investigated for a smart antennas aided MC DS-CDMA
system. Finally, the performance of these blind and group-blind MUDs was investigated in the con-
text of smart antenna aided MC DS-CDMA systems in Section 5.4. Qur conclusions are provided in

Section 5.5.

5.2 The Philosophy of Subspace-Based Blind and Group-Blind Mul-
tiuser Detection

Before commencing our investigations of subspace-based blind and group-blind multiuser detection
in the context of smart antenna aided generalized MC DS-CDMA systems, we provide an introduction
to the philosophy of subspace-based blind MUDs. Subspace-based blind MUDs were first proposed
for synchronous DS-CDMA systems [1] and then were extended to dispersive asynchronous DS-
CDMA environments [2] as well as Multicarrier CDMA systems [173]. It is worth commencing by
contrasting blind MUDs to their more conventional non-blind counterparts, where the latter schemes
require both channel estimation and the knowledge of all users’ unique signatures. Blind MUDs
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dispense with this knowledge and only require the knowledge of the desired user’s signature. By
contrast, group-blind MUDs assume the knowledge of all the intracell users’ spreading codes, but no

knowledge about the intercell interfering users.

5.2.1 Blind Multiuser Detection for Synchronous DS-CDMA [1]

Consider a synchronous DS-CDMA system supporting K users. The IV-dimensional received signal

vector defined within a symbol interval 7" can be expressed as [1]

K
r =) Agbgck + on, (5.1)
k=1
where A, by and ¢, = ﬁ [c1,¢ca,...,cn]T represent the received signal’s amplitude, the transmitted

bit and the normalized signature waveform of the kth user, respectively, while n is a white Gaussian
noise vector having a zero mean and covariance matrix of I, where Iy denotes the (N x N)-
dimensional identity matrix and /V is the spreading factor.

Without loss of generality, we assume that the signature waveforms {c; }{£; of the K users are
linearly independent. Then the autocorrelation matrix R of the /N -dimensional received signal vector

r can be expressed as

K
R 2 E{rr"} =) Afckef + o’Iy = CACT + 0?1y, (5.2)
k=1
where we have C £ [c1,c2,...,ck] and A £ diag[42, A%, ..., A%]. Physically the autocorrelation

matrix R of the received signal vector r in (5.2) is the sum of the composite multiuser signal’s
autocorrelation matrix CACT and the identity matrix oIy contributed by the AWGN.
According to [1], the eigen-decomposition of the received signal’s autocorrelation matrix R is

given by

T
R = UAUT = [U, U,] As 0 Us , (5.3)
0 A, Ul

where we have U = [U; U,] and A = diag(As, Ay). Specifically, As = diag{A1,..., x}
and Ug = [uy,..., uxk]| contain the largest K eigenvalues of the autocorrelation matrix R stored
in descending order and the corresponding orthonormal eigenvectors, while the matrix U, =
[Wk+1,-..,un] contains the (V — K) orthonormal eigenvectors corresponding to the smallest eigen-
values in A, all of which are o2. The range space of U is referred to as the signal space, while its
orthogonal complement, the noise space, is spanned by U, [1]. Equation (5.3) physically states that
the received signal’s autocorrelation matrix R may be diagonalized by a unitary matrix U, resulting
in a diagonal matrix A, where the entries are the eigenvalues of R. Furthermore, the unitary matrix
U that is used to diagonalize R has constituting columns an orthonormal set of eigenvectors of R.

Below we will demonstrate the EigenValue-Decomposition (EVD) of the received signal’s auto-
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correlation matrix R with the aid of an example. Let us consider a system having the parameters of
N=4, K=2, A1 =Ay=1ande; = [1/2,1/2,1/2,1/2]7, e2 = [-1/2,1/2,1/2,1/2]7. In
order to exemplify these quantities, we conducted simulations at £,/ Ny = 20dB and recorded the
corresponding autocorrelation matrix R after we received Mr = 256 number of multiuser received

signal samples, which is given by:

051 0 0 0

] 0.51 0.50 0.
R = [c1,co] X €1 + %I, = 0 50 0.50 (5.4)
Cy 0.50 0.51 0.50
0 0.50 0.50 0.51
The corresponding eigendecomposition can be expressed as:
0 1.00 | 0 0 051 0 0 0
. —0.52 0. ) 0
R - UAUT = 0.58 0 0.52 0.63 N 0 0.51 0
0.58 0 0.80 0.14 0 0 001 O
058 0 —0.28 —-0.77 0 0 0 0.01
[0 058 058 058
N 1.00 0 0 0 - 5.5)
0 —0.52 0.80 —-0.28
i 0 0.63 0.14 -0.77

The first two columns of U in (5.5) constitute the signal subspace, while the 3rd and 4th columns of
U are referred to as the noise subspace, which correspond to the smallest eigenvalues of o2 = 0.01
in (5.5).

The Singular Value Decomposition (SVD) is another decomposition technique, which is typ-
ically invoked for decomposing a non-square matrix. For the received signal matrix X =
ﬁ[ﬁ, ..+, Tnrp], Which is constituted by the Mg number of multiuser received signal samples
r; € RV, i =1,... Mp, the corresponding SVD can be expressed as SVD(X) = VAU7, where
again, U is constituted by the eigenvectors and A contains the corresponding eigenvalues. Again, we
will exemplify the SVD of the received signal matrix X based on the same system as the one used in
EVD, which has the parameters of N =4, K =2, A; = Ay =1,and ¢; = [1/2,1/2,1/2,1/2]7,
co = [-1/2,1/2,1/2,1/2]T. After we received Mpr = 80 number of multiuser signal samples at

Ey/No = 20dB, we have the received signal matrix X = \/%[rl, ..., rgp] in the form of
~0.949 0.038 ... —0.108
X — 1 0.169 -1.101 ... -—-1.113 (5.6)
V80 | 0.059  —-1.002 ... —0.826

—-0.064 —-1.005 ... —0.806
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The corresponding SVD can be expressed as:

X = VAUT
—0.006 —0.120 0.152  0.018 1.024 0 0 0
0.132 0.006 —0.058 —0.046 0 0.591 0 0
= | : : : “l' o o 0085 0
0.173  —0.018 —0.261 —0.207 0 0 0 0.073

—0.007 —-0.577 -0.574 —0.580
0.999 0.000 0.000 —0.012
—-0.009 0.634 0.131 -0.761
0.003 0.513 —0.808 0.288

The first two rows of U7 constitute the signal subspace, while the 3rd and 4th rows of U7 are referred
to as the noise subspace, which correspond to the smallest eigenvalues.
From (5.2) and (5.3), we attain

CACT = U (A — 0?Ix)UT = UAUT, (5.7
where Ag is an (N x N)-dimensional diagonal matrix given by Ag = A — oIy = diag(A1 —
o%,..., Ak — ¢2,0,...,0). Physically the composite multiuser signal’s autocorrelation matrix

CACT may be diagonalized by a unitary matrix U, and U to a diagonal matrix (As — %I ) and
Ay, respectively.
The linear MUD designed for demodulating the kth user’s data bit in (5.1) is then given by [1]

by = sgn(wir), (5.8)

where the N-dimensional vector wy, denotes the MUD’s weight vector optimized for detecting user
k. Below, we will derive expressions for the decorrelating detector [209] and the linear MMSE

detector [168] in terms of the signal subspace parameters U, Ag and o.

5.2.1.1 Decorrelating Detector

The decorrelating detector proposed in [209] is capable of completely eliminating the MAI imposed
by the interfering users at the expense of enhancing the effects of noise. Let us denote the correlation
matrix of the signature waveforms ! as R & CTC, which is invertible, since we have rank(C) = K.
Then, for the first user, the weight vector w; = d; of the decorrelating detector may be expressed
as [1]

K

di =) [R™ikck, (5.9)

k=1

IPlease observe that the autocorrelation matrix of the received signal was denoted by bold, rather than calligraphic R
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where [R™1];; is the (i,7)th element of the matrix R™!. Physically the multiplication of ci by
[R~1]1 corresponds to the product of the (1, k)th element of the inverse of the signature waveforms’
correlation matrix R ! and the kth user’s signature waveform cj. We characterize the properties of

the decorrelating detector having a weight vector d; during our forthcoming discussion.

Lemma 1 [1]: The decorrelating detector d; defined in (5.9) is the unique vector expressed as
d € range(Us,), which satisfies d1Tcy =1and d{ck =0, for k=2,... K.

Proof: Observe from Equation (5.9) that we have d; € range(C) € range(U;) and

ul ul 1, fork=1
dice =) [R7Muclck =Y [R7ulRlw = R Rlie = L
foe =D [R7 el ee = 3[R ulRl = [R™ Rl 0, fork=2,... K.

=1 i=1

(5.10)

Since we have rank(Us) = K, the MUD’s weight vector d = d; is unique.

Lemma 2 [1]: The decorrelating detector’s weight vector d; is defined with the aid of the unique

vector d € range(Us) that minimizes the following expected value expression:

K 2
Qd)=FE [dT (Z Akbkck)} (5.11)
k=1

subject to the constraint of d”c; = 1. In physically tangible terms Equation (5.11) corresponds to
minimizing the expected value of the MUD’s output, given by the product of the composite multiuser

signal and the MUD’s weight vector d.

Proof:. Since we have

[/ & K T
Q@) = d7E (ZAkbkck> (ZAkbkck) d
k=1

=1

:K
= dTE ZA%C;CC;{
Lk=1

d

K
= AfdTe))’+ ) Af(dTer)?
k=2

K
= A}+) AldTer)?, (5.12)
k=2

then for d € range(U,) = range(C), Q(d) is minimized if and only if we have d”c; = 0, for
k=2,...,K. From Lemma I, we have a weight vector d = dq, which is unique in the range space
of U, [11.

Proposition I [1]: The decorrelating detector’s weight vector d; defined in Equation (5.9) can be

alternatively expressed in terms of the signal subspace parameters U, Ag and o as [1]

1
d; = U, (A, — 0Tx) 10U ¢;. 5.13
1 C’{'US(AS _ O'QIK)_IU,‘STCI S( 8§ g K) s C1 ( )
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The physically motivated interpretation of Equation (5.13) will be provided after its proof.
Proof: For some s € R¥, the vector d falls in the range space of Uy if and only if we have
d = Ugs. Then, according to LLemma 2, the decorrelating detector’s weight vector d; can be written

as d; = Ugsq, where we have [1]:

s1 = arg min (Uss) (ZAkckck> sS),

seRK
st (Ugs)lep =1

= arg min s? [UT(CACT)U,Js,
seRK

st. sT(UTep) =1
= arg min sT(A; — 0I;)s
seERK
st. sT(UTep) =1, (5.14)

where the second equality follows from (5.2) and the third equality follows from Eq.(5.7). Then, by
employing the method of Lagrange multipliers [1], the function to be optimized can be expressed as

Q(s) = sT(As — 02Tg)s — 2u[sT (UTey) — 1], (5.15)

which is a convex function of s, since the matrix (A — o21;) is positive definite. In (5.15), the second
term represents the optimization constraints and p is the Lagrange multiplier. Hence, we may attain
the unique minimum of (s) at the specific value of s1, where we have \7€2(s1) = 0, which leads to

(As — 0?I})s; = uU%¢;. (5.16)

- - _ 21\ -1uT _ 1 - -
Then we arrive at 81 = (A —o0“I;) 7' Ug 1, where = TU, (A,—o?T5)~TUTe; 18 determined from

the constraint of (Uscl)Tsl = 1 seen in (5.14). Finally, the decorrelating detector’s weight vector is
given by [1]:

1

U (A, — 02I)" 107 5.17
C{US(AS—UQIK)_lecl s( s — O K) s €1, ( )

d] = USS:[ =

which physically implies that the projection of the decorrelating detector’s weight vector d; in the
signal subspace U is obtained by projecting the desired user’s signature waveform c; onto the signal
subspace Uj, followed by scaling the kth component of this projection by a factor of (A, — o)7L

Above, the decorrelating detector’s weight vector was derived in terms of its signal subspace

parameters. In the next section we consider the linear MMSE detector [168].

5.2.1.2 Linear MMSE Detector

The MMSE weight vector is defined in form of (5.8), employing the weight vector w; = m; for
the first user, where m; € RY minimizes the Mean-Square Error (MSE) between the MUD’s output

vector m;r and the legitimate channel output given by the product of the transmitted bit b; and the
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channel’s complex-valued transfer factor A;, namely by A;b;, which is defined as [1]

MSE(m;) = E[A1b; — mr{r]2
st. micy =1. (5.18)

Proposition 2: Based on the signal space parameters U, and A in (5.3), the linear MMSE

detector’s weight vector m; can be expressed as [1]

1

= U, A U . (5.19)
U AUy shs Tl

m3

Proof: By employing again the method of Lagrange multipliers used in (5.14) during the deriva-
tion of the decorrelating detector, we arrive at the optimization function of the MMSE detector, which
has the form of [1]

Q(m) = MSE(m) - 2u(m%e; — 1)
= m?E{rrT}m — 24, mTE{b;r} + 42 — 2u(mTc; — 1)
= m?Rm — 2(42 + wm%e; + (42 + 2u), (5.20)

where E{rr’} = R and E{bjr} = c; were invoked for attaining the third equality in (5.20). Since
R is positive definite, 2(in) is a strictly convex function of m. Hence, by solving the equation
v§2(m;) = 0 with respect to m;j, we arrive at the linear MMSE detector’s weight vector in the form
of [1]

m; = (A2+u)R7 1
= (A} + W) (UsATTU)er + (AT + o™ (U U e
= (A24+ WUAULey, (5.21)

where the second equality of (5.21) follows from the eigen-decomposition (5.3) of R, and the third
equality follows from the fact that ¢; € range(Us) is orthogonal to the noise space, i.e. from the
fact that we have Ul'c; = 0. Equations (5.19) and (5.21) physically imply that the projection of
the linear MMSE detector’s weight vector m; in the signal subspace U, is obtained by projecting
the desired user’s signature waveform c; onto the signal subspace Ug, followed by scaling the kth
component of this projection by a factor of )\;1. Observe from Equations (5.17) and (5.19), together
with their physical interpretations, that a factor of (A — 02)~! is employed for the sake of attaining
the decorrelating detector, while a factor of )\,:1 is used in order to arrive at the linear MMSE detector.
Hence, in contrast to the decorrelating detector that is designed to completely eliminate the MAI at
the expense of enhancing the noise, the linear MMSE detector is capable of jointly minimizing the

effect of the MAI and the noise at the detector’s output.
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Finally, we obtain

1
A? = 5.22

according to the constraint of m7 ¢y = 1. In (5.22), (A? + u) is a constant scalar, physically used for
satisfying the constraint of m{cl = 1. By using (5.21) and (5.22), we obtain the MMSE detector’s
weight vector m, having the form of (5.19).

From the above derivations of the decorrelating detector’s weight vector d; and the linear MMSE
detector’s weight vector m;, we observe that both of them can be estimated from the received signal
r with the aid of the prior knowledge of the signature waveform and the timing of the user of interest,
since the received signal’s autocorrelation matrix R and the components of its eigendecomposition
Usg, As, o can be estimated from the received signal r. In other words, the MUD’s weight vectors

d;, m; can be obtained blindly [1].

5.2.2 Blind and Group-Blind Multiuser Detection for Dispersive DS-CDMA Channels
[2]

In DS-CDMA systems, the delay-spread-induced ISI, aggravated by the MAI which results in a sub-
stantial degradation of the overall system performance [2]. In this section, we extend our investiga-
tions of blind MUDs to dispersive channels for the sake of jointly combatting the effects of both MAI
and ISL

Let us consider a dispersive DS-CDMA system serving K users, where the transmitted signals
of the K users propagate over their respective dispersive multipath channels contaminated by the
AWGN. The CIR corresponding to the kth user can be expressed as:

Ly
hi(t) = thl(S(t - ki), (5.23)
=1

where hy; is the complex-valued channel gain experienced by the signal of the kth user in the [th path,
which obeys Rayleigh fading, while Ly and 74; denote the total number of paths in the channel and
the delay of the [th path of the kth user. The transmitted signal of the kth user is given by [169]

Mp—1
sk(t) = Z Agbililek(t — 3T — 71), (5.24)
i=0
where 7" denotes the symbol duration and M is the number of data bits in the transmitted data frame,
while Ay, {bk[i]} and 0 < 74 < T represent the amplitude, symbol stream and the delay of the kth
user, respectively. Furthermore, the spreading sequence c (t) = Zjvz _01 ci (7)) (t — 7T,) denotes the
signature waveform of the kth user, where cx(j) assumes values of +1 or -1 with equal probability,

while 1(t) is a normalized chip waveform of duration 7, = T'//N. Then, the response of the kth
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user’s dispersive channel to the transmitted signal sk (¢) can be expressed as

ye(t) = sk(t) ® he(?)
Mp—-1

= Z be[i][Aker (t — 1T — 7)) ® hi(t)]

= ) bylilhk(t —iT), (5.25)

=0

where & represents convolution and

hy (t) = Apcy (t — Tk) ® hk(t)

N—-1 L
= > () [Ae Y vt — iTe — 7 — i) (5.26)
Jj=0 =1

is the composite signature waveform of the kth user, which is constituted by the convolution of the
user’s signature waveform and the CIR. This composite CIR is zero outside the interval 75+ Tg1, Tk +
Txr, + T, taking into account the effects of the transmitted signal’s amplitude Ay, the user’s delay
and those of the multipath channel represented by hy(¢). The total received signal is the superposition

of all the K users’ transmissions plus the AWGN, hence we have
K
r(t) = we(t) +n(), (5.27)
k=1

where n(t) is a zero mean AWGN process, having a power spectral density of o2

The received signal r(¢) is first filtered by a chip-matched filter and then sampled at a chip-rate
of Tic yielding the discrete-time received signal r[z, n] during the nth chip period of the ith symbol

interval expressed as

rli,n] = rGT+ nTy)

K
= Z yk(iT + nTe) + n(iT +nTy) . (5.28)
k=1 y;:[;,n] ”ET”]

Let us define the total delay spread experienced by the symbols of the kth user as tx = [(7% + 7wz, +
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T,.)/T]. Then, we have
Mp~1

j=0

> bklilhk(iT +nT. - §T)

J=i—ig

= Y hljnlxfi - g,
=0

since A (t) is zero outside the interval [0, (¢, + 1)77. Hence, (5.28) can be rewritten for the kth user

ykli,n] = w(iT +nT,) = Z bR (iT + nTy, — §T)

(5.29)

(5.30)

as
— i
rli, n] = Rel0,nlbeli] + > eli nlbli — 51+ Y wwe[i, n] +nfi,n].
Desired signal El , f,'—’ék . noise
18I MAI
Let us furthermore introduce the notation
1[5, 0]
F[i] = : , (5.31)
S~ ]
Nx1 | r[i, N —1]
[ nli,0]
] = : (5.32)
~~
Nx1 i nli, N — 1],
b, 0]
bli] = ; (5.33)
~~
Kx1 bli, K — 1]
and
h1i, 0] hali, 0] hx i, 0]
H[i] = : : : (5.34)
S~ _ _ _
NxK hift, N —1] hg[i, N — 1] hyli, N — 1]

Then (5.30) can be written in a matrix form as
(5.35)

ri] = H[i] ® b[] + a{]

For the sake of converting the convolution operation to a product operation, we introduce the nota-
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tion of ¢ = maxlSkSK{ck}, and stack m number of successive received sample vectors, by further

defining
i +0] |
rfi] = : , (5.36)
S~
Nmx1 ri+m—1] |
nf; + 0] |
S~
Nmx1 nfi+m—1] |
bli — ]
b[] = : (5.38)
~— _
X1 b[i +m — 1]
and
H[] ... H0 ... 0
H = : _ _} , (5.39)
Nmxr 0 ... H[ ... H[0
where we have r = K (m + ¢). Hence, Equation (5.35) may be rewritten as:
r[i] = Hb[i] + n[i]. (5.40)

According to [169], the smoothing factor m introduced in Equations (5.36), (5.37), (5.38) and
(5.39) is chosen to satisfy m = [(N + K)/(IN — K)]¢, so that the matrix H becomes a “tall” matrix,
i.e. that we have Nm > K(m + ) and hence the matrix H has the rank of K (m +¢).

5.2.2.1 Blind Channel Estimation

Following the approach presented in Equation (5.3) of Section 5.2.1, we can express the eigendecom-

position of the received signal’s autocorrelation matrix R. as

R = E{r[ir[i]’} = HH¥ + oIy,
A, 0

= UAUH =[U, U
[Us "‘][0 A,

UH
e } , (5.41)

where we have U = [U,; U], A = diag(Ag, A,,). Since the matrix H has the full column rank
of r = K(m + ), the matrix HH* in (5.41) also has a rank of . Therefore, in (5.41) A; =
diag{A1, ..., Ax(m<.) } contains the largest & (m + ¢) number of eigenvalues of the matrix R,, which



5.2. THE PHILOSOPHY OF SUBSPACE-BASED BLIND AND GROUP-BLIND MULTIUSER DETECTION 201

are strictly larger than 2. The column space of the eigenvectors Uy = [uj,...,u K (m+u)]» Which
correspond to the largest X (m+.) number of eigenvalues, is referred to as the signal space, while the
noise space is spanned by the columns of Uy, = [Ug(m4,)41, - - - s Unm] Which contain the [Nm —
K (m+1)] orthogonal eigenvectors corresponding to the smallest eigenvalues of o2 in A,,. Physically,
Equation (5.41) suggests that the received signal’s autocorrelation matrix R. may be diagonalized by
a unitary matrix U to a diagonal matrix A, where the entries are the eigenvalues of R. Furthermore,
Equation (5.41) has a form similar to (5.3), except that the composite signature waveform matrix H
that is contributed by the spreading code matrix Cy, and the channel response hy, is used in (5.41).
Define 1; as a K (m + ¢)-dimensional vector having all-zero elements, except for the /th element,
which is one, and hy = H1 Ku+k» Which is the column space of H. Based on the assumption that the
channel dispersion is limited to the delay range of [0, (¢ + 1)77, hy, can be expressed as the product
of the spreading code matrix Cy, and the channel response hy, which physically corresponds to their

convolution given by

r Ck [O]
c[1]
: cx[0] h[0]
o= Jb In = : Co ] S (5.42)
NmxuN (Nx1 [N -1 . : hi[LN]
[N —1]
where we have
[ 0] ]
Ck[].]
C, = v (0] (5.43)
2N P el |
Ck[N - 1]
i Ck[N — 1] J

forthe case of m = 2,. = 1.
The channel response hy can be estimated by exploiting the orthogonality between the signal
subspace and the noise space as shown in [2,169]. More specifically, U, is orthogonal to the column

space of H and hy, represents the column space of H [2, 169]. Hence we have
Uh, = UHCihy = 0. (5.44)

As shown in [2, 169], an estimate of the channel response hy can be generated by computing the

minimum eigenvector of the matrix CkH UnUf Cy. Note that the minimum eigenvector in this chapter
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is referred to as the eigenvector corresponding to the minimum eigenvalue. A necessary condition for
such a channel estimate to be unique is that the rank of the matrix UX Cy, is higher than N [169].
Since the rank of this matrix can be expressed as min{Nm — K(m+ 1), N}, value of the smoothing

factor m defined in Equation (5.36) must be chosen to satisfy
Nm —K(m+1) >N, (5.45)

which implies that the number of stacked received vector components m should be selected as

 N+K

= . 5.46
TEN-K' (-40)

Similarly, the maximum number of users supported must obey
K<NIZZt (5.47)

m—+i
given an arbitrary value of m.

Since the estimated channel vector hy contains the information of both the delays and complex
gains of the multipath channels of the kth user, this channel estimation technique requires no other
information than the prior knowledge of the spreading waveform and the delay spread, where the

latter is typically limited to a single symbol interval in practical CDMA systems.

5.2.2.2 Decorrelating Detector and Linear MMSE Detector

In the context of DS-CDMA systems communicating over dispersive channels, the linear MUD’s
Nm-dimensional weight vector wy € RY™ optimized for the kth user is applied to the received
signal r[i] expressed in (5.40), yielding the estimate of the ith bit of the kth user

be[i] = sgn{R(wilr[i])}. (5.48)

The decorrelating detector’s Nm-dimensional weight vector wy, = dy optimized for the kth user
completely eliminates both the MAI and ISI, yielding df H = 1% +x- Hence, the decorrelating

detector’s weight vector d can be expressed as
dy = HH"H) g (5.49)

Once we obtained the subspace parameters U,, A, and o2 from the eigendecomposition of R in
(5.41), as well as the composite signature waveform hy by performing blind channel estimation as
described in Section 5.2.2.1, the weight vector dj, of the decorrelating detector can be expressed as [2]

dy, = Us(A; — 0%L,) 71U Ny, (5.50)

The linear MMSE detector’s weight vector of wj, = my, optimized for the kth user is determined
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by minimizing the MSE at its output, which is formulated as
my =arg min E{|by[i] — w7 r[i]|?} = R 'hy. (5.51)
weRNm ’

Similar to the decorrelating detector, the linear MMSE detector my, can be expressed in terms of the

signal subspace components as [2]
my = U AU Ry, (5.52)

Physically, Equations (5.50) and (5.52) show that the projection of the decorrelating detector’s weight
vector dy, and the linear MMSE detector’s weight vector my, in the signal subspace Uy is obtained by
projecting the desired user’s composite signature waveform hy, onto the signal subspace Uy, followed
by scaling the r'th component of this projection by a factor of (A — 02)71,1 < ¢/ < 7 for the
decorrelating detector and )\;1, 1 < 7' < r for the linear MMSE detector, respectively. In contrast
to Equations (5.17) and (5.19), where the signature waveform c; is used, Equations (5.50) and (5.52)
employ the composite signature waveform hy, that is contributed by the spreading code matrix Cg
and the estimate of the CIR hyg.

Since both the signal subspace components Us, Ag, o and the composite signature waveform
hy, can be estimated from the received signal r[¢] using the procedures outlined in Section 5.2.2.1 and
require only limited prior knowledge, namely that of the spreading sequence of the kth user, both the
decorrelating detector (5.50) and the linear MMSE detector (5.52) are capable of operating blindly.

5.2.2.3 Group-Blind Multiuser Detection

In [169] a range of group-blind techniques were developed for multiuser detection in the CDMA
uplink, where the base station receiver has explicit knowledge of the spreading sequences of all the
users within the serving cell, but not that of the users from other cells. Tt has been demonstrated
that the proposed group-blind MUD substantially outperformed the totally blind MUD in a CDMA
uplink environment at the cost of a moderate increase in the computational complexity imposed [169].
In contrast to the blind multiuser detection scheme discussed in Sections 5.2.1.1 and 5.2.1.2, where
only the knowledge of the desired user’s signature waveform and timing was exploited, the group-
blind MUDs of [169, 220] make use of the known spreading sequences of all users roaming in the
serving cell in order to suppress the intracell interference, while blindly suppressing the intercell
interference. Several forms of group-blind linear detectors may be developed based on different
optimization criteria, such as the group-blind linear zero-forcing detector-form I [169], the group-
blind linear hybrid detector-form I [169], the group-blind linear MMSE detector-form I [169], the
group-blind linear zero-forcing detector-form II [169], the group-blind linear hybrid detector-form
II [169] and the group-blind linear MMSE detector-form II [169]. Their derivation and the related
proofs are detailed in [169]. Based on the conclusion that the form II group-blind linear hybrid
detectors exhibit a low computational complexity and a good performance [169], we only consider
this form of group-blind MUD in our investigations. Furthermore, we will show that this form of
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group-blind MUD requires a slight modification of the blind MUDs of Sections 5.2.1.1 and 5.2.1.2.
We assume that the receiver has the knowledge of the signature waveforms of the first K (K < K)
users communicating within the cell of the reference user, whereas the spreading sequences of the
(K — K) intercell users are unknown to the receiver. Let us define H € RN™* as the matrix
consisting of the first 7 columns of H, where 7 = K (m + () represents the dimension of the subspace
of the intracell users. It is readily seen that the matrix H has a full column rank of 7. The linear group-
blind hybrid detector of user k, k = 1,... K is given by the solution of the following constrained

optimization problem [169]:

Wi = ag  min _ E{|bli] - wlr[i]?),
wiErange(H) ’
subjectto wiH =17 ., k=1,..., K. (5.53)

Generally speaking, this detector forces the interference caused by the K intracell users to zero and
suppresses the interference imposed by the intercell users with the aid of the MMSE criterion.
By applying the Lagrange multiplier based optimization of [169] to (5.53), we arrive at
- . : . <H -
wr = arg min E{|bgli] - wfr[z]|2} + R{A (HHWk — 1fa+k)}

wiERN™

= arg min wiRw, — R{2hfw;} + %{;H(f{Hwk ~1z,.0}

wiERNm

_ : H HH _
= arngré%rlem wi Rwy + R{AT(H wi — 15, )}

= RTH), (5.54)

where we have A & ) — 21y, ;- Based on the constraint that Hiw, = 14,y We obtain A =
(HYR-TH)!1; ,, and hence

wy = RTTHMERTH) 15,
= UAJ'UTHHATUAUIH) 1, (5.55)

where the second equality follows from (5.41) and UZH = 0. For the group-blind hybrid detector
of (5.55), the interfering signals arriving from known users are nulled by a projection of the received
signal onto the orthogonal subspace of these users’ signal subspace. The unknown interfering users’
signals are suppressed by identifying the subspace spanned by these users, followed by a linear trans-
formation in this subspace based on the MMSE criterion.

As seen in Figure 5.1, the subspace parameters Us, A, U, and o2 are obtained by computing
the EVD of the received signal’s autocorrelation matrix R = Ml; SME=L p[ilr[i]®, followed by
carrying out the blind channel estimation according to hy, = min-eigenvector (CHU,, U Cy) and
hy = Ckflk, k = 1...K. Then the estimate of the composite signature waveform matrix H
is generated by using hy, k& = 1...K. Finally, we arrive at the blind and group-blind MUDs
according to (5.50), (5.52) and (5.55) based on the subspace parameters Ug, Ag, o2 and the estimate

of the composite signature waveform matrix H.
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Figure 5.1: Subspace-based blind and group-blind receiver structure.

5.2.3 Blind and Group-Blind Multiuser Detection for the MC-CDMA Uplink

In this section, we extend our investigations and develop subspace-based blind MUDs for the up-
link of MC-CDMA systems, where K number of users are supponedl. The first K (R’ < K) users are
within the reference cell, while the spreading sequences of the (X -K ) intercell users are unknown to
the receiver. Without loss of generality, BPSK modulation is invoked in this section. The modulating
symbols of by € {—1,+1} having a duration of 7}, are first spread using a user-specific frequency-
domain spreading sequence ci = [ck,0, Ck,1,. - -, Ck,v~1] Of length V', where we have cy - ckH =1.1In
our investigations we assume that OFDM using V' subcarriers was invoked [9], where V' consecutive
chips of the MC-CDMA frequency-domain spreading sequences were mapped to V' different sub-
carriers during an OFDM symbol and hence the OFDM symbol duration was Ty = Tp. The spread
OFDM symbol-vector of V subcarriers can be expressed as s, = ciby = [s1,52,...sv]. The In-
verse Fast Fourier Transform (IFFT) is then invoked for modulating the V' subcarriers by using the
spread OFDM symbol-vector sy [9]. The output signal of the IFFT-based demodulator is a block of
V number of time domain samples generated in a parallel form. After Parallel to Serial (P/S) conver-
sion, these time domain signals are transmitted through a multipath fading channel, which is assumed
to have L paths. We assume that the CIR encountered is time-invariant during consecutive OFDM

symbols, which can be expressed as:
L-1
hi(t) =Y hd(t — ITe), (5.56)
=0

where hy; is the complex-valued channel gain experienced by the signal of the kth user in the [th path,
which obeys Rayleigh fading, while T, = T,/N is the chip-duration. For the sake of compensating
for both the asynchronous delay differences of the different users as well as for the delay-spread-
induced ISI imposed by the dispersive channel [9], a cyclic prefix of length (L — 1) then is inserted
in the OFDM symbol prior to transmission.

At the receiver, the time-domain samples of the received signal corresponding to the cyclic prefix
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are first removed and V-point FFT is invoked for demodulating the remaining V' samples and gen-
erating the demodulated subcarrier signals in the frequency-domain [9]. Consequently, the received

signal € RY can be expressed in vectorial form as

K
r= CyHiby+n=Gb+n, (5.57)
k=1
where Hy = [Hyo, Hy, ..., H, k(V—l)]T denotes the Frequency-Domain Channel Transfer Function

(FDCTF), and Cy, = diag{c}. The matrix G in (5.57) is an (V x K)-dimensional matrix compris-
ing both the channel’s complex-valued frequency-domain fading factors and the frequency domain
spreading signatures of all the K users, hence we have G = [g1,82, ..., 8Kk, where the effective
Frequency Domain (FD) signature waveform of the kth user becomes gy = C;Hy. More explicitly,
the effective FD signature waveform is the product of their signature waveform and their FDCTF. Fur-
thermore, the vector b = [by, by, ..., bg]7 is the transmitted BPSK data vector and n is the AWGN
vector having a covariance matrix of oIy .

Since we assume that a cyclic prefix of length (L — 1) was inserted and we have V' > L, each
subcarrier experiences flat fading and hence no OFDM 181 is incurred. Therefore, the FDCTF Hy, in
(5.57) can be expressed as the V-point DFT of hy = [hxo,. .. ,hk(L_l)]T. More explicitly, we have
Hy = Fy, - hy, where Fy, is an (V' x L)-dimensional matrix, which is given by the first L columns
of the DFT matrix F formulated as:

1 1 e 1
1 e—i2m/V . e—J2m(V-1)/V

F = ' ) . ) ) (5.58)
1 e—d2n(V-1/V g—jem(V-1)(V-1)/V

5.2.3.1 Blind Channel Estimation

As in Section 5.2.2.1, we commence our investigations of blind channel estimation from the eigen-
analysis of the autocorrelation matrix R of the received MC-CDMA signal vector r formulated in

(5.57). The corresponding eigendecomposition of the autocorrelation matrix R can be expressed as

R = E{rrf} = GG + sy
= U,A U 4 520,08, (5.59)

where the matrix GG¥ has a rank of K, since the matrix G has a full column rank of K. Therefore,
A = diag(AM1, A2, ..., Ak) in (5.59) contains the K largest eigenvalues of R in descending order,
all of which are strictly larger than o2, Us = [u; ... ux] contains the corresponding orthonormal
eigenvectors and U, = [ugyi...uy] contains the remaining (V' — K') number of orthonormal
eigenvectors that correspond to the eigenvalue of o2,

Following the approach of Section 5.2.2.1, we estimate the CIR h; by exploiting the orthogo-



5.2. THE PHILOSOPHY OF SUBSPACE-BASED BLIND AND GROUP-BLIND MULTIUSER DETECTION 207

nality between the signal space and the noise space as suggested in [169]. Since the column space
of G belongs to signal space, the noise space U, is orthogonal to the column space of G [169].

Furthermore gy is in the column space of G, therefore we have:
U/lgr = UL CHy, = U CyF phy, = 0. (5.60)

Hence, we obtain an estimate of the composite CIR hy, by computing the minimum eigenvector of
the matrix (FfoUnUkaFL). A necessary condition for such a channel estimate to be unique
is that the matrix UZ CyF, has a rank of L, which requires this matrix be “tall” 2. Hence, we have
L <V — K. Furthermore, with the aid of the cyclic prefix, we can remove the phase ambiguity
encountered during the blind channel estimation process by using the techniques proposed in [221].

5.2.3.2 Rank Estimation

Based on the estimated eigenvalues A = [Aj, Ag,..., Ay] of the received signal’s autocorrelation
matrix R, we can adaptively estimate the rank of the signal space, or equivalently, the number of
active users in the system by using information-theoretic criteria such as the Akaike Information
Criterion (AIC) [222] or the Minimum Description Length (MDL) Criterion [222]. The quantities
invoked in the AIC and MDL Criteria are defined as follows: ‘

AIC(k) & (V — k)MFp - Ina(k) + 2V — k), (5.61)
MDL(k) £ (V = k)Mg - Ina(k) + g(w — k) InMp, (562)
respectively, where M is the number of data bits used during the estimation of the number of ac-

tive users K and is conveniently chosen to be the transmission burst length in our investigations.
Furthermore, a(k) in (5.61) and (5.62) is given by [222]

1%
(> W/ —k)

. i=k+1
o= (I M)/ V=R) (5.63)

which is the ratio of the arithmetic mean to the geometric mean of the smallest V — & eigenvalues. The
estimate K of the rank K of the signal space is given by that particular value of &, which minimizes

the quantities outlined in (5.61) or (5.62) [222], which can be expressed as

K = i = i : 5.64
argosirgg_l{AIC(k)} or K argogfcnglxr/l—l{MDL(k)} (5.64)

2The matrix A is a "tall” matrix, when the number of its rows is higher than that of its columns. For example, when
L <V — K, the matrix UY C,FL. becomes “tall” and has a rank of L.
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5.2.3.3 Blind and Group-Blind Multiuser Detection

In order to attain an estimate Bk for the bits of the kth user, the linear MUD’s weight vector wy, € RY
of the kth user is applied to the received signal r formulated in (5.57), yielding

by = sgn{R(wi'r)}. (5.65)

Given the prior knowledge of the desired user’s signature waveform, we attain the decorrelating

detector’s weight vector wy, = dy, as [2]
dr = Us(As — 0%1g) U g, (5.66)

where gr = CrFphy is the estimate of the composite frequency domain signature waveform of the
kth user.

Similar to the decorrelating detector outlined in (5.66), the linear MMSE detector’s weight vector
wj = my can be expressed in terms of its signal subspace components and the estimate of the

composite frequency domain signature waveform gy as [2]
my = U, A7 U g, (5.67)
which minimizes the following MUD output MSE expression
_ . H_ 121 _ p-1;
my =arg min E{|by —w'r|°} = R7 g. (5.68)
weRY

Physically, Equations (5.66) and (5.67) show that the projection of the decorrelating detector’s weight
vector d and the linear MMSE detector’s weight vector my in the signal subspace Uy is obtained by
projecting the desired user’s composite signature waveform gy onto the signal subspace Uy, followed
by scaling the kth component of this projection by a factor of (A — o2)~! for the decorrelating
detector and )\;1 for the linear MMSE detector, respectively. In contrast to Equations (5.17), (5.19),
(5.50) and (5.52), Equations (5.66) and (5.67) employ the composite signature waveform gy that is
contributed by the frequency-domain spreading code matrix Cy, and the estimate of the FDCTF Hy.

Furthermore, the so-called form-II linear hybrid group-blind MUD [169] Wy, which exploits
the knowledge of a group of K composite frequency domain signature waveforms corresponding
to K (f( < K) intracell users, is given by the solution of the following constrained optimization
problem [169]

W = ar min E{|by — wilr|?
k gwkETange(G) {l kT W ( }’
subjectto wiG =17, k=1,..., K, (5.69)
where G = [81,..-,8%]isan (V x K)-dimensional matrix comprising the CIRs and the spreading

signature waveforms of all the K intracell users. Observe from (5.69) that this detector forces the

interference caused by the K intracell users to zero and suppresses the interference imposed by the
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intercell users with the aid of the MMSE criterion. Applying the method of Lagrange multipliers
to (5.69), we finally arrive at the form-II linear hybrid group-blind MUD’s weight vector, which is
formulated as [169]

Wy = UsAJIUHEG(GHUAIUEG) 1. (5.70)

The blind multiuser detection and the group-blind multiuser detection algorithms invoked for an MC-

CDMA system communicating over a dispersive AWGN channel are summarized in Table 5.1.

The received signals

X =[r1,ro,..., T,

1. Compute the sample autocorrelation
R = ;- XX

2. Compute the eigen-decomposition of
R = U,A, U + 0?0, UH;

3. Rank Estimation
IA{ = arg og}rcngl\I}—l{AIC(k)} or
K =arg OSE;\I}—I{MDL(IIC)};

4. Blind Channel Estimation
hy = min-eigenvector(F¥ CH U, UZC,FL)
gr=CiFrhy, k=1...K,
generating G using (g1, ... BR);

5. Form the detectors according to
(5.66), (5.67) and (5.70);

Table 5.1: Summary of the blind and group-blind MC-CDMA MUDs communicating over a dispersive AWGN
channel [2, 169].

5.2.4 Subspace Tracking Algorithms

5.2.4.1 Eigenvalue Decomposition and Singular Value Decomposition

The EVD decomposes a square-shaped matrix into an orthogonal matrix constituted by its eigenvec-
tors and a diagonal matrix containing its eigenvalues. In our investigations, the EVD is invoked for
decomposing the autocorrelation matrix R of the superimposed received signals r. Based on Mp
number of received samples r; € R™Y,i = 1,... Mp, the corresponding autocorrelation matrix R

can be estimated as
1 M
R=— . 5.71
i ; rir] (5.71)

As shown in Equations (5.3), (5.41) and (5.59), the eigen-decomposition of the autocorrelation matrix
can be expressed as EVD(R) = UAU7Y, where the diagonal matrix A contains the eigenvalues and
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the matrix U is constituted by the corresponding eigenvectors. The eigenvectors corresponding to the
largest K eigenvalues and eigenvectors span the corresponding signal subspace.

The SVD is another decomposition technique, which is typically invoked for decomposing a
non-square matrix. For the received signal matrix X = \/I%Tp[r]"’ ..., Tpre), Which is constituted
by the My number of multiuser received signal sample vectors r; € RY 4 = 1,... Mg and N
is the number of samples in one received signal vector, the corresponding SVD can be expressed

as SVD(X) = VAU, where again, U is constituted by the eigenvectors and A is related to the

eigenvalues of the matrix XX ¥,

However, carrying out the EVD and the SVD in the context of adaptive applications is computa-
tionally expensive, since the number of operations to be carried out at each update is on the order of
O(N3). Hence in the forthcoming section, low-complexity algorithms will be introduced, which aim
for directly tracking the components of the EVD, rather than having to carry out the EVD for each

block of the received signal samples.

5.2.4.2 PASTd Algorithm [3]

The classic approach to subspace based channel and/or data estimation is centered around the above-
mentioned EVD of the sample autocorrelation matrix R,, or the SVD of the data matrix X. However,
again, both the EVD and the SVD exhibit a high complexity, since the number of operations to be
carried out is on the order of O(NN?3), which becomes particularly problematic in agile adaptive appli-
cations. In practical applications, we are interested in efficient subspace tracking algorithms, which
are capable of recursively updating the subspace on a sample-by-sample fashion. Various subspace
tracking algorithms have been proposed in the literature [3,223-227]. The Projection Approximation
Subspace Tracking deflation (PASTd) algorithm [1,3] was first proposed by Yang for the sake of re-
cursively tracking the signal subspace. The advantage of this algorithm includes almost guaranteed
global convergence to the true eigenvectors and eigenvalues of the received signal, a low computa-
tional complexity, which is on the order of O(IN - K'), where N is the dimension of the received signal
sample space r(t) and K is the number of eigencomponents to be updated. Furthermore, based on
the estimated eigenvalues, the rank of the signal subspace can be estimated adaptively by using the
AIC or MDL criterion [228], which directly gives the number of users supported.

The PASTd algorithm of [1, 3] designed for signal subspace tracking is summarized in Table 5.2,
where r(n) is the nth K -component received signal sample vector, while Agx(n) and uy(n) represent
the kth eigenvalue and kth eigenvector at the nth time instant, and finally, o2(n) is the noise vector
recorded at the nth time instant. Table 5.2 summarizes the operations of the PASTd algorithm, which
is based on the so-called deflation technique {3] and its basic philosophy is that of the sequential
estimation of the so-called principal components [3]. The most dominant eigenvector is updated
first by applying the PAST algorithm at 1st iteration {3]. Then the projection of the current signal
sample vector r(n) onto this eigenvector is removed from r(n) itself. Now the second most dominant
eigenvector becomes the most dominant one in the updated signal sample vector and can be extracted

in the same way as before. This procedure is applied repeatedly, until all desired eigencomponents
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have been estimated.

Operation procedure of PASTd algorithm

Updating the eigenvalues and eigenvectors of signal space Ay, ug.

x1(n) =r(n)

FOR k=1:K DO

yr(n) = uff (n — 1)xx(n); projection operation

Ax(n) = BAg(n — 1) + |yx(n)|?; updating eigenvalue

ug(n) = u(n—1) + i () _u"(j\%%))yk(n)]y‘:(n) ; updating eigenvectors
(

n) = xgx(n) — ug(n)ye(n);

o?(n) = Bo*(n —1) + ﬂx—ﬁ\}%%)ﬁ; updating noise variance

Table 5.2: The PASTd algorithm designed for tracking the signal subspace components of the received signal
vectorr.

5.2.43 NAHNJ-FST Algorithm [4]

As described in Section 5.2.4.2, the PASTd algorithm uses the iterative deflation technique of [3] for
sequentially estimating the principal components, starting with the largest eigenvalues and eigenvec-
tors. The accumulation of the roundoff estimation errors imposed by this procedure may however
lead to poor estimates of the highly attenuated, low-power signals’ eigenvalues and their correspond-
ing eigenvectors. Furthermore, the blind and group-blind MUD:s of [1, 2, 169, 220] require the inver-
sion of the signals’ eigenvalues, which exacerbates the effect of estimation errors for the low-power
signals’ eigenvalues, resulting in a degraded output SINR.

In [4], a low-complexity, high-performance subspace tracking algorithm, namely the Noise-
Averaged Hermitian-Jacobi Fast Subspace Tracking (NAHJ-FST) algorithm was invoked for adap-
tive group-blind multiuser detection in asynchronous multipath CDMA channels, which is capable
of tracking changes in the number of users and their composite signature waveforms. As in [4], let
us denote R(I) = [r(1)...r({)] as an (N x [)-dimensional matrix, whose columns contain the first
[ snapshots of the received signal vector, and define the matrix I'(l) = diag{\ﬁl‘l, co/ 1)
where 7 is the forgetting factor. Then we arrive at the exponentially windowed sample correlation

matrix in the form of [4]
C(l) = —=ROCQ)-ROTO

— M—(Z)C’(Z)7 (5.72)

where M(l) = 11%,; is the effective window length and the EVD of C’(1) can be expressed as

T
Ys | (5.73)
Uy

As 0
0 A,

/

C'() = UAUT =[U, U]
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The SVD-based subspace tracking algorithms are capable of tracking the SVD of a growing data

matrix, recursively defined as [4]

T+ DRA(+1) = [ @Ei)f;(” } , (574)

which may be rewritten as

rl+1DRA(+1) = VI+1DAI+1)UAI+1)
As(l+1) 0 UA(1+1)
0 An(l+1) UH(1+1)

3

= V(l+1)[

(5.75)

where the column space of the matrix U (I4 1) corresponds to the signal subspace, A;({+1) contains
the square-root of the corresponding eigenvalues, and V(I 4 1) does not have to be tracked. Since
calculating the SVD at each iteration is time consuming and expensive, the NAHJ-FST algorithm
having a low complexity of O(/NK) may be employed to update the eigenvectors Ug(l + 1) and
eigenvalues As(! + 1) by using the new received sample vector r(l + 1).

First, we project the new sample vector r(l + 1) on to the noise subspace
rs = U, ()Hr(1+1), (5.76)

then the noise-average vector can be written as

w, = r(l+1) ; Us(l)rs’ 5.77)

where § =|| r(l + 1) — Ug(l)rs ||. Then, according to (5.75), (5.76) and (5.77) we attain the SVD

operation of the [ 4+ 1 received sample matrix in the form of [4]

VITORAQ) | _ VIASI+T) | U+
[ v (1 +1) } - V(l“){ rs f Hu{j(zH)J' 78

Based on (5.72) and (5.78), the correlation matrix C’ (I + 1) can be written as:

, ] U+ 1) YAZ() 0 U+ 1)
clrn= [ un(l+1) } ([ TN Hrflﬂ]H[rflﬁH> { w41 (5.79)
where we have
(] yA) 0
R, = ({ 0 4% J + [[rflﬂ]pr(g]}) , (5.80)

where the matrix A2(l) is Hermitian and a strongly diagonal matrix. At each iteration, we directly
update A2(l) and U(l) of (5.79) by diagonalizing the matrix R,. The diagonalization of Rs employs
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the well-known symmetric Jacobi SVD algorithm [157], which uses a series of Givens rotations [157]
for diagonalizing the matrix R,. However, we do not perform the full series of r(r — 1)/2 number
of Givens rotations required for the symmetric Jacobi algorithm, only a carefully selected » number
of rotations [157]. The reason for this is described as follows. Upon introducing z = [rZ|5]¥ and
assuming that ip, obeying 1 < 49 < r + 1, is the index of that particular element in z that has
the largest magnitude, we choose to eliminate those elements of (R);,,;, which are associated with
j=1...r+1,corresponding to (r + 1) number of Givens rotations. This suboptimal alternative [4]
is implementationally simple but effective, hence the diagonalization of R can be expressed as:

R, =0%,...0TR0:...0,4, (5.81)

where © represents a Givens rotation. Hence the update of A2(I + 1) and U (I + 1) can be expressed

as:
A%(I+1)=R,. (5.82)

Then the matrix U, can be updated as follows:

[US(H-l) J _ !Us(l) O1...0,41 (5.83)

u, u,

and we re-evaluate the average of the noise power as:

(N —r = 1)(y/70%(1)) + &2

g , 62 = [Ralrt1,r11. (5.84)

02(l +1)=

The operation of the NAHJ-FST algorithm is summarized in Table 5.3, where -y is the forgetting

factor.

Finally, the schematic of the adaptive subspace-based blind and group-blind receiver is portrayed
in Figure 5.2, where we update the signal subspace components Us[i], A[i] and o2[i] by using the
PASTd algorithm of Section 5.2.4.2 or the NAHJ-FST algorithm of Section 5.2.4.3. Based on the
updated signal subspace Us|7] and the received signal r[i], we attain z[q], the projection of the received

signal r[i] onto the noise space, in the form of [229]
2[i] £ r[i] — Us[i]Us[i)]rfi] = Un ] Un i) i]. (5.85)

From (5.85) we may conclude that z[i] lies in the noise subspace and hence it is orthogonal to
any signal in the signal subspace. More explicitly, z[i] is orthogonal to the composite signature
waveform, i.e. we have hg[i] = Cghg[i] in (5.42) of Section 5.2.2.1. Hence we arrive at the
blind channel estimation procedure formulated as hg[i] = min-eigenvector(C¥ z[i)z[i] Cy) and
hili] = Ckflk[i], k = 1...K. Then the estimate of the composite signature waveform matrix
H[i] is generated by using hg[i], & = 1...K. Finally, we attain the blind and group-blind MUDs
according to (5.50), (5.52) and (5.55) based on the subspace parameters Uy [i], A;[i], o%[¢] and on the

estimate of the composite signature waveform matrix H[i] at the ith iteration.
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Operation procedure of NAHIJ-FST algorithm
Updating the eigenvalues and eigenvectors of signal space A, Us.
1. Projecting the received signal vector r(/ 4 1) to signal subspace:

rs = UZ(Dr(l 4+ 1), Generating § = ||r(l + 1) — Us(I)rs| and the noise-average vector u, =
r({+1)-U,(Dr, .

3

2
M0 S |+ e
3. Diagonalizing the matrix R to R, with 7 4+ 1 Givens rotations:
Ra = (-3,7_;1 . elengl e @r+1;
4. Let Ay(l 4 1) be the diagonal matrix whose diagonal elements is equal to the largest 7 elements
of the diagonal elements of R;
5. Updating A2(] + 1) to be the r 4 1 principal submatrix of R,.
6. Updating U, (I + 1) to be the first 7 4+ 1 columns of
[Usam } _ [ () }@ 0. .
- 1 Cr41,

Un Un

2. Generating R, = ([

_ (W-r=1(yAe?()+5°
- N—r

7. Reaveraging the noise power: o2(l + 1)
62 = {Ra}r—i—l,r—l—l'

, where

Table 5.3: The NAHJ-FST algorithm for fast tracking the signal subspace components of the received signal

vector r.
Filter Channel |
C ™ Tracker l
. o
r[z] Signal U, A, Projector ZH " o -
! Subspace o L ° ° H
Tracker I-U.U ° °
Filter Channel }
Cx Tracker i
¢

1

Blind detector my, = U, A UL,
*= (Group-blind detector J—
W = U,A;'UPAAYUAUPR) !

Figure 5.2: Adaptive subspace-based blind and group-blind receiver structure.

5.3 Subspace-Based Blind and Group-Blind Multiuser Detection for
the Generalized MC DS-CDMA Uplink

In this section, we concentrate our investigations on the blind and group-blind multiuser detection
invoked for a generalized MC DS-CDMA system, where K simultaneous users are supported and

each user modulates the same V' subcarriers.

5.3.1 System Model

The transmitter of the generalized MC DS-CDMA system is portrayed in Fig.5.3. At the transmitter
side, the binary data stream by (t) having bit duration T}, is spread using an N-chip time domain DS
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Figure 5.3: Transmitter schematic of MC DS-CDMA using both time-domain and frequency-domain spread-
ing

spreading waveform ck(t). The DS spread signals are simultaneously modulated using BPSK and
then spread using a frequency domain orthogonal spreading sequence ¢’y = [¢'k0, k1,5 Ckv—1]
of length V, where we have ¢’y - ¢/ f = 1. In this section we assume that OFDM using V subcarriers
was invoked [9], where V consecutive chips of the MC DS-CDMA spreading sequences were mapped
to V different subcarriers during an OFDM symbol and hence the OFDM symbol duration was T, =
Ty/N. The spread OFDM chip-vector of V subcarriers can be expressed as sg(t) = ¢/ b (t)ck(t) =
[51(2), s2(t), ..., sy (¢)]. The IFFT is then invoked for modulating the V' subcarriers by using the
spread OFDM chip-vector s;c(t) [9]. The output signal of the IFFT-based demodulator is a block of
V number of time domain samples in parallel form. After P/S conversion, a sufficiently long cyclic
prefix is inserted in the OFDM symbol for the sake of compensating for the delay-spread-induced
IST imposed by the dispersive channel [9]. Then, these time domain signals are transmitted through
a multipath fading channel, which is assumed to have L paths for all the K users. When assuming
a time-invariant channel magnitude and phase during consecutive bits, the CIR corresponding to the

kth user can be expressed as:
L-1
hi(t) = > huad(t — ITe), (5.86)
=0

where hy; is the complex channe] gain experienced by the signal of the kth user in the {th path, which
obeys Rayleigh fading, while 7,y = % denotes the OFDM-chip-duration.

At the receiver, the time domain samples of the received signal corresponding to the cyclic prefix
are first removed and V' -point FFT is invoked for demodulating the remaining V' samples and for gen-

erating the demodulated subcarrier signals in the frequency domain [9]. Consequently, the received

signal can be written as r(t) = [ro(t),r1(t), ..., rv-1(t)]%,
K Mp—1
r(t)=> CkHy > Apblile(t — 1Ty — m) + n(t) = Gb(t) + n(t), (5.87)
k=1 i=0

where Hy = [Hyo, Hi1, - .- ,H;C(V_l)]T denotes the FDCTF and C'y, = diag{c’y}. The matrix G
in (5.87) is a (V' x K)-dimensional matrix comprising both the channel’s complex-valued frequency

domain fading factors and the frequency domain spreading signatures of all the K users, hence we
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have G = [g1,g2,-..,8k], where g = C'yHy. In (5.87), the K-dimensional vector b(t) =
[z1(2),...,2k(t),...,zx(t)]T is the data vector and we have zx(t) = Zf‘iﬁ L Aby[ilex(t — iTy —
Tk), where Mp is the length of the transmitted data frame, while Ay, {b[i]} and 0 < 7 < T
represent the amplitude, symbol stream and the delay of the kth user, respectively. The spreading
sequence ci(t) = ZJV:_OI ck(§)w(t — 71¢) in (5.87) denotes the signature waveform of the kth user,
where ¢k (j) assumes values of +1 or -1 with equal probability, while (t) is a normalized chip
waveform of duration 7. Furthermore, n(t) is the AWGN vector associated with the covariance
matrix of oIy, where Iy, denotes the (V x V)-dimensional identity matrix. Since we assume that
a sufficiently long cyclic prefix was inserted and we have V' > L, every subcarrier experiences flat
fading and hence no OFDM ISI is incurred. Therefore, the FDCTF Hy, in (5.87) can be expressed as
the V-point DFT of hy = [Ako, .. ., hk(L_l)]T. More explicitly, we have Hy = F, - hy, where F is
a (V x L)-dimensional matrix defined 