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by Claire Louise Vatcher 

In this thesis we consider metric and analytic properties of non-discrete met
ric spaces. The particular example we work with is that of JR-trees. We 
construct large scale Lipschitz maps which we use to prove that the Hilbert 
space compression of JR-trees is equal to one. We provide an overview of the 
current variations of property A and move on to develop some new defini
tions. We then discuss which classes of JR-trees have property A, also known 
as a weak form of amenability. Finally we review results linking property A, 
uniform embeddability and exactness. 
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Chapter 1 

Introduction 

Groups appear in the study of geometry of spaces as a way to encode sym
metries of the space. In recent years it emerged that geometry can be used 
to study properties of groups. Several metric properties of groups have been 
defined, for example, property A, which is a weaker version of amenability, 
has been introduced by Yu in his work on the Novikov Conjecture. 

If a metric space has property A then it is embeddable in Hilbert space. This 
means that the geometry of the metric space resembles, up to a controlled 
amount of distortion, the geometry of a subset of a Hilbert space. This 
is a fairly strong geometric condition. For discrete groups property A is 
equivalent to exactness, which is an analytic condition. This provides an 
example of how geometry and analysis of groups interact in a nontrivial way. 

If a group G is amenable, then there is a kind of averaging operation on G 
which is invariant under translation by elements of the group. More formally, 
we say that a locally compact group G is amenable if and only if there is an 
invariant mean (i.e. a state) on DXJ(G). For discrete groups this simplifies to 
the condition that G is amenable if and only if it has a finitely additive left 
invariant probability measure. All finite groups and all abelian groups are 
amenable, whereas any group containing a free subgroup on two generators 
is not amenable. In the case of discrete groups, amenability implies both 
property A and exactness. 

Property A, amenability, exactness and embeddability in Hilbert space are 
all interesting analytic and geometric properties of groups. A key conjec-
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ture in this area is the Baum-Connes conjecture which states that for every 

countable group G, the analytic assembly map f.Lf : KP(EG) ---+ Ki((C;(G)) 
(for i = 0,1) is an isomorphism [1]. The left hand side of the conjecture 
is the geometric (or topological) side, where we consider the equivariant K

homology of the classifying space EG, whereas the right hand side uses the 

topological K-theory for C*-algebras. It is known that, among others, every 

amenable group satisfies the Baum-Connes conjecture. On the other hand, 
Yu has demonstrated that every group with property A is uniformly embed

dable in a Hilbert space which implies that such a group satisfies the Novikov 

conjecture. 

Property A was first defined by Yu in [22] for discrete groups. He also de

fined it for discrete and then non-discrete metric spaces, but the non-discrete 

property A wasn't developed much initially. Since then many mathemati

cians, including Higson and Roe [9] and Tu [18], have studied property A 
for discrete groups and metric spaces. The work by Tu introduced many 

equivalent ways to define property A. 

In this thesis we endeavour to extend these methods to non-discrete metric 

spaces. While in the discrete case there is a large number of equivalent 

descriptions of property A, it is not immediately clear which of those will be 

the most useful in the non-discrete case. To gain insight into this question we 

study JR-trees. An JR-tree is not, in general, locally compact which leads to a 

number of technical issues to be resolved. On the other hand JR-trees provide 

a nice example because they are equipped with a unique Lebesgue measure 

constructed by Valette in [4]. We find that one of the many definitions given 

by Tu, which we shall call property ALl, is very useful in this context. 

Our work in the non-discrete case is modelled on a number of previous results 

which we briefly describe here. Dranishnikov and Januszkiewicz in [7] proved 

that trees satisfy property A. They also proved that in the case of spaces 
with bounded geometry property A passes to subspaces and finite products 

of property A spaces. The main application of these results was to prove 
that every Coxeter group is Higson-Roe amenable [7, Theorem A], i.e. that 
every Coxeter group admits a topologically amenable action on a compact 
space. 
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The non-discrete case has not been developed so well. Tu remarks that while 
many of his conditions introduced in [18] can be stated in the non-discrete 
case, they will not in general be equivalent to Yu's definition. I have put 
together much of this information, along with some new results. Most of the 
work done in this thesis, along with the work by Brodzki, Niblo and Wright, 
assumes a slightly weaker version of property A given by Tu. 

In chapter 3 we describe an invariant called the Hilbert space compression. 
This was introduced by Guentner and Kaminker in [8]. It assigns a number 
to a metric space, or a group, which indicates how much it needs to be 
twisted, or compressed, to embed into a Hilbert space. It was proved in [8], 
and details are given later in this thesis, that the value of the Hilbert space 
compression lies between 0 and 1. If the Hilbert space compression is non
zero, then the metric space is uniformly embeddable in a Hilbert space by 
means of a large scale Lipschitz map. Even more can be said in the case of 
discrete groups: if the Hilbert space compression of a group r is greater than 
~ then r is exact. In [8, Proposition 4.2] Guentner and Kaminker prove that 
the free group on two generators has Hilbert space compression equal to one, 
and hence this group is exact. Later in this thesis we use a similar method 
to prove that JR-trees have Hilbert space compression equal to one. 

Dadarlat and Guentner have expanded Gromov's work on uniform embed
dability in a Hilbert space. They also detail how uniform embeddability (and 
hence Hilbert space compression) links to exactness and property A. Specif
ically, in [5] they defined exactness for a metric space, and one of the main 
theorems in the paper shows that for any metric space exactness implies 
uniform embeddability. Also, if the metric space is discrete we have that 
property A implies exactness, and finally if it is discrete and has bounded 
geometry, then exactness is equivalent to property A. 

In [12], Ozawa defined a property for discrete groups which we shall refer to 
as property O. A group r has property 0 if for any finite subset E c rand 
any E > 0, there are a finite subset Fer and a positive kernel u : r x r ----+ c 
such that (i) u(s, t) i- 0 only if st- 1 E F, and (ii) 11- u(s, t)1 < E if st-1 E E. 
The main result in Ozawa's paper [12, Theorem 3] proves that for a discrete 
group G, property 0 is equivalent to the reduced C* -algebra of G being exact, 
which in turn is equivalent to the uniform Roe algebra of G being nuclear. 
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Work linking property A, property 0 and the nuclearity of the Roe algebra 

for discrete groups has been done by Campbell [3] and Brodzki, Niblo and 

Wright [2]. These results can be briefly described as follows. 

In a paper by Campbell [3] kernels satisfying property 0 were constructed 

for both amenable and free groups via their Cayley graphs, thus showing 
that these groups have property 0 and hence are exact and have property 

A. The construction of these kernels depends on the geometric properties of 

the group, whereas the equivalent property A depends on the metric. 

The main idea in [2] by Brodzki, Niblo and Wright, is to define an invariant 

on discrete bounded geometry metric spaces which in some sense measures 

how much like a group it is. This is done by assigning a number to the 
space depending on how close we can get to embedding the space into a 

group. We know that if X is a discrete bounded geometry space then if X 

has property A this implies that that C~ (X) is nuclear which in turn implies 

that C~(X) is exact. Brodzki, Niblo and Wright prove that if the space X is 

locally uniformly embeddable into a countable discrete group, then property 

A, nuclearity of the uniform Roe algebra and exactness of the uniform Roe 

algebra are all equivalent. Note here that X is locally uniformly embeddable 
in Y means that fin(X) (all finite subsets of X) is uniformly embeddable 

in fin(Y). They also prove that if a certain example of a disjoint union of 

graphs with bounded valencies is embeddable in a discrete group, then every 

bounded geometry space is locally uniformly embeddable in this same group. 

Overview of the thesis 

The work in this thesis is organised in the following way. Background ma
terial is given in chapter 2. The first section gives definitions and many 

basic examples from coarse geometry. We also prove a few lemmas linking 

coarse equivalence, uniform embeddings and quasi-isometries. Next we give 
a very brief description of coarse metric spaces and provide an example of 

the bounded coarse structure which is used later on in this thesis. After that 

there is a section on measure theory, again giving many basic definitions. 
The final section of the background chapter is on C*-algebras. We start this 
section with the definition of an inner product, progress through norms to 
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the definition of a C* -algebra. Finally we define states on a C* -algebra and 
give evaluation maps as an example. 

Chapter 3 starts off with the definition of an JR-tree and we provide some 
examples of JR-trees. In section 3.2 we then give a detailed description of 
the Hilbert space compression of a metric space and provide an overview of 
the paper [8] by Guentner and Kaminker. The main result in this section 
is Proposition 3.13 which states that if the Hilbert space compression of a 
metric space X is nonzero, then X is uniformly embeddable in Hilbert space. 
This then leads on to the final section of this chapter, section 3.3 in which 
we construct a family of large-scale Lipschitz maps on an JR-tree X. We then 
use these in Theorem 3.19 to prove that the Hilbert space compression of X 
is equal to 1. 

We start chapter 4 with the definition of property A for a discrete metric 
space, as given by Yu in [22]. Following this are details of work on property 
A by Higson-Roe, Tu, Dadarlat-Guentner, Brodzki-Niblo-Wright and myself. 
The main result of this chapter is given in Theorem 4.8 where we state and 
prove ten equivalent definitions of property A for discrete bounded geometry 
metric spaces. 

Following on from the previous chapter, chapter 5 is on property A for non
discrete metric spaces. First we give details of how Theorem 4.8 extends to 
the non-discrete case. Then we provide the definition of property Ab based on 
states of Co(X) and show how it links to the previous definitions of property 
A for both the non-discrete, and the discrete bounded geometry case. Finally 
we provide another two definitions of property A, by Roe. Once again giving 
details on how they relate to the previous definitions. 

We discuss the permanence properties of property A in chapter 6. Section 
6.1 is devoted to discrete metric spaces whereas section 6.2 is for non-discrete 
metric spaces. Both sections are then split down into three subsections, each 
one for a different permanence property. First we prove that if two metric 
spaces X and Yare coarsely equivalent, and if X has property A then so 
does Y. The second property we consider is products of property A spaces. 
We finish with a statement that property A passes to subspaces. 

11 



In chapter 7 we go back to the example of JR-trees. In this chapter we use 
property ALl, from [18], and we prove that JR-trees have property A. 

Chapter 8 then looks at other properties of metric spaces, for example ex
actness and uniform embeddability. Much of the first part of this chapter 
is based on a paper by Dadarlat and Guentner [5]. We prove theorems and 
proofs linking property A to exactness and uniform embeddability. In the 
final section we turn to a paper by Nowak, [11] and give details of an in
teresting metric space which does not have property A, but is uniformly 
embeddable in Hilbert space. 
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Chapter 2 

Background 

2.1 Coarse Geometry 

In this section we provide the reader with some background on coarse ge
ometry of metric spaces. The general idea of coarse geometry is to ignore 
details of the metric space at small distances and to concentrate instead on 
what happens on the large scale. So it's like looking at the metric space 
from further and further away and then only worrying about what can still 
be seen. A simple example is that of the integers and the real line. If one 
places dots on the number line at each integer point, and then stands far 
enough away from it, it will look like the whole number line is covered, i.e. 
the integers are in fact equivalent (in coarse geometry) to the whole real line. 

As with the introduction of anything new, we have to start with definitions. 
The following definitions and examples should help the reader to grasp the 
basics of coarse geometry of metric spaces. 

Firstly recall that a map f : X --7 Y is a Lipschitz map if there exists C > 0 
such that dy(f(x), f(y)) ::::; Cdx(x, y). We then define a large-scale Lipschitz 
map as follows. 

Definition 2.1. [8, Definition 2.2J 
A map f : X --7 Y is large-scale Lipschitz if there exist C > 0 and D ~ 0 
such that dy(f(x), f(y)) ::::; Cdx(x, y) + D. 

We can see that it makes sense for this to be called a large-scale Lipschitz 
map, because as dx(x, y) --7 00 (assuming X is unbounded) the extra con-
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stant D becomes less important. So in some sense, from a distance large-scale 
Lipschitz maps look just like Lipschitz maps. 

Example 2.2. Some examples of large-scale Lipschitz maps are 

• Lipschitz maps - these are also large-scale Lipschitz maps where the 
constant D = 0. 

• Isometries - these are homeomorphisms which preserve distance, and 
therefore are large-scale Lipschitz maps, where C = 1 and D = 0. 

• Quasi-isometries - these are functions of the form f : X ---+ Y such 
that 3C > 0, D ::::: ° such that ~dx(x, y) - D ::; dy(J(x), f(y)) ::; 
Cdx(x, y) + D. It can be seen that the righthand side of this inequality 
is the definition of large-scale Lipschitz maps. 

Definition 2.3. [8, page 1] 
A uniform embedding of a metric space X into Y is a function f : X ---+ Y 
for which there exist non-decreasing functions p± : [0,00) ---+ JR such that 
limr->oo P±(r) = 00 (i.e. P± are proper) and such that for all x, y E X 

p_(dx(x, y)) ::; dy(J(x), f(y)) ::; p+(dx(x, y)) 

A metric space X is said to be uniformly embeddable in Hilbert space 
(or just uniformly embeddable) iff there exists a uniform embedding from X 
to a Hilbert space H. 

Example 2.4. Consider the integers Z, and the reals JR, with the usual distance 
function. Then there is a map f : JR ---+ Z defined by x 1-----7 l x j, i.e. x maps to 
the maximum integer not greater than itself. Then it can easily be seen that 

d(x,y) -1::; d(lxj, lyj)::; d(x,y) + 1 

where d(x,y) ± 1: [0,00) ---+ JR and limd(x,y)->ood(x,y) ± 1 = 00. Therefore f 
is a uniform embedding from JR to Z. 

Now let 9 : Z ---+ JR be the identity map i.e. x 1-----7 x. Then 

d(x,y)::; d(g(x),g(y))::; d(x,y) 

where d(x,y) : [0,00) ---+ JR and limd(x,y)->ood(x,y) = 00. Therefore 9 is a 
uniform embedding from Z to R 
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Definition 2.5. [14, page 6] 
Let X and Y be metric spaces, and let f : X -+ Y be a map, then 

(1) f is metrically proper if the inverse image under f of each bounded 
subset of Y is a bounded subset of X. 

(2) f is uniformly bornologous if for every R > 0 there is S > 0 such 
that d(x, x') < R => d(f(x), f(x' )) < S. 

(3) f is coarse if it is proper and bomologous, i.e. it satisfies both (1) and 
(2). 

Two maps f : X -+ Y and l' : X -+ Yare close if d(f(x), f'(x)) is bounded 
uniformly in X. 

Two metric spaces X and Yare coarsely equivalent if there exist coarse 
maps f : X -+ Y and 9 : Y -+ X such that fog and 9 0 f are close to the 
identity maps on Y and on X respectively. 

Example 2.6. Z and lR are coarsely equivalent. Let f and 9 be the maps 
defined above; f (x) = l x J and g( x) = x. They are both proper and bomol
ogous and therefore are coarse maps. Now fog = f = go f, so we need 
only check that f is close to the identity. d(f(x), x) S 1 and is uniformly 
bounded in lR as required, and so Z and lR are coarsely equivalent. 

Lemma 2.7. If f : X -+ Y is a uniform embedding, then X and f(X) C Y 
are coarsely equivalent. 

Proof. Let f : X -+ Y be a uniform embedding. Then there exist functions 
p± : [0, (0) -+ lR such that limr--->oo P±(r) = 00 (i.e. P± are proper maps) and 
'l/x,y E X, 

p_(dx(x, y)) S dy(f(x), f(y)) S p+(dx(x, y)) 

We need to show that f : X -+ f(X) is a coarse map and we need to define 
a map 9 : f(X) -+ X which is coarse and which is close to the identity map 
when composed with f both ways round. Firstly we shall consider the map 

f· 

Given S > 0 such that d(f(x), f(y)) S S, we have by assumption that 
p_(d(x, y)) S S. i.e. there exists R > 0 such that p_(d(x, y)) < S => 
d(x, y) < R, and therefore f is a proper map. 
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Given R > 0, then for any x, y E X such that d(x, y) < R, we have that 
d(f(x), f(y)) ::; p+(R) by assumption. But p+(R) E IR, so set p+(R) = S, 
and we have that f is bomologous. Combining this with the above result we 
have that f is a coarse map. 

We define 9 : f(X) -----+ X as follows. Every u E f(X) has at least one pre
image in X. By the axiom of choice we can choose one such pre-image, for 
example x and then we define g(u) = x = f-I(U). 

We now check that 9 is a coarse map. Firstly, given RI > 0 such that 
d(g(u),g(v)) ::; RI, then let x = g(u) and y = g(v), so u = f(x) and 
v = f(y). Then we have that given RI > 0 such that d(x, y) ::; RI, then by 
the uniform embedding f, d(f(x), f(y)) ::; p+(Rd = SI. And so 9 is proper. 

Similarly, let f(x) = u and f(y) = v, then by assumption d(x,g(u)) < K 
and d(y, g(y)) < K. So given SI > 0, then for any u, v E f(X) such that 
d(u, v) = d(f(x), f(y)) < SI, then by f being a uniform embedding we have 
that p_(d(x, y)) ::; SI =} 3RI > 0 so that d(x, y) < RI. Then by the triangle 
inequality and the definition of 9 we have 

d(g(u),g(v)) < d(g(u),x)+d(x,y)+d(g(v),y) 

< d(x, y) + 2K 

< RI + 2K 

R2 

and so 9 is bomologous and therefore is a coarse map. 

Finally we need to check that 9 0 f and fog compose to approximate the 
identity maps on X and f(X) respectively. Consider go f(x). We chose 9 

above to be such that f is the inverse of g, and 9 is 'approximately' the inverse 
of f. By this we mean that there exists K > 0 such that if f(x) = f(x' ) then 
d(x, x') ::; K, and therefore d(g 0 f(x), x) ::; K. This means that go f(x) is 
within distance K of x for all x E X, i.e. go f is close to the identity. Now 
f 0 g(v) = v so fog = idf(x) as required. 
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Therefore X and f(X) are coarsely equivalent. D 

A subset Z of Y is coarsely dense if there is some R > 0 such that every 
point Y lies within R of a point in Z. Our earlier illustration of the real line 
and the integers is a good example here. The set Z of integers is a subset of 
the set of real numbers lR and there exists some R > 0, specifically R = ~ 
such that every point in lR lies within distance ~ of an integer. In fact by 
the above lemma and the previous example, showing that there is a uniform 
embedding f : lR -t Z we have the stronger condition that lR and Z are 
coarsely equivalent. 

Example 2.8. An example of coarse equivalence is based on a map which is a 
quasi-isometry. Let f : X -t Y be a quasi-isometry, so there exist constants 
C > 0 and D 2': 0 such that for all x, x' E X, 

~dX(X' x') - D :::; dy(f(x), f(x' )) :::; Cdx(x, x') + D 

Now f is a uniform embedding as p_ = bdx(x, x')-D and p+ = Cdx(x, X')+ 
D. Therefore by Lemma 2.7, X and f(X) ~ Yare coarsely equivalent. 

Definition 2.9. Two metric spaces X and Yare quasi-isometric if there 
is a quasi-isometry f : X -t Y and if every point in Y is distance at most D 

from some point of f (x). 

Lemma 2.10. Let X and Y be metric spaces. Then X and Yare quasi
isometric iff there exist large-scale Lipschitz maps f : X -t Y and 9 : Y -t X 
such that d(g 0 f(x), x) and d(f 0 g(y), y) are bounded. 

Proof. First we assume that X and Yare quasi-isometric, so there is a map 
f : X -t Y with constants C > 0, D 2': 0 such that 

1 
Cd(x, x') - D :::; d(f(x), f(x' )) :::; Cd(x, x') + D 

and f(X) is D-dense in Y. This gives us the map f : X -t Y which is 
large-scale Lipschitz and we just need to define 9 : Y -t X. We define 9 as 
follows: 

- if y E Y is equal to some f(x), then we define g(y) = x. If there is 
more than one inverse image of f, we use the axiom of choice to pick 
one. Now since f is a quasi-isometry the inverse images of f are at 
most distance CD apart. 
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- if y E Y is not equal to some f(x), then it is within distance D of some 
f(x) by assumption. Hence we define g(y) to be an inverse image of 
this f (x), again using the axiom of choice if necessary. 

This means that gof(x) and fog(y) are 'close' to the identity maps. Specif
ically, d(g 0 f(x), x) :::; CD and d(f 0 g(y), y) :::; D, so these distances are 
bounded as required. 

Finally we need to check that 9 : Y -7 X is a large-scale Lipschitz map. We 
do this in two stages: 

- let y, y' E f(X), then let x = g(y) and x' = g(y'), so y = f(x) and 
y' = f(x'). Then from the condition on f we have 

~d(X, x') - D :::; d(f(x), f(x')) 

and substituting in we get 

~d(9(Y)' g(y')) - D :::; d(y, y') 

Therefore d(g(y), g(y')) :::; Cd(y, y') + CD. 

- if y, y' E Y\f(X) then there exists Yo, yb E f(X) such that d(y, Yo) :::; D 
and d(y', yb) :::; D and such that g(y) = g(yo) and g(y') = g(Yb). Then 
d(yo, yb) :::; d(y, y') + 2D and so 

d(g(y), g(y')) :::; Cd(yo, yb) + CD = Cd(y, y') + 3CD 

Conversely, we assume that there exist constants C, C' > 0, D, D' 2 0 and 
S, S' > 0 such that for all x E X and y E Y 

d(f(x), f(x')) :::; Cd(x, x') + D and d(g(y), g(y')) :::; C'd(y, y') + D' 

and 

d(g 0 f(x), x) :::; Sand d(f 0 g(y), y) :::; s' 
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Then we have an upper estimate for the distance between two points in X 
given by 

d(x, x') < d(g 0 f(x), x) + d(g 0 f(x), go f(x')) + d(g 0 f(x'), x') 

< 5 + G'd(j(x), f(x')) + D' + 5 

(25 + D') + G'd(j(x) , f(x')) 

So, combining this with the large-scale Lipschitz assumption, we have 

1 25 + D' 
G,d(x, x') - G' :::; d(j(x), f(x')) :::; Gd(x, x') + D 

Now if we let A = max{G, G'} and B = max{D, 2Sctp'}, then 

1 
A d(x, x') - B :::; d(j(x), f(x')) :::; Ad(x, x') + B 

And we have that f is a quasi-isometric map from X to Y. Now we need to 
show that f(X) is B-dense in Y. i.e. given y E Y there exists some f(x) E Y 
such that d(j(x), y) :::; B. 

Given y E Y we know that d(j 0 g(y), y) :::; 5', so let x = g(y), and then we 
have d(j(x), y) :::; 5'. Then if we let B' = max{B, 5'} we have: 

1 
A d(x, x') - B' :::; d(j(x), f(x')) :::; Ad(x, x') + B' 

and f(X) is B'-dense in Y, as required. o 

Lemma 2.11. If two metric spaces X and Yare quasi-isometric then X 
and Yare coarsely equivalent. 

Proof. The condition that fog and go f are close to the identity maps on Y 

and X in the definition of coarse equivalence can be re-stated as d(g 0 f (x), x) 
and d(j 0 g(y), y) are bounded. Therefore from Lemma 2.10 the result follows 
as large-scale Lipschitz maps are examples of coarse maps. So if f and g are 
large-scale Lipschitz maps with the required properties, then more specifically 
they are coarse maps. 0 
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2.2 Coarse Metric Spaces 

Definition 2.12. [14, Definition 2.3] A coarse structure on a set X is a 
collection E of subsets X x X, called the controlled sets for the coarse struc
ture, which contains the diagonal and is closed under the formation of subsets, 
inverses, products and finite unions. A set equipped with a coarse structure 
is called a coarse space. A function f(x) is said to be supported within 
a controlled neighbourhood of x, if the set {(x, y) : y E suppf(x)} is a 
controlled set. 

Example 2.13. An example of a coarse structure on a metric space X is 
when the controlled sets of X are those contained within a finite width of 
the diagonal. This is called the bounded coarse structure. Formally, we 
let (X, d) be a metric space and E be the collection of subsets E ~ X x X 
for which sup{ d(x, x') : (x, x') E E} is finite. 

2.3 General Measure Theory 

This section gives some background on measures on metric spaces. We use 
this later on when considering JR-trees and measured walls spaces, as well as 
property A. 

Given a metric space X, a measure m on X is a function which maps 
the O'-ring generated by open sets of X to non-negative real values (this is 
sometimes called a positive measure). It is a function such that the measure 
of the union of mutually disjoint subsets is equal to the sum of their measures, 

i.e. if El , E2 , ... En c X with Ei n E j = ¢ for i -I- j then m(Un En) = 
2..:n m(En). Throughout this section we shall assume that m is a measure on 
a metric space X. 

One can also define complex measures which are measures whose range is the 
complex numbers, not non-negative reals. In this case there exists a positive 
measure (which from now on we shall refer to just as a measure) which is 
defined as follows. 

Definition 2.14. Let m be a complex measure. Then there exists a positive 
measure associated to m which is denoted by Iml and is called the total 
variation of m. We define this as Iml(X) = sup 2..:i Im(Xi)1 where the 

20 



supremum is taken over all partitions U Xi of X into measurable subsets Xi. 

If the measure m is a positive measure, then m = Iml. 

One use of the total variation is when taking the difference of two measures. 
Let M and v be two measures. We note that the difference M - v is not 
necessarily positive. Therefore we take the modulus of the difference to give 
a positive value, 1M - vi. This is the total variation. 

Next we introduce the idea of taking the norm of a measure. 

Definition 2.15. If m is a complex measure on X, then we define the norm 
of m to be 

Ilmlh = Iml(X) = L dlml 

There are several different kinds of measures which can be defined by adding 
extra conditions to the definition of a measure. There are a few which are 
going to be useful later on and so we define them in a moment, but first we 
require a couple more definitions. 

Definition 2.16. A IT-algebra is a collection of subsets of X which contains 
X and 0, and is closed under complements and countable unions. The Borel 
space of X is the pair (X, b) where B is the O"-algebra generated by the open 
sets. A Borel subset is any element of the Borel space. 

Example 2.17. The power set of X, which is the set of all subsets of X is a 
sigma algebra. 

Definition 2.18. A measure m on X is called a bounded measure if the 
measure of the whole space is finite, i.e. if m(X) < 00. 

A measure m on X is regular if for every Borel subset A of X: 

m(A) sup{ m( C) : C s: A, C is closed} 

inf{ m(U) : A s: U, U is open} 

A measure m on a space X is a probability measure if it is a positive 
measure and m(X) = 1. We shall denote the set of all probability measures 
on X by Prob(X). 
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Definition 2.19. [13, Theorem 2.1, Definition 2.1] 
If X is a separable metric space (i.e. it has a countable dense subspace) and 
m is a probability measure on X, then there exists a unique closed set Cm, 

called the support of m, satisfying 

(i) m( Cm) = 1, and 

(ii) if D is any closed set such that m(D) = 1, then Cm ~ D. 

Another way to think of the support of a measure m is that it is the com
plement of the largest open set on which the measure is zero. 

Lemma 2.20. [13, Theorem 2.1} 
Cm is the set of all points x E X having the property that for each open set 

U containing x, m(U) > O. 

Proof. If x E X \ Cm and Ux is an open set containing x then m(Ux) = 0 as 
otherwise x E Cm. Conversely, if x E Cm and Ux is an open set containing x 

then m(Ux) > 0 as otherwise Cm \ Ux C Cm such that m(Cm \ Ux) = 1 which 
contradicts the fact that Cm is the support of the measure m. D 

Example 2.21. Let X be a finite metric space, and define the probability 
measure m of a subset to be equal to the number of elements in that subset 

divided by the size of X, i.e. if A ~ X then m(A) = II~II' In this case the 
support of m is the whole of X. 

Now, if there are appropriate conditions on a map f : X -------+ Y between metric 
spaces, and there is a measure on X, then one can induce a measure on the 
metric space Y which we define as follows. 

Theorem 2.22. A map f : X -------+ Y is measurable if the inverse image of 

a Borel set in Y is measurable in X. Furthermore if m is a regular measure 

on a Borel space X, then every mapping f : X -------+ Y which is measurable 

induces a measure f* (m) on Y such that 

The measure f*(m) is called the image measure. 

It is useful to note how the supports of a measure and its image measure 
relate to each other. The following Lemma gives the details of this. 
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Lemma 2.23. Let f : X ---t Y and let m be a regular probability measure 

on X, so that f* (m) is its image measure on Y. Then the support of the 

measure f* (m) is equal to the closure of f (support of m). 

Proof. For ease of notation we shall write Cx for the support of the measure 

m on X, and Cy for the support of the measure f*(m) on Y. 

From the definition of the support of a measure f* (m) we have that Cy is a 
closed set such that 

(i) f*(m)(Cy ) = 1, and 

(ii) if f*(m)(D) = 1, then Cy ~ D. 

And we have similar conditions for the measure m. 

From condition (i) and the definition of the image measure, we have that: 

1 = f*(m)(Cy ) = m(f-l(Cy )) 

Therefore m(f-l(Cy)) = 1. But m(Cx ) = 1 by the definition of support. 
By this same definition we have that Cx ~ f-1(Cy ), i.e. 

f(Cx ) ~ Cy 

By the definition of the image measure and support of a measure we have 

f*(m)(f(Cx )) = m(f-lf(Cx )) = m(Cx ) = 1 

so f*(m)(f(Cx)) = 1. Then, by the definition of supports, we have 

Cy ~ f(Cx ) 

So combining the two results here we have that 

Cy = f(Cx ) 

D 

Lemma 2.24. Given a probability measure m, the image measure f*(m) is 

also a probability measure. 
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Proof. By definition f*(m)(B) = m(f-l(B)). As m is a probability measure, 

m(f-l(B)) takes values between 0 and 1 and therefore f*(m)(B) also takes 
values in this range. In addition f*(m)(Y) = m(f-l(y)) = m(X) = 1 as 

m is a probability measure. Therefore f*(m) is a probability measure as 
required. 0 

2.4 C*-algebras 

We start with some basic definitions of inner product and norms which lead 
to the definition of algebras, states and positivity. 

Definition 2.25. Let V be a real or complex vector space. An inner prod
uct on V is a mapping (. ,.) : V X V -+ IR which satisfies 

1. (x, y) = (y, x); 

2. (Ax, y) = A(x, y); 

3. (x + y, z) = (x, z) + (y, z); and 

4. (x, x) 2:: 0 with equality only when x = 0, 

for all x, y, z E V and for all A E <C. 

An inner product space is a pair (V, (. , .)) where V is a complex vector 

space and (. , .) is an inner product on V. The norm of a vector in an inner 

product space is defined to be (x, x) ~, and is denoted by Ilxll. 

Example 2.26. 

1. Let X be a metric space and l2(X) be the space of functions on X which 

are square summable and have countable support, i.e. if f E l2(X) 
then L.:xEX If(x)12 < 00. Then we define the inner product for all 
f, 9 E l2(X) as 

(1,g) = L f(x)· g(x) 
xEX 
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2. Let 1, gEe [0, 1] the set of continuous complex valued functions on the 
interval [0,1] with point wise addition and scalar multiplication. Then 

we define the inner product on these functions as follows 

(j, g) = 11 1(t) . g(t)dt 

We can define the norm directly by: 

Definition 2.27. Let V be a complex vector space. A norm on V is a 

mapping II . II : V -t lR which satisfies 

N 1. II x II > 0 if x -1= 0; 

N2. IIAxl1 = IAlllxl1 for all scalars A E <C and vectors x E V; and 

N3. Ilx + YII :::; Ilxll + Ilyll for all vectors x, y E V. 

Example 2.28. 

1. For x = (Xl, X2, ... ,xn) E lRn define the norm of x by Ilxll = (lxll2 + 
IX212 + ... + IXnI2)~. This is know as the euclidean length of a vector x. 

2. Let X be a metric space, and lOO(X) be complex valued bounded func

tions on X with pointwise addition and scalar multiplication. Then 
define the norm as follows, let 1 E lOO(X) then 

1111100 = sup 11(x)1 
xEX 

A normed space is a pair (V, II . II) where V is a real or complex vector 

space and 11·11 is a norm on V. A Banach space is a normed space which is 
a complete metric space (i.e. every Cauchy sequence converges) with respect 

to the metric induced by its norm. A Hilbert space is an inner product 

space which is a complete metric space with respect to the metric induced 

by its inner product. 

Definition 2.29. An algebra is a vector space A over a field F with a 

multiplication defined on it which turns it into a ring such that 1 (ab) = 
(fa)b = a(fb) for all a, b E A and 1 E F. A Banach algebra is an algebra 
A over a field F that has a norm relative to which A is a Banach space and 

such that Ilabll :::; Ilallllbll for all a, b E A. 
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Definition 2.30. An involution * (called the adjoint) is a map of A into 
A such that for all a, bE A and A E C, 

(a+b)* = a*+b* 
(a*)* = a 

(Aa)* = Aa* 
(ab)* = b*a* 

Definition 2.31. A C*-algebra is a Banach algebra A with an involution 
and the additional norm condition Ila*all = IIal12 for all a E A. 

Example 2.32. One example of a C*-algebra is the set of bounded operators 
on a Hilbert space. Let E and F be Hilbert spaces, then an operator T : 

E -+ F is bounded if there exists !VI ~ 0 such that IITxl1 :::; Mllxll, for all 
x E E. The adjoint is defined to be the unique operator T* : F -+ E such 
that (Tx, y) F = (x, T*y) E for x E E and y E F. This then satisfies the norm 

condition IITII = IIT* II· 
Example 2.33. We define by Co(X) the algebra of bounded continuous func
tions which tend to zero outside compact sets. Co(X) is a C*-algebra where 
we define the involution * as the complex conjugate and we use the supre
mum norm. Let f,g E Co(X), then (f. g)(x) = f(x) . g(x), f*(x) = f(x) 
and Ilfll = SUPXEX If(x)l· We show that the additional norm condition for a 
C* -algebra is satisfied below: 

IIf*fll sup If*(x)· f(x)1 
xEX 

sup If(x) . f(x)1 
xEX 

sup If(x)12 
xEX 

IIfl12 

The Gelfand-N aim ark theorem states that every commutative C* -algebra A 
is *-isomorphic to the algebra Co(X). 

Definition 2.34. Let A be a C*-algebra, then the spectrum of a E A, 
spec( a) is the set of A E C such that AI - a is not invertible. 

[6, Proposition 1.6.1J A hermitian element a E A (i.e. satisfies a = a*) is said 
to be a positive element iff the following equivalent conditions hold: 

(i) its spectrum is contained in the real half line, i.e. spec(a) E [0, (0); 
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(ii) a is of the form gg* for some 9 E A; 

(iii) a is of the form h2 for some hermitian h E A. 

Lemma 2.35. Consider the C*-algebra, Co(X), and let f E Co(X). Then 
f (x) 2:: 0 iff f is a positive element of Co (X). 

Proof. Firstly, let f(x) 2:: 0 for all x E X, and define h(x) = J f(x) for all 
x E X. Then h is real valued (and so hermitian), bounded, continuous, and 
vanishes where f does and so h E Co(X) and f = h2, and so f is positive. 

Similarly, let f be a positive element and so f = gg* for some 9 E Co(X). 
Then 

f(x) = g(x) . g(x) = Ig(x)12 2:: 0 

and therefore f (x) 2:: 0 for all x E X as required. D 

Definition 2.36. A functional on a C*-algebra A is a linear map cp : A -t 
<C. A functional cp(J) is said to be positive iff given f (x) 2:: 0 for all x E X 
then cp(J) 2:: o. A state on A is a positive linear functional on A with unit 
norm. 

Example 2.37. An example of states on Co(X) are evaluation maps, evx. For 
every x E X the evaluation map evx is defined by eVx(J) = f(x). So it 
evaluates functions of Co(X) at the point x E X. Note that these maps are 
in fact algebra homomorphisms as 

eVx(J) . evx(g) = f(x) . g(x) = (J . g)(x) = eVx(J· g) 

We now prove that they are states on Co(X). It can easily be seen that they 
are positive functionals, as if f(x) 2:: 0 for all x E X, then eVx(J) = f(x) 2:: O. 
Now we need to prove that they have unit norm. Using the supremum norm 
we get: 

Ilevxll sup levx(J)1 
11f119 
sup If(x)1 
IIfl19 
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But by the definition of the supremum norm 1111100 ~ 1 iff 11(x)1 ~ 1 for all 
x E X, and so 

for all x E X. Note that there exists a function g E Co(X) such that g(x) = 1 

and g(y) ~ 1 for all y =I- x then evx(g) = 1 and Ilgll ~ 1. So 

Ilevxll ?:: Ig(x)1 = 1 

Combining the two results we get Ilevxll = 1 as required. 
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Chapter 3 

lR-trees and Hilbert Space 
Compression 

Guentner and Kaminker, in [8], recently developed an invariant which can be 
assigned to any metric space; this is the Hilbert space compression. We give 
details of this later, but it basically gives us a measure of how much we need 
to compress or twist a space, using a large-scale Lipschitz map, to embed 
it into Hilbert space. We shall see later that the Hilbert space compression 
takes values in the interval [0,1]. Guentner and Kaminker also show that if 
the Hilbert space compression of a finitely generated discrete group is strictly 
greater than ~, then the group is exact. We consider this theory for non
discrete metric spaces, specifically the example of JR-trees. The main result 
of this chapter is the following theorem. 

Theorem (3.19). The Hilbert space compression of an JR-tree X is equal to 

1. 

3.1 JR-trees 

Definition 3.1. Let X be a metric space. Then an arc in X is a subset of X 
homeomorphic to a compact interval of JR and a segment is a subset which 
is isometric to an interval of R A real tree (or JR-tree) is a metric space X, 
with a distance function d, such that any two distinct points x, y E X belong 
to a unique arc [x, y], which is a closed segment. 

Example 3.2. Consider the metric space JR2 with the distance function defined 
as below: 

29 



y. 
v 

u1 
x 

Example 3.3. Here are some examples of metric spaces which are not JR-trees. 

1) JR2 with the euclidean metric, as two points x, y E X do not belong to 
a unique arc, as shown in the diagram below: 

y 

2) The following curve considered as part of JR2 with the euclidean metric 
is not an JR-tree as the unique arc joining x and y is not a segment in 
JR2. We have illustrated the relevant segment by a dotted line in the 
diagram. 

o 0 0 0 0 
x y 

One important feature of an JR-tree is that it has a tripod structure. Given 
three points x, y and z in an JR-tree, there are unique geodesics [x, y], [y, z] 
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and [x, z] which have a common point of intersection (called the centre). 
The endpoints x, y and z are called the vertices of the tripod. So given three 
points in an JR-tree, they uniquely define the vertices of a tripod (we shall 
say they form a tripod). For example the points x, y and z form a tripod as 
shown below. 

y 

x 

z 

JR-trees are equipped with a measure, the Lebesgue measure, which was con
structed by Valette in [19]. First consider the example of JR2 equipped with 
the French railway metric: 

d(x, y) = { d2 (x, (0, 0)) ~ d2 ((0, 0), y) i:x =/=yy 

where d2(x, y) = (IXI - Yl12 + IX2 - Y212)~ is the euclidean metric. This looks 
like a point (the origin) with an infinite number of 'spokes', and to travel 
between any two points on different spokes one must go via the origin. 

Note that any open neighbourhood of the origin contains infinitely many 
'spokes' and so is not relatively compact. This causes problems when trying 
to define the Borel measure. We instead use the a-algebra B generated by 
segments in X, and define the measure on X as follows: 

Proposition 3.4. (19, Proposition 3) 
Let X be an JR-tree. For all x, y E X we denote by [x, y] the segment joining 

these two points. There exists a unique measure f-L on X, supported on B such 

that for all X,y E X, f-L[x,y] = d(x,y). This measure is called the Lebesgue 

measure on X. 
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3.2 Hilbert Space Compression 

In this section we give an overview of [8], a paper by Guentner and Kaminker 
where Hilbert space compression is defined. 

First recall that a large-scale Lipschitz map is a map f : X -t Y such that 
there exist constants C > 0 and D ;:::: 0 such that 

dy(f(x),f(Y)) ::; Cdx(x,y) + D 

We have already provided some examples of large-scale Lipschitz maps but 
here we provide another example which is relevant to the Hilbert space com
pression. 

Example 3.5. Consider W2 the free group on two generators, and let X = 
(V, E) be the Cayley graph of W 2 where V is the set of vertices and E the set 
of edges. Let H = [2(E), then define f : W2 -t H by 

f(8) = 6q (s) + ... + 6ek (s) 

where 6e is the Dirac function of the edge e and el ( 8 ), . .. ,ek ( 8) are the edges 
on the unique path in the Cayley graph from 8 E W2 to the identity 1 E W2 . 

80 k = d(8, 1), and therefore Ilf(8)11 = Jd(8, 1) and 

IIf(8) - f(t) II = ~ ::; d(8, t) + 1 

Therefore f is a large-scale Lipschitz map. Computing the compression is 
more difficult. This is proved in [8, Proposition 4.2] by weighting the edges 
and creating a family of large-scale Lipschitz maps. We use a similar ap
proach later when we calculate the Hilbert space compression of JR-trees. 

Definition 3.6. [8] We denote the set of large-scale Lipschitz maps from X 
to Y by Lipls(X, Y). The compression, Pj, of f E Lipls(X, Y) is defined 

by 

pj(r) = inf {dy(f(x), f(y))} 
dx(x,y)?r 

From the definition we can see that the compression, Pj of f provides a 
lower bound for dy(f(x), f(y)) when dx(x, y) ;:::: r, whereas the large-scale 
Lipschitz condition gives an upper bound. 
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Example 3.7. Below are a couple of examples of large-scale Lipschitz maps 
and estimates of their compression. 

• If f is an isometry, then C = 1, D = 0 and the compression is estimated 
by 

pj(r) = inf {dy(f(x), f(y))} = inf {dx(x, y)} ~ r 
dx(x,y)~r dx(x,y)~r 

Note that in an unbounded geodesic space we get p j (r) = r. 

• If f is a quasi-isometry, we have that bdx(x, y) - D :S dy(f(x), f(y)), 
then the compression can be estimated as follows 

. . 1 r 
pj(r) = mf dy(f(x), f(y)) ~ mf Cdx(x, y) - D ~ C - D 

dx(x,y)~r dx(x,y)~r 

• The compression for the map f : IF 2 --+ 1{ described above can be 
estimated as follows: 

We have that Ilf(8) - f(t)11 = .jd(8, t) and f is a large-scale Lipschitz 
map. So using this and the definition of compression we have: 

inf II f ( 8) - f ( t ) II 
dlF2 (s,t)~r 

inf .j d(8, t) 
dlF2 (s,t)~r 

And so as each edge has length equal to one we have the following 
estimate for the compression: vIr:S pj(r) :S .;r+T. 

Definition 3.8. [8] Let X be an unbounded metric space. Then we define 
the Hilbert space compression of X as follows: 

(i) The asymptotic compression, R j , of a large-scale Lipschitz map 
f E Lipls(X, Y) is 

R 1
·· f logpj(r) 

j = Imm 
r-+oo log r 

where pj(r) = max{pj(r), I}. 
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(ii) The compression of X in Y is R(X, Y) = sup{Rj : f E Lipls(X, Y)}. 

(iii) If Y is a separable Hilbert space, then the Hilbert space compres
sion of X is R(X) = R(X, H), where 71. is any separable Hilbert space. 
(i.e. the Hilbert space compression does not depend on the Hilbert 
space. We prove that this is true later in Theorem 3.12.) 

First consider the definition of the asymptotic compression. We have intro
duced a new function pj (r). The definition would still be valid mathemati
cally if we let Pj = Pj, but it would result in Rj being able to take negative 
values, which doesn't make sense when we are talking about compression. 
So to eliminate this, we have set pj to be at least equal to 1, which means 
that R j is non-negative. 

As the notation lim infr-->CXl may be unfamiliar we give an explanation here. 
First define a set L by 

L = ala = lim j for some sequence r n { 
~g~(~) } 

rn -->CXl log r n 

and then define R j = inf L. Note that if lo~::;r) has a limit as r -----+ 00, then 
the above definition simplifies as lim inf = lim. 

Lemma 3.9. (8, Proposition 2.3) The compression, R(X, Y) takes values in 

the range 0 to 1. A s does the asymptotic compression, R j . 

Proof. Firstly assume that there do not exist any large-scale Lipschitz maps 
f : X -----+ Y. But then the compression pj(r), and consequently the Hilbert 
space compression R(X, Y), are not defined. So if R(X, Y) exists, as in this 
Lemma, we know that there exists a map f : X -----+ Y with C > 0 and D 2: 0 
such that dy(j(x), f(y)) :=:; Cdx(x, y) + D. Furthermore 

pj(r) = inf dy(j(x), f(y)) 
dx(x,y)?r 

and 

R 1
·· f log pj (r ) 

j = Imlll 
r--+CXl log r 

where pj(r) = max{pj(r), I}. 
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Now we consider the lower bound for R(X, Y). This occurs when Rf is as 

small as possible. Rf takes its minimum value when pj(r) is at its minimum. 

So let pj(r) = 1, and then, log(pj(r)) = 0, which in turn leads to Rf = O. 

But, pj(r) = 1 only if pf(r) ~ 1. Now if pf(r) ~ 1 for all f E Lipls(XY) 
then Rf = 0 for all f E Lipls(X, Y) and therefore R(X, Y) = 0 giving the 

lower bound. 

Next we consider the upper bound for R(X, Y) and follow the proof of Propo

sition 2.3 in [8]. As X is unbounded there exist sequences Xn and Yn E X 
such that rn = dx(xn, Yn) ----t 00. From the definitions above, we then have 

inf dy(J(x), f(y)) 
dx(x,y)?rn 

< inf Cdx(x, y) + D 
dx(x,y)?rn 

Crn+D 

The upper bound will occur when pf(rn) = Crn + D > 1. If this is the case, 
then we get 

R 1·· flogpf(r) <1' . flog(Crn+D) 1 
f = Imln Imln = 

r-H)(l log r - n->oo log r 

We also have that R(X, Y) = 1. So we have proved 0 ~ R(X, Y) ~ 1 and 

o ~ Rf ~ 1, as required. D 

Lemma 3.10. !8, Proposition 2.10) 

Let ¢ : Xl ----t X 2 be a quasi-isometry. Then R¢ = 1. 

Proof. By Lemma 3.9 we have that R¢ ~ 1. Now, as ¢ is a quasi-isometry, 

there exist constants C > 0 and D ~ 0 such that for all x, x' E Xl 

Now, 
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inf dX2 (¢(x),¢(x')) 
dXl (x,x');:::r 

> inf C-1dx
1 
(x, x') - D 

dXl (x,x');:::r 

> C-1r - D 

Therefore 

1
. . flog p;;'(r) 
Imm 
r--+oo log r 

> 1
· . f 10g(C-1r - D) 1 
Imln = 
r--+oo log r 

We have shown that R¢ ::; 1 and that R¢ 2: 1, and so we conclude that 
R¢ = 1. 0 

Lemma 3.11. [8, Proposition 2.11) 
Let f E Lipls(X, Y) and 9 E Lipls(Z, X). Then fog E Lipls(Z, Y) and 

Rfog 2: RfRg. 

Proof. If f and 9 are large-scale Lipschitz maps, then we have the following 
two equations: 

dy(f(x) , f(x')) ::; C1dx(x, x') + Dl 

dx(g(z), g(z')) ::; C2dz (z, z') + D2 

Combining these we get that 

dy(f(g(z)), f(g(z'))) < C1dx(g(z), g(z')) + Dl 

< C1(C2dz (z, z') + D2 ) + Dl 

C1 C2dz (z, z') + C1D2 + Dl 

And therefore fog is also a large-scale Lipschitz map. 
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Now we need to prove that pjog(r) 2:: pj(pg(r)). We start by considering the 
right hand side of this equation: 

Pj ( inf dx(g(z), g(ZI))) 
dz(z,z')?r 

inf d(J(x), f(x' )) 

where the infimum is taken over all x, x' E X which satisfy dx(x, x') 2:: 
infdz(z,z')?r{dx(g(z), g(ZI))}. By changing this condition to dx(g(z), g(ZI)) 2:: 
infdz(z,z')?r{ dx(g(z), g(ZI))} we are considering only a subset of the previous 
set and hence the infimum does not decrease. So we have 

pj(pg(r)) :::; inf d(J(g(z)), f(g(ZI))) 

where the infimum is taken over all g(z), g(ZI) E X which satisfy 

dx (g(z), g(ZI)) 2:: inf {dx (g(z), g(ZI))} 
dz(z,z')?r 

Now just consider the condition on the infimum. This is trivial for any 
z, Zl E Z such that dz(z, Zl) 2:: r. So we get 

inf d(J(g(z)), f(g(ZI))) 
dz (z,z')?,r 
pjog(r) 

as required. Now if the increasing function pg(r) is bounded, by b say, then 

1
· . flog p;(r) 
Imlll 
r-->oo log r 

log b < liminf-
r-->oo log r 

o 

and hence Rjog 2:: 0 which we know from the definition. 

So let us assume that limr-->oo pg(r) = 00. Combining this with the inequality 
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1
· . f logpjog(r) 
1m III 
r---+oo log r 

> liminf (lOgpj(pg(r))) (lOgpg(r)) 
r---+oo log pg(r) log r 

RfRg 

o 

This means that the asymptotic compression of the composition of two large

scale Lipschitz maps is greater than or equal to the multiplication of the 

asymptotic compression of each of the individual large-scale Lipschitz maps. 

Combining Lemma 3.10 and Lemma 3.11, we get that if f is a quasi-isometry, 
then the asymptotic compression of the composition of the maps is greater 
than or equal to the asymptotic compression of g. 

Theorem 3.12. Let X be a metric space with unbounded metric and HI and 
H2 be separable Hilbert spaces. Then R(X, HI) = R(X, H2)' (i.e. the Hilbert 
space compression does not depend on the choice of Hilbert space.) 

Proof. HI is a separable Hilbert space, and so is isometric to l2(N) [17, The

orem 3.21-B]' i.e. there is a one-to-one correspondence between elements of 

HI and elements of l2 (N) which preserves distance. As the same is true for 
H2, one can see that HI and H2 are in fact isometric. Hence there exist 

isometries qi : HI ---+ H2 and q2 : H2 ---+ HI such that Rql = Rq2 = 1. Now, 
using the Lemma 3.10 and Lemma 3.11 we have that 

and 

R(X, H2) sup{Rg : 9 E Lipls(X, H2)} 

> sup{Rf: f E Lipls(X, HI)}Rq1 

R(X,Hd 
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R(X, Hd sup{Rj : f E LiplS(X, HI)} 

Combining these we get 

> sup{Rg: 9 E LiplS(X, H2 )}Rq2 

R(X, H2 ) 

and hence the Hilbert space compression of X does not depend on the choice 
of Hilbert space. 0 

Given a large-scale Lipschitz map f : X ----+ Y it can easily be seen that if 
we define the function p+(dx(x, y)) (from the definition of uniform embed
dings) to be Cdx(x, y) + D, then from the definition of large-scale Lipschitz 
this will be an upper bound for dy(f(x), f(y)) and it will be proper, ie. 
limr -+oo p+(r) = +00. Now, the compression function Pj is a lower bound for 
dy(f(x), f(y)) and so, if it is proper then X is uniformly embeddable in Y. 

In general it is not easy to show that a map is proper. So we turn to a 
proposition by Guentner and Kaminker which relates uniform embeddability 
of a space to its Hilbert space compression. 

Proposition 3.13. i8, Proposition 3.1) 
Let X be a metric space. If the Hilbert space compression of X is nonzero, 
then X is uniformly embeddable in Hilbert space. 

Proof. Given a metric space X with R(X) > 0, there exists a function f E 

LiplS(X, H) such that R j > 0, formally, there exists E > 0 such that R j > E. 

1 
.. flogpj(r) 
Imm 1 > E 
r-+oo og r 

where pj(r) = max{pj(r), I}. If pj(r) = 1 then R j = 0, therefore we must 
have pj (r) = p j (r) > 1, and the condition becomes that there exists E > 0 
such that 

1
· . flog pj(r) 
Imm > E 
r-+oo log r 
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i.e. for large enough r, 

log pf(r) E 
> -

logr 2 

logpf(r) 
E 

> 2log(r) 

pf(r) 
E 

> r'i 

Therefore limr--too pf(r) = limr--too r~ --+ 00 as required. o 

Thus to show that X is uniformly embeddable in Hilbert space one needs to 
find a large-scale Lipschitz map with nonzero compression. This will show 
that R(X) > 0, and then by Proposition 3.13 we will have proven that X 
embeds uniformly in Hilbert space. 

3.3 Hilbert Space Compression of JR-trees 

In this section and throughout this thesis on our work on JR-trees we note 
that the Hilbert spaces we are mapping into are not necessarily separable. 
Therefore we can not assume that the Hilbert space compression is unaltered 
by changing the Hilbert space. From here on in we shall consider only the 
Hilbert space l2(X), for any JR-tree. 

Definition 3.14. Let X be an JR-tree. Fix a base point u E X, let E > 0, 
and define a family of maps on X by: 

where v, x E X. 

¢~(x) = { d(v
o
' X)E if x E [v, u) 

otherwise 

Proposition 3.15. Let X be an JR-tree. Then for every v E X, ¢~ is an l2 
function. 

Proof. First we fix a base point u E X and we note that given a point v E X 
there is a unique arc joining v to u. 
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Recall that JR-trees are equipped with Lebesgue measure (see [4]) where the 
interval [v, u) is isometric to the half-open interval on the real line [0, d(v, u)). 
Using this we show that the map ¢~(x) is square integrable. 

ll¢~(x)12dfL 

1 I¢~(x) 12dfL 
(v,u) 

rd(v,u) 

Jo WI 2
dt 

l
d(V,U) 

t 2E dt 
o 

[ 

t2E+l 1 d(v,u) 

2E + 1 0 

[d(v, U)]2E+l 

2E + 1 

where fL is the Lebesgue measure on X 

assupp¢~(x) = [v,u) 

where dt is the Lebesgue measure on JR 

< 00 as long as d(v, u) < 00 

Therefore ¢~ is an l2 function on X for all E > 0 and all v EX. o 

Proposition 3.16. For every 0 < E < ~, the map FE : X ~ l2(X) defined 
by v 1---+ ¢~ is a large-scale Lipschitz map. 

Proof. We shall denote by d the distance in X and distance in l2(X) is the 
norm II . II· We shall show directly that v 1---+ ¢~ is a large-scale Lipschitz 
map. First we need to recall some structure of an JR-tree. Given any three 
points u, v, Vi E X there is a unique arc joining u to v, and another unique 
arc joining u to Vi. These two arcs will intersect at a unique point i, and the 
points u, v, Vi give rise to a tripod of one of the following forms: 

v 

u 

Vi 
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v 

u i = v' 

v 

We need to calculate an upper bound for the norm II¢~ - ¢~III. To do this 
we first note that the support of this expression is contained in a tripod of 
the above form (i.e. it is zero elsewhere). Thus to calculate an estimate, we 
can split the norm into 3 parts, 

(i) for x E [v, i]; 

(ii) for x E [v', i]; 

(iii) for x E [i, u]. 

We consider each case in turn and then sum the results. 

Without loss of generality, we shall let d(v,u) 2: d(v',u). Also, it is without 
loss of generality that we shall assume the tripod is set up as in the top 
diagram above. The other possibilities are when i = v', but in this situation 
we would just have zero contribution to the norm from case (ii), giving us a 
smaller upper bound for the norm. Alternatively we could have that i = u, 
but again this would just result in case (iii) giving a zero contribution to the 
norm. And thus our estimate will be suitable. 
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Case (i) x E [v, i] 

l
d(V'i) 

t 2Edt 
o 

[ 

t2E+l 1 d(v,i) 

2E + 1 0 

[d(v, i)j2E+l _ 0 

2E + 1 
[d(v, i)]2E+1 

2E + 1 

Therefore taking square roots of both sides we get: 

11 4/ _ 4/,11 = [d(v, iW+~ 
v v (2E+l)~ 

Case (ii) x E [v', i] 

This is basically the same as case (i). Note that in some cases this will be 
equal to zero (specifically when Vi lies on the path from u to v, i.e. when Vi 

coincides with i). 

And so 

Case (iii) x E [i, u] 

[d(v' , i)j2E+l 
2E + 1 

In the following equations we use the notation (SE)' = is (SE). 
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l

d(V'i)+t 

We note that [d(v, i) +W - [d(v', i) +W = (sE)'ds and so we have 
d(v',i)+t 

l d(i'U) (ld(V'i)+t ) 2 
II¢~ - ¢~,112 = (SE)' ds dt 

o d(v',i)+t 

We use the Cauchy-Schwartz inequality to rewrite this expansion as follows: 

In our case the norm is defined by integration, and the inner product is the 
integral squared, and so we get: 

(l

d(V'i)+t ) 2 
(SE)' ds < 

d(v',i)+t (l

d
(V'i)+t ) (l

d
(V'i)+t ) ds ((SE)')2ds 

d(v',i)+t d(v',i)+t 

l

d(V'i)+t 

[d(v, i) - d(v', i)] ((SE)')2ds 
d(v',i)+t 

l

d(V'i)+t 

[d(v, i) - d(v',i)] (fSE-l)2ds 
d(v',i)+t 

So substituting this into the above estimate for the norm we get: 

l d(i'U) (ld(V'i)+t ) 2 
(SE)' ds dt 

o d(v',i)+t 

l
d(i'U) ld(V'i)+t 

:S [d(v,i)-d(v',i)] f2S2E-2dsdt 
o d(v',i)+t 

Now we calculate the first integral, which gives us: 

l
d(i'U) ld(V'i)+t 

[d(v, i) - d(v', i)] f2S2E-2dsdt 
o d(v' ,i)+t 

[d(v, i) - d(v', i)] f s dt l
d(i'U) [ 2 2E-1] d(v,i)+t 

o 2f - 1 d(v',i)+t 

l
d(i'U) f2 

[d(v, i) - d(v', i)] ([d(v, i) + t]2E-l - [d(v', i) + t]2E-l] dt 
o 2f - 1 
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Now, calculating the second integral, gives us: 

l
d(i'U) E2 

[d( V, i) - d( v', i)] ([d( v, i) + t]2E-l - [d( v', i) + t]2E-l) dt 
o 2E - 1 

[d(v, i) _ d(v', i)] E V,'l + _ V,'l + 2 [[d( .) t]2E [d('·) t]2E] d(i,u) 

2E - 1 2E 2E 0 

E 
[d(v,i)-d(v',i)] ( ) [[d(v,i)+d(i,u)]2E_[d(v',i)+d(i,u)]2E 

2 2E - 1 

-[d(v, i)j2E + [d(v', i)]2E] 

Recall that i lies on the arc from v to u and so d(v, i) +d(i, u) = d(v, u). And 
similarly i lies on the arc from v' to u. So using this and some rearranging, 
the estimate becomes: 

E 
[d(v,i)-d(v',i)] ( ) [[d(v,i)+d(i,u)j2E_[d(v',i)+d(i,u)j2E 

2 2E - 1 

-[d(v, i)]2E + [d(v', i)]2E] 

[d(v, i) - d(v',i)]2(2E
E
_l) [[d(V,U)]2E - [d(v',u)]2E 

-[d(v, i)]2E + [d(v', i)]2E] 
E 

[d(v, i) - d(v',i)]2(1_ 2E) [-[d(v,u)]2E + [d(V',U)]2E 

+[d(v, i)]2E - [d(v', i)]2E] 

Recall that d( v, u) 2': d( v', u), 0 < E < ~ and that we have the tripod structure 
in the JR.-tree. Therefore we can deduce that d(v,i) - d(v',i):S d(v,v'), 
also [d(v,i)j2E - [d(v',i)j2E:S [d(v,i)j2E:S [d(V,V')j2E, 
and [d(v', U)]2E - [d(v, U)]2E :S o. 

So the above formula for the norm in case (iii) reduces to: 

45 



II¢~ - ¢~,112 < 2E~(~ ~J) [0 + [d(v, V')]2€] 

E[d(v, v')J2€+l 
2(1 - 2E) 

Then taking square roots of both sides we get: 

Now combining the estimates for the norm over the three sections, we get: 

€ _ €, < [d(v,iW+~ + [d(v',iW+~ + d[d(v,v'W+~ 
II¢v ¢v II - (2E + 1)~ (2E + 1)~ (2 - 4E)~ 

But d( v, i) ::; d( V, v') and d( v', i) ::; d( v, v') and so 

II¢~ - ¢~,II 
< [d(v,iW+~ + [d(v',iW+~ + d[d(v,v')]H~ 

(2E+1)~ (2E+1)~ (2-4E)~ 

[d(v, v'W+~ + [d(v, v'W+~ + d [d(v, v'W+~ 
< 1 1 1 

(2E+1)2 (2E+1)2 (2-4E)2 

[d( ,)]€+1. (2 d) 
v, V 2 (2E + 1) ~ + (2 _ 4E) ~ 

In order to prove a large-scale Lipschitz type estimate for the norm on the 
left we need to consider two cases. 

Recall that 0 < E < ~, so ~ < E + ~ < 1, therefore: 

If d( v, v') ;:::: 1, then 

2 E2 ( 1) 
II¢~-¢~,II ::;d(v,v') (2E+1)~ + (2-4E)~ 

46 



and we put 

1 
2 <:2 

C= 1+ 1 
(2<: + 1)2 (2 - 4<:)2 

Now if d(v, v') < 1, then [d(v, V'W+~ < 1, therefore 

( 
2 d) 

----:-1 + 1 

(2<:+1)2 (2-4<:)2 

and we let 

1 
2 <:2 

D= 1+ 1 
(2<: + 1)2 (2 - 4<:)2 

Therefore combining the above two cases, we have that for all values of 
d( v, v'), the norm can be approximated by: 

II¢~ - ¢~/II ~ Cd(v, v') + D 

where 

1 
2 <:2 

C=D= 1+ 1 
(2<:+1)2 (2-4<:)2 

depends only on the choice of <:, and so for each 0 < <: < ~ the map FE : X -----t 

l2(X) is a large-scale Lipschitz map as required. 0 

Now, before we can calculate the compression of the maps FE we need to 
calculate a lower bound for II¢~ - ¢~/ II when d( v, v') 2 r. The compression 
will then be greater than or equal to this lower bound. 

Proposition 3.17. Let ¢~ be the family of maps defined in Definition 3.14. 

Then, given 0 < <: < ~, there exists a constant CE > 0 such that 

II¢~ - ¢~/ 112 2 CEr1+2E 

for all v, v' E X such that d(v, v') 2 r. 
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Proof. Let d( v, VI) 2: r and assume, as above, without loss of generality, that 
d(v, u) 2: d(v l

, u), then d(v, i) 2: ~. We know that the norm over the tripod 
u, i, v, VI is equal to the sum of the norm of each section of the tripod, and 
therefore is greater than or equal to the norm over the section from v to i. 

Therefore 

where 

Therefore 

(22e+1 )(2E + 1) 
Cer

2e+1 

D 

Lemma 3.18. The asymptotic compression of the map Fe is greater than or 

equal to ~ + E when 0 < E < ~. 

Proof. Recall that by definition 

PF€(r) = inf II¢~ - ¢~,II 
d(v,v')?,r 

and so we have 

for all r. 

From this we can calculate the asymptotic compression: 
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1
· . flog P FE (r) 
Imm 
T->OO log (r ) 

1 1 
log C2rE+2 

> lim inf 1 E 

T->OO og r 
1 

E+ 2 

D 

Theorem 3.19. Let X be an JR-tree. The Hilbert space compression of X is 

equal to 1. 

Proof. Given 0 < E < ~ we have constructed a family of maps FE which are 
large-scale Lipschitz and have asymptotic compression greater than or equal 

to ~. Therefore these maps show that we can embed an JR-tree X into the 
Hilbert space l2(X). 

Hence if we let E tend to ~, we have that Rep tends to 1. Hence the Hilbert 
space compression of X is 1. D 

Theorem 3.20. Any JR-tree X is uniformly embeddable in Hilbert space. 

Proof. X has Hilbert space compression 1, and by Proposition 3.13 we know 

that if the Hilbert space compression of a metric space X is non-zero then 

X is uniformly embeddable in Hilbert space. D 
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Chapter 4 

Property A for Discrete Metric 
Spaces 

Guoliang Yu, in [22], defined property A for discrete spaces as an analogue 
of the F0lner condition for amenable groups. He then defined property A for 
non-discrete spaces in terms of discrete subspaces. In this chapter we give 
Yu's original definition along with various other equivalent definitions which 
have been developed, some which hold only for discrete bounded geometry 
metric spaces and some for more general metric spaces. We also give theorems 
and proofs relating to the permanence properties of property A in the discrete 
and general cases. 

4.1 Property A as defined by Yu 

The original definition of property A was by Yu in [22] and is stated for 
discrete metric spaces as follows. 

Definition 4.1. [22, Definition 2.1] 
A discrete metric space X is said to have property A if for any R > 0, 

E > 0, there exists a family of finite subsets {Ax }xEX of X x N such that 

(1) (x, 1) E Ax for all x E X; 

(2) 11~:~1::11 < E for all x, x' E X satisfying d(x, x') :s; R (where for each 
finite set A, IAI is the number of elements in A); and 

(3) :3S > ° such that if (y, m) E Ax, (z, n) E Ax for some x E X, then 
d(y, z) :s; S. 
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Yu then defined property A for non-discrete metric spaces in terms of his def
inition for discrete metric spaces. We call metric spaces without restrictions, 
like discreteness or bounded geometry, general metric spaces. 

Definition 4.2. [22, page 206J 
A general metric space X is said to have property A if there exists a discrete 

subspace U of X such that 

(1) there exists c> 0 for which d(x, U) :::; c for all x E X; and 

(2) U has property A. 

4.2 Higson and Roe's work 

In [9J Yu's definition of property A was restated as follows: 

Definition 4.3. [9, Definition 3.2J 
Let fin(Z x N) be the set of all finite non-empty subsets of Z x N. The discrete 
metric space Z has property A if there are maps An : Z ---7 fin( Z x N), 
where n = 1,2, ... such that: 

1) for each n there is some R > 0 for which 

An(z) c {(z',j) E Z x Nld(z, z') < R}, for every z E Z; and 

. IAn(z)DAn(w)1 
2) for every K > 0, hm sup IA () A ( ) I = 0 n--->oo d(z,w)<K n Z nnw 

It can be seen that this definition is the same as that of Yu's, by letting 
the subset Ax from Yu's definition be the image of the point x E X under 
the map An for some specific n. Note that we have a sequence of maps in 
Definition 4.3 which we use for condition (2) where we show that the limit 
as n ---7 00 is zero, whereas in Definition 4.1 we show that this fraction is not 
greater than E. But we can chose E to be as close to zero as we like, so even 
though the definitions look different they are in fact equivalent. 

Remark 4.4. Whether or not a discrete metric space has property A depends 
only on the coarse equivalence class of the metric on Z [9J. Later on in this 
thesis, in Theorem 6.1 we prove that property A is a coarse invariant. 

Higson and Roe then go on to reformulate the definition for discrete bounded 
geometry metric spaces. First we need to recall a couple of definitions. 

51 



Definition 4.5. A countable discrete metric space Z has bounded geome
try if for every C > 0 there is an absolute bound on the number of elements 
in any ball within Z of radius C. 

We will denote by Prob(Z) the set of Borel probability measures on Z, 
i. e. the set of functions b : Z ---7 [0, 1] such that 2:= zEZ b( z) = 1. 

The following lemma is stated without proof in [9]. I provide a proof below. 

Lemma 4.6. Prob(Z) is a subset of ll(Z). 

Proof. ll(Z) is the set of functions f : Z ---7JR such that 2:=zEZ If(z)1 < 00. 

Now if 9 E Prob(Z), then 9 : Z ---7 [0,1] C JR, and 

L Ig(z)1 = Lg(z) = 1 < 00 

zEZ xEZ 

Thus 9 E Prob(Z) =} 9 E ll(Z). Therefore Prob(Z) ~ [l(Z) as required. D 

Proposition 4.7. (9, Lemma 3.5j 
If Z is a discrete metric space of bounded geometry then Z has property A if 
and only if there is a sequence of maps an : Z ---7 Prob( Z) such that 

(1) for every n there is some R > 0 such that for every z E Z, supp(a~) C 

{z' E Zld(z, z') < R}; and 

(2) for every K > 0, lim sup Ila~ - a~lll = 0 
n--->oo d(z,w)<K 

Proof. This was proved in [9] on page 5, but here we explain it in greater 
detail. 

First we shall assume that we have maps an E Prob(Z) c ll(Z) satisfying 
conditions (1) and (2) in Proposition 4.7, and we show therefore that Z 
has property A. By (1) we have that for each n there exists R so that a~ 
is supported within a ball of radius R. Z also has bounded geometry and 
so the number of elements of Z in the support of a~ is uniformly bounded. 
Therefore the number of non-zero values of the function a~ will be uniformly 
bounded. Let us assume for the moment that the values of the function 
a~ are rational. Then for each n there is a natural number M (take for 
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instance M to be the product of all the denominators of the non-zero values 

of a~ when written in reduced form) such that if z E Z, then the function 

a~ assumes only values in the range 2t, fa, i:r, ... ~, and as a~ E Prob( Z), 

2:z'EZ a~(z') = 1. 

We now need to consider the case when at least one value of a~ is irrational. 

In this case we can follow a similar argument, but instead of the function 

assuming values in the range ~f' 1I~' 1I~' ••. ~, it will assume values within E 

of those values in the range. By increasing IvI we can make E as small as we 

like. The rest of the proof relies on taking limits of supremums and the E will 
become irrelevant. Therefore we shall continue the proof for the case when 

the values of a~ are rational. 

We define An(z) C Z x N by the relation 

(z', j) E An(z) {::} ~ :::; a~(z') 

We notice that if d(z, z') > R then z' ¢:. supp(a~) therefore a~(z') = 0, and 
so there is no element in An(z) of the form (z', j). Therefore all the elements 

of An(z) are of the form (z',j) where d(z, z') < R. So the An(z) satisfy part 
(1) of Definition 4.3. We also note that to each a~(z') we assign a number 

Z such that there are j z' elements in An (z) of the form (z', .). Therefore 

I{(z',·) : d(z, z') < R}I 

L I{(z',·) E An(z)}1 
z'EX 

Ljz' 
z'EX 

M -L Jz' 
M 

z'EX 

M L a~(z') 
z'EZ 

M as a~ is a probability measure 

Therefore IAn(z)1 = M for every z E Z. 
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Recall that a~(z') is of the form it, where 0 ::; j ::; M. So when we consider 

the size of the symmetric difference IAn(z).6An(w)1 and the norm Ila~ - a~11 

we need to add in a factor of M, giving us: 

And so by (2) of Proposition 4.7, for every K > 0, 

II n nil· IAn(z).6An(w)1 
lim sup az - aw 1 = hm sup IA ( ) I = 0 

n->CXl d(z,w)<K n->CXl d(z,w)<K n Z 

And therefore by [9, lemma 3.4], 

so Z has property A. 

Conversely, suppose that Z has property A. We define an : Z -+ Prob(Z) as 
follows: 

a~(z')IAn(z)1 = I{jl(z',j) E An(z)}1 

We note that Ila~· IAn(z)llll = LtEZ I{jl(t,j) E An(z)}1 = IAn(z)l, and so 
Ila~11 = 1 and therefore a~ E Prob(Z). 

The support condition is satisfied as a~(z') = 1{jI(z',2n~~n(z)}1 = 0 if 

d(z, z') > R by definition of An(z). Therefore a~(z') = 0 for d(z, z') > R, so 
the support of a~ is contained within a ball of radius R. 

Now we prove condition (2). From the definition of a~ we have, 

Ila~ ·IAn(z)l- a~ ·IAn(w)llh 

L II{jl(t,j) E An(z)}I-I{j'I(t,j') E An(w)} I I 
tEZ 

(A) 
This is not greater than the sum 
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L II{jl(t,j) E An(z)}I-I{]'I(t,]') E An(w)}11 (B) 
(t,j)EZxN 

as everything which contributes to equation (A) will also contribute to equa
tion (B), whereas there will be some elements (t,j) which cancel out in 
equation (A) but are added together in equation (B). This can be seen more 
easily if we split equation (B) into 4 sums. 

L 11{jI(t,j) E An(z)}I-I{]'I(t,]') E An(w)}11 
(t,j)EZxN 

L 11{jI(t,j) E An(z)}I-I{j'l(t,]') E An(w)} I I 
(t,j)EAn(z)\An(w) 

+ L 11{jI(t,j) E An(z)}I-I{]'I(t,]') E An(w)} I I 
(t,j)EAn(z)nAn(W) 

+ L 11{j1(t,j) E An(z)}I-I{],I(t,j') E An(w)}11 
(t,j)EAn(W)\An(z) 

+ L 11{jI(t,j) E An(z)}I-I{]'I(t,]') E An(w)}11 
(t,j)~An(z)UAn(w) 

The last summation will be equal to zero, as both parts of it will be zero. 
The second summation will also be zero, as there will be an equal number of 
js as j's, so they will cancel out. So we only have to consider the first and 
third summation, i.e. where (t,j) E An(z) \ An(w) or (t,j) E An(w) \ An(z). 
It can be seen that each of these summations will be equal to the size of the 
set we are summing over. Therefore the sum of these 4 summations is equal 
to the symmetric difference of An (z) and An (w). So we can write, 

and so dividing through by IAn(z)1 and taking supremums and limits we get 

But by [9, lemma 3.4] 
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and so 

lim sup Ila~ - a~ IiI = ° 
n-->oo d(z,w)<K 

as required. D 

4.3 Equivalent definitions of property A for 

discrete bounded geometry metric spaces 

In his paper [18] Tu lists many definitions of property A for discrete bounded 

geometry metric spaces, which he proves are all equivalent. Also, in a recent 
preprint by Brodzki, Niblo and Wright some more equivalent definitions are 

introduced, and finally some other conditions were suggested by Brodzki, 

Niblo and Wright and are proved by myself. As X is a discrete metric space 

the measure we use is the counting measure. Below we provide a list of 
various characterizations of property A. 

In the following Theorem, statements (2), (3), (4), (8) and (9) come from 
Tu's paper [18, Proposition 3.2]; the statement (7) is due to Dadarlat and 

Guentner [5, Proposition 2.5]' while statement (10) is taken from the paper 

by Brodzki, Niblo and Wright [2, Theorem 6]. In statements (5) and (6) 
we modify and prove a similar Proposition from [2, Theorem 6] from the 12 
context to II. 

Theorem 4.8. Let X be a discrete metric space with bounded geometry. The 

following are equivalent: 

(1) X has property A, 

(2) VR > 0, VE > 0, 38 > 0, 3(~x)XEX' ~x E 11(X), supp(~x) C B(x,8), 

II~xllll(X) = 1, and II~x - ~Ylll1(x) ::; E whenever d(x, y) ::; R. 

(3) VR > 0, VE > 0, 38 > 0, 3(Xx)xEX, Xx E 11(X), supp(Xx) C B(x,8), 
IIxx-xyllll(x) h d() R II II ::; E w enever x, y::; . 

Xx ll(X) 
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(4) VR > 0, VE > 0, :38 > 0, :3(1]X)XEX, 1]x E l2(X), supp(1]x) C B(x, 8), 

II1]xllz2(x) = 1, and II1]x -1]yllz2(X) ::; E whenever d(x, y) ::; R. 

(5) VR> 0, VE > 0, V6 > 0, :38> 0, :3(aX)xEX, ax E l1(X), Ilaxll[l(x) = 1, 

Ilax - a yllz1(X) ::; E whenever d(x, y) ::; R, and the restriction of ax to 

B(x, 8) has norm at least 1 - 6. 

(6) :36 < 1 such that VR > 0, VE > 0, :38 > 0, :3(fJX)xEX, fJx E l1(X), 

IlfJxllz1(X) = 1, IlfJx - fJyllz1(X) ::; E whenever d(x, y) ::; R, and the re
striction of fJx to B(x, 8) has norm at least 1 - 6, and the restriction 

of fJx to the set B(x, R + 8) \ B(x, 8) has norm at most E. 

(7) VR > 0, VE > 0, :38 > 0, Ix E H, Ilixllz 2 (x) = 1, llix - lyllz2(X) ::; E 

whenever d(x, y) ::; R, and (rx, IY) = ° whenever d(x, y) ;:::: 8. 

(8) VR > 0, VE > 0, :38 > 0, :3((X)XEX, (x E l2(X x N), supp((x) C 

B(x, 8) x N, II(xllz2(xxN) = 1, and II(x - (yllL2(XxN) ::; E whenever 

d(x, y) ::; R. 

(9) VR > 0, VE > 0, :38 > 0, :3¢ : X x X -+ lR. of positive type such that 

supp(¢) C 6s and 11 - ¢(x, y)1 ::; E whenever d(x, y) ::; R. 

(10) VR > 0, VE > 0, :3'lj; : X x X -+ C of positive type such that 11 -

'lj;(x, y)1 ::; E whenever d(x, y) ::; R and convolution of an l2 function 

with'lj; defines a bounded operator in the uniform Roe algebra C~(X). 

Proof. (1) {:} (2) First we note that 111~xl- I~YIII[l(x)) ::; II~x - ~YIIz1(X) and 
therefore we can assume that ~x is non-negative. Therefore 

xEX xEX 

So for all x EX, ° ::; ~x ::; 1 and ~x sums to 1, therefore ~x E Prob(X). 

Similarly, any function a~ E Prob(X) is an l1 function, as Prob(X) C l1(X) 

[9J. 

We now turn to Proposition 4.7, and we can show that (2) is equivalent to this 

definition. We take ~x = a~ and then the support conditions are equivalent 

and ~x has unit norm. The other condition follows by taking E = ~. 

(2) =? (3) This follows immediately, by letting Xx = ~x. 
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(3) =? (2) Let Xx be as in (3) and let ~x = IIxJ~(x)' Then the support 

condition follows immediately, as ~x is non-zero only if Xx is non-zero. Fur

thermore, by using the triangle inequality, IIXxllI = IIXx - Xy + XyliI ~ 
IIXx - Xyill + IIXyliI and by rearranging to get IIIXyliI -IIXxIIII ~ IIXx - Xylh, 
we have that 

II~x - ~YIII - 1I1I::liI - II::IIJI 

_ II XX - Xy (1 1) II IIXxllI + Xy IIXxlh - IIXyllI 1 
< IIXx - Xylh + Ilx 1111_1 ___ 1_1 

IIXxliI y IIXxlh IIXyllI 
_ IIXx - XyliI + IllxYllI _ 11 

IIXxliI IIXxliI 
_ IIXx - Xyill + IllXyllI -IIXxIIII 

IIXx III IIXx III 
IIXx - Xyill + IIIXylh -IIXxIIII 

IIXxllI 
< 211Xx - Xylh 

IIXxllI 
< 2E whenever d(x, y) ~ R 

(2) =? (4) Let ~x be as in (2) and then define TJx = I~xl~. Then TJx has unit 
norm, the support condition follows and we have 
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lirlx -1]YII~2(X) L l1]x(z) -1]y(z)1 2 

zEX 

< L(1]x + 1]y)l1]x(z) -1]y(z)1 
zEX 

L l1]x(z? -1]y(z?1 
zEX 

L II~x(z)I-I~y(z)11 
zEX 

111~xl-I~YIIIZ1(X) 
< II~x - ~YIIZ1(X) 

< E whenever d(x, y) ::; R 

(4) =? (2) Let 1]x be as in (4). We can suppose that 1]x 2: 0, and then 
let ~x = 1];. As before ~x has unit norm and the support condition follows 
immediately. Recall that the Cauchy-Schwarz inequality states I (x, y) I ::; 

Ilxllz2(X) Ilyllz2(X), we use this below. 

zEX 

zEX 

I (l1]x (z) - 1]y ( z ) I , 1]x (z) + 1]y (z ) ) I 

< lirlx -1]yllz2(X)II1]x + 1]yllz2(X) 

< lirlx -1]yllz2(X) (111]xllz2(x) + II1]yllz2(X)) 

2111]x - 1]yllz2(X) 

< 2E wheneverd(x, y) ::; R 

(2) =? (5) Let ~x be as in (2), and define ax = ~x' Then ax has unit norm and 
Ilax - ayllzl(X) ::; E whenever d(x, y) ::; R so we just need to check the support 
condition. But supp(ax) = supp(~x) C B(x, S) therefore Ilaxll restricted to 
B(x, S) is equal to the norm over the whole space, which is 1. Therefore for 
all 6 > 0, Ilaxll restricted to B(x, S) is at least 1 - 6, as required. 
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(5) ::::} (6) Let ax be as in (5), and define f3x = ax. Let 0 < 1, and given 
Rand E, define 0' = min{o, E}. We will denote the norm of f3x restricted to 

B(x, S) by IIf3xIIB(x,S), then from (5) IIf3xIIB(x,S) ~ 1 - 0', and so 

IIf3xIIB(x,R+S)\B(x,S) - IIf3xIIB(x,R+S) - IIf3xIIB(x,S) 
< 1- (1 - 0') 

- 0' ~ E 

So the norm of f3x restricted to B(x, R + S)\B(x, S) is at most E as required. 

(6) ::::} (2) Let f3x be as in (6) and fix o. Then given Rand E, we define 

( (z) = { f3x (z ) if z E ~ (x, R + S) 
x 0 otherWIse 

For ease of notation we shall let C = B(x, R + S) \ B(y, R + S), D = 

B(y,R+S)\B(x,R+S) and E = B(x,R+S)nB(y,R+S). So that 11~~llc 
denotes the norm of ~~ restricted to the set B(x, R + S) \ B(y, R + S). Also, 
we let F = B(x, R + S) \ B(x, S) and G = B(y, R + S) \ B(y, S). 

Notice that for d(x, y) ~ R, B(y, S) c B(x, R+S) and B(x, S) c B(y, R+S). 
So D c G and C C F. So for d( x, y) ~ R we have: 

II~~ - ~~IIz1(X) - L I~~(z) - ~~(z)1 
zEX 

zEC zED zEE 

- 11~~llc + II~~IID + II~~ - ~~IIE 

< II~~IIF + II~~IIG + II~~ - ~~IIE 
< E+E+E 

3E 

Therefore, for d(x, y) ~ R, 
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We then define ~x = lI~tll' and therefore II~x II = 111I~tllll = 1 as required. 
Also, supp(~x) = supp(~~) c B(x, R + 5) as required. Finally, by a similar 
argument to (3) =} (2), we have that for d(x, y) ::; R 

II~x - ~Ylll II ~~ ~~ II -

II~~II II~~II 

< 211~~ - ~~II 
II~~II 

< 
2(3E) 
1-5 

< 
6E 
--
1-5 

But 5 is fixed, so we choose E to make this arbitrarily small. 

(4) =} (8) Let (x(z) = (TJx(z), 1) E l2(X X N) and the conditions follow. 

(8) =} (4) Let (x be as in (8) and let TJx(z) = II(x(z, ·)1112(N). Then the support 
condition follows as TJx(z) = 0 only if 11((z, ')1112(N) = O. Additionally, 

zEX 

zEX 

- II(x - (yllz2(XXN) 

< E whenever d(x, y) ::; R 

(4) =} (9) Let TJx be as in (4) and let ¢(x, y) = (TJx, TJy). Then ¢(x, y) is of 
positive type (see [18, page 118]), 

SUpp(¢) = {(x,y) E X x X: ¢(x,y) = (TJx,TJy) =1= O} 

But by assumption supp(TJx) C B(x, 5) and supp(TJy) C B(y, 5) and therefore 
TJx and TJy are both zero when d(x, y) > 25, i.e 
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supp(¢) C {(x, y) E X x X : d(x, y) :::; 2S} 

And if d(x, y) :::; R, then 

Therefore 

0x,~)-(~,~)-(~,~)+0y,~) 

2 - 2(TJx, TJy) 

2(1 - ¢(x, y)) 

1 - ¢(x,y) 1 2 
"2IITJx - TJyII12(X) 

< ~E2 
2 

(9) ::::} (4) Let ¢ be as in (9) and suppose that E :::; ~. Let 

yEX 

Using the definition of inner products, the definition of T</>, and by simple 
rearranging, for all ~,TJ E [2(X), we have 

xEX 

~E(x) (~q\(X'Y)~(Y)) 
L ¢(x, y)~(x)TJ(Y) 

x,yEX 

< L l¢(x, y)l' l~(x)l' ITJ(Y)1 
x,yEX 

Next we rewrite ¢ as (¢~? and then use the Cauchy-Schwarz inequailty 

l(x, y)l :::; Ilxl121lylb· 
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2:: I¢(x, Y)I~ '1~(x)I'I¢(x, Y)I~ ·ITJ(Y)I 
x,yEX 

1 1 

< c~x (14)(X'Y)lll~(X)I)2)' c~x (14)(X'Y)lll~(Y)I)')' byC.S 

1 1 

c~x 14>(x, Y)I'I~(X)12) , c~x 14>(X, Y)I'I~(Y)12) , 
But ¢ is symmetric so we can change ¢(x, y) to ¢(y, x) in the second summa
tion, and then we relabel throughout that sum, swapping x with y, so that 
the notation is consistent in both sums. 

1 1 

c~x 14>(x, Y)I'I~(X)12)' c~x 14>(x, Y)I'I~(X)12) , 
1 1 

(2:: (1~(X)12 2:: 1¢(x,y)I)) 2" (2:: (ITJ(X)1
2 2:: I¢(X,Y)I)) 2" 

XEX yEX xEX yEX 

We can then split the double sums into single sums, by taking the supremum 
over x of the sum over y, and we rearrange. 

1 1 1 1 

< (2:: I~(x) 12) 2" (s~p 2:: I¢(x, y) I) 2" (2:: ITJ(x) 12) 2" (s~p 2:: I¢(x, Y)I) 2" 

xEX yEX xEX yEX 

< (sup 2:: I¢(x, y) I) 11~11z2(X) IITJII12(X) 
xEX yEX 

Since ¢ is of positive type, 

supl¢(x,y)l:::; sup¢(x,x):::; l+E:::; 2 
x,y xEX 

Recall that a space is of bounded geometry if the number of elements in a ball 
of a given radius is uniformly bounded, i.e. for each R there exists a constant 
N(R) > 0 such that Vx E X, IB(x, R)I :::; N(R). Therefore combining the 
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above calculations we have that for all e, rJ E l2 (X), 

I(e, T<fJrJ) 1 < (sup L I¢(x, y) I) IleII12(X) IlrJII12(X) 
xEX yEX 

< 2N(S) Ilellz2(X) 11rJ11z2(X) 

Therefore if we let e = T¢rJ, then we get 

i.e. 

And so we conclude that T¢ is a bounded operator on l2(X). 

Next we turn to Young's book on Hilbert spaces [21]. The adjoint T; of 
T¢ satisfies (e, T¢rJ) = (T;e, rJ)· We calculated (e, T¢rJ) above, so here we 
calculate (T¢e, rJ) and show that they are equal, and therefore T¢ = T;. 

xEX 

~ (~¢(x, y)~(y)) ry(x) 

- L ¢(x, y)e(Y)rJ(x) 
x,yEX 

Next we swap x and y throughout, and finally replace ¢(x, y) with ¢(y, x) as 
they are equal by assumption. So 

x,yEX 

x,yEX 
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And so T¢ = T;. Therefore T¢ is a Hermitian operator, see [21, definition 
7.17], so we can use [21, theorem 7.18] which states: if A is a Hermitian 

operator on a Hilbert space H, then II All = sUPllxlI=l I (Ax, x) I. And we get: 

IIT¢II sup I(T¢a,a)1 
Ilall=l 

< sup 2N(S)llaI1 2 

Ilall=l 
2N(S) 

Also, note that T¢ is a positive operator since 

(T/, T¢T/) = L ¢(x, Y)T/(x)T/(Y) ~ 0 
x,yEX 

The first equality is true by the definition of inner products, the second 
inequality is true by definition as ¢ is a positive definite kernel. 

Let p be a polynomial such that 0 :=:; p(t) and Ip(t)2 -tl :=:; Eon [0, 2N(S)]. Let 
¢1 = p(¢), where p(¢) is obtained using the convolution product of ¢ with 
itself. Recall that the definition of the convolution product of two functions 
¢ and 'ljJ is: 

(¢ * 'ljJ)(x, y) = L ¢(x, z)'ljJ(z, y) 
zEX 

Let (ex)xEx be the canonical basis of l2(X). Let 

Then we have 

T/~ = ¢1 (x, . ), T/~ 
T/x = -:-:-11T/-~--'-:-11-12-(X-) 

L ¢1 (x, Z)¢l (y, z) by defn of inner product 
zEX 

L ¢1 (x, z) ¢1 (z, y) as ¢ and therefore ¢1 are symmetric 
zEX 

(¢1 * ¢d(x, y) 

(p2 ( ¢ ) ) ( x, y) 

by defn of convolution product 

bydefnofp 
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Aside: 
T¢ey(x) = LzEx </J(x, z)ey(x) = </J(x, y) as all other terms are zero. Therefore 
(ex, T¢ey) = LzEx ex(z)T¢ey(z) = T¢ey(x) = </J(x, y). This, and a similar for 
calculation (ex, p2(Trp)ey) gives 

And combining these gives 

which we use in the following calculation. 

I (7]~, 7]~) - </J ( x, y) I - I (p2 ( </J) - </J) ( x, y) I 
- I (ex, (p2(Trp) - Trp)ey) I 
< IlexII12(x)llp2(Trp) - TrpII12(x)lleyII12(X) 

- Ilp2(Trp) - TrpII12(X) 

::; E 

as Ilexll = Ileyll = 1, IITrpl1 ::; 2N(S) and Ip(t)2 - tl ::; E on [0,2N(S)]. 

Therefore 1(7]~,7]~) -11 ::; 1(7]~,7]~) - </J(x,y)1 + 11- </J(x,y)1 ::; 2E whenever 
d(x, y) ::; R. Thus (7]~, 7]~) - 1 ::; 2E, so (7]~, 7]~) ::; 1 + 2E for all x E X and 
(7]~, 7]~) ~ 1 - 2E for all x, y E X such that d(x, y) ::; R. We use these in the 
calculation below: 

_ 1 - (7]~1' 7]~) 1 
( 7]~, 7]~) 2 (7]~, 7]~) 2 

1- 2E < 1---
1 + 2E 

4E 

1 + 2E 
< 4E when d(x, y) ::; R 
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From our proof of (4) =} (9), we have that IITlx - TlYII~2(X) = 2 - 2(Tlx, TlY) and 

therefore IITlx - TlyII12(X) = J2 - 2(Tlx, TlY) ~ v'2.4E = y!&. 

Finally, we consider the support condition. Recall that supp(¢) C {(x,y) E 

X x X : d(x, y) ~ S} and that (¢ * ¢)(x, y) = I:zEx ¢(x, z)¢(z, y) therefore 
this is non zero only when d(x, z) ~ Sand d(z, y) ~ S, i.e. when d(x, y) ~ 
2S. It can therefore easily be seen that (¢ * ... * ¢) (x, y) is non zero only 
when d(x, y) ~ nS, if ¢ is convoluted with itself n times. Therefore if p is of 

degree n, we can write p( ¢) = ao + al ¢ + ... + an (¢ * ... * ¢) and therefore 
supp(Tlx) C B(x, nS). 

(7) =} (9) 
Let IX E H be as in (7), and define ¢(x, y) = Rebx, IY)' Then ¢(x, y) is of 
positive type by definition (see [18, page 118]). Also ¢(x, y) = Rebx, IY) = ° 
when d(x,y) ;:::: S i.e. supp(¢) C {(x,y) : d(x,y) ~ S} = 68, so the support 
condition holds. 

Then as in (4) =} (9), 

Ihx -,YII~ 2(1 - ¢(x, y)) 

1 - ¢(x, y) < 1 2 
whenever d(x, y) ~ R -E 

2 

11 - ¢(x, y)1 < 1 2 -E 
2 

whenever d(x, y) ~ R 

(4) =} (7) 
Let Tlx be as in (4), and define 'x = Tlx. Then Ix E l2(X) which is a Hilbert 

space, Ihxl12 = 1, and Ihx -ly112 ~ E whenever d(x, y) ~ R. 

In addition supp(Tlx) = supp(Jx) c B(x, S), i.e. IX(Z) 
d(x, z) ;:::: S. Therefore 

ZEX 

° whenever 

If IX(Z) or IY(Z) equals 0, then bx, IY) = 0, i.e. if d(x, z) or d(y, z) ;:::: S then 
bx"y) = 0, i.e. if d(x, y) ;:::: 2S then bx,'y) = 0, as required. 
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(9) =? (10) 
Let ¢ be as in (10) and define 'ljJ : X x X --+ C by 'ljJ = ¢. Then 111 -
'ljJ(x,y)11 :S E whenever d(x,y) :S R. And we have supp('ljJ) = supp(¢) C 

{(x, y) : d(x, y) :S S}, i.e. 'ljJ = 0 whenever d(x, y) ~ S, i.e. 'ljJ is a finite 
propagation kernel as defined in [2, definition 4]. 

Convolution of an l2 function with 'ljJ defines an operator Op( 'ljJ) by 

(Op('ljJ)~)(x) = L 'ljJ(x, y)~(y) 
yEX 

Using the fact that X has bounded geometry along with the same calculations 
for T¢ in (9) =? (4) we see that Op is a bounded operator. Specifically if we 
let N(S) be the maximum number of points in any ball of radius S, then 

IIOp('ljJ)~11 :S 2N(S)II~II· Then as 'ljJ has finite propagation, so does Op('ljJ) , 
and therefore Op('ljJ) E C~(X), as required. 

(10) =? (4) 
Let'ljJ and Op('ljJ) be as in (10). Then as in the proof of (9) =? (4) as 'ljJ is 
of positive type, Op('ljJ) is a positive operator, i.e. (~, Op('ljJ)~) ~ 0 for all 
~ E l2(X). Then by [21, theorem 12.4] there exists a unique positive square 
root Op( 'ljJ) ~ of Op( 'ljJ), i.e. there exists a unique positive operator, Op( v) 
such that (Op(V))2 = Op('ljJ). Now, as Op(v) is a positive operator it is 
bounded. Furthermore (Op( v)) 2 = Op( u) and Op( u) has finite propagation, 
so Op(v) does too, and therefore Op(v) E C~(X). 

We now truncate Op( v) so it satisfies the support condition, and call this 
new operator Op( w). Note that all the kernels are symmetric. In addition, 
Op( w) satisfies the following approximation inequality, which we shall use 
later. 

IIOp(v) - Op(w)112 < min (E' 2(IIOp(~)lb + E)) 
From this it follows that IIOp(w)112 :S IIOp(v)112 + E so we have 
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IIOp(V)2 - Op(w)211 < IIOp(w)II.IIOp(v) - Op(w)11 + IIOp(v) - Op(w)II·IIOp(w)11 
IIOp(V) - Op(w)11 (1IOp(v)11 + IIOp(w)ll) 

< E 

Now, let rJ~ E l2(X) be the vector with entries rJ~(z) = w(z, x). Now, from 
the definition of inner products, we can see that 

(rJ~, rJ~) = L w(z, x)w(z, y) = L w(z, x)w(z, y) 
zEX zEX 

i.e. the kernel (rJ~, rJ~) consists of the matrix entries of the operator Op(w)2. 
Since Op( W)2 differs from Op( v)2 by at most E it follows that for each z E X 

Op(w)2(z) differs from Op(v)2(z) by at most E and so the kernel (rJ~,rJ~) 

differs from u(x,y) entrywise by at most E. Hence II(rJ~,rJ~)11 ~ 3E whenever 
d( x, y) ~ R, and therefore by the calculation in (7) :::} (9) II rJ~ II ~ J& 
whenever d(x, y) ~ R. 

Finally, IlrJ~112 = (rJ~, rJ~) which we can approximate by the following: 

d(x, y) ~ R:::} lu(x, y) - 11 ~ E:::} 1 - E < u(x, y) 

and 

I (rJ~, rJ~) - u (x, y) I ~ E :::} (x, y) < E + (rJ~, rJ~) 

And therefore, 1 - E ~ u(x, y) ~ E + (rJ~, rJ~). And so 

IlrJ~112 = (rJ~, rJ~) 2: 1 - 2E 

We define rJx = 117)~112 and then by the calculations in (6) :::} (4) we see that 
for all d(x, y) ~ R, 

o 
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Chapter 5 

Property A for non-discrete 
metric spaces 

In Theorem 4.8 we have given many equivalent definitions of property A for 
discrete bounded geometry spaces. Vie now remove the restriction that the 
metric space X be discrete, and we also allow it to have unbounded geometry. 
X is now what we refer to as a general metric space. 

For general metric spaces one defines property A in terms of conditions on 
families of vectors in ll(X) or l2(X). Here ll(X) and l2(X) are defined with 
respect to the counting measure. However, this seems too restrictive for 
more complicated spaces like JR-trees. So in the case when a metric space 
is equipped with a measure /1, one can state definitions similar to some of 
those in Theorem 4.8, replacing ll(X) and [2(X) with Ll(X) and L2(X) 
respectively, defined with respect to the measure /1. In this way we obtain 
equivalent definitions of property A that depend on the measure /1, but are 
not in general equivalent to Yu's original definition. However a definition 
of this type would be satisfactory if it still implied embeddability in Hilbert 
space and exactness. 

In the following theorem, we assume that X is equipped with the counting 
measure. The numbering system may seem a little unusual, but I have used 
numbers to tie-in with the the earlier result in Theorem 4.8. As before, 
statements (2), (3), (4) and (8) come from Th's paper [18, Proposition 3.2]; 
the statement (7) is due to Dadarlat and Guentner [5, Proposition 2.5]; and 
in statements (5) and (6) we modify and prove a similar Proposition from [2, 
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Theorem 6] from the l2 context to ll. 

Theorem 5.1. Let X be a general (non-discrete and unbounded geometry) 

metric space. Then X has property A =? (2) {:} (3) {:} (4) {:} (5) {:} (6) {:} 
(7) {:} (S), where conditions (2), (3),··· (S) are as in Theorem 4.8. 

Proof. The equivalences of conditions (2), (3), (4), (5), (6), (7) and (S) have 
all been proved in Theorem 4.S, and extend immediately to the non-discrete 
case. Conditions (9) and (10) have been omitted here as they rely on X 
having bounded geometry and therefore in this case may no longer be equiv
a~~. 0 

The definition from the above theorem that we find most useful is the L1_ 
norm version, condition (2), which we shall denote property Au. We state 
it explicitly below. 

Definition 5.2. [lS, Proposition 3.2] A general metric space X, has property 

Au iff'ifR > 0, 'ifE > 0, 3S > 0, 3(~X)XEX' with ~x E L1(X), such that 

(1) supp(~x) c B(x, S); 

(2) II~xllu(x) = 1; and 

(3) II~x - ~Yllu(x) :::; E whenever d(x, y) :::; R. 

5.1 Property A and States on Co(X) 

Throughout the rest of this chapter C8(X) will denote the C*-algebra of 
bounded, continuous functions which tend to zero outside bounded subsets 
of X, i.e. f E C8(X) iff for every E > 0 there exists a bounded subset B c X 
such that sUPxltB If(x)1 < E. This is different to the usual form of Co(X), 
which we shall denote by C8(X), by using bounded instead of compact sets. 

One might ask why we want this new definition. There are several rea
sons. When working with general metric spaces it is convenient to state 
support conditions of functions using balls, perform estimates using balls, 
and construct functions which are supported in balls. In a space which is not 
locally compact (for example, an lR-tree), these balls are not compact, but 
are bounded and therefore we can use this new definition C8(X). 
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Definition 5.3. We define Prob(X) to be the set of states of the C*-algebra 

C8(X), i.e. Prob(X) is the set of all positive linear functionals on C8(X) 
of norm 1. We recall that cpU) is positive if given f(x) ~ O\ix E X then 

cpU) ~ O. 

Given a vector space E and its dual E' then the weak topology on E is 
defined by, Xn ~ x (xn tends to x weakly) iff for all fEE', f (xn) ----t f (x). 
We can then induce a topology on E /, called the weak-* topology, by fn ~ f 
iff for all x E E, f n (x) ----t f ( x ) . 

Definition 5.4. We say that a general metric space has property Ab if there 

exists a sequence of weak-* continuous maps an : X ----t Prob(X) such that 

(1) for each n there is an R such that, for each x, the measure an (x) is 

supported within B(x, R); and 

(2) for each S > 0, as n ----t (Xl, sUPd(x,y)<s Ilan(x) - an(Y)11 ----t O. 

This appears to be the most general version of property A that we have 
so far, so the obvious question to ask, is how does this relate to the other 

definitions of property A that we have. Note that it is equivalent to property 

Au when X is discrete and has bounded geometry. We prove this later in 
the chapter in Theorem 5.9. As for it's relation to property Au for a general 

metric space, this is answered in the following theorem. 

Theorem 5.5. A general metric space with a measure, (X, p,) which satisfies 
property Au, also satisfies property Ab . 

Proof. We have a general metric space X, and \iR > 0, \iE > 0, ::IS > 0, 

::I(~x)xEX' with ~x E Ll(X), such that 

(1) supp(~x) c B(x, S); 

(2) II~xllu(x) = 1; and 

(3) II~x - ~Yllu(x) :s; E whenever d(x, y) :s; R. 

We note that for a given E we have a family of functions, say (~~/E)XEX which 
satisfy the above conditions. We replace E with ~ and then for each n > 0 

we have a family (~~)xEX such that supp(~~) c B(x, S); 11~~llu(x) = 1; and 
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II~~ - ~;IILl(X) ~ ~ whenever d(x, y) ~ R. We use this at the end of the 
proof. Additionally, as we saw in the proof of Proposition 4.8 (1) {:} (2), we 

can assume that ~~ is non-negative, which we will use later in the proof. 

Now, for a given n > 0, ~~ is an L1 function on X so ~~ determines a state 

¢~(J) on cg(X) with norm 1 defined by: 

¢~(J) = (1, ¢~) = 1 ~~(z)f(z)dz 
zEX 

¢~(J) is in fact a state on cg(X), and we prove this now. 

By definition ~;(z) is non-zero only on a finite set, z E B(x, S), therefore 
~;(z)f(z) is non-zero only when z E B(x, S). Therefore 

¢~(J) = r ~~(z)f(z)dz 
) B(x,S) 

where f is a bounded, continuous function which tends to zero outside 
bounded sets. 

We need to check that ¢~(J) has norm 1, and is a positive linear functional. 

Then we know that ¢~(J) is a state on cg(X) with norm 1, i.e. ¢~(J) E 

Prob(X) as required. To do this we define a function l' E cg(X) and use 

this to get a lower bound of 1 for the norm of ¢~, and then we prove that 

the upper bound is also 1, and therefore II¢~II = 1. 

We define 

{ 
0 for z ¢: B(x, S) 

f'(z) = 1 - d(~t) for z E B(x, S) 

Now it can be seen that l' is bounded as 1'(z) E [0,1]' is continuous inside 
and outside of B(x, S), and tends to zero outside bounded sets. So all that 

is left to show is that l' is continuous on the boundary of B (x, S). This can 

easily be seen by considering a point on the boundary, say u. This is such 
that d( u, x) = S, so 1 - d(~X) = 1 - ~ = 0 which agrees with the value 

for 1'(z) if z ¢: B(x, S). Note that it is important that we are using cg(X) 
here rather than the usual Co(X), as this function l' would not belong to 
Co(X) because the ball is not necessarily compact in general metric spaces 
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(for example in IR-trees). 

Now, Ilf'(z)11 = SUPZEX 1f'(z)1 = 1f'(x)1 = 1- 0 = 1, therefore, we can use f' 
as an example of a function f with norm not greater than 1 in the following 

equations: 

II¢~II - sup IU, ¢~)I 
11/119 

> IU',¢~)I 

¢~(f') 

1 ~~(z)f' (z)dz 
zEX 

1 ~~(z) . 1dz 
zEB(x,S) 

- 1 ~~(z)dz 
zEX 

IIG(z)11 = 1 

In the above equations we use the fact that supp( ~~) c B (x, S), and therefore 

JzEB(x,S) ~~(z) . 1dz = JzEx ~~(z)dz. SO II¢~II ~ 1. 

Next we use the Cauchy-Schwartz inequality to gain an upper bound for the 

norm of ¢~. 

II¢~II - sup IU,¢~)I 
11/119 

- sup 1¢~(f)1 
11/119 

sup 11 ~~(Z)f(Z)dZI 
11/119 zEX 

sup IU,G)I 
11/119 

< sup Ilfll . II~~II 
11/119 

< II~~II = 1 

SO II¢~II :=:; 1 and II¢~II ~ 1, therefore II¢~II = 1, as required. 
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We also need to show that 1>~(f) is a positive linear functional, i.e. if J(z) ~ 
0, Vz E X then 1>~(f) ~ o. But 0 :::; ~~(z) :::; 1, Vz E X by definition. So if 
J(z) ~ 0, Vz E X, then 

~~(z)J(z) ~ OVz EX=? 1>~(f) = 1 G(z)J(z)dz ~ 0 
zEX 

as required. Therefore 1>~(f) is a state on cg(X) , and so by the definition 
of Frob(X) we have 1>~(f) E Frob(X), as required. 

Now we need to check the other conditions of property Ab , the support con
dition and the norm estimate for the difference of two such states. Firstly, 
we check that the support condition is satisfied. 

1>~(f) = JzEx ~~(z)J(z)dz, but supp(~~) c B(x, S), and therefore ~~(z) = 0 
whenever d(x, z) ~ S. 

We define the support of a state on cg(X) by 

supp(1)~) = n {:lJ E cg(X), supp(f) C U, and 1>~(f) =I- O} 
UeX 

U closed 

Now, as before we define l' (z) E cg (X) to be 

l' ( ) = { 0 for z ¢: B (x, S) 
z 1 - d(ix

) for z E B(x, S) 

Now, B(x, S) is a closed subset of X and with l' defined as above, we have 
supp(f') C B(x, S), and 

1>~(f') = 1 G(z)1'(z)dz =I- 0 
zEX 

as supp(f') n supp(~~) =I- 0. 

The support of 1>~ is the intersection of all such subsets. Therefore, we know 
that supp(1)~) C B(x, S). And so the support condition is satisfied. 
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Finally, by the Cauchy-Schwartz inequality 

11¢~(f) - ¢~(f) II sup IU, ¢~ - ¢~)I 
111119 

sup I r (~~ - ~~)(Z)f(Z)dZI 
111119 }ZEX 

< sup Ilfll . IIG - ~~II 
11J119 

< IIG -~~II 
1 

< 
n 

whenever d(x, y) :::; R. So, SUPd(x,y)<R II~~ - ~~II -r 0 as n -r 00. Therefore 

sup II¢~ - ¢~II -r 0 
d(x,y)<R 

as n -r 00. 

And so X satisfies property Ab• D 

Corollary 5.6. An IR-tree X which satisfies property ALl also satisfies prop

erty A b . 

Proof. This follows immediately from Theorem 5.5 above as an IR-tree is an 
example of a general metric space with a measure. So if it satisfies property 
ALl then it also satisfies property A b. The discussion of IR-trees satisfying 
property ALl is given in chapter 7 and specifically in Theorem 7.2. D 

If we are given a tree T, and regard each of its edges as intervals of length 
1, and if we define the distance between two points as the length of the arc 
joining them, then we have an IR-tree, i.e. the geometric realization of a tree 
is an IR-tree. 

Example 5.7. Consider the geometric realization of the Cayley graph of 1F0Q. 
This is an unbounded IR-tree with a ray, and hence by Theorem 7.1 and 
Corollary 5.6 it has the property ALl, and hence property A b• 
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5.2 Property Ab for discrete bounded geom

etry metric spaces 

Here we make the connection between property Ab and the usual property 
A for discrete bounded geometry metric spaces. We prove that under these 
conditions they are in fact equivalent. To do this we first have to consider 
C8(X) for discrete bounded geometry metric spaces. In the following Lemma 
we prove that the dual of C8(X) is equivalent to ll(X). 

Lemma 5.B. Let X be a discrete bounded geometry space. Then the dual of 
C8(X), denoted (C8(X))' is isomorphic to ll(X). 

Proof. This is an extension of a classical result in analysis, see for example 
[20, Example 1, page 114] where Yosida proves this duality for sequences. 

Let ¢ E (C8(X))'. We want to show that there exists g¢ = {Ax} E ll(X) 
such that for all f E C8(X) we have 

(1, ¢) = L A(x)f(x) 
xEX 

and II¢II = Ilg¢ll· Conversely, any 9 = {Ax} E ll(X) defines ¢g E (C8(X))' 
such that for any f E C8 (X), 

(1, ¢g) = L A(x)f(x) 
xEX 

and II¢gll = Ilgll· 

{6x} are unit vectors, and in C8(X) we use the supremum norm, Ilfll = 
supx If(x)l· For any f E C8(X) and ¢ E (C8(X))" we fix a base point y E X 
and then for all E > 0 there exists K > 0 such that 

L f(X)6x - f = Ilf(x)llxiB(y,K) = sup If(x)1 < E 
XEB(y,K) xiB(y,K) 

as f(x) tends to zero outside of bounded sets, and B(y, K) is a bounded set. 
And so, by the definition of strong limit (s-lim) we have 
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Now, 

lim ~ f(x)bx - f = 0 {=::} s-lim ~ f(x)bx = f 
k-+oo 6 k-+oo 6 

XEB(y,K) XEB(y,K) 

¢(f) U, ¢) 

- }~~ / 2:: f(x)bx, ¢) 
\XEB(y,K) 

}~~ ¢ ( 2:: f(X)bx) 
xEB(y,K) 

}~~ 2:: f(x)¢(bx) 
XEB(y,K) 

- lim ~ f(X)Ax 
k-+oo 6 

xEB(y,K) 

where we define Ax = ¢(bx) E <C. So, given ¢ E (cg(X))' we define 

f( ) { 
I~xl for Ax i- 0 and x E B(y, K) 

x B( K) = x 
y, 0 otherwise 

Then If(x)B(y,K) I is equal to 1 or 0, and so f(X)B(y,K) :::; 1. Therefore 

II¢II - sup IU,¢)I 
111119 

> IUB(y,K),¢)1 

- ¢(fB(y,K)) 

2:: f(X)B(y,K)Ax 
xEB(y,K) 

But IIAxlll = l:xEX IAxl, so by letting K ----t 00, we have II¢II ~ IIAxlll = IlgcPll, 
and II¢II < 00 as ¢ is a linear functional, and hence IlgcPll < 00, so gcP E [l(X) 
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as required. 

Conversely, if 9 = {Ax} E II (X), then for all f E C8 (X) 

(1,g) = L f(x)Ax ~ Ilfll·llgll 
xEX 

by the Cauchy-Schwarz inequality. So 9 defines cPg E (C8(X))' with 

And, 

cPg(1) = (1, cPg) = L f(x)Ax 
xEX 

IlcPgII sup 1(1,cPg)1 
IIfl19 
sup 1(1,g)1 

IIfl19 

< sup Ilfll . Ilgll 
IIfl19 

< Ilgll 

Therefore IlcPgII = Ilgll as required. 

In fact, by the above two arguments it can be seen that by applying both 
processes in succession we get back to where we started: 

So given a state on C8(X) there is an associated II function which is equiv
alent and vice versa. D 

Theorem 5.9. Property Ab is equivalent to the ll-norm version if X is a 

discrete bounded geometry metric space. 

Proof. Given a state on C8(X) it is equivalent (by Lemma 5.8) to an ll_ 

function, and vice versa. This theorem then follows as the conditions for 
property Ab and the ll-norm version are equivalent. D 

79 



The above Theorem establishes the equivalence of property Ab to the usual 
property A for discrete bounded geometry metric spaces. 

5.3 Roe's property A 

On the other hand we show that for not necessarily discrete bounded geome
try proper metric spaces, property Ab is equivalent to the following version of 
property A proposed by Roe in a recent paper [16]. We shall call this property 
AR . It is worth noting here that Roe uses Prob(X) to be the set of states on 
the C*-algebra C8(X). Also, C8(X) = cg(X) for bounded geometry proper 
spaces. This is proved below in Theorem 5.11. 

Definition 5.10. Let X be a bounded geometry, proper metric space, then 
X has property AR if there exist a sequence of weak-* continuous maps 
fn : X -+ Prob(X) such that 

(i) for each n there is an r such that for each x, the measure fn(x) IS 

supported within B(x, r), and 

(ii) for each S > 0, as n -+ 00, sup Ilfn(x) - fn(y)11 -+ 0 
d(x,y)<S 

Theorem 5.11. Let X be a bounded geometry, proper metric space. Then 
X has property Ab if and only if X satisfies property AR . 

Proof. We prove that the two algebras cg(X) and C8(X) are in fact equal 
when X is a bounded geometry proper metric space, and therefore the two 
Properties Ab and AR are equivalent. 

Recall that X is a proper metric space if and only if closed bounded sub
sets are compact. In the following calculations we shall assume that B is a 
bounded set and K is a compact set. Therefore, using standard notation we 
have that B (the closure of B) is a closed and bounded set and Be is the 
complement of B in X, i.e. X \ B. 

f E C8(X) {::::::;> 'liE ~B such that sup If(x) I < E 
xEX\B 

Now, B is closed and bounded, and therefore compact, and B ~ B therefore 
B

C ~ B C and so 
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Conversely, 

sup If(x)1 :::; sup If(x)1 < E =} f E cg(X) 
xrf:.B xrf:.B 

f E cg(X) {:::=? 'tIE:JK such that sup If(x)1 < E 
xEX\K 

But K is a compact set, which is therefore closed and bounded, so 

f E cg(X) =} f E cg(X) 

So for a proper metric space X we have 

f E cg(X) {:::=? f E cg(X) 

I.e. 

cg(X) = cg(X) 

So property Ab and property AR are equivalent. D 

There is another definition of property A due to Roe which was stated with
out proof in a lecture [15]. Below we assume that X is equipped with the 
bounded coarse structure, and prove that this version of property A is equiv
alent to property ALl, and therefore is equivalent to all the other conditions 
given in Theorem 5.1. 

Theorem 5.12. {1S} 
Let X be a general metric space equipped with the counting measure. Then 
X has property ALl iff there exist maps mn : X -Y Prob(X) such that for 
each n, for all x, m~ is supported within a controlled neighbourhood of x and 
as n -Y 00, Ilm~ - m~11 -Y 0 uniformly on controlled subsets of X xX. 

Proof. =} 

Let ~x be as in Theorem 4.8 condition (2) and define m~ = ~x, where n = ~. 
Then as in the proof of Theorem 4.8 (1) {:} (2), we can assume that ~x 
is non-negative, and therefore is a probability measure. Also, supp(m~) = 
supp(~x) C B(x, S), which is a controlled set as for any y E B(x, S), d(x, y) :::; 

S. And finally, 
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II~x - ~YIIL1(x) < E 

1 
Ilm~ - m~IIL1(x) < 

n 
-----t 0 

when d(x, y) ::; R 

whend(x,y) ::; R 

as n -----t 00 when d(x, y) ::; R 

Therefore as n -----t 00, Ilm~ - m~IIL1(x) -----t 0 uniformly when (x, y) belongs to 
a controlled set, as required. 

{= 

Let mn : X -----t Prob(X) be as in the theorem, and define ~~ = mn(x). Then 

for any given n, we have that II~~II = Ilm~11 = 1 as m~ is a probability 
function. In addition, m~ is supported on a controlled neighbourhood of 
x. With the bounded coarse structure on X, this is the same as 3S > 0 

such that {(x, y) : y E supp(m~)} with d(x, y) < S. Therefore supp(~~) = 
supp(m~) C B(x, S). 

Finally, as n -----t 00, Ilm~ - m~11 -----t 0 uniformly on controlled subsets of 
X x X. But in the bounded coarse structure controlled sets are just sets of 

finite width, therefore VR > 0, as n -----t 00, Ilm~ - m~11 -----t 0 uniformly when 
d(x, y) ::; R. i.e. V R > 0, VE > 0, 3N > 0 such that Ilm~ - m~11 ::; E Vn ~ N 
and when d(x, y) ::; R. 

So VR > 0, VE > 0, 3N > 0 such that II~~ - ~;II ::; E Vn ~ N and when 
d(x, y) ::; R. D 
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Chapter 6 

Permanence properties of 
property A 

6.1 Discrete metric spaces 

We discuss the permanence properties of property A, i.e. that it is a coarse 
invariant, that it passes to subspaces and to product spaces. Much of the 
work done by Yu and others was firstly done for discrete metric spaces, and 
then for non-discrete ones. Here we shall consider the permanence properties 
in the same order (doing the discrete case first), but some of the proofs for 
the discrete case will be left till later as they follow directly as corollaries of 
the non-discrete case. 

6.1.1 Coarse invariance 

In [22] it was stated without proof that "property A is invariant under quasi
isometry". Below I prove a more general statement, that property A is a 
coarse invariant. 

First, recall that two metric spaces X and Y are quasi-isometric if there 
exist large-scale Lipschitz maps f : X -----t Y and g : Y -----t X such that 
d(gof(x), x) and d(fog(y), y) are bounded. More generally, two metric spaces 
X and Yare coarsely equivalent if there exist coarse maps f : X -----t Y 
and g : Y -----t X, such that d(g 0 f(x), x) and d(f 0 g(y), y) are bounded. 

Theorem 6.1. Given two discrete metric spaces X and Y which are coarsely 
equivalent. If X has property A then so does Y. 
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Proof. We assume that there are maps j : X -t Y and 9 : Y -t X exhibiting 
a coarse equivalence. Also there are finite subsets {Ax}xEx of X x N which 
satisfy the conditions of property A as stated in Definition 4.1. 

We define subsets of Y x N by 

{Cy} = (f X I)({Af-l(y)}) 

Firstly we check that (y, 1) E Cy for all y E Y. 

We know that (x, 1) E Ax for all x E X, and therefore 

(f-l(y), 1) E Af-l(y) =? (f 0 j-l(y), 1) E Cy 

=? (y, 1) E Cy 

So condition 1 of property A is satisfied. 

We notice that 

because all the elements which contribute to the right hand side also con
tribute to the left hand side, but the left hand side may also contain extra 

elements, for example there may be elements in Af-l(y) and Af-l(yl) which 
are not the same, but whose images under (f x I) are the same. 

By similar reasoning 

l(f X I)(Af-l(y)) - (f x I)(Af-l(yl))1 + l(f x I)(Af-l(yl)) - (f x I)(Af-l(y))1 

:::; IAf-l(y) - Af-l(yl) 1 + IAf-l(yl) - Af-l(y) 1 

And therefore 

84 



ICy - Cyll + ICyl - Cyl 
ICy n Cyll 

< 

l(f x I)(Af-l(y)) - (f x I)(Af-l(yl))1 + l(f x I)(Af-l(yl)) - (f x I)(Af-l(y)) I 
l(f x I)(Af-l(y)) n (f x I)(Af-l(yl))1 

IAf-l(y) - Af-l(yl) I + IAf-l(yl) - Af-l(y) I 
IAf-l(y) n Af-l(yl) I 

< E 

But f is a coarse map, and so Vr, 3R such that 

d(f-l(y), f-l(y')) ::; r => d(f 0 f- 1(y), f 0 f-l(y')) ::; R 

=> d(y, y') ::; R 

i.e. when d(y, y') ::; R, 

ICy - Cyll + ICyl - Cyl 
----"---,--::--'----.=..,----"-'- < E 

ICy n Cyll 

And finally, let (y, m) E Cy and (y', n) E Cy. Then (f-l(y), m) E Af-l(y) 
and (f-l(y'), n) E Af-l(y) which implies that there exists s > 0 such that 
d(f-l(y), f-l(y')) ::; s. 

But f is a coarse map, and so Vs, 3S such that 

d(f-l(y), f-l(y')) ::; S => d(f 0 f- 1(y), f 0 f-l(y')) ::; S 

=> d(y, y') ::; S 

i.e. 3S> 0 such that if (y, m) E Cy and (y', n) E Cy then d(y, y') ::; S. 0 

Corollary 6.2. Let X and Y be two quasi-isometric discrete metric spaces. 

Then if X has property A so does Y. 

Proof. This follows from Theorem 6.1 as large-scale Lipschitz maps are ex
amples of coarse maps, and so quasi-isometric spaces are examples of coarsely 
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equivalent spaces. D 

Example 6.3. Theorem 6.1 establishes property A as an invariant of the coarse 
structure. For example, consider a finitely generated discrete group with a 
set of generators 8, and another set of generators 8'. Let X be the metric 
space given by the word length metric l on the set of generators 8, and X' be 
the metric space given by the word length metric l' on the set of generators 
8'. We can show that X and X' are quasi-isometric. 

Each generator Si E 8 can be written in terms of the generators in 8' (and 
their inverses). Then for each Si there exists ki such that l (Si) = 1 and l' ( Si) = 

ki . As there are finitely many generators in 8, we define K = max{ki }. Let 
9 be an element of the group, then l'(g) :s; K . l(g), for all 9 E G. Similarly, 
there is a constant C, so that l(g) :s; C· l'(g) for all 9 E G. Let f : X -----+ X' 
be the function which maps elements of G written in terms of the generators 
in 8 to the same element written in terms of the generators in 8', and vice 
versa for 9 : X' -----+ X. Then, fog = idx' and 9 0 f = idx , and we have 
shown that f and 9 are large-scale Lipshitz maps and therefore X and X' 

are quasi-isometric. 

Therefore, by Corollary 6.2, we can see that property A on metric spaces of 
discrete groups does not depend on the choice of generators. However the 
choice of the length function may be significant. 

Example 6.4. Consider the free group on infinitely many generators, and con
sider the word length metric on IF 00' This does not have bounded geometry, 
as in the ball around the origin of radius 1 there are infinitely many elements, 
which makes it more difficult to decide if it has property A or not. So we 
turn to a lemma by Tu [18, lemma 2.1] which states that for any countable 
discrete group G there is a length function on G so that the resulting metric 
space has bounded geometry. So, we define a metric space on IF 00 with an 
appropriate length function (which exists by Tu's lemma) so that we have 

bounded geometry. Then by [5, proposition 2.10], which we state and prove 
later on, this metric space of IF 00 with the appropriate length function has 
property A. 

If we consider IF 00 with the word length metric, then by [10, corollary 5.3] 
we do know that the group is exact, but we can not say from this whether 
or not it has property A. So, as is shown in this example calculations are 
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simplified by choosing the right length function. It is worth noting that for 
all countable discrete groups, by Th's lemma [18, lemma 2.1]' we can find a 
length function so that the metric space has bounded geometry and then we 
can use one of our many equivalent definitions to check if it has property A. 

6.1.2 Products of property A spaces 

In [7, Proposition 2] Dranishnikov and Januszkiewicz stated a Proposition 
regarding the product of discrete, bounded geometry property A spaces. In 
the next chapter we extend this to the non-discrete case and therefore the 
following Proposition follows from Proposition 6.10. 

Proposition 6.5. Let Z = Zl X Z2 be the product of two discrete bounded 

geometry metric spaces with the h metric. Assume that Zl and Z2 have 

property A. Then Z has property A. 

Proof. In Proposition 6.10 we assume that Zl and Z2 are non-discrete, un
bounded geometry metric spaces and prove that if they both have property 
A then so does their product. Proposition 6.5 is a specific case of Proposition 
6.10, so the proof follows. D 

6.1.3 Subspaces of property A spaces 

In [7, Proposition 3] Dranishnikov and Januszkiewicz proved that property A 
passes to subspaces of discrete bounded geometry metric spaces. In Theorem 
6.11 we provide a different proof for property A passing to subspaces of non
discrete metric spaces. The discrete case follows from the non-discrete case, 
Theorem 6.11, which will be proved in the next chapter. 

Proposition 6.6. Let Y c X be discrete metric spaces with bornologous 

maps f : X --+ Y and 9 : Y --+ X such that fog = idy . Then if X has 
property Ab so does Y. 

Proof. This is a specific case of Theorem 6.11. Here we have the extra con
dition that Z is discrete. The proof follows from that of Theorem 6.11. D 
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6.2 Non-discrete metric spaces 

6.2.1 Coarse invariance 

In this section we consider property A as defined by Yu, see Definition 4.2. 

Theorem 6.7. Let X and Y be two coarsely equivalent general metric spaces. 
Then if X has property A, so does Y. 

Proof. To prove this we first recall that earlier we proved this for the discrete 
case in Theorem 6.1. So here we shall use the definition of property A by 
Yu, Definition 4.2 and consider coarsely dense discrete subspaces to which 
we can then apply Theorem 6.1. 

We assume that X and Yare coarsely equivalent, so we have coarse maps 
f : X -+ Y and 9 : Y -+ X such that d(g 0 f(x), x) and d(J 0 g(y), y) are 
bounded. As f and 9 are coarse, we also have that 'IIr1' 3R1 such that 

d(x, x') :::; r1 =* d(J(x), f(x' )) :::; R1 

and 'IIr2, 3R2 such that 

d(y,y'):::; r2 =* d(g(y),g(y'):::; R2 

By assumption X has property A, and therefore there exists a discrete sub
space U of X such that there exists C1 > 0 for which d(x, U) :::; C1 for all 
x EX, and U has property A. 

There exists a coarsely dense discrete subspace V, of Y, and so we define 
a new map l' : U -+ V which is close to the map f for elements of U by 
1'(u) = f(u) if f(x) E V, and as V is coarsely dense in Y, there exists Sl > 0 
such that dv(J(u), 1'(u)) < Sl for all u E U. 

Similarly we define a map g' : V -+ U which is close to g, so there exists 
S2 > 0 such that du(g(v), g'(V)) < S2 for all v E V 

So we have two coarsely equivalent non-discrete metric spaces X and Y, and 
discrete subsets U and V respectively. We want to show that U and V are 
coarsely equivalent, as we can then use Theorem 6.1. We do this next. 
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f and 9 are coarse maps. Let d( u, u') ~ rl. Then 

dv(f'(u), f'(u')) < dy(f'(u) , f(u)) + dy(f(u), f(u')) + dy(f(u'), f'(u')) 

< 51 + R1 + 51 

R1 + 251 

Similarly, for d( v, v') :s; T2 

d(g'(v), g'(v')) :s; R2 + 252 

Therefore f' and g' are coarse maps as required. 

We know that d(g 0 f(x), x) and d(f 0 g(y), y) are bounded and we need to 
check that d(g' 0 f'(u), u) and d(f' 0 g'(v), v) are bounded. 

For all v E V, d(g'(v), g(v)) :s; 52 by the definition of g', and similarly for all 
u E U, d(f' (u), f (u)) :s; 51 by the definition of f'. So as 9 is a coarse map and 
f' ( u) and f ( u) E Y, there exists C2 > 0 such that d(g 0 f' ( u) , 9 0 f ( u)) :s; C2 · 

Now, using the triangle inequality, the above approximations, and noting 
that f'(u) E V, and f'(u) and f(u) E Y, we have that 

d(g' 0 f' ( u ) , 9 0 f ( u) ) < d(g' 0 f' ( u) , 9 0 f' ( u)) + d(g 0 f' ( u), 9 0 f ( u) ) 

< 52 + C2 

Using the triangle inequality again, we have 

d(g' 0 f' (u), u) < d(g' 0 f' (u), 9 0 f (u)) + d(g 0 f (u), u) 

< 52 +C2 +d(gof(u),u) 

But by assumption d(g 0 f(u), u) is bounded, and therefore d(g' 0 f'(u), u) 
is bounded. Similarly, we can show that as d(f 0 g( v), v) is bounded, d(f' 0 

g' (v), v) is bounded too. 
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And so l' and g' are coarse maps between U and V with appropriate con
ditions so that U and V are coarsely equivalent. Therefore we have the 

following set up: 

xc;.:,. Y non - discrete 

U U 
U c;':'. V discrete 

Therefore, if X has property A, then there exists a coarsely dense discrete 
subspace U with property A. But if U has property A, then V has property 
A by Theorem 6.1. If V has property A, then Y also has property A (by Yu's 
definition). And so property A is a coarse invariant for non-discrete metric 
spaces. D 

Using Theorem 6.7 we can now prove that bounded metric spaces have prop
erty A. 

Lemma 6.S. Any bounded metric space Y is coarsely equivalent to a point 

z E Y. 

Proof. If Y is bounded then there exists a constant, C say, so that given any 
two points y, y' E Y we have d(y, y') ::; C. Let Z = {z} be the metric space 
containing just one point z of Y. Then define f : Y -t Z by y 1-----+ Z for all 
y E Y, and 9 : Z -t Y by z 1-----+ z, i.e. 9 is the identity map on Z. 

These maps are both proper and bomologous, and hence are coarse maps. 
Also f 0 g(z) = z and go f(y) = z, with d(y, z) ::; c, so go f is 'close' to the 
identity map on Y. Hence Y and Z are coarsely equivalent metric spaces, as 
required. D 

Theorem 6.9. Any bounded metric space, Y, satisfies property A. 

Proof. From Lemma 6.8 we know that any bounded metric space is coarsely 
equivalent to a point. It can easily be seen that a point (viewed as a metric 
space) satisfies the three conditions of Yu's property A. 

We also know that property A is a coarse invariant, by Thereom 6.7, and so 
any bounded metric space does have property A. D 
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6.2.2 Products of property A spaces 

In [7, Proposition 2] Dranishnikov and Januszkiewicz stated a proposition 
regarding the product of discrete, bounded geometry property A spaces. We 
extend this below to the non-discrete case. These spaces are assumed to have 

a measure such that if Z = Zl X Z2 then /-Lz = /-LZ1 X /-LZ2' 

Theorem 6.10. Let Z = Zl X Z2 be the product of two metric spaces with the 
Ll metric. Assume that Zl and Z2 have property Au. Then Z has property 
Au. 

Proof. Let f3z1 : Zl -+ Ll(Zd and r Z2 : Z2 -+ Ll(Z2) be families of functions 
from the definition of property A for Zl and Z2 respectively. Then define a 
family of functions CXz : Z -+ Ll(Z) by 

Firstly, we shall check that Ila(Zl,Z2)llu(z) = 1. 

lz lf3z1 (s) 'rz2(t)ld/-Lz 

r r lf3z1(S)I.lrz2(t)ld/-Lz1 d/-LZ2 
} Zl } Z2 

lzl lf3z1(S)1 (lz2 Irz2 (t)ld/-LZ1) d/-LZ2 

r lf3z1(S)I.llrzJU(Z2)d/-LZ1 JZ1 

Ilrz21Iu(Z2) r lf3z1(s)ld/-LZ1 JZ1 

Ilrz21Iu(Z2) IIf3z11Iu(zI) 
1 by definition 

Now we move on to consider the support condition. By definition there 

exist Rl > 0 and R2 > 0 such that supp(f3zJ c B(Zl' R1 ) and SUPP(rZ2) C 
B(Z2' R2), i.e. 
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supp(O'.z ) c B(z, R) 

Finally we turn to the convergence condition. 

IIO'.z - O'.wll£1(Z) 

h I;JZ1 (S)')'Z2(t) - ;Jw1 (s)')'w2(t)1 du 

h l;Jz1 (S)')'Z2 (t) - ;Jw1(S)')'Z2(t) + ;Jw1(S)')'Z2(t) - ;Jw1(S)')'W2(t)1 du 

In the equations above we have added and subtracted an extra term so that 
we can split up and factorise the integral, as below. We then split the integrals 
over Z into integrals over ZI and Z2 and use the fact that the norms of /Z2 
and ;Jw1 are equal to 1. 

< h l;Jz1 (s) - ;Jw1 (s)l· Irz2(t)1 du + h Irz2(t) -/w2(t)l· l;Jw1 (s)1 du 

II/z21I£1(Z2) r l;Jz1(S) - bW1 (s)1 ds + II;Jw11I£1(Zl) r Irz2(t) -/w2(t)1 dt h h 
II;Jz1 - ;Jw11I£1(Zl) + Ilrz2 -/w21I£1(Z2) 

< 2E 

IIO'.v - O'.wll£1(Z) s: 2E 

whenever d((ZI' Z2), (WI, W2)) s: K = min{KI' K 2}. 
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6.2.3 Subspaces of property A spaces 

Theorem 6.11. Let Y c X be general, coarse metric spaces with bornologous 

maps 9 : Y ~ X and f : X ~ Y such that f is closed and fog = idy (the 

identity map on Y ). If X has property Ab then Y also has property Ab. 

Proof. First we note that every state on cg(X) defines a probability measure 
and vice versa. We shall from now on refer only to probability measures. 

We shall first construct a family p,~ of probability measures on Y. As X has 
property Ab we know that for every n there is a map mn from the space X 
to the set of probability measures on X, defined by mn : X ~ Prob(X), 

x f----+ m~. For each n one can then define a map p,n from Y to the space of 
probability measures on Y, i.e. p,n : Y ~ Prob(Y), by using image measures 
in the following way. If y E Y, we define 

p,~ = f*(m~(y)) 

By Lemma 2.24 we know that p,~ is probability measure. So we have rela
tionships between the spaces as shown in the diagram below which commutes 
for every n. 

9 mn 
y----. X----..·Prob(X) 

f 
idy 

y p,n. Prob(Y) 

Our main task is to show that the family {p,~} satisfies property A b. We 
begin with the support condition. 

supp(p,~) = supp(f*(m~(y))) 

But from Lemma 2.23 we have that 

supp(f*(m~(y))) = f(supp(m~(y))) 

Now, f is a closed map, and so it maps closed subsets to subsets, and by 
definition supp(m~(y)) is closed and so f(supp(m~(y))) is also closed. Also, X 
has property Ab and therefore there exists R > 0 such that 
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supp(p,~) supp(f*(m;(y))) 

f(supp(m;(y))) 

C f(B(g(y), R) 

Also, f is bomologous, and so for every K1 there exists C1 > 0 such that 
d(x, x') < K1 ::::} d(f(x), f(x')) < C1. So we can write the above as, for every 
R there exists S > 0 such that f(B(x, R)) C B(f(x), S), i.e. 

supp(p,~) c B(f 0 g(y), S) = B(y, S) 

Thus p,~ satisfies condition (1) of property Ab. 

Next we prove that the family {p,~} satisfies the control condition of property 

Ab. We need to show that for T > 0, as n -+ 00, sUPd(y,v)<T 11p,~ - p,~11 -+ o. 

So, for d(y, v) < T we have: 

Ilf*(m;(y)) - f*(m;(v))II£1(Y) 

If*(m;(y)) - f*(m;(v))I(Y) 

Im;(y) - m;(v)I(f-1(y)) 

Im;(y) - m;(v)I(X) 

Ilm;(y) - m;(v) 11£1(X) 

But 9 is bomologous, so for every K2 there exists C2 > 0 such that d(y, y') < 
K2 ::::} d(g(y),g(y')) < C2. So, for each K2 there exists C2 such that as 
n -+ 00 

sup 11p,~ - p,~11 ::; sup Ilm;(y) - m;(v) II -+ 0 
d(y,v)<K2 d(g(y),g(V))<C2 

So, for each K2 

sup 11p,~ - p,~11 -+ 0 
d(y,v)<K2 

as n -+ 00, as required. And thus Y has property Ab. o 
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Remark 6.12. We note that if Y is a closed subspace of a property Ab space 
X, and if f is a bomologous retraction (a continuous map of a space onto a 
subspace which leaves each point of the subspace fixed) from X to Y, then 
Y has property Ab. 

If Y c X and both spaces are discrete then the maps f and 9 are always 
closed. So for the discrete case, we only need the restrictions that f and 9 

are bomologous and that fog = idy . 

Corollary 6.13. Let Y be a coarsely dense discrete subspace of a general 

metric space X. Then if X has property Ab , so does Y. 

Proof. This follows from Theorem 6.11 where we let g be the identity map, 
and f be the retraction of X to Y. As Y is coarsely dense in X these maps 
are both bomologous and satisfy fog = idy . So if X has property Ab so 
does any coarsely dense discrete subspace Y. D 
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Chapter 7 

Property A and JR-trees 

Recall that Yu's definition of property A for non-discrete spaces, Definition 
4.2, states that X has property A if there exists a discrete subspace Z of X 
such that there exists c > 0 for which d(x, Z) :S c for all x E X; and Z has 
property A. 

Theorem 7.1. Any unbounded JR-tree X which admits a my satisfies prop

erty Au. 

Proof We follow closely the proof by Dranishnikov and Januszkiewicz in [7] 
of a similar result for simplicial trees. 

Let R = [0,(0) be the positive half-line. We fix a basepoint u E X and a ray 

IU in X which is defined to be an isometry IU : [0, (0) --+ X, where IU(O) = u. 
Then given a point x E X we note that there exists a unique point v E IU 
such that for all points p E IU the arc from x to p contains v. We then define 

'x to be the unique ray which consists of the interval [x, v] and then follows 
IU starting at v. 

Now, we denote by [x, Ix(n)] the segment along the ray Ix from x to a point 
which is distance n from x, which we call,x(n), where n E R 

For each x, we define a sequence of functions (~;) by: 

~n(z) = {~ if Z E [~, Ix(n)] 
x 0 otherwIse 
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As we shall see in a moment, this definition will allow us to control the norm 
II~~ - ~;II· In particular, we shall be able to choose an n such that this norm 
is bounded above by E as required by Definition 5.2. 

For all n E n and x EX, the function ~~ is supported on the interval 
[x, !'x(n)] and its value is constant and equal to ~ along this interval. The 
interval [x, !'x(n)] is isometric to the interval [0, n] C JR and so using Valette's 
construction of the Lebesgue measure p. on X we can write: 

L I~~(y) IdJ-L 

i
n 1 

-dt 
o n 

1 

where dt is the Lebesgue measure on R Hence for all x, n, ~~ is a unit vector 
in Ll(X), and so condition (2) of property A is satisfied. 

Furthermore, note that supp(~~) = [x, !'x(n)] C B(x, n), so letting S 2:: n, we 
prove condition (1). 

Finally we consider two points in the JR-tree which lie within distance R of 
each other, i.e. d(x, y) :::; R for x, y E X. Then the intervals [x, !'x(n)] and 
[y, !,y(n)] overlap along an interval of length greater than or equal to n - R. 
Assume that i is the point on both !'x and !,y where the two rays meet. 
Without loss of generality let d(x, i) 2:: d(y, i). Then 

[x, !'x(n)] n [y, !,y(n)] = [i, !'x(n)] 

which has length greater than or equal to n - R, as shown in the picture. 

X~~q~.===n~==~~?~x~~n~:::;)~R~~~(n~)~ __ _ _ /0 :::;n-R 
y 
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We can estimate the norm IIG - ~;II as follows. 

Given that supp(~~) = [x, IX (n)], supp(~;) 

[x, Ix(n)] n [y, Iy(n)] = [i"x(n)]. We have: 
[y"y(n)] and G 

We note that 

supp(~~)l:.supp(~;) = [x, i] U [y, i] U bx(n), Iy(n)] 

and the total length of intervals on the right is at most 2R. Therefore 

< 1
2R 1 

-dt 
o n 

2R 
n 

~; on 

For a given E we choose n so that 2R < E to complete the proof. 0 
n 

Theorem 7.2. Any JR-tree X which is either bounded, or admits a ray sat
isfies property ALl and hence property A b . 

Proof In Theorem 6.9 we have proved the case for bounded JR-trees (as prop
erty A according to Yu implies property ALl by Theorem 5.1). Furthermore 
in Theorem 7.1 we have proved it for unbounded JR-trees which admit a ray. 
By Corollary 5.6 it follows that these JR-trees also satisfy property Ab. 0 

Corollary 7.3. Products of JR-trees which are bounded or admit a ray have 
property ALl and hence property A b . 

Proof This follows directly from Theorem 6.10 that states that products of 
property ALl spaces also have property Au along with Corollary 5.6. 0 
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Chapter 8 

Further Properties of Metric 
Spaces 

8.1 Embeddability in Hilbert Space 

We turn to a recent paper by Dadarlat and Guentner [5] which proves that 
discrete, bounded geometry metric spaces with property A are exact and 
therefore are embeddable in Hilbert space. Note that in [5] the definitions 
of property A which were used are the ones in Proposition 4.8 parts (2) and 
(7), which use II functions with support in a finite ball, and Hilbert space 

valued functions where the support condition is written in terms of the inner 
product, respectively. 

Proposition 8.1. (5, Proposition 2.1) 

Let X be a metric space, then X is uniformly embeddable if and only if 

for every R > 0 and for every E > 0 there exists a Hilbert space valued map 

~ : X ---t H, (~X)XEX' such that II~xll = 1 for all x E X and such that 

(i) sup{ll~x - ~xlli : d(x, x') :::; R, x,x' EX}:::; E, and 

(ii) lims--->oosup{I(~x,~xl)l: d(x, x') ;::: S, x,x' E X} = O. 

Or equivalently, 

(iii) sup{ll- (~x,~xl)l: d(x, x') :::; R, x,x' E X}:::; E, and 

(iv) lims--->CXl inf{ll~x - ~xlll : d(x, x') ;::: S, x, x' E X} = J2. 
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Proof. We follow closely the proof provided in [5] by Dadarlat and Guentner, 
giving additional details where required. 

Firstly, we show the equivalence of conditions (i) and (ii) to (iii) and (iv) 
respectively. 

(~x - ~Xl, ~x - ~XI) 

(~X'~X) - 2(~X'~XI) + (~XI'~XI) 
2 - 2(~x, ~XI) 

Therefore conditions (i) and (iii) are equivalent, as 

E2 

II ~x - ~X' II ~ E iff 1 - (~X' ~XI) ~ 2 

Now, from condition (ii), we have that for all x, x' E X such that d(x, x') 2: S, 
lims-->oosupl(~x,~xl)1 = 0, i.e. for all such x,x' E X, (~X'~XI) ~ O. But 
II~x-~xII12 = 2-2(~x, ~Xl) 2: 2. And so II~x-~xlll 2: J2. Therefore (ii) =} (iv), 
and vice versa. 

Now let us assume that X is uniformly embeddable in a Hilbert space H. 
Then there exists a function F : X ----+ H which is a uniform embedding. 

Therefore there exist non-decreasing functions p± : IR+ ----+ IR+ such that 
limt-->oo P± (t) = 00 and for all x, x' E X 

p_(dx(x, x')) ~ d1-t(F(x) , F(x' )) ~ p+(dx(x, x')) 

We start by constructing a Hilbert space Exp(H) (which was first intro
duced by Foch) by direct summation and tensor product multiplication of 
the Hilbert space H with itself. Let 

Exp(H) = IR E8 H E8 (H @ H) E8 (H @ H @ H) E8 ... 

and define a map Exp : H ----+ Exp(H) by 

Exp( () = 1- E8 (E8 (~( @ () E8 (~( @ ( @ () E8 ... 

Next we calculate the inner product of a couple of these functions, but first 
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it is worth noting that each of the spaces will be orthogonal to the other 

ones in the direct sum, and hence any cross-multiplication terms in the inner 

product will be zero. From background definitions on tensor products we 

know that (a ® b, c ® d) := (a, c) (b, d). So for all (, (' E H 

(Exp((), Exp((')) 

/ 1 EB ( EB (_1_( ® () EB . .. 1 EB (' EB (_1_(, ® (') EB ... ) 
\ J2! ' J2! 

1 
(1,1) + ((, (') + 2J (( ® (, (' ® (') + ... 

(1,1) + ((, (') + ~J ((, (')2 + ... 

e(('(') (*) 

Now for all t > 0 we define a function ~ : X -t Exp(H) by 

Then for all x, x' EX 

(e-tIlF(X)11
2 Exp( V2tF(x)) , e-tllF(x')112 Exp( V2tF(x'))) 

e-tIlF(x)11
2 
e-tIlF (x')1I

2 (Exp( V2tF(x) )Exp( V2tF(x')) ) 

e-tIIF(x)112 e-tIIF(x')112 e2t (F(x),F(x')) by (*) 

e-tllF(x)1I2 e-tllF(x')112 et(llF(x)112+IIF(x')112-IIF(x)-F(x')1I2) 

e-tIIF(x)-F(x')1I2 

Furthermore F is a uniform embedding so 

and so 
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Now if we let t = E(l + p+(R)2)-l, then we get 

EP±(d(x.x')))2 Ep_(d(x.x')))2 

e - 1±P±(R)2 :s; (~~, ~x,) :s; e 1±P±(R)2 

So if d( x, x') :s; R we have 

We can make E as small as we like in the above equation, and therefore the 
left hand side is as close to zero as we like, say 6. And then 11 - (~~~x,) I :s; 6 
and condition (iii) in the proposition is satisfied. 

Now let d(x, x') ~ S, then p_(d(x, x' ))2 ~ p_(S)2 and so 

Ep_ (d(x.x'))2 Ep_ (S)2 

(~~, ~x,) :s; e ltp± (R)2 :s; e l±P± (R)2 

Ep_(S)2 

But lims-too e -1±P±(R)2 = 0 and so lims-too (~~, ~x,) = 0 which gives us condi-

tion (ii) of Proposition 8.1. 

Conversely, we assume we have the conditions in Proposition 8.1 and prove 
that we have a uniform embedding. We start by rewriting the conditions of 
a uniform embedding, as below. 

There exists a sequence of maps, 'TIn : X ---+ 1in, from X into Hilbert spaces 
and a sequence of numbers So = 0 < Sl < S2 < ... increasing to infinity 
such that for every n ~ 1 and every x, x' E X 

( a) II 'TIn (x) II = 1; 

(b) II'TIn(x) - 'TIn (x') II :s; ~ whenever d(X,X') :s; yin; and 

(c) II'TIn(x) - 'TIn (x') II ~ 1 whenever d(x, x') ~ Sn· 

Notice that condition (b) is just condition (i) with R = yin and condition 
(c) is condition (iv) with Sn = S and taking a smaller lower bound 1 instead 
of vI2. 
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00 

We now choose a base point Xo EX, and define F : X ----+ EB 'Hn by 
n=l 

1 
F(x) = 2 (1]1 (x) -1]l(XO) EB 1]2 (x) -1]2(XO) EB 1]3 (x) -1]3(XO) EB"') 

Firstly, we show that F is a well defined function. We use the fact that if 

d(x,xo)::; vn then II1]n(x) -1]n(xo)11 ::;~. 

IIF(x) 112 
1 00 

4: L II1]n (x) - 1]n (xo) 112 
n=l 

Now the first sum is finite as there are finitely many terms, and the second 
sum converges, therefore F is well defined as IIF(x)11 < 00. 

Next we calculate an upper estimate for the norm using condition (b). If 
d(x, x') ::; vn then II1]n(x) -1]n(x' ) II ::; ~, as follows: 

IIF(x) - F(x' )11
2 ~111]l(X) -1]1(x' )11

2 + ~111]2(X) -1]2(x' )11
2 + ... 

1 00 

4: L Il77n (x) - 1]n (x') 112 
n=l 

Now l:~=1 ~ = ~2. For simplicity, we shall use 2 as the upper bound of this 
sum, giving 
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IIF(x) - F(x/) 112 
1 L d(x,x')2 J 1 

< 4 L l17]n(x) - 7]n(x/) 112 + 2 
n=l 

1 Ld(x,x'?J 1 
< 4 L l17]n (x) 112 + l17]n (x') 112 + 2 

n=l 

1 Ld(x,x')2J 1 

< 4 L 2+2 
n=l 

1 1 
< 2 L d (x, x') 2 J + 2 

So for all X, x' E X 

1 
IIF(x) - F(X/) II ::; y'2(d(x, x') + 1) 

This function is an upper bound for the norm and obviously tends to infinity 

as d(x, x') -+ 00, and so this is our p+ function for the uniform embedding. 

We now use condition (c) to calculate a lower bound for the norm. We 

also assume that Sk-l ::; d(x, x') < Sk, so that for all n ::; k - 1 we have 

l17]n ( x) - 7]n ( x') II ~ 1. 

IIF(x) - F(x/) 112 
1 00 

4 L l17]n (x) - 7]n (x') 112 
n=l 

> ~ (~1 + ~ IIryn{xl - ryn{x'lIl2) 

1 k-l 

> 4L1 
n=l 

1 
4(k - 1) 

Therefore for all x, x' E X we have 
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Vn-=l 
IIF(x) - F(x') II ~ 2 X[Sn-l,Sn) 

As Sk ---+ 00 when k ---+ 00 we can see that the lower bound function given 

above tends to infinity as d(x, x') ---+ 00. Therefore F is a uniform embedding. 
o 

As before we turn to JR-trees as our example of a general metric space. We 

have already shown, in Theorem 7.1 that any unbounded JR-tree which admits 

a ray satisfies property A. We now use this, and the fact that uniform embed

dability passes to subspaces, along with the above Theorem to prove that all 

JR-trees are uniformly embeddable in Hilbert space. Note that this re-proves 

our earlier result of Theorem 3.20 where we proved uniform embeddability 

by calculating the Hilbert space compression of JR-trees. 

Theorem 8.2. JR-trees are uniformly embeddable in Hilbert space. 

Proof. We show this by first considering unbounded JR-trees which admit a 

ray, and using the functions which we used to prove that they have property 
A in Theorem 7.1. 

Let X be an JR-tree with a ray, and define functions 

C(z) = {~ if Z E [x, 'Yx(n)] 
x 0 otherwise 

Then by Theorem 7.1 II~xll£1(X) = 1, and II~x - ~YII£1(X) ~ E whenever 
d(x, y) ~ R, which gives us condition (i) in Proposition 8.1 above. 

We also have that ::JS > 0 such that supp(~x) C B(x, S) and supp(~~) C 

B(x', S). Therefore if d(x, x') > 2S then 

supp(~x) c B(x, S) n supp(~~) c B(x', S) = 0 

and so II~x - ~x/1l2 = II~x112 + II~X/1l2 = 2 and hence condition (iv) is also 
satisfied. 

Now, by [5, Corollary 4.5] the subspace of a uniformly embeddable metric 
space is also uniformly embeddable. 
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80, given an lR-tree Y without a ray, we attach a ray to it which gives us a 
new lR-tree, say X. Using the above proof, X is uniformly embeddable and 

therefore as Y eX, so is Y. 

Hence all lR-trees are uniformly embeddable. o 

8.2 Exact metric spaces 

Let X be a set. A partition of unity on X is a family of maps (¢i)iEI, with 

¢i : X -7 [0,1]' and such that ~iEI ¢i(X) = 1 for all x E X. We say that 
(¢i)iEI is subordinated to a cover U = (Ui)iEI of X if each ¢i vanishes 
outside Ui [5]. 

Definition 8.3. [5, Definition 2.7] 
A metric space X is exact if V R > 0, E > ° there exists a partition of unity 
(¢i)iEI on X subordinated to a cover U = (Ui)iEI and such that 

i) Vx, Y E X with d(x, y) :::; R, ~iEI l¢i(X) - ¢i(y)1 :::; E, and 

ii) the cover U = (Ui)iEI is uniformly bounded, i.e. SUPiEI diam(Ui) < 00. 

We now turn to a result of Dadarlat and Guentner which links property A, 
exactness and uniform embeddability of metric spaces. We give their proof, 
but go through it in more detail. 

Proposition 8.4. (5, Proposition 2.10j 
Let X be a metric space. 

(a) If X is discrete and has property A, then X is exact. 

(b) If X is discrete and has bounded geometry then X is exact if and only 
if it has property A. 

(c) If X is exact then X is uniformly embeddable in Hilbert space. 

Proof. 

(a) 
Let X be a discrete metric space with property A (as defined by Th), so we 
have functions ~ : X -7 ll(X) (which we assume to be non-negative) such 
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that VR > 0, VE > 0, ~S > 0 such that \\~x\\l = 1, \\~x - ~Y\\l :::; E whenever 
d(x, y) :::; R, and supp(~x) c B(x, S). 

We define a family of functions (az)ZEx by az(x) = ~x(z). First we note 

that az is non-negative and 2:zEx az(x) = 2:xEX ~x(z) = \\~x\\ = 1, so it is a 
partition of unity, as required. 

If Uz = {x EX: az(x) > O} then Uz = {x EX: ~x(z) > O}, but there exists 
S > 0 such that for all x E X, supp(~x) c B(x, S). Therefore if d(x, z) > S 

then ~x(z) = 0 = aAx), and so Uz C B(z, S) and the cover U = (UZ)ZEX is 
uniformly bounded as required. 

Now, 2:zEx \az(x) - aAy)\ = 2:zEx \~x(z) - ~y(z)\ = \\~x(z) - ~y(z)\\ :::; E if 
d(x, y) :::; R. 

All the conditions from the definition of exactness have been satisfied, and 
so X is exact. 

(b) 
(=?) 
We assume that our discrete bounded geometry metric space X is exact, and 
so there is a partition of unity (ai)iEI on X which is subordinated to a cover 

U = (Ui)iEI such that if d(x, y) :::; R then 2:iEI \ai(x) - ai(y)\ :::; E and the 
cover is uniformly bounded. 

We define f3 : X -+ [2 (1), a Hilbert space, by f3x (i) = ai (x) ~. Then 

iEI iEI iEI 

If d(x, y) :::; R then, using the inequality \a~ - b~ \2 :::; \a - b\, we have 

iEI iEI 

Finally, if d(x, y) > SUPiEI diam(Ui) then either ai(x) or ai(y) or both are 
zero and so 
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iEI iEI 

i.e. there exists S = SUPiEI diam(Ui) such that d(x, y) > S::::} ({3x,(3y) = 0 

The functions {3 : X ~ l2 (I) satisfy the conditions of property A in Propo

sition 4.S part (7), as required. 

(¢:) 
We assume that our discrete bounded geometry metric space X has property 
A, so there is a Hilbert space valued function (3 : X ~ l2(I) such that 

VR > 0, 'liE > 0, :JS > 0 so that II{3xII12(I) = I, II{3x - (3yII12(l) ::; E whenever 
d(x, y) ::; R, and ({3x, (3y) = 0 whenever d(x, y) ?: S. 

We define 0: : X ~ l2(I), a Hilbert space, by O:x(i) = (3i(X)2. Then as above 

2:iEI O:i(X) = 1 and if d(x, y) ?: S, SUPiEI diam(Ui) < 00. 

Finally, if d(x, y) ::; R then we have 

iEI iEI 

So the functions 0: : X ~ l2(I) satisfy the conditions of the definition of 
exactness as required. 

(c) 
The proof of this is very similar to that of part (b) (::::}), but here we do not 

assume that the metric space is discrete. As before we assume X is exact, 

and therefore there is a partition of unity (CXi)iEI on X which is subordinated 

to a cover U = (Ui)iEI such that if d(x,y) ::; R then 2:iEI 100i(X) - CXi(y) I ::; E 

and the cover is uniformly bounded. 

We define (3 : X ~ l2(I), by (3x(i) = cxi(x)L And therefore II{3xllr2(l) = I, 
II{3x - (3yllr2(I) ::; E whenever d(x, y) ::; R, and ({3x, (3y) = 0 whenever d(x, y) > 
SUPiEI diam(Ui). So, 

lim sup{I({3x,{3y)1 : d(x,y) ?: S} = 0 
S-HXJ 
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Therefore the functions j3 : X --+ l2(1) satisfy the conditions of the definition 
of uniform embeddability into Hilbert space, as required. 0 

Example 8.5. Let X be a discrete metric space which has finitely many el
ements, and fix some basepoint Xo EX. Then let ~x = 6xo for all x EX. 
These functions satisfy the conditions of property A as 

(i) II~xll = 116xo ll = 1; 

(ii) II~x - ~x'il = 2::zEx I~x(z) - ~x,(z)1 = 2::zEx 16xo (z) - 6xo (z)1 = 0; and 

(iii) supp(~x) = d(x, xo) :::; S = maxx,x'EX d(x, x') < 00. 

Then, using the proof of Proposition 8.4 we define a partition of unity ¢Ax) 
as follows 

where the cover is the sets 

if z = Xo 
otherwise 

X if z = Xo 
o otherwise 

Therefore 2::zEx I¢z(x) - ¢z(y)1 = 0 for all x, y E X and SUpZEX diam(Uz) = 

diam(x) < 00. And hence X is exact. 

Example 8.6. An example of a discrete metric space with property A is a tree. 
This is a corollary of Theorem 7.2 as trees are a discrete example of JR-trees. 
Therefore, by Proposition 8.4 and its proof, we see that trees considered as 
metric spaces are exact. 

Specifically, let X be a tree with a ray. Using the notation defined in Theorem 
7.1 we fix a basepoint u E X and a ray Iu in X where IU(O) = u. For each 
x we define a sequence of functions (~~) by: 

~n(z) = { ~ if z E [~, Ix (n)] 
x 0 otherWIse 

Then we define a family of functions aAx) = ~x(z), i.e. 
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For each n these functions form a partition of unity on X and satisfy the 
conditions for X to be exact. 

In Yu's original paper about property A, he states and proves the following 
theorem regarding embeddability of property A spaces into Hilbert space. 

Theorem 8.7. (22, Theorem 2.2) 
If a discrete metric space r has property A, then r admits a uniform embed

ding into Hilbert space. 

We note that this follows from Proposition 8.4 parts (a) and (c). Alterna
tively one can turn to [22] for Yu's original proof. Here we follow Yu's proof, 
but give a couple of lemmas first and will then give the proof of this theorem. 

Recall from Definition 4.1 that for a discrete metric space r with property 
A there exists a family of finite subsets {A, },Er of r x fir which satisfy the 
three conditions of property A. 

Lemma 8.8. Let",' E r. Then if dh, ,I) > 2R the intersection A, nAi' 
is empty. 

Froof From condition (2) of the definition we have that :JR > 0 such that 

if (x, m) E A" (y, n) E A" then d(x, y) ~ R. 

So if dh, ,I) > R, then h, m) ~ A,I and hi, n) ~ AT But this is not a 
strong enough condition to say anything about the intersection A, nAi" 
So instead let dh, ,I) > 2R. Then for all z E r either dh, z) > R or 
d(z, ,I) > R, or both. And hence (z, n) E A,' or (z, n) E A, or neither, and 
so the intersection A, n A,' is empty. 0 

Froof of Theorem 8.1. Let H be the Hilbert space defined as 

00 

H = E9 l2 (r x fir) 
k=l 

Fix a basepoint ,0 E r and define a function f from r to H which is a 
uniform embedding and which depends on the characteristic function of the 
property A sets of r as follows: 
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We return to this proof in a moment, after the following Lemma. 0 

Lemma 8.9. A discrete metric space X has Yu's property A iff for any r > 0 
and E > 0 there exist a family of finite subsets {A~k) }'"YEf in f x N such that 

(1) (--y, 1) E A~k) for all 'Y E f; 

(2) 3Rk > 0 such that if (x, m) E A~k), (y, n) E A~k) for some k and 

x, y E X, then d(x, y) ~ R k ; and 

3 A" ,,, < 1 

II 
X (k) XA(k) II 

() IA~k)11 - IA~~)11 2 2
k

' 

Proof. From Yu's definition of property A, Definition 4.1, we have conditions 
(1) and (2) as above, and then condition (3) was 

IA,,-A II+IA I-A"I f 11 d' . fy' ( ') Il"nA,,71 < E or a 'Y an 'Y E f satls mg d 'Y, 'Y ~ r. 

We now show that these two conditions are in fact equivalent. Firstly, for 
ease of notation, let A = A~k) and B = A~~). Then, 
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XA XB 
IAI~ - IBI~ 2 

IBI~XA - IAI~XB 
IAI~ IBI~ 2 

1 

(IA \ BIIBI + IA n BIIIBI~ -IAI~12 + IB \ AIIAI) 2 

IAI~IBI~ 
1 

(IA \ BIIBI + IA n BIIBI- 21A n BIIBI~IAI~ + IA n BIIAI + IB \ AIIAI) 2 

IAI~IBI~ 
1 

y'2 (IAIIBI-IA n BIIBI~IAI~) 2 

IAI~IBI~ 
1 

_ v'2 (1 _ IA n BI ) 2 

IAI~IBI~ 

< v'2 (1- IA n BI ) 
IAI~IBI~ 

Now, IA U BI ~ IAI and IA U BI ~ IBI, hence taking by taking square roots 
of both equations, and then multiplying, we have that IA U BI ~ IAI~ IBI~. 
We use this substitution in the above equations to get 

v'2 (1 _ IA n BI) < v'2 ( IA U BI IA n BI ) 
IAI~IBI~ IAI~IBI~ - IAI~IBI~ 

< v'2(IAUBI-IAnBI) 
IAI~IBI~ 

< v'2 (IA \ BI + IB \ AI) 
IAI~IBI~ 

But, we also have that IAI ~ IAnBI and IBI ~ IAnBI, so as before, by taking 
square roots of both equations and multiplying we have IAI~ IBI~ ~ IA n BI. 
We substitute this in to the above equations and get 
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V2 (IA \ BI + IB \ AI) < V2 (IA \ BI + IB \ AI) 
IAI~IBI~ - IAnBI 

Hence we have that 

2 

< V2 (IA \BI + IB\AI) 
- IAnBI 

But, by assumption the right hand side is less than V2E whenever dh, "I') :s; r. 

Now, from the definition of property A, for any r > 0 and E > 0 there exist 
a family of sets with the appropriate properties, we can in fact choose r = k 
and E = ~kl ,then we get the inequality in Yu's proof: 

2 +2 

XA XB 

IAI~ - IBI~ 

(*) 
for all "I and "I' E r which satisfy d( "I, "I') :s; k. So given two points close 
enough to one another, we can see that the above norm is small. We shall 
use this later in proving that we have a uniform embedding from r into a 
Hilbert space. 0 

Proof of Theorem 8.7 continued. 

We return now to the proof of the theorem. 

The upper bound estimate for the norm which is given in (*) works for all 
k > d( "I, "(0) = D. We use this now to prove that f is a well defined function. 
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00 2 
Ilfb) 11~2(rXN) L 

XA(k) XA(k) 
"I "10 

(IA~k)I)~ (IA~~)I) ~ k=l 
LD J 2 

00 C)' XA(k) XA(k) 

< L "I "10 

+ L 2k (IA~k)I)~ (IA~~)I)~ k=l k=LDJ+l 
LDJ 2 00 

L 
XA(k) XA(k) 

L 
1 

"I "10 + 
(IA~k) I) ~ (IA~~) I)~ 4k 

k=l k=LDJ+l 
LDJ 2 

XA(k) XA(k) 

< L "I "10 +1 
(IA~k)I)~ (IA~~) I)~ k=l 

Now, the sum we are left with is finite, and so Ilfb)112 < 00, and f is well 
defined. 

It is just left to prove that this function is indeed a uniform embedding. 
Firstly we shall consider the upper bound. 

Let db, I') = d, then by the calculation above, but substituting [' for [0 we 
get 

Ilfb) - fb') 1112(rxN) 

k=l 
2ldJ + 1 

< 2db,[') + 1 

So for all [, [' E r 
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Ilfh) - fh') Ilz2(rxN) < 2dh, 1') + 1 

and we have the function p+(dh, 1')) = 2dh, 1') + 1 for the upper bound of 
the uniform embedding. 

Now we turn to the lower bound. The norm Ilfh) - fh') Ilz2(rxN) is obviously 
bounded below by zero, but for a uniform embedding we need a lower function 

p-(dh, 1')) which tends to infinity. 

Given k, let dh,1') > 2Rk so that A~k) n A~~) = 0 and 

2 

=2 

We shall use this in a moment but first we define an increasing sequence Sk 
by 

Sk = max{2Sk- 1 , 2R1 , 2R2,··· 2Rd 

Let dh,1') 2:: Sn then dh,1') 2:: Rk for each k = 1,2, ... n, and so 

II 
x;kfi - X;k~~)i 112 = 2 for each k = 1,2,··· n. This then gives the following 

IAI' 12 1AI',I2 
estimate for the norm 

00 XA(k) 
2 

Ilf( 1), fh') 112 L 
XA(k) 

l' 1" 

IA~k) I! IA~~)I! k=l 
n 

> L2 
k=l 

2n 

Therefore Ilfh), fh')11 > ffn if Sn ::::; dh,1') < Sn+l. So a lower estimate, 
p_ (d( 1,1')), for this norm is given by 
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This is a suitable lower bound function for the uniform embedding because it 
tends to infinity as dh, ry') ---> 00 (as the Sk'S form an increasing sequence). 
Therefore f is a uniform embedding. D 

8.3 Nowak's example of metric spaces with

out property A 

The reverse implication of Theorem 8.7 is not true, i.e. given a metric space 
X which is uniformly embeddable in Hilbert space it is not necessarily true 
that X has property A. An example of a metric space of this kind is given in 
[11]. Before we give Nowak's theorem and proof, we need some background 
definitions from his paper [11]. 

Definition 8.10. We denote by Prob(X) the space of positive probability 

measures on X, i.e. Prob(X) = {f E h(X) : IIfl11 = 1 andf ;:::: O}. Also, 
if ry E r, where r is a group and f E Prob(X) then by ry. f we denote the 
translation of f by the element ry, i.e. h· 1) (g) = f h-1 g) for all g E ry. 

Proposition 8.11. (11, Proposition 2.2) 

Let X be a discrete metric space with property A, then X satisfies the fol

lowing conditions; for every R > 0 and E > 0 there exists a map ~ : X ---> 

Prob(X) and S E lR such that 

(i) 11~(x) - ~(y)lll ::; E whenever d(x, y) ::; R; and 

(ii) supp~(x) ~ B(x, S) for every x E x. 

Proof. This Proposition was stated without proof in [11]. We note that this 
is equivalent to condition (2) of Theorem 4.8, except that we have the extra 
condition that ~(x) must be positive. This was dealt with in the proof of 
(1) {:} (2) of Theorem 4.8. D 

Definition 8.12. [11, Definition 3.1] Let X be a discrete metric space with 
property A, so it satisfies the conditions in the above Proposition. Then 
we denote Sx(~, R, E) = inf S where the infimum is taken over all S > 0 
satisfying condition (ii) above. 
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We define diam~(R, E) = inf~ Sx(~, R, E) where the infimum is taken over all 
maps ~ : X ~ Prob(X) which satisfy condition (i) with the given Rand E 

for all x, y E X such that d(x, y) :S R. 

Finally, if r is a finitely generated group then for a given R > 0 and E > 0 
we denote by diam{ (R, E) the smallest S such that there exists a function 
f E Prob(X) such that suppf ~ B(e, S) and Ilf - r . flh :S E for all r E r 
which satisfies db, e) :S R. 

Proposition 8.13. (11, Proposition 3.2j 

If a discrete metric space X has property A then diam~(R, E) is finite for 

every R > 0 and E > o. 

Proof. This can be seen easily from the previous Proposition and definition. 
We shall give a proof by contradiction. Assume that for X there exists some 
Rand E such that diam~ (R, E) is infinite. From the definition we have that 
diam~(R, E) = inf~ Sx(~, R, E) = 00, and therefore Sx(~, R, E) = 00 for all 
maps ~ : X ~ Prob(X) satisfying condition (i). 

This then in turn implies that Sx(~, R, E) = inf S = 00, and hence the maps 
~ (x) are supported on balls of infinite radius. But the definition of property 
A states that the support is finite and hence we have our contradiction. 0 

We state (without proof) two theorems from Nowak's paper regarding finitely 
generated amenable groups. These are required later in proving that our 
metric space doesn't have property A. 

Theorem 8.14. (11, Theorem 3.3j 

Let r be a finitely generated amenable group and fix R ~ 1 and E > O. Then 

diam'f(R, E) = diam{(R, E). 

Theorem 8.15. (11, Theorem 4.3j 

Let r be a finitely generated amenable group. Then for any 0 < E < 2, 
liminf diam{n(l, E) = 00. 

n--+oo 

The spaces which do not have property A are defined as the disjoint union of 
bounded, locally finite metric spaces with property A which have diameters 
growing to infinity. We now need to define the metric on such a space, and 
can then give the theorem. 
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Definition 8.16. [11] 
Given a sequence {(Xn' dn) }~=1 we will make the disjoint union X = 11 Xn 
into a metric space by giving it a metric dx such that 

(1) dx restricted to Xn is dn; 

(2) dx(Xn, X n+1) 2: n + 1; and 

(3) if n ::; m we have dx(Xn, Xm) = 2::::; dx(Xk , X k+1 ) 

Theorem 8.17. (11, Theorem 5.1) 
00 

Let r be a finite group. The (locally finite) metric space Xr = II rn does 
n=l 

not have property A, but it is uniformly embeddable in Hilbert space. 

Note that in the paper [11], Nowak uses the phrase coarse embedding for 
what we are calling uniform embedding into Hilbert space. 

Proof. We prove the first part by contradiction. Let r be defined as in the 
00 

theorem and let Xr = II rn have property A. 
n=l 

So by Proposition 8.13 we have that diam:r (R, E) is finite for every R > 0 
and E > O. So specifically, 

diam~r (1, E) < 00 

for every 0 < E < 2 (a restriction we need later to use Theorem 8.15). 

For large enough n, Bxr(x, S) = Brn(x, S) for all x E rn C Xr which implies 
that the restriction of the maps ~ (x) to each rn also satisfies diam~n (1, E) < 
00, and hence for every n E N we have diam~n(l, E) < 00, i.e. 

supdiam~n(l,E) < 00 
nEN 

But, by Theorem 8.14 

and by Theorem 8.15 
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diam{n(l, c) --+ 00 

as n --+ 00, which gives us a contradiction. Therefore Xr does not have 
property A. 

Now consider r as a finite metric space. There then exists a map f : r --+ 

II (r) which is biLipschitz. This can easily be seen, as r is finite, so we 
consider all possible pairs (x, y) E r x r and calculate the constants Li such 
that L d(x, y) ~ d(f(x), f(y)) ~ Li(x, Y), and then let L = SUp{Li}. Thus 
for all x, Y E r 

1 
L d(x, y) ~ d(f(x), f(y)) ~ L(x, y) 

Then we define the product map 

n 

fn = f x f x ... x f : rn --+ L ll(r) 
i=l 

This is also biLipschitz, with the same constant, as we can see in the calcu
lations below: 

dI:f=l P(r) (f(Xl' ... xn), f(Yl, ... Yn)) 

dp(r) (f(xd, f(Yd) + ... dU(r) (f(xn), f(Yn)) 

< Ldr(Xl, Yl) + ... Lrd(xn, Yn) 

L (dr(Xl' yd + ... dr(xn' Yn)) 

Ldrn ((Xl,··· xn), (Yl,··· Yn)) 

and similarly for the lower bound. Therefore for all n E N there is a uniform 
embedding from rn into 2..=~=1 II (r) with the same constant L. 

Now, ll(r) is the space of infinite sequences {Xm} such that 2..=:'=llxml < 00, 

so we can define a map gn : 2..=~=1 II (f) --+ II (f) as follows: 

First let {aIm} EB {a2m} EB ... {anm } be an element of 2..=~=lll(r), so that 
2..=:'=1 laiml < 00 for all i = 1,2,·· . n. Then we define 
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And we know that 2::~=1 2:::=1 laiml < 00, so 

lal1l + la211 + .. ·lan 11 + lad + .. ·lan 21 + lad + ... < 00 

and gn({a1m} EB {a2m} EB··· {anm }) E l1(r). 

In fact gn is a bijective isometry from 2::~=1 l1 (r) to l1 (r) and so we have uni
form embeddings for each n from rn into l1 (r), each with the same constant. 
We can then define a new function F : Xr --+ l1 (r) such that the restriction 
of F to each rn is gn 0 fn. This new function F is also a uniform embedding 

with constant L. Hence, Xr is uniformly embeddable in l1 (r). 

But from [11] we know that the properties of uniform embeddability into lP 

for 1 ::::; p ::::; 2 are all equivalent. And hence Xr embeds uniformly into the 
Hilbert space l2 (r) as required. D 

A simple example of such a metric space, is by letting r be the group with 
2 elements. Then rn is the n-dimensional cube and we define Xr to be the 
disjoint union of all such n-dimensional cubes. 

An interesting open question is whether this metric space Xr is exact or not. 
If it is exact, then we know that exactness does not imply property A. If on 

the other hand it is not exact, then we shall know that uniform embeddability 
in a Hilbert space does not imply exactness (as [11] proves also that Xr is 
uniformly embeddable). One way to approach this problem is: 

Consider the metric spaces given by rn for each n E N separately, they are 
discrete and finite. Therefore by Example 8.5 they have property A and are 
exact, and there are a family of partitions of unity (indexed by n) given by 

¢~(X) = { ~ 
where the cover is the sets 
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if z = Xo 
otherwise 



where Xo is the basepoint in rn. 

if z = Xo 
otherwise 

Then in Xr the basepoint ao is the union of the basepoints in each rn and 

for a, (3 E Xr we define functions 'l/Jcx((3) as 

'l/Jcx((3) = { 1 if a = ao 
o otherwise 

Then given (3, (3' E Xr we have ~cxExr l'l/Jcx((3) - 'l/Jcx((3') I = O. But 
sUPCXExr diam(Ucx ) = 00. 

'l/J is therefore not a suitable partition of unity to show that Xr is exact as 
we don't have enough control over the growth rate of the covering sets Ucx . 
Unfortunately it does not prove that Xr is not exact either. 
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