
University of Southampton 
Faculty of Engineering and Applied Sciences 
School of Electronics and Computer Science 

Turbo Detection of Sphere Packing Modulation 
Aided Space-Time Coding Schemes 

by 

Osamah R. Alamri 
BSc., MSc. 

A doctoral thesis submitted in partial fulfilment of the 
requirements for the award of Doctor of Philosophy 

at the University of Southampton 

January 2007 

SUPERVISOR: Professor Lajos Hanzo 
M.Sc., Ph.D, FREng, DSc, FIEEE, FIET 

Chair of Telecommunications 
School of Electronics and Computer Science 

University of Southampton 
Southampton S017 IBJ 

United Kingdom 

© Osamah R. Alamri 2007 



This thesis is dedicated to: 

my parents 

my lovely wife Amany 

my little Joory and Jwan 

with all my love and respect ... 

ii 



UNIVERSITY OF SOUTHAMPTON 

ABSTRACT 

FACULTY OF ENGINEERING AND APPLIED SCIENCE 

SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE 

Doctor of Philosophy 

Turbo Detection of Sphere Packing Modulation Aided Space-Time 

Coding Schemes 

by 

Osamah R. Alamri 

In Chapters 2 and 3 of this thesis sphere packing modulated space-time signals 

designed for transmission over mobile wireless channels are proposed and investi

gated. Specifically, a recently proposed space-time signal construction method that 

combines orthogonal design with sphere packing, referred to here as (STBC-SP), 

has shown useful performance improvements over Alamouti's conventional orthog

onal design. In recent years, iterative decoding algorithms and multi-dimensional 

constellation mapping have attained substantial performance improvements in the 

context of wireless communication systems. We demonstrate that the performance 

of STBC-SP systems can be further improved by concatenating sphere packing aided 

modulation with channel coding and performing demapping as well as channel de

coding iteratively. The sphere packing demapper is further developed for the sake of 

accepting the a prioTi information passed to it from the channel decoder as extrin

sic information. Mutual information based performance metrics are also employed 

for the sake of designing diverse bits-to-symbol mapping schemes. Furthermore, we 

investigate the convergence behaviour of this concatenated scheme with the aid of 

extrinsic information transfer (EXIT) charts. The proposed turbo-detected STBC

SP scheme exhibits a 'turbo-cliff' at Eb/ No = 2.5dB and achieves an Eb/ No gain of 

about 21dB at a bit error rate (BER) of 10-5 over Alamouti's scheme. The pro

posed scheme also achieves an Eb/ No coding gain of about 2dB over an equivalent 

turbo-detected conventional QPSK modulated STBC scheme. 

In Chapter 4, we propose a novel differential STBC (DSTBC) scheme that com

bines orthogonal design with sphere packing, referred to here as (DSTBC-SP), which 



provides performance advantages over conventionally modulated DSTBC schemes. 

Several bit-based and symbol-based schemes are proposed and investigated, demon

strating the performance advantages of DSTBC-SP systems. The proposed turbo

detected RSC-coded DSTBC-SP scheme exhibits a 'turbo-cliff' at Eb/ No = 6dB 

and provides Eb/ No gains of 23.8dB and 3.2dB at a BER of 10-5 over an equivalent

throughput uncoded DSTBC-SP scheme and a turbo-detected QPSK modulated 

DSTBC scheme, respectively. 

Conventional two-stage turbo-detected schemes usually suffer from a BER floor, 

preventing them from achieving infinitesimally low BER values, especially when the 

inner coding stage is of non-recursive nature. In Chapter 5, we circumvent this de

ficiency by proposing a three-stage turbo-detected STBC-SP scheme, where a rate-l 

recursive inner precoder is employed to avoid the presence of a BER floor. Novel 3D 

EXIT chart analysis and its simplified 2D projections are employed for analysing 

and designing the proposed three-stage system with the aid of semi-analytic syn

thesis. We employ the powerful technique of EXIT tunnel-area minimisation for 

near-capacity operation by invoking irregular convolutional codes (IRCCs) for the 

sake of appropriately shaping the EXIT curves by minimising the area within the 

EXIT-tunnel. A procedure is also proposed for calculating a tighter upper bound 

on the maximum achievable bandwidth efficiency of STBC-SP schemes based on the 

so-called 'area property' of the EXIT charts. The proposed three-stage scheme oper

ates within about 1.0dB from the capacity limit and within 0.5dB of the maximum 

achievable bandwidth efficiency limit. 

Recently, it has been reported that a reduced transmit power may be required, 

when symbol-based rather than bit-based iterative decoding is employed. Conse

quently, in Chapter 6 we propose a purely symbol-based scheme, where symbol

based turbo detection is carried out by exchanging extrinsic information between 

an outer non-binary LDPC code and a rate-l non-binary inner precoder. We in

vestigate the convergence behaviour of this symbol-based concatenated scheme with 

the aid of novel non-binary EXIT charts, where the a priori symbol probabilities 

are created assuming that the binary bits of each non-binary symbol may no longer 

be assumed to be independent. It is explicitly demonstrated that the symbol-based 

schemes require a lower transmit power and a lower number of decoding iterations 

for achieving a performance comparable to that of their bit-based counterparts. 

iv 
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~1 
Introduction 

Digital communication exploiting multiple-input multiple-output (MIMO) wireless 

channels has recently attracted considerable attention as one of the most significant 

technical breakthroughs in modern communications. Soon after its invention, the 

technology seems to have the potential to be part of large-scale standards-driven 

commercial wireless products and networks such as broadband wireless access sys

tems, wireless local area networks (WLAN), third-generation (3G) networks and be

yond [1 J. The 3G systems are expected to have the capability to support circuit and 

packet data at high bit rates. Rates of 144 kilobits/second or higher in high mobility 

(vehicular) traffic, 384 Kbits/second for pedestrian traffic, and 2 Megabits/second 

or higher for indoor traffic are targeted [2J. Wireless systems that employ multi

ple antennas provide a promising platform for achieving such high rates because of 

the improved bit/symbol capacity compared to the single-input single-output sys

tems [3J. 

As shown in Figure 1.1, MIMO systems can be defined as wireless communica

tion systems for which the transmitting end as well as the receiving end is equipped 

with multiple antenna elements. The basic concept of MIMO is that the transmit

ted signals from all transmit antennas are combined at each receive antenna element 

in such a way to improve the Bit Error Rate (BER) performance or the data rate 

(bits/sec) of the transmission. Both the network's quality of service and the oper

ator's revenues can be increased significantly because of this advantage of MIMO 

systems. One can think of MIMO systems as an extension to smart antennas. How-

1 
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Figure 1.1: MIMO wireless transmission system, ©IEEE, [1], 2003. 

ever, the idea of using antenna arrays for improving the wireless transmission was 

introduced several decades ago. 

Space-time processing (STP) is the core concept of MIMO systems. Time is 

the natural dimension of digital communication data. Space refers to the spatial 

dimension inherent in the use of multiple spatially distributed antennas. Most of 

the current interest in space-time coding (STC) is driven by discoveries in the late 

1980s and early 1990s that multiple antennas can exploit a rich wireless scattering 

environment and benefit from the multi-path fading nature of the wireless channel. 

Current research mostly focuses on channel modelling and measurement, and on 

the design of modulation and coding techniques that take into consideration the 

two-dimensional nature of STP (i.e. the space and time dimensions) [4]. 

1.1 The Wireless Channel and the Concept of Diversity 

The key characteristics of the mobile radio channel in contrast to the Gaussian chan

nel are small-scale fading and multipath propagation [5]. Small-scale fading, which 

is usually simply called fading, refers to the rapid fluctuation of signal strength over 

a short travel distance or period of time. Fading is primarily caused by multipath 

propagation of the transmitted signal, which creates replicas of the transmitted 

signal that arrive at the receiver with different delays. These versions of the trans

mitted signal combine either constructively or destructively at the receiver resulting 

in fluctuation in amplitude and phase of the resultant signal. Other factors that in

fluence the small-scale fading include speed of the mobile, speed of the surrounding 

objects and the transmission bandwidth of the signal [5]. During severe fading, the 

transmitted signal cannot be determined by the receiver unless some less attenuated 
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version of it is available at the receiver. This usually can be achieved by introducing 

some sort of diversity in the transmitted signal. The three most common diversity 

techniques are [6]: 

• Temporal Diversity: An example of temporal diversity is channel coding 

with time interleaving. The receiver is provided with several versions of the 

transmitted signal as redundancy in the temporal domain . 

• Frequency Diversity: This type of diversity is based on the phenomenon 

that the structure of multipath propagation depends on the frequency of the 

transmitted wave. Thus redundancy in the frequency domain provides the 

receiver with several replicas of the transmitted signal that experience different 

fading at any particular time instance . 

• Antenna or Space Diversity: In order to create space diversity, several 

spatially separated or differentially polarised antennas are employed. This 

would generate redundancy of the transmitted signal in the spatial domain, 

where each replica would undergo different propagation path. In this context, 

diversity order refers to the number of decorrelated spatial branches available 

at the transmitter or receiver, where the probability of losing a signal decreases 

exponentially with increasing diversity order. 

It is always desirable to employ all forms of diversity in order to combat the 

adverse effects of the wireless channel [7]. However, it becomes sometimes impracti

cal to employ a particular type of diversity in a specific situation [8]. For example, 

temporal diversity is ineffective in slow fading channels especially for delay-sensitive 

applications. In addition, antenna diversity at the mobile unit induces design im

practicality. The most common systems that employ different types of diversity tech

niques for the sake of improving the performance of wireless transmission/reception 

are STC and MIMO schemes. Next, a brief historical overview on space-time coding 

and MIMO systems will be presented summarising the main contributions in this 

field. 
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1.2 Space-Time Coding and MIMO Systems 

The information-theoretic aspects of MIMO systems were considered by several au

thors. In 1987, Winters [9J studied the capacity of MIMO systems and provided 

results that demonstrated the capacity gains of using multiple antennas at the trans

mitter and receiver as opposed to the employment of a single antenna at both sides. 

Then, Telatar [10J; and Foschini and Gans [3J independently derived the capacity 

of MIMO systems in 1995 and 1998, respectively. They demonstrated that the ca

pacity of a MIMO system increases linearly with the number of transmit antennas 

when communicating over an independent and identically distributed (i.i.d.) flat 

Rayleigh channel provided that the number of receive antennas is equal or greater 

than the number of transmit antennas. 

In 1994, Seshadri and Winters [11 J proposed a transmitter diversity signalling 

scheme that was inspired by the delay diversity scheme of Wittneben [12J. In 1998, 

Tarokh et al. [8J improved the diversity scheme of [11, 12J by removing the restric

tion imposed by the delay element in the transmitter and employing trellis codes 

as opposed to the simple repetition code used in [11, 12J. This class of codes were 

referred to in [8J as Space-Time Codes, which include the delay diversity scheme 

of Seshadri and Winters [11 J as a special case. It was further shown in [8J that 

the proposed space-time trellis codes (STTCs) were capable of providing a diversity 

order equal to the number of transmit antennas as well as a coding gain that is 

proportional to the complexity of the code, which is measured based on the number 

of states in the trellis. These codes, however, are limited by their decoding com

plexity, which increases exponentially as a function of the diversity level and the 

transmission rate. In 1998, about seven months after introducing the space-time 

codes [8], Alamouti [13J discovered a marvellous transmit diversity scheme using 

two transmit antennas. A key advantage of Alamouti's scheme is the simple linear 

processing at the receiver, which is based on maximum-likelihood (ML) detection. 

The decoding algorithm proposed in [13J can be generalised to an arbitrary number 

of receivers. Alamouti's achievement inspired Tarokh et al. [14, 15J to generalise the 

transmit diversity scheme to an arbitrary number of transmit antennas, initiating 

the concept of space-time block codes (STBCs) in 1999. The STBCs provide the 

same diversity gain as the STTCs, with lower decoding complexity, when employing 



1.2. Space-Time Coding and MIMO Systems 5 

the same number of transmit antennas. However, a disadvantage of the STBCs 

when compared to the STTCs is that they provide no coding gain. 

The above schemes assumed perfect channel knowledge at the receiver. In prac

tice, however, channel state information (CSI) from each transmit antenna to each 

receive antenna has to be estimated at the receiver using, for example, training or 

pilot symbols. Alternatively, schemes that require no CSI knowledge could be de

veloped. In 1998, Tarokh, Alamouti and Poon [16] proposed a detection algorithm 

for Alamouti's scheme [13] that can estimate the channel at the receiver at time t 

using the detected pair of symbols at time t - 1. The algorithm, however, estimates 

the channel during the first time instance using training symbols. In 1999, Tarokh 

and Jafarkhani [17,18] proposed a differential encoding and decoding of Alamouti's 

scheme [13] such that the transmitted signal can be demodulated with or without 

CSI at the receiver. The non-coherent receiver performs within 3dB of the coher

ent receiver. However, this scheme expands the signal constellation and is limited 

only to systems with two transmit antennas when using a complex constellation 

and to systems with eight or less transmit antennas when using a real constella

tion. The complex constellation was also restricted to phase-shift keying (PSK) 

schemes, which was extended to quadrature amplitude modulation (QAM) constel

lations in [19,20]. The extension, however, requires the knowledge of channel power 

at the receiver in order to properly normalise the received signal. In 2000, Hochwald 

and Sweldens [21] proposed a differential modulation scheme for transmit diversity 

based on unitary space-time codes [22]. The proposed scheme can be employed in 

conjunction with an arbitrary number of transmit antennas. At about the same 

time, a similar differential scheme was also proposed by Hughes [23] that is based 

on group codes. 

STBCs [13-15] and STTCs [8] are examples of MIMO diversity maximisation 

schemes in which the signals transmitted from different antennas are jointly designed 

for the sake of minimising the error rate. There is another class of MIMO schemes 

that focuses on maximising the data rate through spatial multiplexing where signals 

are transmitted independently from each antenna. An example of this class is the 

scheme proposed by Foschini [24], which was called vertical Bell Laboratories layered 

space-time (V-BLAST) scheme. The optimum detection method for this scheme is 
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ML detection where all signal space, which consists of all possible combinations 

of modulation symbols, is exhaustively searched in order to find the combination 

that minimises the distance metric when compared to the received signal. However, 

the size of the signal space becomes huge for large number of transmit antennas or 

high-order modulations rendering exhaustive search impractical if not impossible. 

However, detection methods based on zero-forcing (ZF) techniques, which include 

only matrix inversion to find the best estimate, could be employed. ZF techniques 

are simple but less accurate when compared to ML detection. A detection method 

that provides a better compromise between complexity and accuracy was proposed 

in [24] and is known as nulling and cancelling with optimum ordering. A recently 

proposed detection method that has attracted considerable attention is sphere de

coding [25,26], which provides an accurate estimation similar to the optimum ML 

detection but with far less complexity. The major contributions in the field of space

time coding and MIMO transmission are summarised in Table 1.1. 

1.3 Concatenated Schemes and Iterative Decoding 

The family of concatenated codes pioneered by Forney in 1966 [27] failed to generate 

as much research interest as it deserves, largely owing to its complexity. Nonethe

less, the Consultative Committee for Space Data Systems (CCSDS) standardised 

an attractive combination of powerful inner convolutional coding and outer Reed

Solomon codes in [28], which refrained from iterative detection. However, upon 

the discovery of turbo codes [29], it was shown that efficient iterative decoding of 

concatenated codes can be carried out at a low complexity by employing simple 

constituent codes. Since then, the appealing iterative decoding of concatenated 

codes has inspired numerous authors to extend the technique to other transmission 

schemes consisting of a concatenation of two or more constituent detection/decoding 

stages [30-46]. The turbo principle was extended to multiple parallel concatenated 

codes in 1995 [30], serially concatenated block and convolutional codes in 1996 [31], 

and multiple serially concatenated codes in 1998 [32]. 

In [37], a turbo equalisation scheme was proposed, where iterative decoding was 

invoked for exchanging extrinsic information between a soft-output symbol detector 
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I Year I Author(s) I Contribution 

1987 Winters [9] studied the capacity of MIMO systems and provided re-

sults that demonstrated the capacity gain over single-

antenna systems. 

1994 Seshadri and proposed a transmitter diversity signalling scheme that 

Winters [11] was inspired by the delay diversity scheme of Wittneben 

[12]. 

1995 Telatar [10] derived the capacity of MIMO systems. 

1996 Foschini [24] proposed the V-BLAST scheme for maximum spatial 

multiplexing. 

Foschini and derived the capacity of MIMO systems. 

Gans [3] 

Tarokh et al. [8] improved the diversity scheme of [11,12] and introduced 

space-time codes. 

1998 Alamouti [13] discovered a transmit diversity scheme using two transmit 

antennas with simple linear processing at the receiver. 

Tarokh et al. [16] proposed a detection algorithm for Alamouti's scheme 

[13] that did not require channel estimation at the re-

ceiver. 

Tarokh et al. generalised Alamouti's diversity scheme [13] to an arbi-

[14,15] trary number of transmit antennas and introducing the 

concept of space-time block codes (STBes). 

1999 Tarokh and Ja- proposed a differential encoding and decoding of Alam-

farkhani [17,18] outi's scheme [13], which is restricted to PSK constella-

tions. 

Hochwald and proposed a differential modulation scheme for transmit 

Sweldens [21] diversity based on unitary space-time codes. 

2000 Hughes [23] proposed a differential modulation scheme that is based 

on group codes. 

Damen et al. [26] proposed the employment of sphere decoding for MIMO 

systems. Sphere decoding is based on the algorithm pro-

posed in [25]. 

2003 Hwang et al. extended the scheme of [17,18] to QAM constellations. 

[19,20] 

Table 1.1: Major MIMO and space-time coding contributions. 
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and an outer channel decoder in order to combat the deleterious effects intersym

bol interference (lSI). A serially concatenated scheme was proposed in [38], where 

iterative decoding was carried out by exchanging information between an outer con

volutional decoder and an inner trellis coded modulation (TCM) decoder, which 

was devised by Ungerboeck in 1982 [47]. The authors of [39,40] presented a unified 

theory of bit-interleaved coded modulation (BICM), which was originally introduced 

in [48,49]' and provided tools for its performance analysis as well as guidelines for its 

design. In [41], the employment of the turbo principle was considered for iterative 

soft demapping in the context of BICM, where a soft demapper was used between the 

multilevel demodulator and the channel decoder. The resultant scheme is referred 

to as BICM using iterative decoding (BICM-ID) [41-44]. Iterative multiuser de

tection and channel decoding was proposed in [45] for code-division multiple-access 

(CDMA) schemes. In [46], a turbo coding scheme was proposed for the multiple

input multiple-output (MIMO) Rayleigh fading channel, where an additional block 

code was employed as an outer channel code, while an orthogonal STBC scheme 

was considered as the inner code. 

Surprisingly, the family of low density parity check (LDPC) codes originally 

devised by Gallager as early as 1963 [50] remained more or less unexploited until 

after the discovery of turbo codes in 1993 [29]. Since then, however, LDPC codes 

have experienced a renaissance [51] and attracted substantial research interests. 

MacKay and Neal demonstrated in [52] that despite their simple decoding structure, 

LDPC codes are also capable of operating near the channel capacity. Richardson [53] 

suggested the employment of the differential belief propagation decoding algorithm 

designed for binary LDPC codes using the fast Fourier transform (FFT) for reducing 

the decoding complexity imposed. In 1998, Davey and MacKay proposed a non

binary version of LDPC codes [54], which is potentially capable of outperforming 

binary LDPC codes. When using Richardson's FFT-based decoding algorithm [53], 

the complexity of non-binary LDPCs increases only linearly with respect to the size 

of the associated Galois field. Most LDPC designs, both binary and non-binary, 

are based on randomly generated parity check matrices. However, it was shown 

recently that equally powerful codes may be generated on the basis of systematic 

parity check design, for example using the techniques outlined in [55-57]. As a 
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further advance in the field, both Lentmaier [58J as well as Hirst and Honary [59,60J 

designed generalised LDPC codes, which replaced the classic parity check codes by 

more powerful constituent codes, such as binary or non-binary BCH cods [61J. 

It was shown in [62J that a recursive inner code is needed in order to maximise 

the interleaver gain and avoid the average BER floor, when employing iterative 

decoding. This principle has been adopted by several authors designing serially 

concatenated schemes, where rate-1 inner codes were employed for designing low 

complexity turbo codes suitable for bandwidth and power limited systems having 

stringent BER requirements [63-68J. 

It is widely recognised that the choice of a specific mapping scheme or a constel

lation labelling is an influential factor, when designing BICM-ID schemes exhibiting 

a high iteration gain [69-76J. In [69], the construction and comparison of different 

mapping schemes was based on the bitwise mutual information, whereas the map

ping optimisation scheme of [74, 75J was based on the so-called binary switching 

algorithm (BSA), which was previously employed for index optimisation in vector 

quantisation [77J. Recently, it was shown in [76J that the constellation design prob

lem may be viewed as an quadratic assignment problem (QAP) [78J. Generally, a 

larger constellation size in a higher-dimensional space renders the mapping design 

more flexible. Multi-dimensional constellations were shown to be beneficial in the de

sign of trellis coded modulation schemes as early as 1987 [79-82J. During the time of 

preparing this thesis, multi-dimensional labelling was also proposed for QPSK based 

bit-interleaved coded modulation employing iterative decoding for transmission over 

a single antenna [83, 84J. Further improvements of multi-dimensional constellation 

labelling were proposed in [85-88J. More recently, multi-dimensional constellation 

labelling was also proposed for bit-interleaved space-time-coded modulation using 

iterative decoding [89J, where the labelling of the two 16-QAM symbols transmit

ted over two antennas in two consecutive time-slots was designed jointly and was 

optimised using the so-called reactive Tabu search (RTS) technique of [90J. For the 

reader's convenience, we have summarised the major contributions on concatenated 

schemes and iterative decoding in Tables 1.2, 1.3 and 1.4. 
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I Year I Author(s) I Contribution 

1966 Forney [27J promoted concatenated codes. 

1967 Viterbi [91J invented the Viterbi algorithm, a maximum-likelihood se-

quence estimation algorithm for convolutional codes. 

1974 Bahl et al. [92J invented the Maximum A-Posteriori (MAP) algorithm, 

which is a forward-backward algorithm for the compu-

tation of the per-symbol a posteriori probabilities in a 

trellis. 

1981 Tanner [93J invented Tanner graphs. 

1987 Wei [79J multi-dimensional constellations was shown to be benefi-

cial in the design of TCM. 

1989 Zehavi [48,49J introduced bit-interleaved coded modulation. 

1990 Koch and Baier proposed the MAX-Log-MAP for reducing the complex-

[94J ity the MAP algorithm by transferring the computation 

to the logarithmic domain and invoke an approximation 

in order to reduce the decoding complexity. 

1993 Berrou et al. [29J invented turbo codes and showed that efficient decoding 

of concatenated codes can be carried out with low com-

plexity by employing iterative decoding. 

1995 Robertson et al. proposed Log-Map algorithm, which partially corrected 

[95J the approximation in the Max-Log-MAP algorithm re-

sulting in a performance to that of the MAP algorithm 

but at a significantly lower complexity. 

1995 Douillard et al. a turbo equalisation scheme was proposed, where itera-

[37J tive decoding was considered between a soft-output sym-

bol detector and an outer channel decoder in order to 

combat lSI. 

1995 Wiberg et al. iterative decoding of concatenated codes is generalised to 

[96-98J message-passing on graphs. 

1995 Wiberg et al. the min-sum algorithm, a generalised version of the 

[96-98J Viterbi algorithm, was proposed to allow for decoding 

with Tanner graphs. The iterative algorithm converges 

to a maximum-likelihood decision for cycle-free Tanner 

graphs. 

Table 1.2: Major contributions on concatenated schemes and iterative decoding (Part 1). 
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I Year I Author(s) I Contribution 

1995 Divsalar and Pol- extended the turbo principle to multiple parallel concate-

lara [30] nated codes. 

1996 Benedetto and the turbo principle was extended to serially concatenated 

Montorsi [31] block and convolutional codes. 

1996 MacKay and Neal LDPC codes, originally invented by Gallager [50], were 

[52] re-discovered and near-Shannon limit performance was 

reported. 

1997 Benedetto et al. iterative decoding was carried out between an outer con-

[38] volutional decoder and an inner TCM decoder, originally 

devised by Ungerboeck in 1982 [47]. 

1997 Caire et al. presented a unified theory of BreM, provided tools for 

[39,40] performance analysis and gave guidelines for its design. 

1998 ten Brink et al. the employment of the turbo principle was considered for 

[41] iterative soft demapping in the context of BrCM, where 

a soft demapper was used between the multilevel demod-

ulator and the channel decoder. 

1998 Divsalar et al. repeat-accumulate (RA) codes were invented and turbo-

[99] like performance with low complexity was reported. 

1998 McEliece et al. discovered that the turbo-decoding algorithm was an in-

[100] stance of Pearl's belief propagation algorithm [101]. 

1998 Benedetto et al. extended the turbo principle to multiple serially concate-

[32] nated codes. 

1999 Wang and Poor iterative multiuser detection and channel decoding was 

[45] proposed for coded CDMA schemes. 

1999 Bauch [102] proposed a symbol-by-symbol MAP algorithm for decod-

ing STBC. 

2000 Divsalar et al. rate-1 inner codes were employed for designing low com-

[63] plexity turbo codes suitable for bandwidth and power 

limited systems having stringent BER requirements. 

2000 ten Brink [69] the mutual information was used for the construction and 

comparison of different mapping schemes for BrCM. 

Table 1.3: Major contributions on concatenated schemes and iterative decoding (Part 2). 
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I Year I Author(s) I Contribution 

2001 Narayanan [65] the effect of precoding on the convergence of turbo equal-

isation for partial response channels was studied. 

2001 Lee [66] the effect of precoding on serially concatenated systems 

was studied when communicating over an lSI channel. 

2003 Sezgin et al. [46] a turbo coding scheme was proposed for the MIMO 

Rayleigh fading channel, where an additional block code 

was employed as an outer channel code, while an orthog-

onal STBC scheme was considered as the inner code. 

2003 Schreckenbach a mapping optimisation scheme based on the binary 

et al. [74,75] switching algorithm was proposed. 

2004 Tran and Nguyen multi-dimensional labelling was used for QPSK based 

[83,84] BICM-ID for transmission over a single antenna. 

2005 Huang and Ritcey it was shown that the constellation design problem could 

[76] be viewed as quadratic assignment problem (QAP) [78]. 

2006 Mohammed et al. multi-dimensional constellation labelling was proposed 

[89] for bit-interleaved space-time-coded modulation using it-

erative decoding, where the labelling of two 16-QAM 

symbols was designed jointly and was optimised using 

the so-called reactive Tabu search (RTS) of [90]. 

Table 1.4: Major contributions on concatenated schemes and iterative decoding (Part 3). 

1.4 Studying the Convergence Behaviour of Iterative De

coding 

Studying the convergence behaviour of iterative decoding semi-analytically has at

tracted considerable attention [69, 103~ 120], since their lll_athematical analysis re

mains impervious. In order to determine the E b/ No convergence threshold of ran

domly constructed irregular LDPC codes transmitted over the additive white Gaus

sian noise (AWGN) channel, the authors of [103J proposed the employment of a 

density evolution algorithm in order to investigate the probability density functions 

(PDFs) of the iteratively decoded information. The density evolution algorithm was 
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also employed in [104,105] for the sake of constructing LDPC codes capable of op

erating at low E b/ No values. Signal-to-noise ratio (SNR) based measures were used 

in [106,107] for studying the convergence of iterative decoders, while the authors 

of [108] investigated the convergence behaviour of inner rate-one codes based on a 

combination of SNR measures and mutual information. 

In [69,109,110]' ten Brink proposed the employment of the so-called extrinsic in

formation transfer (EXIT) characteristics between a concatenated decoder's output 

and input for describing the flow of extrinsic information through the soft-in/soft

out constituent decoders. The computation of EXIT charts was further simplified 

in [111] to a time average, when PDFs of the communicated information at the 

input and output of the constituent decoders are both symmetric and consistent. 

A tutorial introduction to EXIT charts can be found in [112]. Additionally, several 

algorithms predicting the decoding convergence of iterative decoding schemes were 

compared in [113]. 

EXIT charts have been extended to the non-binary (index-based) case in [114], 

where a histogram-based approximation of the extrinsic information was required in 

order to compute the mutual information. An efficient and low-complexity method 

of computing non-binary EXIT charts from index-based a posteriori probabilities 

was proposed in [115], which may be considered a generalisation of the approach pre

sented in [116]. The EXIT chart analysis has been extended to three-stage parallel 

concatenated schemes in [117] and to three-stage serially concatenated arrangements 

in [118]. The EXIT chart analysis of multiple concatenated codes was also consid

ered in [119,120]' where an algorithm was proposed for finding the optimal decoder 

activation order. Additionally, a beneficial technique was suggested in [119,120] for 

projecting three-dimensional EXIT functions onto a single two-dimensional EXIT 

chart. Recently a novel design procedure has been proposed in [121,122] for creating 

systems exhibiting beneficial decoding convergence after a fixed number of iterations. 

The design procedure is based on the observation that EXIT chart predictions are 

usually accurately satisfied for the first few iterations, regardless of the depth of 

the interleaver employed. The major contributions on studying the convergence of 

iterative decoding are summarised in Tables 1.5 and 1.6. 



1.4. Studying the Convergence Behaviour of Iterative Decoding 14 

I Year Author(s) Contribution 

1999 Peleg et al. [108] investigated the convergence behaviour of inner rate-1 

codes based on a combination of SNR measures and mu-

tual information. 

2000 ten Brink [69,109, proposed the employment of the EXIT charts for des crib-

110] ing the convergence behaviour of concatenated decoders. 

2001 Richardson and proposed the employment of a density evolution algo-

Urbanke [103] rithm in order to investigate the PDFs of the iteratively 

decoded information. 

2001 Richardson et al. the density evolution algorithm was employed for the sake 

[104] of constructing LDPC codes capable of operating at low 

E b/ No values. 

2001 Chung et al. [105] the density evolution algorithm was also employed for the 

sake of designing LDPC codes operating within 0.0045dB 

of the Shannon limit. 

2001 ten Brink [117] the EXIT chart analysis was extended to three-stage par-

allel concatenated systems. 

2001 El Gamal and SNR based measures were used for studying the conver-

Hammons [106] gence of iterative decoding. 

2001 Scanavino et al. investigated the convergence properties of iterative de-

[123] coders working at bit and symbol level, where useful per-

formance improvements were observed, when employing 

symbol-based iterative decoding. 

2001 Grant [114] EXIT charts was extended to the non-binary (index-

based) case, where a histogram-based approximation of 

the extrinsic information was required in order to com-

pute the mutual information. 

Table 1.5: Major contributions on studying the convergence of iterative decoding (Part 1). 
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Year Author(s) Contribution 

2002 Tiichler and the computation of EXIT charts was further simplified 

Hagenauer [111] to a time average, when PDFs of the communicated in-

formation at the input and output of the constituent de-

coders are both symmetric and consistent. 

2002 Tiichler et al. several algorithms predicting the decoding convergence 

[113] of iterative decoding schemes were compared. 

2002 Tiichler [118] the EXIT chart analysis was extended to three-stage se-

rially concatenated systems. 

2003 Tiichler [121,122] a design procedure was proposed for creating systems 

exhibiting beneficial decoding convergence after a fixed 

number of iterations. 

2003- Briinnstrom et al. the EXIT chart analysis of multiple concatenated codes 

2005 [119,120] was considered, where an algorithm was proposed for 

finding the optimal decoder activation order. Addition-

ally, a technique was also given for combining and pro-

jecting a series of three-dimensional EXIT functions onto 

a single two-dimensional EXIT chart. 

2006 Kliewer et al. an efficient and low-complexity method of computing 

[115] non-binary EXIT charts from index-based a posteriori 

probabilities was proposed, which may considered a gen-

eralisation of the approach presented in [116]. 

Table 1.6: Major contributions on studying the convergence of iterative decoding (Part 2). 
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1.5 Outline of Thesis and Novel Contributions 

1.5.1 Outline of Thesis 

Having briefly reviewed the literature of space-time coding, concatenated schemes, 

iterative decoding and having studied the convergence behaviour of iterative schemes, 

let us now outline the organisation of the thesis. 

~ Chapter 2: Space-Time Block Code Design using Sphere Packing 

In this chapter, we consider the theory and design of space-time block codes 

using sphere packing modulation, referred to here as (STBC-SP). We first 

summarise the design criteria of space-time coded communication systems in 

Section 2.2. In Section 2.3, we emphasise the design criteria relevant for time

correlated fading channels, where both the pairwise error probability as well 

as the corresponding design criterion are presented in Section 2.3.2. In Sec

tion 2.4, orthogonal space-time designs combined with sphere packing modu

lation are considered for space-time signals, where the motivation behind the 

adoption of sphere packing modulation in conjunction with orthogonal design 

is discussed in Section 2.4.1. Section 2.4.3 discusses the problem of construct

ing a sphere packing constellation having a particular size L. The capacity 

of STBC-SP schemes employing Nt = 2 transmit antennas is derived in Sec

tion 2.4.4, demonstrating that STBC-SP schemes exhibit a higher capacity 

than conventionally modulated STBC schemes. Finally, the performance of 

STBC-SP schemes is presented in Section 2.5, demonstrating that STBC-SP 

schemes are capable of outperforming STBC schemes that employ conventional 

modulation (i.e. PSK, QAM). 

~ Chapter 3: Turbo Detection of Channel-Coded STBC-SP Schemes 

In this chapter, we demonstrate that the performance of STBC-SP systems 

can be further improved by concatenating sphere packing aided modulation 

with channel coding and performing demapping as well as channel decoding 

iteratively. The sphere packing demapper of [124] is further developed for 

the sake of accepting the a priori information passed to it from the chan

nel decoder as extrinsic information. Two realisations of a novel bit-based 
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iterative-detection aided STBC-SP scheme are presented, namely a recursive 

systematic convolutional (RSC) coded turbo-detected STBC-SP scheme and 

a binary LDPC-coded turbo-detected STBC-SP arrangement. Our system 

overview is provided in Section 3.2. In Section 3.3, we show how the STBC-SP 

demapper is modified for exploiting the a priori knowledge provided by the 

channel decoder, which is essential for the employment of iterative demapping 

and decoding. EXIT chart analysis is invoked in Section 3.4 in order to study 

and design the turbo-detected schemes proposed in Section 3.2. We propose 

10 different anti-Gray mapping (AGM) schemes that are specifically selected 

from all the possible mapping schemes for L = 16 in order to demonstrate the 

different extrinsic information transfer characteristics associated with different 

bit-to-symbol mapping schemes. The slope of the EXIT curves corresponding 

to the different AGM schemes increases gradually in fine steps. This attractive 

characteristic is a result of the multi-dimensional constellation mapping and 

having this property is essential for the sake of designing near-capacity turbo 

detected systems. The performance of the turbo-detected bit-based STBC-SP 

schemes is presented in Section 3.5, where we investigate the relation between 

the achievable BER and the mutual information at the input as well as at 

the output of the outer decoders. Additionally, the predictions of our EXIT 

chart analysis are verified by generating the actual decoding trajectories and 

BER curves. The effect of interleaver depth is also addressed, since matching 

the predictions of the EXIT chart analysis is only guaranteed, when employing 

large interleaver depths. The BER performance of the proposed channel-coded 

STBC-SP scheme is compared to that of an uncoded STBC-SP scheme [124J 

and to that of a channel-coded conventionally modulated STBC scheme. 

~ Chapter 4: Turbo Detection of Channel-Coded DSTBC-SP Schemes 

In Chapter 2 and Chapter 3, we assume that the channel state information is 

perfectly known at the receiver. This, however, requires sophisticated channel 

estimation techniques, which imposes excess cost and complexity. In Chap

ter 4, we consider the design of novel sphere packing modulated differential 

STBC schemes, referred to here as DSTBC-SP, that require no channel estima-
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tion, where we describe in Section 4.2.1 how DSTBC schemes are constructed 

using sphere packing modulation. The performance of uncoded DSTBC-SP 

schemes is considered in Section 4.2.2, where we compare the performance of 

different DSTBC-SP schemes against equivalent conventional DSTBC schemes 

under various channel conditions. Simulation results are provided for systems 

having different BPS rates in conjunction with appropriate conventional and 

sphere packing modulation schemes. In Section 4.3, we propose novel bit-based 

RSC-coded turbo-detected DSTBC-SP schemes. The system's architecture is 

outlined in Section 4.3.1. The EXIT chart analysis of Section 3.4 is employed 

in Section 4.3.2 in order to design and analyse the convergence behaviour of the 

proposed turbo-detected RSC-coded DSTBC-SP schemes. In Section 4.3.3, we 

investigate the performance of the proposed RSC-coded DSTBC-SP schemes. 

The actual decoding trajectories and BER performance curves are also pro

vided, when using various interleaver depths. 

~ Chapter 5: Three-Stage 'TUrbo-Detected STBC-SP Schemes 

Conventional two-stage turbo-detected schemes introduced in Chapter 3 and 

Chapter 4 suffer from a BER fioor, preventing them from achieving infinites

imally low BER values, since the inner coding stage is of non-recursive na

ture. In Chapter 5, we circumvent this deficiency by proposing a three-stage 

turbo-detected STBC-SP scheme, where a rate-1 recursive inner precoder is 

employed to avoid having a BER fioor. Section 5.2 provide a brief descrip

tion of the proposed three-stage system. We consider three different types 

of channel codes for the outer encoder, namely a repeater, an RSC code and 

an irregular convolutional code (IRCC). Our 3D EXIT chart analysis is pre

sented in Section 5.3.2, where its simplified 2D projections are provided in 

Section 5.3.3. In Section 5.3.4, we employ the powerful technique of EXIT 

tunnel-area minimisation for near-capacity operation. More specifically, we 

exploit the well-understood properties of conventional 2D EXIT charts that a 

narrow but nonetheless open EXIT-tunnel represents a near-capacity perfor

mance. Consequently, we invoke IRCCs for the sake of appropriately shaping 

the EXIT curves by minimising the area within the EXIT-tunnel using the 
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procedure of [111,122]. In Section 5.4, an upper bound on the maximum 

achievable rate is calculated based on the EXIT chart analysis. More ex

plicitly, a procedure is proposed for calculating a tighter upper bound of the 

maximum achievable bandwidth efficiency of STBC-SP schemes based on the 

area property of the EXIT charts discussed in Section 5.3.4. The design pro

cedure is summarised in Algorithm 5.1. The performance of the three-stage 

turbo-detected STBC-SP schemes is demonstrated and characterised in Sec

tion 5.5, where we discuss the actual decoding trajectories, BER performance 

and the effect of interleaver depth on the achievable performance. We also 

investigate the E b/ No distance to capacity for the three-stage RSC-coded as 

well as for the IRCC-coded STBC-SP schemes, when employing various inter

leaver depths and using different number of three-stage iterations. Finally, in 

Section 5.5.5, the performance of both the three-stage RSC-coded and IRCC

coded STBC-SP schemes are compared, when employing various interleaver 

depths, while using different number of three-stage iterations. 

~ Chapter 6: Symbol-Based Channel-Coded STBC-SP Schemes 

In all previous chapters, iterative decoding is employed at the bit-level. By 

contrast, in this chapter, we explore a range of further design options and 

propose a purely symbol-based scheme, where symbol-based turbo detection is 

carried out by exchanging extrinsic information between an outer non-binary 

LDPC code and a rate-1 non-binary inner precoder. The motivation behind 

the development of this symbol-based scheme is that a reduced transmit power 

may be required, when symbol-based rather than bit-based iterative decoding 

is employed [123]. The system's architectures of the proposed symbol-based 

and turbo-detected scheme and its equivalent bit-based scheme are presented in 

Section 6.2. Symbol-based iterative decoding is discussed in Section 6.3, where 

it is demonstrated how the a priori information is removed from the decoded 

a posteriori probability with the aid of symbol-based element-wise division 

for the sake of generating the extrinsic pTObability. Section 6.4 provides our 

non-binary EXIT chart analysis. More specifically, in Section 6.4.1 we demon

strate, how non-binary EXIT charts can be generated without generating an 
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L-dimensional histogram [115] since the complexity of this operation may be

come higher than conducting full-scale BER or SER simulations, when the 

number of bits per symbol is high. In Section 6.4.2, we address the problem of 

generating the a priori symbol probabilities, when the binary bits within each 

non-binary symbol are assumed be either independent or not. Accordingly, 

a detailed procedure is described in Section 6.4.2.2 for creating the a priori 

symbol probabilities, when the binary bits of each non-binary symbol may no 

longer be assumed to be independent. The results of our non-binary EXIT 

chart analysis are provided in Section 6.4.3, where the EXIT charts of both 

the symbol-based and bit-based schemes are compared demonstrating that the 

symbol-based schemes require a lower transmit power and a lower number of 

decoding iterations for achieving a performance comparable to that of their 

bit-based counterparts. The performance of the symbol-based and bit-based 

LDPC-coded STBC-SP schemes is investigated in Section 6.5, in terms of the 

actual decoding trajectories and the attainable BER performance. The effect 

of employing various interleaver depths or, equivalently, LDPC output block 

lengths on the achievable performance is also considered in Section 6.5. 

~ Chapter 7: Conclusions and Future Work 

This chapter summarises the main findings of our research along with our 

suggestions for future research. 

1.5.2 Novel Contributions 

The thesis is based on the following publications and manuscript submissions [125-

145]. The novel contributions of this thesis include the following: 

• The achievable performance of several STBC-SP schemes employing various 

sphere packing constellation sizes L was investigated, where the constellation 

points were first chosen based on a minimum energy criterion. Then, an ex

haustive computer search was conducted in order to find the set of L points 

having the highest MED from the entire set of constellation points satisfying 

the minimum energy criterion. 
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• A turbo-detected sphere packing modulation aided STBC scheme was pro

posed, where the sphere packing demapper was further developed for the sake 

of accepting the a priori information passed to it from the channel decoder as 

extrinsic information [131,133]. 

• In order to portray the different EXIT characteristics associated with different 

bit-to-SP-symbol mapping schemes, 10 different anti-Gray mapping (AGM) 

schemes were developed that were specifically selected from all the possible 

mapping schemes available for L = 16. The slope of the EXIT curves cor

responding to the different AGM schemes increases gradually in fine steps 

demonstrating the advantages of multi-dimensional constellation mapping. Ex

hibiting a gradually increasing EXIT characteristic is essential for the sake of 

designing near-capacity turbo-detected systems. The proposed turbo-detected 

STBC-SP scheme was optimised using using EXIT charts [125]. 

• A differential turbo-detected sphere packing modulation aided STBC scheme 

that requires no channel state information was proposed and its performance 

was optimised using EXIT charts [135]. 

• A three-stage serially concatenated turbo-detected STBC-SP scheme was pro

posed that is capable of achieving infinitesimally low BER values, where the 

performance was no longer limited by a BER floor. The convergence be

haviour of the three-stage system was analysed and designed with the aid 

of 3D EXIT charts and their 2D projections, resulting in a near-capacity per

formance [127,144]. 

• A procedure was proposed for calculating a tighter upper bound on the max

imum achievable bandwidth efficiency of concatenated schemes based on the 

so-called 'area property' of the EXIT charts [127,144]. 

• A purely symbol-based scheme was proposed, where symbol-based turbo de

tection was carried out by exchanging extrinsic information between an outer 

non-binary LDPC code and a rate-l non-binary inner precoder. The conver

gence behaviour of the proposed symbol-based scheme was analysed using novel 

symbol-based EXIT charts [126,132,134]. 



~~----------------------------~ 
Space-Time Block Code Design 

Using Sphere Packing 

2 .1 Introduction 

Most of the schemes outlined in Chapter 1 assumed encountering one of two different ide

alised channel conditions, namely either quasi-static or rapid fading [8,13,14,21, 146-159J. 

However, practical wireless communication channels exhibit both spatial and temporal 

correlation. The space-time codes that have been specifically designed for quasi-static or 

rapid fading channels may not be optimum when they are employed in practice. There

fore, the specific design criteria adopted should take into account the typical fading rates 

encountered, which determines the amount of correlation. In this chapter, a general design 

criterion is considered that takes into account the amount of correlation encountered. 

In [124], the design of robust space-time modulation schemes designed for time-correlated 

Rayleigh fading channels was considered. It was assumed that the wireless channel is only 

time-correlated. Specific design criteria adopted for the time-correlated Rayleigh fading 

channel were derived. The design concept of maximising the diversity product [21, 151J 

was generalised in [124J in order to account of the effects of the temporal correlation. The 

lower and upper bounds of the general diversity product were also established in order to 

assist in the development of systematic space-time signal design procedures. In order to 

maximise the achievable coding advantage for space-time signals that achieve full diver

sity, a class of space-time block coded signals was constructed by combining orthogonal 

22 
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space-time code design with sphere packing (SP) modulation, which is referred to here as 

STBC-SP. 

The rest of the chapter is organised as follows. First, the design criteria devised 

for space-time signals are presented in Section 2.2, where the channel model is discussed 

along with the design criteria invoked for quasi-static and rapid fading channels. Then, the 

design space-time signals recommended for time-correlated fading channels is reviewed in 

Section 2.3, where the concept of general diversity product is presented. In Section 2.4, the 

motivation behind the adoption of sphere packing modulation combined with orthogonal 

design is discussed, where the specific signal design devised for two transmit antennas is 

considered in more detail. Finally, the performance of STBC-SP schemes will be presented 

in Section 2.5, demonstrating that the amalgamated STBC-SP schemes outperform STBC 

arrangements that employ conventional modulation (i.e. PSK, QAM). 

2.2 Design Criteria for Space-Time Signals 

2.2.1 Channel Model 

A wireless communication system having Nt transmit and N r receive antennas is consid

ered. The space-time modulator first divides the input information bits into blocks of B 

bits and maps each block to the appropriate space-time signal selected from the signal set 

of size L = 2B. The space-time signal is then transmitted over the Nt transmit antennas 

using T time slots as detailed in [8,124]. In general terms, each space-time signal can be 

expressed using the following (T x Nt)-dimensional matrix 

e1 
1 e2 

1 eNt 
1 

e1 e2 eNt 

C= 2 2 2 (2.1) 

e1 e2 eNt 
T T T Tx Nt 

where d denotes the symbol transmitted by transmit antenna i, for i = 1, ... ,Nt, in time 

slot t, for t = 1, ... ,T. The above space time signal satisfies the following energy constraint 

(2.2) 
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where E[·] refers to the expected value and IICIIF is the Frobenius norm of C, defined 

as [160] 

T Nt 

LL ic~12, (2.3) 
t=l i=l 

where tr(-) denotes the trace of a matrix and (-)'H denotes the complex conjugate transpose 

of a matrix. The signal yl received by antenna j at time t is given by 

t = 1, ... , T, (2.4) 

where z1 is the complex AWGN noise encountered at receive antenna j at time t, which 

has zero mean and unit variance, while hi,j (t) is the channel coefficient characterising 

the non-dispersive link between transmit antenna i and receive antenna j at time t. The 

channel coefficients are modelled as zero-mean complex-valued Gaussian random variables 

having a unit variance and they are assumed to be known at the receiver, but unknown 

at the transmitter. It is also assumed that the channel has temporal correlation but no 

spatial correlation. In other words, the channel coefficients hi,j (t) are independent for 

different indices (i, j), but correlated in the time domain. Furthermore, p is defined as the 

signal to noise ratio per space-time signal at each receive antenna, and it is independent 

of the number of transmit antennas. 

In [161,162]' the received signal of Equation (2.4) was rewritten in a vectorial form as 

y={!iDH+Z, (2.5) 

where D is an (NrT x NtNrT)-dimensional matrix constructed from the space-time signal 

matrix C as follows 

Dl D2 D Nt 0 0 0 0 0 0 

0 0 0 Dl D2 D Nt 0 0 0 
D= 

0 0 0 0 0 0 Dl D2 D Nt NrT x NtNrT 
(2.6) 
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where 

Di = diag(ci, ck, ... , c~), i = 1, ... ,Nt, (2.7) 

which corresponds to the i-th column of the space-time signal matrix C. The (NtNrT)

dimensional non-dispersive channel coefficient vector H can be written as 

H = [hT 1,1 

where (-)T denotes the transpose of a matrix and finally we have 

hi]' = [ h· ·(1) h· ·(2) , Z,] Z,] 

The received signal vector Y is written as 

Y = [ Yf y} YI ... y~ ... 

Finally, the noise vector Z has the form 

Z - [ ~1 - -<-I 

Example 2.2.1 (2 x 2) systems: 

2 
ZT 

(2.9) 

(2.10) 

(2.11) 

In order to illustrate the employment of the vectorial representation of Equation (2.5), we 

will consider the simple scenario, when we have Nt = N r = T = 2. The matrix D can be 

written as follows: 

o ] , 
D2 

4x8 
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where 

[ 
ci 0] D·-2 - . , 

o C
2 

2 2 x 2 

which leads to 

cI 0 C2 
I 0 0 0 0 0 

0 CI 0 C2 0 0 0 0 
D= 2 2 

0 0 0 0 CI 
I 0 C2 

I 0 

0 0 0 0 0 CI 0 C2 
2 2 

4x8 

The non-dispersive channel impulse response (CIR) vector H is written as 

Accordingly, the received signal Y expressed in Equations (2.5) and (2.10) for the 2 x 2 

system under consideration is written as 

Yf cI' hl,l(1) + cf· h2,1(1) + Zf 

Y= 
y~ =(f. c§ . hl,1 (2) + c§ . h2,1 (2) + z~ 
yr cI . hl ,2(1) + cf . h2,2(1) + zr 
Y§ c§ . hl ,2(2) + c§ . h2,2(2) + z§ 

2.2.2 Pairwise Error Probability and Design Criterion 

Consider Equation (2.5) and let D as well as f> be two different matrices corresponding 

to two different space-time signals C and C, respectively. According to [161,162]' the 

pairwise error probability between D and D can be upper bounded as 
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(2.12) 

where K is the rank of (D - D)R(D - D)7i; 1'1,1'2, ... ,I'K are the non-zero eigenvalues 

of (D - D)R(D - D)7i; and R = E[HH7i] is the correlation matrix of H. Maximising 

the pairwise error probability of Equation (2.12), rather than that between the modulated 

symbols of the individual time slots implies that the individual space-time (ST) signals 

have to have the maximum possible Euclidean distance. 

The authors of [161,162] have also proposed a general design criterion based on the 

upper bound of the pairwise error probability expressed in Equation (2.12) that consists 

of two parts: 

• The minimum rank of (D - D)R(D - D)7i should be maximised. 

• The minimum value of the product rr~l I'i should be maximised. 

This criterion is consistent with the well-know space-time signal design criteria outlined 

in [8, 146] for the extreme cases of the quasi-static and the rapid fading channel models, 

which are reproduced here for completeness: 

• Quasi-static fading channels: The minimum rank of 

(2.13) 

over all pairs of distinct ST signals C and C should be maximised. According 

to [21, 151]' if ~ is of full rank for any pair of distinct signals C and C, in other 

words, if columns are independent of each other, then the so-called diversity product 

is given by [21,151] 

(static 
1 1 

miI~ Idet(~)12T, 2VNi c#c 
(2.14) 

where the diversity product or coding advantage is defined as the estimated SNR 

gain over an uncoded system having the same diversity order as the coded system [8]. 
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• Rapid fading channels: The minimum number of non-zero rows of (C - C) should 

be maximised for any pair of distinct signals C and C. If there is no zero row in 

(C - C), then the diversity product is given by [8, 146J 

(2.15) 

where Ct and Ct are the t-th rows of C and C, respectively. 

2.3 Design Criteria for Time-Correlated Fading Channels 

In this section, the design criteria devised for time-correlated fading channels in [124J are 

considered. The pairwise error probability of the ST signals and related design criteria 

will be presented in Section 2.3.2. The generalised diversity product along with its lower 

and upper bounds will also be discussed in Sections 2.3.3.1 and 2.3.3.2, respectively. 

2.3.1 Preliminaries 

The channel's correlation matrix R can be written as 

where 

(2.17) 

corresponds to the time-domain correlation matrix of the channel coefficients describ

ing the link between transmit antenna i and receive antenna j. When using Jakes fading 

model [163J, all of the time-domain correlation matrices Ri,j are the same. In other words, 

the temporal correlation of the signal transmitted from transmit antenna i to receive an

tenna j is the same. Hence, the correlation matrix of Equation (2.16) can be written as 
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(2.18) 

where 129 denotes the tensor product [160], I NtNr is the identity matrix of size (NtNr x 

NtNr ) and R is the time correlation matrix of the signal transmitted between antenna i 

and antenna j) defined as 

[ 

rl,1 
u D-

R ~ R;,i ~ "T,] 

From Equations (2.6), (2.7), and (2.18), one can write [124] 

(D - D)R(D - D)'H 

INr @ [t(Di -D;)R(Di - D;)'H] 

IN,. 

:Z=;:;1 Id - c11 2r1,] :Z=;:;] (d - c1)(d - c~)*r],2 

:Z=;:;] (c~ - c~)(c1- cl)*r2,] :Z=;:;] Ic~ - c~12r2,2 

I Nr @{ [(C-C)(C-C)'H] oR} 
INr @ {~o R}, 

(2.19) 

2:;:;](d - c1)(c~ - cy)*r],T 

2:;:;] (C2 - c~)( c~ - Cy)*r2,T 

(2.20) 

where ~ is defined in Equation (2.13), and 0 denotes the Hadamard product [160], which 

is defined as follows 

Definition 2.3.1 Let A = {ai,j} and B = {bi,j} be two matrices of dimension (m x n). 

The Hadamard product of A and B is defined as 

AoB = (2.21) 
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2.3.2 Pairwise Error Probability and Design Criterion 

Upon combining Equation (2.20) with Equation (2.12), the upper bound of the pairwise 

ST symbol error probability between C and C can be written as [124J 

(2.22) 

where T is the rank of A 0 R, and AI, A2, . .. ,Ar are the non-zero eigenvalues of A 0 R. 
According to Equations (2.22), the ST code design criteria devised for time-correlated 

fading channels can be formulated as follows [124J: 

a) Design for diversity advantage: The minimum rank of .A. oR should be maximised 

over all pairs of distinct ST signals C and C. 

b) Design for coding advantage: The minimum value of the product rr~=l Ai over 

all pairs of distinct ST signals C and C should be maximised. 

2.3.3 Coding Advantage 

The above-mentioned coding advantage or the diversity product was used in [21, 151J m 

order to characterise the performance of different space-time coding schemes that achieve 

an identical diversity advantage. The concept of the diversity product was generalised 

in [124J to time-correlated fading channels. Undoubtedly, this generalisation renders the 

evaluation and comparison of different space-time coding schemes more straightforward. 

Additionally, upper and lower bounds on the generalised diversity product were also de

veloped in [124J. 

2.3.3.1 Generalised Diversity Product 

According to the upper bound of the pairwise ST symbol error probability expressed in 

Equation (2.22), and assuming that A 0 R is of full rank, the generalised diversity product 

can be written as [124J: 

1 (~) 1 (R = IT\T mi~ Idet A 0 R 1 2T . 
2y N t c#c 

(2.23) 
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It may be directly observed that for quasi-static fading channels (i.e. for 6. 0 R = 6.), 

Equation (2.23) reduces to Equation (2.14), namely to 

1 1 

(static = !T\T mil) I det (6.) 12T . 
2y Nt C,iC 

For rapid fading channels the correlation matrix R indicates that unless the time-lag con

sidered is zero, the corresponding correlation coefficient is also zero, which is expressed as 

100 

o 1 o 
IT 

o 0 1 
TxT 

Additionally, it may be directly observed that for this case A 0 R is a diagonal matrix 

whose entries are the diagonal entries of 6., namely 

IlcI-CIII} 0 0 

(6. oR) = 
0 

rapid 

IIc2 - c211} 0 
(2.24) 

0 0 IlcT - cTII} 
TxT 

where Ct and Ct, t = 1, ... ,T, are the t-th rows of C and C, respectively. Consequently, 

Equation (2.23) reduces to Equation (2.15), namely to 

2.3.3.2 Upper and Lower Bounds on the Generalised Diversity Product 

It was shown in [124] that the generalised diversity product, (R of Equation (2.23) is lower 

bounded by (static of Equation (2.14) and upper bounded by (rapid of Equation (2.15). 

More specifically, if a set of space-time signals characterised in terms of its dimension 
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(T x Nt) has L elements and .6. 0 R is of full rank for any pair of distinct ST signals C and 

C, then the diversity product (R of these signals devised for a fading channel and defined 

by the time-correlation matrix R, satisfies [124] 

max {(static, Idet(R)12~(raPid} < (R < (rapid < fL. Y 2[L=1) 
(2.25) 

According to Equation (2.25), the diversity product (R is determined by (rapid if the 
v v 1 

time correlation matrix R is of full rank, since Idet(R) 12T (rapid :S (R ::; (rapid. By contrast, 

if R does not have full rank, the diversity product (R is no longer determined by (rapid, 

since we have det(R) = 0, which leads to 0 ::; (R ::; (rapid. Another observation inferred 

from Equation (2.25) is that we have (static::; (R ::; (rapid, which suggests that the diversity 

product (R will be independent of the channel's correlation matrix R for all space-time 

codes having (static = (rapid. Furthermore, the problem of designing robust space-time 

signals for time-correlated fading channels can be reduced to that of designing space-time 

signals for quasi-static fading channels, if (static achieves the upper bound of J 2((-1) 

quantified in Equation (2.25) or at least it is close to it, since (R will also achieve or 

will at least be close to this upper bound for any time-correlated fading channel. Based 

on these results, all space-time signals designed for quasi-static fading channels, such as 

cyclic ST codes [21], ST codes derived from orthogonal design [13,14,148,149]' parametric 

ST codes [153], Cayley ST codes [152]' etc., can also be used for communication over 

time-correlated fading channels. 

2.4 Orthogonal ST -Code Design Using Sphere Packing 

In this section, orthogonal ST-code design using sphere packing modulation is considered. 

First, the general concept and the motivation of combining orthogonal ST-code design us

ing sphere packing are discussed in Section 2.4.1. Then, the specific signal design proposed 

for Nt = 2 transmit antennas is provided in Section 2.4.2 in order to shed further light 

on the concept of combining orthogonal design with sphere packing. The sphere packing 

constellation construction is described in Section 2.4.3. Finally, the capacity of STBC-SP 

schemes is derived in Section 2.4.4 
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2.4.1 General Concept 

The concept of orthogonal ST signal design has become synonymous to space-time coding, 

following the remarkable discovery of Alamouti [13J. Since then, it has attracted consid

erable further attention [164J. The orthogonal ST-code design can be described with the 

aid of the following recursive procedure [150J as follows. Let G 1 (xd = xIII, and 

(2.26) 

for k = 1, 2, ... , where xk+l is the complex conjugate of Xk+l. Then, G 2k (Xl, X2,· .. ,Xk+l) 

constitutes an orthogonal ST-code generator matrix design of size (2k x 2k), which maps 

the complex variables representing (XI,X2, ... ,Xk+d to Nt = 2k transmit antennas. In 

other words, Xl, X2, . .. ,xk+l represent (k + 1) number of complex modulated symbols 

to be transmitted from Nt = 2k transmit antennas in T = 2k time slots. The effective 

throughput of G 2k is (k + 1)/2k complex symbols per time slot, which is the maximum 

throughput that may be achieved by an orthogonal ST-code design having a square-shaped 

generator matrix [150J. 

Space-time signals can be constructed directly from the orthogonal ST -code design 

G 2k of Equation (2.26) for Nt = 2k, k = 1, 2, ... , transmit antennas as [150J 

(2.27) 

where Xl, X2, . .. ,Xk+l are specifically chosen from a constellation space satisfying the fol

lowing condition: 

k + 1. 

The multiplicative term J2k /(k + 1) in Equation (2.27) is a normalisation factor used for 

ensuring that the space-time signal C of Equation (2.27) satisfies the energy constraint of 

Equation (2.2), which dictates that 

(2.28) 
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since the space-time signal C of Equation (2.27) is of size (2k x 2k). The energy of the 

signal C in Equation (2.27) is computed as follows 

EIIClI} 

which satisfies the energy constraint of Equation (2.28). 

Let C and C be two distinct space-time signals directly constructed from the orthog

onal ST-code design G 2k of Equation (2.26) 

and 

then we have 

and 

implying that a is a diagonal matrix of size (2k x 2k). Observe that all of the diagonal 

entries in R of Equation (2.19) are unity, yielding 

aoR= 
o 

o 

o 
2k ,\",k+l I - 12 

k+l L..-i=l Xi - Xi 

o 

o 
o 
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and therefore 

(2.31 ) 

Now, with the aid of Equations (2.23) and (2.31), as well as by observing that T = Nt = 2k, 

the diversity product evaluated for space-time signals constructed from the orthogonal ST

code design G 2k of Equation (2.26) can written as [124] 

(2.32) 

which shows that the diversity product of space-time signals constructed from the orthog

onal design G 2k of Equation (2.26) is independent of the correlation matrix R, provided 

that the space-time signals achieve full diversity (i.e. that ~ 0 it is of full rank). 

Assuming that there are L legitimate space-time signals, which the encoder can choose 

from, Equation (2.32) dictates that the diversity product is determined by the mini

mum Euclidean distance (MED) of the L number of (k + I)-dimensional complex vectors 

(Xl, X2, ... , xk+dl E Ck+l, l = 0, ... , L - 1. Therefore, in order to maximise the diver

sity product, the L number of (k + I)-dimensional complex vectors must be designed by 

ensuring that they have the best MED in the (k + I)-dimensional complex-valued space 

Ck+l, as illustrated in Figure 2.1. If each of the L number of (k + I)-dimensional complex 

vectors is expressed using its real and imaginary components, so that we have 

(2.33) 

for l = 0, ... ,L - 1, then each of these complex vectors can be represented in the stylised 

space shown in Figure 2.2. It may be directly observed from Figure 2.2 that the design 
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Figure 2.1: The L legitimate (k + I)-dimensional complex vectors. 

problem can be readily transformed from the (k + 1)-dimensional complex-valued space 

Ck+l to the 2(k + 1)-dimensional real-valued Euclidean space lR2(k+I), as portrayed in 

Figure 2.3. It was proposed in [124] to use sphere packing (SP) for combining the individual 

antennas signals into a joint ST design, since they have the best known MED in the 

2(k + 1)-dimensional real-valued Euclidean space JR2(k+l) [165], which directly maximises 

the diversity product expression of Equation (2.32). 

To summarise the general concept, space-time signals having the maximum Euclidean 

distance may be constructed from Alamouti-style orthogonal design using sphere packing 

modulation for Nt = 2k, k = 1,2,3, ... , transmit antennas. When conventional modula

tion methods (i.e. QAM, PSK) are used in the design of space-time signals, the symbols 

Xl, X2, ... ,Xk+l are chosen independently from the modulation constellation. By contrast, 

in the case of sphere packing, these symbols are designed jointly in order to further in

crease the coding advantage, as suggested above. Assuming that there are L space-time 

signals that the encoder can choose from and each ST signal is transmitted over T = Nt 

number of consecutive time slots, the effective throughput of the space-time modulated 

scheme is (log2 L)/Nt bits per ST channel access, where an ST channel access is again 

defined as the transmission of one of the L legitimate ST signals over the Nt transmit 

antennas within the corresponding Nt time slots. When assuming rectangular Nyquist 
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Figure 2.2: The L legitimate (k + I)-dimensional complex vectors represented by their real and 

imaginary components. 

filtering, the resultant spectral efficiency becomes (log2 L) I Nt bl sl H z. Without loss of 

generality, G 2(Xl, X2) will be considered in Section 2.4.2, in order to illustrate the concept 

of orthogonal ST code design using sphere packing for Nt = 2 transmit antennas. 

2.4.2 Signal Design for Two Transmit Antennas 

The orthogonal ST signal design for Nt = 2 transmit antennas is characterised as 

(2.34) 

which was introduced by Alamouti [13], where the rows and columns of Equation (2.34) 

represent the temporal and spatial dimensions, corresponding to two consecutive time slots 

and two transmit antennas, respectively. In this section, space-time encoding designed for 

systems employing Nt = 2 transmit antennas will be presented first in Section 2.4.2.1, 

while in Section 2.4.2.2 the receiver and maximum likelihood detection algorithm will be 

detailed. Then, in Section 2.4.2.3 a range of systems using Nt = 2 transmit antennas and 

multiple receive antennas will be discussed. Finally, in Section 2.4.2.4 it will be shown 

how sphere packing is combined with orthogonal ST signal design employing Nt transmit 
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Figure 2.3: The L legitimate 2(k + I)-dimensional real-valued vectors. 

antennas. 

2.4.2.1 G 2 Space-Time Encoding 

As shown in Figure 2.4, the space-time encoder is preceded by a modulator. Each group 

of B information bits is first modulated using an L-ary modulation scheme, where we have 

B = log2 L. Then, the encoder operates on a block of two consecutive modulated symbols 

Xl and X2, mapping them to the transmit antennas according to the generator matrix seen 

Information 
source Modulator Encoder 

Figure 2.4: Block diagram of the two-transmitter STBC scheme, @Alamouti [13]. 
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in Equation (2.34). 

Each activation of the encoder considers two consecutive time slots. During the first 

time slot, Xl is transmitted from the first antenna and simultaneously X2 is transmitted 

from the second antenna. During the second time slot, -x~ is transmitted from the first 

antenna and simultaneously xl is transmitted from the second antenna. The columns of 

the generator matrix represent antennas and the rows represent time slots. Therefore, 

encoding is carried out in both the space and time domains. Table 2.1 shows the encoding 

and transmission sequence for the two-transmitter STBC scheme. 

time slot t 

time slot t + 1 

antenna 1 

Xl 

-X~ 

antenna 2 

X2 

X* 1 

Table 2.1: Encoding and transmission sequence for the two-transmitter STBC. 

2.4.2.2 Receiver and Maximum Likelihood Decoding 

Figure 2.5 shows the block diagram for the receiver, when a single receive antenna is em

ployed. Let hl(t) and h2(t) denote the complex-valued fading channel coefficients of the 

first and second antennas with respect to the receive antenna at time instant t, respec

tively. It is assumed that the channel coefficients are constant over two consecutive time 

slots. Hence, they can be written as follows 

hl(t) = hl(t + 1) = hI = Ihlleje1 

h2 ( t ) = h2 ( t + 1) = h2 = I h21 ej e2 , 

(2.35) 

(2.36) 

where Ihi I and Bi , i = 1,2, are the amplitude and phase shift of the complex-valued channel 

coefficient for the path spanning from transmit antenna i to the receive antenna. 

As shown in Figure 2.5, rl and r2 represent the signals received over the two consecu

tive time slots t and t + 1, respectively, which can be written as 
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hI 

nl 
+ n2 

~ 
Channel 

hI 

Estimator h2 

h2 

Rx 

T1 
T2 

Xl 

x* 1 

1X2 

~ 
Signal 

Combiner 

X2 

Maximum Likelihood Detector 

~ ! 

Figure 2.5: Receiver for the two-transmitter STBe, @Alamouti [13J. 

(2.37) 

(2.38) 

where nl and n2 are independent complex-valued additive white Gaussian noise (AWGN) 

samples at time t and t + 1, respectively, with zero mean and a power spectral density of 

No/2 per dimension. 

Assuming perfect channel estimation, the channel's fading coefficients, hI and h2, are 

known at the receiver. The availability of the channel state information (CSI) at the re-
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ceiver will improve the performance of the decoder. The fading coefficient estimates hI 

and h2 are used by the decoder to find the most likely transmitted signals, as we will show 

in Equations (2.42) and (2.42). The maximum likelihood decoder decides on the specific 

pair of signals (Xl, X2) that minimises the following distance metric: 

(2.39) 

over all possible values of Xl and X2, while assuming that all the signals in the modulation 

constellation are equiprobable. The squared Euclidean distance between two complex

valued signals, say x and y, can be expressed as 

(x - y)(x* - y*). (2.40) 

Upon, using Equation (2.40), the detection criterion of Equation (2.39) can be further 

manipulated as follows 

(2.41 ) 

Let us define Xl and X2 as two decision statistics constructed by combining the received 

signals TI and T2 with the perfectly estimated CSI as follows 

(2.42) 

(2.43) 
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Moreover, d2(xl, Xl) and d2(X2' X2) can be expressed using Equations (2.42) and (2.43) 

along with Equation (2.40) as follows 

(Xl - Xl)(X! - xn 

IXll2 + IXll2 - h!rlx! - h2r;x! - hlrtxl - h2r2xl, (2.44) 

and, 

(X2 - X2)(x2 - X2) 

IX212 + IX212 - h2rlX2 + hlr2x2 - h2rtx2 + h!r2x2. (2.45) 

Upon substituting Equations (2.44) and (2.45) into Equation (2.41) and omitting all terms 

that are not functions of Xl or X2, the resultant decoding criterion can be expressed as 

where C is the set of all possible modulated symbol pairs (Xl, X2). Furthermore, expressing 

rl and r2 in Equations (2.42) and (2.43), respectively, using Equations (2.37) and (2.38) 

yields, 

(lhl l2 + Ih212)Xl + h!nl + h2n~ 

(lhl l2 + Ih212)X2 - hln2 + h;nl. 

(2.47) 

(2.48) 

The fact that the decision statistics Xi only depend on Xi, i = 1, 2, enables us to separate 

the maximum likelihood decoding rule of Equation (2.46) into two independent decoding 

criteria for Xl and X2 as follows 

arg min [(lhl I2 + Ih212 - 1)lxll2 + d2(Xl' Xl)] 
Xl ES 

arg min [(lhl I2 + Ih212 - 1)lx212 + d2(X2' X2)], 
x2ES 

(2.49) 

(2.50) 
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where S represents the legitimate constellation set. Observe furthermore in Equations (2.47) 

and (2.48) that even if one of the fading coefficients is small owing to a deep magnitude 

fade, it is likely that the other coefficient is simultaneously high owing to their independent 

fading. For the special case of M-PSK signal constellations, the amplitude of all possible 

modulated symbols, Xi, i = 1, 2, are constant leading to the following further simplified 

decoding criteria: 

arg !llin d2(Xl' Xl) 
XIES 

arg !llin d2(X2' h). 
X2ES 

2.4.2.3 G2 Space-Time Coding Using Multiple Receive Antennas 

(2.51) 

(2.52) 

As a motivation of this section, it is worth noting at this early stage that the employment 

of multiple transmit antennas requires the proportionate reduction of the individual an

tennas' transmit power for the sake of their fair comparison. This requires for example for 

Nt = 2 that transmit diversity provides more than 3dB gain in order to compensate for 

halving the transmit power of both antennas, which is typically only realistic with the aid 

of multiple receiver antennas. Motivated by this, the two-transmitter space-time coding 

scheme of Section 2.4.2.2 can be extended to systems employing an arbitrary number of 

receive antennas, NT. The decoding criteria must be modified to include the effect of the 

multiple receive antennas. However, the encoding and transmission is identical to the case 

of a single receive antenna. Let r{ and r~ denote the received signals by the jth receive 

antenna at time t and t + 1, respectively 

(2.53) 

where hi,j, i = 1, 2, j = 1, ... , NT, represents the complex-valued fading coefficient for 

the path spanning from transmit antenna i to receive antenna j, and n{ as well as n~ are 

the AWGN samples at time instants t and t + 1, respectively, at receive antenna j. 

The decision statistics Xl and X2 which are constructed by the receiver based on the 

linear combination of the received signals are expressed as [13,166, 167J 
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NT 

Xl I: hi,jr{ + h2,j(d)* 
j=l 

NT 

I: [(/hl ,j/2 + /h2,j/2)Xl + hi,jni + h2,j(n~)*] 
j=l 

NT 

X2 I: h~,jr{ - h2,j(r~)* 
j=l 

NT 

I: [ (/hl,j /2 + /h2,j /2) X2 + h~,jni - h1,j (n~)*] . 
j=l 
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(2.54) 

(2.55) 

Based on Equations (2.42), (2.43), (2.54) and (2.55), the following rule can be deduced 

for the linear combination of the received signals [166]: 

For Xi, i = I, 2, multiply rj, j = I, 2, with the conjugate of the correspond

ing complex-valued fading coefficient h if Xi is present in rj as suggested by 

Equations (2.42), (2.43), (2.54) and (2.55). Otherwise, if xi is present in rj, 

multiply rj with the corresponding complex-valued fading coefficient h. Then, 

the resultant products are added or subtracted from the rest, depending on 

the sign of the term in the expression of the received signal rj. 

It is plausible from Equations (2.54) and (2.55) that the number of independent prop

agation paths is proportional to the number of receivers Nr , namely 2 . N r . Therefore, 

as argued at the beginning of this section, if one path is in a deep fade, other paths are 

still likely to provide a high-reliability link for the transmitted signal, provided that the 

paths are spatially uncorrelated. This advantage is valid even if a single receive antenna 

is used, because in that case there are two independent paths corresponding to the first 

and second transmit antennas. 

The maximum likelihood decoding criteria used by the receiver for the two indepen

dent signals Xl and X2 are given by [13, 167] 
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(2.56) 

(2.57) 

2.4.2.4 G 2 Orthogonal Design Using Sphere Packing 

The G 2 generator matrix of Equation (2.34) is reproduced here for convenience 

According to Alamouti's design [13] for example, Xl and X2 represent conventional 

binary phase shift keying (BPSK) modulated symbols transmitted in the 1 st and 2nd time 

slots and no effort is made to jointly design a signal constellation for the various com

binations of Xl and X2. For the sake of generalising our treatment, let us assume that 

there are L legitimate space-time signals G 2 (XI,l> XI,2), l = 0,1, ... ,L - 1, where L rep

resents the number of sphere-packed modulated symbols. The transmitter has to choose 

the modulated signal from these L legitimate symbols, which have to be transmitted over 

the two antennas in two consecutive time slots, where the throughput of the system is 

given by (log2 L) /2 bits per channel access. In contrast to Alamouti's independent design 

of the two time slots' signals [13], our aim is to design Xl,l and XI,2 jointly, so that they 

have the best MED from all other (L -1) legitimate transmitted space-time signals [124], 

since this minimises the system's ST symbol error probability. Let (al,l, al,2, al,3, al,4), 

l = 0, ... , L - 1, be phasor points belonging the four-dimensional real-valued Euclidean 

space ]R4, where each of the four elements al,d, d = 1, ... ,4, gives one coordinate of the 

two time-slots' complex-valued phasor points. Hence, Xl,l and XI,2 may be written as 

Tsp(al,l, al,2, al,3, al,4) 

{ al,l + j a l,2, al,3 + j a l,4}, (2.58) 
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where the SP-function Tsp represents the mapping of the SP symbols (al,l, al,2, al,3, al,4) 

to the complex-valued symbols Xl,l and xl,2, l = 0, ... , L - 1. 

In the four-dimensional real-valued Euclidean space ]R4, the lattice D4 is defined as a 

sphere packing having the best minimum Euclidean distance from all other (L - 1) legit

imate constellation points in ]R4 [165J. More specifically, D4 may be defined as a lattice 

that consists of all legitimate sphere packed constellation points having integer coordi

nates (al,l, al,2, al,3, al,4), l = 0, ... , L - 1, uniquely and unambiguously describing the L 

legitimate combinations of the two time-slots' modulated symbols in Alamouti's scheme, 

but subjected to the sphere packing constraint of [165J 

al,l + al,2 + al,3 + al,4 = kl' l = 0, ... , L - 1, (2.59) 

where kl may assume any even integer value. Alternatively, D4 may be defined as the in

teger span of the vectors VI, V2, V3 and V4 that form the rows of the following generator 

matrix [165J 

2 0 0 0 

1 1 0 0 

1 0 1 0 

100 1 

(2.60) 

We may infer from the above definition in Equation (2.60) that D4 contains the centres 

(2,0,0,0), (1,1,0,0), (1,0,1,0), and (1,0,0,1). It also contains all linear combinations of 

these points. For example, VI - 3 . V3 = (2,0,0,0) - 3 . (1,0,1,0) = (-1,0, -3,0), is a 

legitimate phasor point in D 4 . 

Assuming that S = {sl = [al,1 al,2 al,3 al,4J E ]R4 : 0 ::; l ::; L - I} constitutes a set of 

L legitimate constellation points from the lattice D4 having a total energy of 

L-l 

Etotal ~ I)lal,112 + lal,21
2 + lal,31

2 + lal,41
2

), (2.61) 
1=0 

and upon introducing the notation 
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l = 0, ... , L - 1, (2.62) 

we have a set of space-time signals, {CI:O ::; l ::; L - I}, whose diversity product is deter

mined by the MED of the set of L legitimate constellation points in S. The transformation 

of the L legitimate 2-dimensional complex vectors (xl,l, XI,2), l = 0, ... ,L - 1, to the L le-

gitimate 4-dimensional real-valued vectors (al,l' al,2, al,3, al,4), l = 0, ... ,L - 1, is depicted 

in Figures 2.6 and 2.7. 

Figure 2.6: The L legitimate 2-dimensional complex vectors for G 2 space-time signals. 

The normalisation factor J2L/ Etotal in Equation (2.62) is used for ensuring that the 

space-time signal of Equation (2.62) satisfies the energy constraint of Equation (2.2), which 

can be derived as follows. 

Let us define nf as a normalisation factor to be used in Equation (2.62) for ensuring 

that the space-time signal satisfies the energy constraint of Equation (2.2). Then the 

space-time signal of Equation (2.62) can be written as 

C 
[

Xl'l XI'2] 
1= nf 

* * -xl ,2 xl,l 

(2.63) 
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Figure 2.7: The L legitimate 4-dimensional real-valued vectors for G 2 space-time signals. 

The energy of the space-time signal formulated in Equation (2.63) is given by 

E[ n} . (IXI,112 + IXI,212 + IXI,212 + IXI,112) ] 

2 . n} . E [lxl,ll2 + IXI,212] . 

Expressing Equation (2.64) with the aid of Equation (2.58) yields 

(2.64) 

(2.65) 

Observe from Equation (2.61) that the average energy of a single sphere packing symbol 

is given by 

Etotal 

L 
(2.66) 

Then, Equation (2.65) becomes 
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2 
2 Etotal 

.nj·-L-

T· Nt (from Equation(2.2)) 

2·2 = 4. 

Hence, with the aid of Equation (2.67) we arrive at 
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(2.67) 

(2.68) 

The following example illustrates, how sphere packing modulation may be implemented 

in combination with G 2 space-time coded systems. 

Example 2.4.1 Assume that there are L = 16 different legitimate space-time signals, 

G 2(XI,1, XI,2), l = 0, ... ,15, that the encoder can choose from. We will consider two 

optional modulation schemes, namely conventional QP8K modulation and sphere packing 

modulation . 

• Conventional QPSK Modulation: 

There are four legitimate two-bit QP8K symbols, 80, 81, 82, and 83, that can be 

used for representing any of the symbols xl,l and XI,2, l = 0, ... ,15. The transmission 

regime of the two consecutive time slots is demonstrated in Figure 2.8 . 

• Sphere Packing Modulation: 

We need L = 16 phasor points selected from the lattice D4! (al,l, al,2, al,3, al,4), l = 

0, ... ,15, in order to jointly represent each space-time signal (xl,l, XI,2), l = 0, ... ,15, 

according to Equation (2.58), as depicted in Figure 2.9. Table 2.2 shows the effective 

throughput and the associated transmission block sizes for different values of L. 

2.4.3 Sphere Packing Constellation Construction 

Since the orthogonal G 2 space-time signal, which is constructed from the sphere packing 

scheme of Equation (2.62) is multiplied by a factor that is inversely proportional to vi Etotal, 
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... 0011 

-... 0011 

QPSK Modulator 

11--S3 --XI,1 

00 --SO --XI,2 

Xl,l 

XI,2 

Time Slot t 

QPSK Modulator 

11--S3 --Xl, 1 Xl,l 

00 --SO --XI,2 XI,2 

STBC 
Encoder 

STBC 
Encoder 

Time Slot t + 1 

S3 
Txl 

SO 

Txl 
-(SO)* 

(S3)* 

Figure 2.8: Transmission of two QPSK symbols during two consecutive time slots. 

--... 0011 

... 0011 

Sphere Packing Modulator 

0011 -- (az,l, aZ,2, al,3, al,4) xl) 

aZ,l + j a l,2 -- Xl,l 
XI,2 

aU + jaz,4 -- Xl,2 

Time Slot t 

Sphere Packing Modulator 

0011 -- (aU, aZ,2, al,3, al,4) 

au + jaz,2 -- XZ,l 
al,3 + jaz,4 -- XI,2 

XZ,l 

XI,2 

Time Slot t + 1 

STBC 

Encoder 

STBC 
Encoder 

Txl 

~ 

Txl 

Tx2 

(aZ,3 + j a l,4) 

-(al,3 + jaz,4)* 

(au + j al.2)* . . 
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Figure 2.9: 1\'ansmission of a single sphere-packed symbol during two consecutive time slots. 
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L Block Size (bits) Throughput (b/s/Hz) 

4 2 1 

8 3 1.5 

16 4 2 

32 5 2.5 

64 6 3 

128 7 3.5 

256 8 4 

512 9 4.5 

1024 10 5 

2048 11 5.5 

4096 12 6 

Table 2.2: Throughput of sphere packing aided G 2 systems for different SP signal set sizes L. 

namely by VE2L ,it is desirable to choose a specific subset of L points from the entire 
total 

set of legitimate constellation points hosted by D 4 , which results in the minimum total 

energy Etotal while maintaining a certain minimum distance amongst the SP symbols. 

Viewing this design trade-off from a different perspective, if more than L points satisfy 

the minimum total energy constraint, an exhaustive computer search is carried out for 

determining the optimum choice of the L points out of all possible points, which possess 

the highest MED, hence minimising the SP-symbol error probability. For this purpose, the 

legitimate constellation points hosted by D4 are categorised into layers or shells based on 

their norms or energy (i.e. distance from the origin) as seen in Table 2.3 . For example, it 

was shown in [165] that the first layer consists of 24 legitimate constellation points hosted 

by D4 having an identical minimum energy of E = 2. In simple terms, the SP symbol 

centred at (0,0,0,0) has 24 minimum-distance or closest-neighbour SP symbols around it, 

centred at the points (+ / - 1, + / - 1,0,0), where any choice of signs and any ordering of 

the coordinates is legitimate. 
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Example 2.4.2 Assume that there are L = 16 different legitimate space-time signals, 

G 2 (Xl,l, Xl,2), l = 0, ... ,15, which the encoder can choose from. Then, we need the most 

'meritorious' L = 16 phasor points from the lattice D4 for representing the ST-signals. 

According to the above-mentioned minimum energy constraint, only the 24 legitimate con

stellation points hosted by the first SP layer of Table 2.3 are considered, as shown in 

Figure 2.10. Then, an exhaustive computer search is employed for determining the opti

mum choice of the L = 16 points out of the 24 possible first-layer points, which possess 

the highest MED. 

..·e····e····e ... • _ e • . ' . 
;' • e . 
• • . . 

• • - . . -e e -It.. _ .. -•.•.•• 
Figure 2.10: The 24 first-layer SP constellation points hosted by D4 having the minimum energy 

of E = 2. 

Table 2.3 provides a summary of the constellation points hosted by the first 10 layers 

in the 4-dimensional lattice D 4 . In order to generate the full list of SP regimes for a 

specific layer, we have to apply all legitimate permutations and signs for the corresponding 

constellation points given in Table 2.3. 
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Constellation Points 

I 0 1 0 1 0 1 0 0 0 1 1 I 

I 1 1 +/-1 1 +/-1 1 0 0 2 1 24 I 

1 
2 1:~~I+~II+~II+~11 4 

1 
8 

1 4 16 

I 3 1 +/-21 +/-1 1 +/-1 1 0 1 6 1 96 I 

I 4 1 +/-21 +/-21 0 1 0 I 8 1 24 I 

1 
5 1:~:I:~~I+~II+~11 10 

1 
96 

1 10 48 

1 
6 1 +/-31 +/-1 1 +/-1 1 +/-1 1 12 

1 
64 

1 12 32 +/-2 +/-2 +/-2 0 

I 7 1 +/-31 +/-21 +/-1 1 0 1 14 1 192 I 

1 
8 1 +/-21 +/-21 +/-21 +/21 16 

1 
16 

1 +/-4 0 0 0 16 8 

9 +/-4 +/-1 +/-1 0 18 96 

+/-3 +/-2 +/-2 +/-1 18 192 

+/-3 +/-3 0 0 18 24 

10 1 +/-41 +/-21 0 1 0 1 20 48 

20 96 

Table 2.3: The first 10 layers of D 4 . 

2.4.4 Capacity of STBC-SP Schemes 

In this section, the capacity of STBC-SP schemes having Nt = 2 transmit and N r receive 

antennas is derived based on the results found in [168]. Assuming perfect channel estima

tion, the complex-valued channel output symbols received during two consecutive STBC 

time slots at receiver j are first diversity-combined in order to extract the estimates Xl,j 

and X2,j of the most likely transmitted symbols Xl,l and xl,2, as seen in Equations (2.47) 
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and (2.48), resulting in [169] 

Nt 

"Ih· '1 2
. XII + 'lh . L..." z,J , ,J 

i=l 
Nt 

2 , 
X2Nt,j . Xl,l + nl,j 

L Ihi ,jl2 . XI,2 + n2,j = X~Nt,j' XI,2 + n2,j, 

i=l 
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(2.69) 

(2.70) 

for j = 1, ... , N" where again, hi,j represents the complex-valued Rayleigh channel coeffi

cient between the i-th transmit antenna and the j-th receive antenna; X~Nt,j = E~llhi,jI2 

represents the chi-squared distributed random variable having 2Nt degrees of freedom at 

receiver j; nl,j as well as n2,j are the zero-mean complex Gaussian random variables at 

receiver j during the first and second time slots, respectively, an having a variance of 

U~j = X~Nt,j . u;, where u; is the original noise variance per dimension. The received 

sphere-packed symbol rj of receiver j is then constructed from the estimates XI,j and X2,j 

using the inverse function of Tsp introduced in Equation (2.58) as 

T - I (- - ) rj = sp XI,j, X2,j , (2.71) 

where we have rj = [aj,l aj,2 aj,3 aj,4] E ]R4. The received sphere-packed symbol rj can be 

written as 
2 fiE~L I 

rj = X2Nt,j' -e-' s + Wj, 
total 

(2.72) 

where we have sl = [aU al,2 al,3 al,4] E S, 0 :s: l :s: L -1. Furthermore, Wj = [Wj,l Wj,2 Wj,3 

Wj,4] E ]R4 is a four-dimensional real-valued Gaussian random variable having a covariance 

matrix of u~ . IND = un~' . IND = X~N J' • u; . I ND , where we have ND = 4, since the 
J J t, 

sphere packing symbol constellation S is four-dimensional. According to Equation (2.72), 

the conditional probability p( r j lsI) of receiving a 4-dimensional signal r j, given that a 4-

dimensional L-ary sphere packing symbol sl E S, 0 :s: l :s: L - 1, was transmitted over the 

Rayleigh channel of Equation (2.72), is given by the following probability density function 

(PDF): 

1 (1 I I T) ---N-;:-;-D- exp - 2u2 (rj - (3j . s ) (rj - (3j . s ) 
(21TU~) -2- Wj 

J 

(2.73) 

where (3J = X~N J" VE2L . Let us define r = (rl, ... , rN )T as the N,-element real-valued 
.... t, total T' 

4-dimensional received signal vector. Using Equation (2.73), the conditional probability 
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p(rlsl) is given by [6]: 

(2.74) 

The channel capacity valid for STBC schemes using N D-dimensional L-ary signa

lling [170] over the discrete-input continuous-output memoryless channel (DCMC) [6] was 

derived in [168] from that of the discrete memoryless channel (DMC) [171]. Accordingly, 

the channel capacity derived for STBC-SP schemes using N D-dimensional L-ary signalling 

may be written as [168,172] 

CSTBC-SP = 
DCMC luax 

p(sO), ... ,p(sL-l) 

(2.75) 

where p(sl) is the probability of occurrence for the transmitted sphere packing symbol 

sl and p(rlsl) is expressed in Equation (2.74). The right-hand side of Equation (2.75) is 

maximised, when the transmitted sphere packing symbols are equiprobably distributed, i.e. 

when we have p(sl) = 1/ L, l = 0, ... ,L-l, which leads to achieving the full capacity [171]. 

The right-hand side of Equation (2.75) may be further simplified as follows [168]: 

where Wl,k is expressed as [168]: 

ND N r 

LL 
d=l j=l 

ND N r 

LL 
d=lj=l 

(
1 L-1 p(rlsk )) 

-log2 L t; p(rlsl) 

L-1 

log2(L) -log2 L exp(WI,k), 
k=O 

(2.76) 

(2.77) 
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Now, substituting Equation (2.76) into Equation (2.75) and observing that we have p(sl) = 

1/ L, yields [168J 

CSTBC-SP 
DCMC 

log2(L) ~ 100 100 (~I I) d~ L ~ ... prs r 
l=O~ 

ND-fold 

log,( L) - ± ~ E [ log, ~ exp(w ,.,l[s'j [bit / symbol], (2.78) 

where E[elslJ is the expectation of e conditioned on sl. The expectation in Equation (2.78) 

can be estimated using a sufficiently high number of X~Nt,j and Wj realisations with the 

aid of Monte Carlo simulations for j = 1, ... , N r . 

The resultant bandwidth efficiency as defined in [172J is computed by normalising the 

channel capacity with respect to the bandwidth Wand the signalling period Ts , resulting 

in [168,I72J 
CSTBC-SP 

71STBC-SP (E /N,) = DCMC = [bit/s/HzJ. 
·/DCMC b 0 ND/2 (2.79) 

Figure 2.11 shows the DCMC capacity evaluated from Equation (2.78) for the 4-

dimensional SP modulation assisted STBC scheme for L = 4, 16, 64 and 256, when 

employing Nt = 2 transmit antennas as well as N r = 1, 2 and 6 receive antennas, respec

tively. The Continuous-Input Continuous-Output Memoryless Channel (CCMC) [6J ca

pacity of the MIMO scheme was also plotted for comparison in Figure 2.11 based on [173J. 

Figure 2.12 demonstrates and compares the achievable bandwidth efficiency of various 

SP modulated STBC schemes and identical-throughput conventionally modulated STBC 

schemes. The specific modulation type employed for the various schemes is outlined in 

Table 2.4. Figure 2.12 explicitly illustrates that a higher bandwidth efficiency may at

tained, when employing sphere packing modulation in conjunction with STBC schemes 

having Nt = 2 transmit antennas. 

2.5 STBC-SP Performance 

In this section, the two transmit antenna based scheme of Section 2.4.2 is considered. Simu

lation results are provided for systems having different bits-per-symbol (BPS) throughputs 
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Figure 2.11: Capacity of STBC-SP based schemes evaluated form Equation (2.78) and using 

L = 4, 16, 64 and 256, when employing Nt = 2 transmit and NT' receive antennas for 

communicating over a correlated SPSI Rayleigh fading channel having a normalised 

Doppler frequency of fD = 0.1. (a) N r = 1, (b) N r = 2, (c) N r = 6. 
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Figure 2.12: Bandwidth efficiency of STBC-SP based schemes evaluated from Equation (2.79) for 

L = 4, 16, 64 and 256, when employing Nt = 2 transmit and NT' receive antennas for 

communicating over a correlated SPSI Rayleigh fading channel having a normalised 

Doppler frequency of fD = 0.1. (a) N r = 1, (b) N r = 2, (c) N r = 6. 
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in conjunction with the appropriate conventional and sphere packing modulation schemes, 

as outlined in Table 2.4. Observe that T = 2 time slots are required for transmitting a 

single sphere packed symbol, when using the Nt = 2 transmit antenna based scheme of 

Section 2.4.2. By contrast, two conventionally modulated symbols are transmitted dur

ing the same time period. Therefore, the throughput of the sphere packing modulation 

scheme has to be twice that of the conventional modulation scheme in order to create 

systems having an identical overall BPS throughput. This explains the specific choices of 

L in Table 2.4. Results are also shown for systems employing NT = 1, 2, 3, 4, 5, and 6 

receive antennas, when communicating over a correlated Rayleigh fading channel having 

a normalised Doppler frequency of iD = 0.1. The channel's complex fading envelope is 

assumed to be constant over the transmission period of T = 2 time slots of a single space

time signal or, equivalently, the transmission period of a sphere packed symbol. This type 

of channel will be referred to here as a sphere packing symbol invariant (SPSI) channel. 

In this section, both the achievable bit error rate (BER) and sphere packing symbol 

error rate (SP-SER) are considered. The SP-SER represents the block error rate, where 

the block size is B = log2 L bits, which is also synonymous to the space-time symbol error 

rate (ST-SER). 

Throughput (BPS) Conventional Modulation Sphere Packing Modulation 

1 BPSK L=4 

2 QPSK L = 16 

3 8-PSK L = 64 

4 16-QAM L = 256 

Table 2.4: Conventional and sphere packing modulation employed for different BPS throughputs. 

Sphere packing aided orthogonal design schemes promise to provide improved SP-SER 

(or ST-SER), when compared to the same metric of conventionally modulated orthogonal 

STBC based schemes. This promise is based on the fact that sphere packing modulation 

improves the diversity product (or coding advantage) of Equation (2.32), which is derived 

from the upper bound outlined in Equation (2.22) for the pairwise error probability be

tween any two distinct space-time signals. On the other hand, the BER performance 
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of sphere packing aided orthogonal ST -code design schemes is not always guaranteed to 

be better than that of conventionally modulated space-time signals, since sphere pack

ing modulation specifically optimises the MED between two distinct space-time signals 

constructed using Equation (2.27), but not between the individual constituent symbols, 

Xl,X2, ... ,Xk+l, which conventional modulation based STBC optimises. However, it will 

be demonstrated later in this section that upon increasing the number of receive antennas, 

the achievable SP-SER performance improvement increases, which in turn leads to further 

BER performance improvements for the sphere packing aided orthogonal STBC schemes, 

as compared to conventionally modulated orthogonal STBC schemes. 

Figure 2.13 shows the SP-SER performance curves of different orthogonal STBC 

schemes in combination with both conventional and sphere packing modulation for the 

different BPS throughputs, as outlined in Table 2.4. The systems employ Nt = 2 transmit 

antennas and NT = 1 receive antenna for communicating over a correlated SPSI Rayleigh 

fading channel having a normalised Doppler frequency of fD = 0.1. It is seen from Fig

ure 2.13 that for a particular BPS throughput, the two curves corresponding to both the 

conventional scheme and to the sphere packing modulation scheme have the same asymp

totic slope (i.e. diversity level). This agrees with the observation stated in [13], namely 

that G 2-based space-time schemes dispensing with SP modulation also achieve full diver

sity. Therefore, SP is not expected to improve the asymptotic slope of the performance 

curves. Nonetheless, Figure 2.13 shows that orthogonal STBC using sphere packing offers 

a coding advantage over the conventionally modulated orthogonal STBC design. For ex

ample, sphere packing modulation having a throughput of 3 BPS and L = 64 achieves a 

coding gain of about 1.2dB over classic 8-PSK modulated STBC at an SP-SER of 10-4
. 

The corresponding BER performance curves are shown in Figure 2.14. The BER per

formances of sphere packing modulation and conventional modulation are identical for 

systems having rates of 1 and 2 BPS since it can be shown that QPSK for example con

stitutes an SP scheme. However, Figure 2.14 also shows that conventional modulation 

based STBC outperforms sphere packing modulation, when higher BPS throughputs are 

considered, when employing NT = 1 receive antenna. 

Figures 2.15 to 2.24 illustrates the effect of increasing the number of receive antennas 

from NT = 2 to 6, respectively. The figures demonstrate that upon increasing the number 

of receive antennas, the SP-SER performance advantage of sphere packing modulation 

over conventional modulation increases. However, this increase becomes negligible, when 
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employing more than N r = 3 antennas. It is also illustrated in Figures 2.16, 2.18, 2.20, 

2.22 and 2.24 that the BER performance of sphere packing modulation improves compared 

to that of conventional modulation, when increasing the number of receive antennas. 

For example as seen in Figure 2.14, the BER performance of 8-PSK is better than that 

of sphere packing modulation having L = 64 when employing N r = 1 receive antenna. 

However, the BER performance of sphere packing improves, when increasing the number of 

receive antennas leading to a coding advantage of about IdB over 8-PSK, when employing 

N r = 6 receive antennas. The coding gains achieved by sphere packing modulation over 

conventional modulation schemes at an SP-SER and a BER of 10-4 for the schemes 

characterised in Figures 2.13 to 2.24 are summarised in Tables 2.5 and 2.6. The negative 

coding gain values indicate, where conventional modulation outperforms sphere packing 

modulation. Figures 2.25-2.27 illustrate the SNR values required to achieve an SP-SER of 

10-4 by the different orthogonal STBC schemes in combination with both conventional and 

sphere packing modulation for the different BPS throughputs of Table 2.4, when employing 

Nt = 2 transmit and N r = 1, 3 and 6 receive antennas, respectively, for communicating 

over a correlated SPSI Rayleigh fading channel having a normalised Doppler frequency of 

fD = 0.1. 

Observe in Figures 2.13 to 2.24 that as alluded to before, the performance curves of 

QPSK modulation and sphere packing modulation having L = 16 (i.e. 2 BPS schemes) 

are identical. This phenomenon is due to the fact that QPSK modulation constitutes a 

special case of sphere packing modulation, when it is combined with G 2 space-time signals. 

More specifically, consider the G 2 space-time signal defined as G 2 (XI,I, XI,2), l = 0, ... ,15. 

H Xl,l and xl,2 are chosen independently from the QPSK modulation constellation, then 

the 16 legitimate space-time signals produced will be identical to the 16 legitimate space

time signals constructed using Equation (2.62), where (al,l, al,2, al,3, al,4), l = 0, ... ,15, 

correspond to the 16 SP constellation points hosted by D4 that are centred at all possible 

permutations of (+/-1,+/-1,+/-1,+/-1) and have a normalisation factor of 1/ V2. These 

SP constellation points belong to the second layer of D4 seen in Table 2.3. 

2.6 Chapter Conclusion 

It was shown in this chapter that the diversity product of orthogonal space-time signals 

is determined by the MED of the (k + I)-dimensional complex vectors (Xl, X2,·· . ,Xk+l). 
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1 BPS I 2 BPS I 3 BPS I 4 BPS I 
N r = 1 O.4dB O.OdB 1.2dB O.6dB 

N r = 2 O.5dB O.OdB 1.6dB O.6dB 

N r = 3 O.6dB O.OdB 2.0dB O.9dB 

N r = 4 O.4dB O.OdB 1.9dB O.7dB 

N r = 5 O.5dB O.OdB 1.9dB O.9dB 

N r = 6 O.4dB O.OdB 2.1dB O.9dB 

Table 2.5: Coding gains of sphere packing modulation aided STBC over conventional STBC at 

an SP-SER of 10-4 for the schemes characterised in Figures 2.13 to 2.24. 

1 BPS I 2 BPS I 3 BPS 4 BPS 

N r = 1 O.OdB O.OdB -O.5dB -1.0dB 

N r = 2 O.3dB O.OdB O.5dB -O.5dB 

N r = 3 O.5dB O.OdB O.9dB -O.3dB 

N r =4 O.4dB O.OdB 1.0dB -O.3dB 

llfr = 5 O.4dB O.OdB 1.0dB O.OdB 

N r = 6 O.4dB O.OdB 1.0dB O.ldB 

Table 2.6: Coding gains of sphere packing modulation aided STBC over conventional STBC at 

a BER of 10-4 for the schemes characterised in Figures 2.13 to 2.24. 

In order to maximise the diversity product, it was proposed in [124J to use sphere pack

ing having the best known MED in the 2(k + I)-dimensional real-valued Euclidean space 

jR2(k+1) [165J. The capacity analysis provided in Section 2.4.4 demonstrated that sphere 

packing aided orthogonal STBC design has potential performance improvements over con

ventionally modulated orthogonal STBC schemes. Furthermore, our simulation results 

presented in Section 2.5 showed that sphere packing aided orthogonal STBC provides 

some coding gain over conventionally modulated orthogonal STBC schemes. Table 2.5 

and 2.6 summarises the coding gains achieved by sphere packing modulation over con

ventional modulation at an SP-SER and a BER of 10-4 for the schemes characterised in 

Figures 2.13 to 2.24. 
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Figure 2.13: Sphere packing symbol error rate of different orthogonal STBC schemes in 

combination with both conventional and sphere packing modulation for the different 

BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 1 receive 

antennas for communicating over a correlated SPSI Rayleigh fading channel having 

a normalised Doppler frequency of fD = 0.1. 
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Figure 2.14: Bit error rate of different orthogonal STBC schemes in combination with both 

conventional and sphere packing modulation for the different BPS throughputs of 

Table 2.4, when employing Nt = 2 transmit and N r = 1 receive antennas for com

municating over a correlated SPSI Rayleigh fading channel having a normalised 

Doppler frequency of fD = 0.1. 
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Figure 2.15: Sphere packing symbol error rate of different orthogonal STBC schemes in 

combination with both conventional and sphere packing modulation for the different 

BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 2 receive 

antennas for communicating over a correlated SPSI Rayleigh fading channel having 

a normalised Doppler frequency of fD = 0.1. 
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Figure 2.16: Bit error rate of different orthogonal STBC schenles in combination with both 

conventional and sphere packing modulation for the different BPS throughputs of 

Table 2.4, when employing Nt = 2 transmit and N r = 2 receive antennas for com

municating over a correlated SPSI Rayleigh fading channel having a normalised 

Doppler frequency of fD = 0.1. 
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Figure 2.17: Sphere packing symbol error rate of different orthogonal STBC schemes in 

combination with both conventional and sphere packing modulation for the different 

BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 3 receive 

antennas for communicating over a correlated SPSI Rayleigh fading channel having 

a normalised Doppler frequency of J D = 0.1. 
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Figure 2.18: Bit error rate of different orthogonal STBC schemes in combination with both 

conventional and sphere packing modulation for the different BPS throughputs of 

Table 2.4, when employing Nt = 2 transmit and N r = 3 receive antennas for com

municating over a correlated SPSI Rayleigh fading channel having a normalised 

Doppler frequency of JD = 0.1. 
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Figure 2.19: Sphere packing symbol error rate of different orthogonal STBC schemes in 

combination with both conventional and sphere packing modulation for the different 

BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 4 receive 

antennas for communicating over a correlated SPSI Rayleigh fading channel having 

a normalised Doppler frequency of fD = O.L 
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Figure 2.20: Bit error rate of different orthogonal STBC schemes in combination with both 

conventional and sphere packing modulation for the different BPS throughputs of 

Table 2.4, when employing Nt = 2 transmit and N r = 4 receive antennas for com

municating over a correlated SPSI Rayleigh fading channel having a normalised 

Doppler frequency of fD = O.L 
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Figure 2.21: Sphere packing symbol error rate of different orthogonal STBC schemes in 

combination with both conventional and sphere packing modulation for the different 

BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 5 receive 

antennas for communicating over a correlated SPSI Rayleigh fading channel having 

a normalised Doppler frequency of fD = 0.1. 
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Figure 2.22: Bit error rate of different orthogonal STBC schemes in combination with both 

conventional and sphere packing modulation for the different BPS throughputs of 

Table 2.4, when employing Nt = 2 transmit and N r = 5 receive antennas for com

municating over a correlated SPSI Rayleigh fading channel having a normalised 

Doppler frequency of fD = 0.1. 
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Figure 2.23: Sphere packing symbol error rate of different orthogonal STBC schemes in 

combination with both conventional and sphere packing modulation for the different 

BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 6 receive 

antennas for communicating over a correlated SPSI Rayleigh fading channel having 

a normalised Doppler frequency of fD = 0.1. 
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Figure 2.24: Bit error rate of different orthogonal STBC schemes in combination with both 

conventional and sphere packing modulation for the different BPS throughputs of 

Table 2.4, when employing Nt = 2 transmit and N r = 6 receive antennas for com

municating over a correlated SPSI Rayleigh fading channel having a normalised 

Doppler frequency of fD = 0.1. 
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Figure 2.25: SNR required to achieve an SP-SER of 10-4 by different orthogonal STBC schemes 

in combination with both conventional and sphere packing modulation for the dif

ferent BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 1 

receive antennas for communicating over a correlated SPSI Rayleigh fading channel 

having a normalised Doppler frequency of fD = 0.1. 
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Figure 2.26: SNR required to achieve an SP-SER of 10-4 by different orthogonal STBC schemes 

in combination with both conventional and sphere packing modulation for the dif

ferent BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 3 

receive antennas for communicating over a correlated SPSI Rayleigh fading channel 

having a normalised Doppler frequency of fD = 0.1. 
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Figure 2.27: SNR required to achieve an SP-SER of 10-4 by different orthogonal STBC schemes 

in combination with both conventional and sphere packing modulation for the dif

ferent BPS throughputs of Table 2.4, when employing Nt = 2 transmit and N r = 6 

receive antennas for communicating over a correlated SPSI Rayleigh fading channel 

having a normalised Doppler frequency of fD = 0.1. 

2.7 Chapter Summary 

This chapter first summarised the design criteria of space-time coded communication sys

tems in Section 2.2. Specifically, our quasi-static and rapidly fading channels are described 

in Sections 2.2.1 and 2.2.2, respectively. In Section 2.3, we outlined the design criteria 

used for time-correlated fading channels, where both the pairwise SP-symbol error prob

ability as well as the corresponding design criteria were presented in Section 2.3.2. The 

concept of diversity product, which was introduced in [21,151] and generalised in [124] in 

order to account for the effects of temporal correlation was discussed in Section 2.3.3.1. 

Furthermore, both lower and upper bounds on the generalised diversity product discussed 

in Section 2.3.3.1 were provided in Section 2.3.3.2. 

In Section 2.4, the philosophy of orthogonal STBC design using sphere packing modu

lation was considered for space-time signals, where the motivation behind the adoption of 

sphere packing modulation was discussed in Section 2.4.1. The SP signal design derived for 

Nt = 2 transmit antennas was provided in Section 2.4.2, further illustrating the concept 

of combining an orthogonal STBC design with sphere packing. Section 2.4.3 discussed the 
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problem of constructing a sphere packing constellation having a particular size L. The 

constellation points were first chosen based on the minimum energy criterion. Then, an ex

haustive computer search was conducted for all the SP symbols having the lowest possible 

energy, in order to find the specific set of L points having the best MED from all the other 

constellation points satisfying the minimum energy criterion. The capacity of STBC-SP 

schemes employing Nt = 2 transmit antennas was derived in Section 2.4.4. Finally, the 

performance of STBC-SP schemes was characterised in Section 2.5, demonstrating that 

STBC-SP schemes are capable of outperforming STBC schemes that employ conventional 

modulation (i.e. PSK, QAM). The coding gains achieved by the sphere packing assisted 

STBC over conventional STBC at an SP-SER and a BER of 10-4 are summarised in 

Tables 2.5 and 2.6 for the schemes characterised in Figures 2.13 to 2.24. 

In the next chapter, we will demonstrate that the performance of STBC-SP systems 

can be further improved by concatenating sphere packing aided modulation with channel 

coding and performing demapping as well as channel decoding iteratively. The sphere 

packing demapper of [124] will be further developed for the sake of accepting the a priori 

information passed to it from the channel decoder as extrinsic information. The con

vergence behaviour of this concatenated scheme is investigated with the aid of extrinsic 

information transfer (EXIT) charts. 



c= 3 ______________ ----J 

Turbo Detection of 

Channel-Coded STBC-SP 

Schemes* 

3.1 Introduction 

In Chapter 2, a recently proposed space-time signal construction method that combines or

thogonal design with sphere packing (STBC-SP) has been introduced. STBC-SP schemes 

have shown useful performance improvements over Alamouti's conventional orthogonal 

design. In this chapter, the performance of STBC-SP systems is improved by developing 

novel bit-based turbo-detected schemes. 

Iterative decoding of spectrally efficient modulation schemes was considered by several 

authors [166, 174-176J. In [41], the employment of the turbo principle was considered 

for iterative soft demapping in the context of bit-interleaved coded modulation (BICM), 

where a soft demapper was used between the multilevel demodulator and the channel 

decoder. In [46], a turbo coding scheme was proposed for the multiple-input multiple

output (MIMO) Rayleigh fading channel, where a block code was employed as an outer 

channel code, while an orthogonal STBC scheme was considered as the inner code. 

Recently, studying the convergence behaviour of iterative decoding has attracted con

*Parts of this chapter are based on the collaborative research outlined in [125]. 
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siderable attention [69,103-109,113]. In order to determine the E b/ No convergence thresh

old of randomly constructed irregular low-density parity-check (LDPC) codes transmitted 

over the AWGN channel, the authors of [103] proposed the employment of a density evo

lution algorithm, which was also invoked in [104, 105] for the sake of constructing LDPC 

codes capable of operating at low Eb/No values. signal to noise ratio (SNR) based measures 

were used in [106,107] for studying the convergence of iterative decoders, while the authors 

of [108] investigated the convergence behaviour of unity-rate inner codes based on a com

bination of SNR measures and mutual information. In [69, 109], ten Brink proposed the 

employment of the so-called extrinsic information transfer (EXIT) characteristics between 

a concatenated decoder's output and input for describing the flow of extrinsic informa

tion through the soft in/soft out constituent decoders. A tutorial introduction to EXIT 

charts can be found in [112]. Additionally, several algorithms predicting the convergence 

of iterative decoding schemes were compared in [113]. 

Motivated by the performance improvements reported in [124] and [41], we propose 

a novel bit-based system that exploits the advantages of both the iterative demapping 

and decoding techniques of [41] as well as those of the STBC-SP scheme of [124]. The 

STBC-SP demapper of [124] was further developed for the sake of accepting the a priori 

information passed to it from the channel decoder as extrinsic information. As a benefit 

of the proposed solution, it will be demonstrated in Section 3.5 that the proposed turbo 

detection aided STBC-SP scheme is capable of providing an Eb/ No gain of 20.2dB at a 

BER of 10-5 over the STBC-SP scheme of [124]. 

In this chapter, two realisations of a novel bit-based iterative-detection aided STBC-SP 

scheme are presented, namely a recursive systematic convolutional (RSC) coded turbo

detected STBC-SP scheme and a binary LDPC coded turbo-detected STBC-SP arrange

ment. Our system overview is provided in Section 3.2. Section 3.3 shows how the STBC

SP demapper is modified for exploiting the a priori knowledge provided by the channel 

decoder. Section 3.4 provides the EXIT chart analysis of the turbo-detected bit-based 

scheme, while our simulation results and discussions are provided in Section 3.5. Finally, 

the chapter is concluded in Section 3.6. 
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Figure 3.1: Bit-based turbo detection of the RSC-coded STBC-SP system. 

3.2 System Overview 

3.2.1 RSC-Coded Turbo-Detected STBC-SP scheme 

74 

The schematic of the entire RSC-coded turbo-detected STBC-SP scheme is shown in 

Figure 3.1, where the transmitted source bits are first convolutionally encoded and then 

interleaved by a random bit interleaver. A rate R = ~ RSC code is considered in this 

chapter having the parameters outlined in Table 3.2. After channel interleaving, the sphere 

packing mapper first maps B channel-coded binary bits b = (bo, ... , bB-I) to a sphere 

packing modulated symbol s E S such that we have s = mapsp(b) , where B = log2 L. 

The STBC-SP encoder then maps the sphere packing modulated symbol s to a space-time 

signal Cl = V i~al G2(Xl,I, Xl,2), 0 ::s: l ::s: L - 1, using Equation (2.58). Subsequently, 

each space-time signal is transmitted over T = 2 time slots using two transmit antennas, 

as shown in Equation (2.34) and Table 2.1. 

In this chapter, we consider an SPSI correlated narrowband Rayleigh fading channel, 

based on the Jakes fading model [163] and associated with a normalised Doppler frequency 
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of JD = JdTsym = 0.1, where Jd is the Doppler frequency and Tsym is the symbol period. 

The complex fading envelope is thus assumed to be constant across the transmission 

period of a space-time coded symbol spanning T = 2 time slots. The complex AWGN of 

n = nj + jnQ is also added to the received signal, where nj and nQ are two independent 

zero mean Gaussian random variables having a variance of 0";;' = 0";;'1 = O";;'Q = No/2 per 

dimension, where No/2 represents the double-sided noise power spectral density expressed 

in W/Hz. 

As shown in Figure 3.1, the received complex-valued symbols are demapped to their 

log-likelihood ratio (LLR) representation for each of the B coded bits per STBC-SP sym

bol. The a priori LLR values of the demodulator are subtracted from the a posteriori 

LLR values for the sake of generating the extrinsic LLR values LM,e, and then the LLRs 

LM,e are deinterleaved by a soft-bit deinterleaver, as seen in Figure 3.1. Next, the soft 

bits LD,a are passed to the convolutional decoder in order to compute the a posteriori 

LLR values LD,p provided by the Log-MAP algorithm [95] for all the channel-coded bits. 

During the last iteration, only the LLR values LD,i,p of the original uncoded systematic 

information bits are required, which are passed to a hard decision decoder in order to 

determine the estimated transmitted source bits. The extrinsic information LD,e, is gen

erated by subtracting the a priori information from the a posteriori information according 

to LD,p - LD,a, which is then fed back to the STBC-SP demapper as the a priori infor

mation LM,a after appropriately reordering them using the interleaver of Figure 3.1. The 

STBC-SP demapper exploits the a priori information for the sake of providing improved 

a posteriori LLR values, which are then passed to the channel decoder and in turn back 

to the STBC-SP demodulator for further iterations. 

3.2.2 Binary LDPC-Coded Turbo-Detected STBC-SP scheme 

The schematic of the entire binary LDPC-coded turbo-detected STBC-SP scheme is shown 

in Figure 3.2, where a rate R = ! binary LDPC code is employed. Observe that channel 

interleaving is not required between the binary LDPC encoder and the sphere packing 

mapper, since the LDPC parity check matrix is randomly constructed, where each of the 

parity check equations is checking several random bit positions in a codeword, which has a 

similar effect to that of the channel interleaver. A sophisticated encoding as well as turbo 

detection procedure similar to that described in Section 3.2.1 is outlined in Figure 3.2. 

However, based on the a posteriori LLR values LD,p recorded at the output of the LDPC 
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Figure 3.2: Bit-based turbo detection of the LDPC-coded STBC-SP system. 
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RXN 

decoder, a tentative hard decision will be made during each turbo detection iteration and 

the resultant codeword will be checked by the LDPC code's parity check matrix. If the 

resultant vector is an all-zero sequence, then a legitimate codeword has been found, and 

the hard-decision based sequence will be output. Otherwise, if the maximum affordable 

number of iterations has not been reached, the a priori information, LD,a, is subtracted 

from the a posteriori LLR values, LD,p, for the sake of generating the extrinsic information, 

LD,e which is appropriately interleaved and fed back to the demodulator for the next 

iteration, as seen in Figure 3.2. The process continues, until the affordable maximum 

number of iterations has been encountered or a legitimate codeword has been found. 

3.3 Iterative Demapping 

For the sake of simplicity, a system having a single receive antenna is considered, although 

its extension to systems having more than one receive antenna is straightforward. As

suming perfect channel estimation, the complex-valued channel output symbols received 

during two consecutive time slots are first diversity-combined in order to extract the esti

mates Xl and X2 of the most likely transmitted symbols XZ,l and XZ,2 as was described in 

Section 2.4.2.2, resulting in 
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(lh1 12 + Ih212) . Xl,l + nl 

(lh112 + Ih212) . XI,2 + n2, 
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(3.1) 

(3.2) 

where hI and h2 represent the complex-valued channel coefficients corresponding to the 

first and second transmit antenna, respectively, and nl as well as n2 are zero-mean com

plex Gaussian random variables with variance CT~ = (lh112 + Ih212) . CT~. A received sphere

packed symbol r is then constructed from the estimates Xl and X2 using Equation (2.58) as 

(3.3) 

where r = {[al cl2 cl3 a-4J E ]R4}. The received sphere-packed symbol r can be written as 

fI!f~L I 
r=h· --·s +w, 

Etotal 
(3.4) 

where h = (lh112 + Ih212), sl E 5, 0 ~ I ~ L - I, and w is a four-dimensional real-valued 

Gaussian random variable having a covariance matrix of CT~ . IN D = CT~ . IN D = h· CT~ . IN D' 

where N D = 4, since the symbol constellation 5 is four-dimensional. According to Equa

tion (3.4), the conditional PDF p(rlsl) is given by 

1 (1 I I T) 
------cNcc-

D
- exp - "?2(r - CI: • s )(r - CI: . s) , 

(21fCTa)-2- ~CTw 

1 ND exp ( - 2~w2 (t=D
I 

(ai - CI: • al,i)2)), 
(21fCTa)-2- , 

(3.5) 

where we have CI: = h . V E;ttal' 
The sphere packing symbol r carries B channel-coded binary bits b = (bo, ... ,bE-I). 

The LLR-value of bit bk for k = 0, ... ,B - I, can be written as [41J 

(3.6) 
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where Sf and S/J are subsets of the symbol constellation S such that Sf ~ {sl E S: bk = I} 

and likewise, S/J ~ {sl E S : bk = O}. In other words, Sf represents all symbols of the set 

S, where we have bk = i E {O, I}, k = 0, ... ,B - 1. Using Equation (6.1), we can write 

Equation (3.6) as 

2:" Est exp ( - 2;, (r - " . s') (r - " . s')T + 2:r~O:"fk bjLa (bj ) ) 

La(bk) + In ------;------------------7-

cxp ( - 2;" (r - " . s')(r - " . s')T + 2:r~O:ifk bjLa(bj )) 

(3.7) 

Finally, the max-log approximation of Equation (3.7) is as follows 

Example 3.3.1 (Iterative demapping for L = 4) ; 

In order to explain the theory behind Equation (3.6), let us consider a sphere packing mod

ulation scheme associated with L = 4. The binary bits bk, k = 0, 1, corresponding to each 

sphere packing symbol sl, l = 0, ... ,3, are outlined in Table 3.1. The LLR-value of bo, for 

example, may be written as !41} 

L(bo Ir) 
In p(bo = llr) 

p(bo = °lr) 
1 p(bo = 1, b1 = 0lr) + p(bo = 1, h = llr) 
n p(bo = 0, b1 = 0lr) + p(bo = 0, b1 = llr)' 

Using Bayes' rule1 , Equation (3.9) may be expressed as 

(3.9) 

lLet X and Y denote two random variables. According to Bayes' rule, the conditional probability 
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L(bolr) 1 
p(rlbo = 1, b1 = 0) . p(bo = 1, b1 = 0) + p(rlbo = 1, b1 = 1) . p(bo = 1, b1 = 1) 
n~~--~~--~~~--~--~--~~~--~~~~~--~--~ 

p(rlbo = 0, b1 = 0) . p(bo = 0, b1 = 0) + p(rlbo = 0, b1 = 1) . p(bo = 0, h = 1) . 
(3.10) 

Since bit-interleaving is employed, it is reasonable to assume that bo and b1 are indepen

dent of each other. Hence, Equation (3.10) may be manipulated as follows 

L(bolr) 1 
p(rlbo = 1, b1 = 0) . p(bo = 1) . p(b1 = 0) + p(rlbo = 1, b1 = 1) . p(bo = 1) . p(b1 = 1) 
n~~--~~~~~--~~~~--~~~~~--~~~~~~~ 

p(rlbo = 0, b1 = 0) . p(bo = 0) . p(b1 = 0) + p(rlbo = 0, b1 = 1) . p(bo = 0) . p(b1 = 1) 

1 
p(bo = 1) 1 p(rlbo = 1, b1 = 0) . p(b1 = 0) + p(rlbo = 1, br = 1) . p(b1 = 1) 

n + n "-'--'---------'-~'-----'---=--'-'---------'---C:_________:_ 
p(bo = 0) p(rlbo = 0, b1 = 0) . p(br = 0) + p(rlbo = 0, b1 = 1) . p(b1 = 1) 

p(rlbo = 1, b1 = 0) + p(rlbo = 1, b1 = 1) . (p(b 1 = 1)/p(b1 = 0)) 
La (bo) + In ---:---------------:-:----------:--7---:-----:-:---:-:-----~ 

p(rlbo = 0, b1 = 0) + p(rlbo = 0, b1 = 1) . (p(b 1 = 1)/p(b1 = 0)) 

p(rlbo = 1,b1 = 0) + p(rlbo = 1,br = 1)· exp (In (p(b 1 = 1)/p(b1 = 0))) 
La ( bo ) + In ----'----'--------------'------'----------'---------7--+--:------------:----:-:-~ 

p(rlbo = 0, b1 = 0) + p(rlbo = 0, b1 = 1) . exp (In (p(b 1 = l)/p(br = 0))) 

p(rlbo = 1, b1 = 0) + p(rlbo = 1, b1 = 1) . exp (La(b 1 )) 
La ( bo ) + In '----'----'--------------'------=----:---'------------'--------=----7-~-+-

p(rlbo = 0, br = 0) + p(rlbo = 0, b1 = 1) . exp (La(br)) 

p(rlsl) + p(rls3). exp (La(br)) 
La (bo) + In ---------------0----;

p(rlsO) + p(rls2) . exp (La(b1 )) , 
(3.11) 

which is generalised in Equation (3.6). 

3.4 Binary EXIT Chart Analysis 

The main objective of employing EXIT charts proposed by Stephan ten Brink [69,109], is 

to predict the convergence behaviour of the iterative decoder by examining the evolution 

of the input/output mutual information exchange between the inner and outer decoders 

in consecutive iterations. The application of EXIT charts is based on two assumptions, 

namely that upon assuming large interleaver lengths, 

p(XIY) may be written as [177] 

p(XIY) 
p(YIX) . p(X) 

p(Y) 
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SP Binary Bits 

Symbol bo bI 

SO 0 0 

Sl 1 0 

S2 0 1 

S3 1 1 

Table 3.1: Binary bits corresponding to sphere packing symbols, when L = 4 . 

• the a priori LLR values are fairly uncorrelated; 

• The probability density function of the a priori LLR values is Gaussian. 

3.4.1 Transfer Characteristics of the Demapper 

As seen in Figures 3.1 and 3.2, the inputs of the sphere-packing demapper are the noise

contaminated channel observations and the a priori information LM,a generated by the 

outer channel decoder. The demapper outputs the a posteriori information LM,p, sub

tracts the a priori and hence produces the extrinsic information LM,e as shown in Sec

tion 3.3. Based on the above-mentioned two assumptions, the a priori input LM,a can be 

modelled by applying an independent zero-mean Gaussian random variable nA having a 

variance of O'~. In conjunction with the outer channel coded and interleaved bits b E {a, I} 

of Figures 3.1 and 3.2 or equivalently x E {-I, +1}, the a priori input LM,a can be written 

as [69] 

LM,a (3.12) 

where I-lA = 0'~/2 since LM,a is an LLR-value obeying the Gaussian distribution [178]. 

Accordingly, the conditional probability density function of the a priori input LM,a is 

0-
2 2 

1 (((_--A. x )) 
PA((IX = x) = V27f exp - 22 . 

2~O'A 20'A 
(3.13) 
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The mutual information of JAM = J(X; LM,a), 0 :s; JAM :s; 1, between the outer coded and 

interleaved bits x and the LLR values LM,a is used to quantify the information content of 

the a priori knowledge [179]: 

Using Equation (3.13), Equation (3.14) can be expressed as 

(3.15) 

For notational simplicity and in order to highlight the dependence of JAM on OA, the 

following abbreviation is introduced [69,109] 

lim J(O') = 0, lim J(O') = 1, 
0"<-0 0"<-00 

0' > O. 

(3.16) 

(3.17) 

The function J( 0') is monotonically increasing and therefore its inverse exists. Figure 3.3 

shows a plot of J(O') as a function of 0'. It was shown in [111] that the mutual informa

tion between the equiprobable bits X and their respective LLRs L for symmetric and 

cons'istent2 L-values always simplifies to 

J(X;L) 

J(X;L) 

r+oo 

1 - i-co p(LIX = +1) ·log2 [1 + e-
L

] dL 

1 - EX=+l {log2 [1 + e-L
]}. (3.18) 

2The LLR values are symmetric if their PDF is symmetric p( -(IX = +1) = p((IX = -1). Additionally, 

all LLR values with symmetric distributions satisfy the consistency condition [Ill J: 

p( -(IX = x) = e-X'p((IX = x). 
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Figure 3.3: Mutual information JAM as a function of (J A and evaluated from Equation (3.15). 

In order to quantify the information content of the extrinsic LLR values LM,e at the 

output of the demapper, the mutual information JEM = J(X; LM,e) can be used, which is 

computed as in Equation (3.14) using the PDF PE of the extrinsic output expressed as 

1 ~ 1+00 
2· PE((IX = x) 

2 X=~+l -00 PE(CIX = x) ·10g2 PE(CIX = -1) + PE(CIX = +1) dC· 

(3.19) 

Considering JEM as a function of both JAM and the Eb/ No value encountered, the demap

per's extrinsic information transfer characteristic is defined as [69,109] 

(3.20) 

Figure 3.4 illustrates how the EXIT characteristic TM(IA M , E b/ No) is calculated for 



3.4.1. Transfer Characteristics of the Demapper 

Binary 
Source 

X Sphere 
Packing 
Mapper 

Sphere 
Packing 

Demapper 

STBC 

Encoder 

STBC 
Decoder 

Figure 3.4: Evaluation of the demapper transfer characteristic. 
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Channel 

a specific (JAM' E b/ No)-input combination. First the noise variance (Tn of the wireless 

channel is set according to the Eb/ No value considered. Then, (T A is calculated based on 

the specific value of JAM where the EXIT curve has to be evaluated using (TA = J-1 (IAM) 

expressed from Equation (3.16) and plotted in Figure 3.3. Next, (T A is used for creating 

LM,a according to Equation (3.12), which is applied as the a priori input of the demapper. 

Finally, the mutual information of JEM = J(X; LM,e), 0 .:::; JEM ::; 1, between the outer 

coded and interleaved bits x and the LLR values LM,e is calculated using Equation (3.19) 

with the aid of the PDF PE of the extrinsic output LM,e. This requires the determination 

of the distribution PE by means of Monte Carlo simulations. However, according to [111], 

by invoking the ergodicity theorem in Equation (3.18), namely by replacing the expected 

value by the time average, the mutual information can be estimated using sufficiently 

large number of samples even for non-Gaussian or unknown distributions, which may be 

expressed as [111 J 

N 

l-Ex=+l {log2 [1+e- LM,e]} ~ 1- j~ L log2 [1+e- x (n).LM,e(n)]. (3.21) 
n=l 

Figure 3.5 shows the extrinsic information transfer characteristics of the sphere-packing 

demapper in conjunction with L = 16 and different mapping schemes between the inter

leaver's output and the STBC encoder. As expected, Gray mapping (GM) does not provide 

any iteration gain upon increasing the mutual information at the input of the demapper. 
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Figure 3.5: Sphere packing demapper extrinsic information transfer characteristics for different 

bits to sphere-packing symbol mapping schemes at Eb/ No = 3.0dB for L = 16. 

However, using a variety of different anti-Gray mapping (AGM) schemes [41] results in 

different extrinsic information transfer characteristics, as illustrated by the different slopes 

seen in Figure 3.5. The 10 different AGM mapping schemes shown in Figure 3.5 are specif

ically selected from all the possible mapping schemes for L = 16 in order to demonstrate 

the different extrinsic information transfer characteristics associated with different bit-to-

symbol mapping schemes. There are a total of 16! different mapping schemes. Both the 

Gray mapping as well as the various AGM mapping schemes considered in this chapter 

are detailed in Appendix A. 

3.4.2 Thansfer Characteristics of the Outer Decoder 

The extrinsic transfer characteristic of the outer channel decoder describes the relationship 

between the outer channel coded input LD,a and the outer channel decoded extrinsic out

put LD,e. The input of the outer channel decoder consists only of the a priori input LD,a 

provided by the sphere-packing demapper. Therefore, the extrinsic information transfer 
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characteristic of the outer channel decoder is independent of the Eb/ No-value and hence 

may be written as 

(3.22) 

where lAD = l(C; LD,a), 0::::; lAD::::; 1, is the mutual information between the outer chan

nel coded bits c and the LLR values LD,a and similarly lED = l(C; LD,e), 0 ::::; lED::::; 1, 

is the mutual information between the outer channel coded bits c and the LLR values 

LD,e. The computational model of evaluating the EXIT characteristics of the outer chan

nel decoder is shown in Figure 3.6. As can be seen from the figure, the procedure is 

similar to that of the sphere-packing demapper shown in Figure 3.4, except that its value 

is independent of the signal-to-noise ratio. Again, lED = l(C; LD,e) can be computed 

either by evaluating the histogram approximation of PE [69,109] and then applying Equa

tion (3.19) or, more conveniently, by the time averaging method [111] of Equation (3.21) as 

1 N 
l( C; LD,e) = 1 - E{ log2 [1 + e-LD,e]} ~ 1 - N L log2 [1 + e-c(n).LD,e(n)]. (3.23) 

n=l 

The extrinsic transfer characteristics of several 1/2-rate RSC codes having different 

constraint lengths are shown in Figure 3.7. The generator polynomials employed are 

given in Table 3.2 in their octal representation, where G, is the feedback polynomial and 
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Constraint Generator Polynomials 

Length in Octals 

J( Gr G 

3 05 07 

4 15 17 

5 35 23 

6 53 75 

7 133 171 

8 247 371 

9 561 753 

Table 3.2: 1/2-rate RSC code parameters. 

G is the feedforward polynomial. Figure 3.7 demonstrates that for JAD > 0.5, the set of 

RSC codes having higher constraint lengths converge faster upon increasing JAD than the 

RSC codes having smaller constraint lengths. This behaviour is due to the fact that the 

higher constraint-length RSC codes exhibit a better minimum free distance than shorter 

constraint-length RSC codes [6]. Similarly, Figure 3.8 illustrates the extrinsic transfer 

characteristics of a 1/2-rate binary LDPC code having an average column weight of 2.5 

and using different numbers of internal LDPC iterations. As intuitively expected, the 

figure confirms that the extrinsic transfer characteristics of the LDPC decoder improve, 

as the number of internal LDPC iterations is increased. 

3.4.3 Extrinsic Information Transfer Chart 

The exchange of extrinsic information in the decoder schematics of Figures 3.1 and 3.2 

is visualised by plotting the extrinsic information transfer characteristics of the sphere

packing demapper and outer channel decoder in a joint diagram. This diagram is known 

as the extrinsic information transfer (EXIT) chart [69,109]. The outer channel decoder's 

extrinsic output JED becomes the sphere-packing demapper's a priori input JAM' which is 

represented on the x-axis. Similarly, on the y-axis, the sphere-packing demapper's extrinsic 

output JEM becomes the outer channel decoder's a priori input lAD' Accordingly, the axes 

of Figures 3.7 and 3.8 are swapped intentionally for the sake of creating the EXIT chart 

as seen in Figures 3.9 and 3.10. 
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Figure 3.7: Extrinsic transfer characteristics of severall/2-rate RSC codes having different con

straint lengths. 

Figure 3.9 shows the EXIT chart of a turbo-detection channel-coded STBC-SP scheme 

employing anti-Gray mapping (AGM-9) of Figure 3.5 in combination with outer RSC 

code having constraint length JC = 5 when communicating over a correlated Rayleigh 

fading channel having fD = 0.1. Ideally, in order for the exchange of extrinsic information 

between the sphere-packing demapper and the outer RSC decoder to converge at a specific 

E b/ No value, the extrinsic transfer characteristic curve of the sphere-packing demapper at 

the Eb/ No value of interest and the extrinsic transfer characteristic curve of the outer RSC 

decoder should only intersect at the (1.0,1.0) point. If this condition is satisfied, then a so

called convergence tunnel [69,109] appears on the EXIT chart. The narrower the tunnel, 

the more iterations are required to reach the (1.0,1.0) point. If the two extrinsic transfer 

characteristic curves, however, intersect at a point infinitesimally close to the JED = 1.0 

line rather than at the (1.0,1.0) point, then a moderately low BER could be still achieved, 

but the BER will not become as low as in the schemes, when the intersection is at the 

(1.0,1.0) point. These type of tunnels are referred to here as semi-convergent tunnels. 

Observe in Figure 3.9 that a semi-convergent tunnel exists at Eb/ No = 2.5dB. This implies 



3.4.3. Extrinsic Information Transfer Chart 88 

1.0 
l-< Binary LDBC Code ill 

'"d (from right to left) 0 
u 
ill 

"0 0.8 I LDPC iteration 
U 2 LDPC iterations 0... 
Q 3 LDPC iterations 
.....1 4 LDPC iterations 
l-< 

2 0.6 5 LDPC iterations 
;::l 

IO LDPC iterations 0 

"'"'" 20 LDPC iterations 0 
Q 

....:f 0.4 ..... 
;::l 
0.. ..... 
;::l 
0 

.~ 0.2 
'" ~ 
'fj 

:><: 
r.il 

0.0 
0.0 0.2 0.4 0.6 0.8 1.0 

A priori input lAD of outer LDPC decoder 

Figure 3.8: Extrinsic transfer characteristics of a 1/2-rate binary LDPC code having an average 

column weight of 2.5 and using different numbers of LDPC internal iterations. 

that according to the predictions of the EXIT chart seen in Figure 3.9, the iterative 

decoding process is expected to converge to a moderately low BER at Eb/No = 2.5dB. The 

validity of this prediction is, however, dependent on how accurately the two EXIT chart 

assumptions outlined at the beginning of Section 3.4 are satisfied. These EXIT chart based 

convergence predictions are usually verified by the actual iterative decoding trajectory, 

as it will be discussed in Section 3.5. Similarly, the EXIT chart of the turbo-detected 

channel-coded STBC-SP scheme of Figure 3.2 employing the anti-Gray mapping (AGM-

6) scheme of Figure 3.5 in combination with a binary outer LDPC code having an average 

column weight of 2.5 and using 10 internal LDPC iterations is portrayed in Figure 3.10 

when communicating over an SPSI correlated Rayleigh fading channel having JD = O.I. 

According to the figure, iterative decoding convergence tending to moderately low BER 

values becomes possible for Eb/NO > 2.0dB for this particular system arrangement, as 

a semi-convergent tunnel is beginning to take shape upon increasing the signal-to-noise 

ratio beyond Eb/NO = 2.0dB. 

Appendix B provides the complete list of EXIT charts for the bit-based turbo-detected 
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Figure 3.9: EXIT chart of a turbo-detected RSC channel-coded STBC-SP scheme employing 

anti-Gray mapping (AGM-9) of Figure 3.5 in combination with outer RSC code 

having constraint length K = 5 when communicating over a correlated Rayleigh 

fading channel having fD = 0.1. 

STBC-SP schemes of Figures 3.1 and 3.2, when employing the mapping schemes of Fig

ure 3.5 in combination with outer RSC and binary LDPC codes. 

3.5 Performance of Turbo-Detected Bit-Based STBC-SP 

Schemes 

Without loss of generality, we considered a sphere packing modulation scheme associated 

with L = 16 using two transmit and a single receiver antenna in order to demonstrate the 

performance improvements achieved by the proposed system. All simulation parameters 

are listed in Table 3.3. 
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Figure 3.10: EXIT chart of a turbo-detected binary LDPC channel-coded STBC-SP scheme em

ploying anti-Gray mapping (AGM-6) of Figure 3.5 in combination with outer binary 

LDPC code having an average column weight of 2.5 and using 10 internal LDPC 

iterations when communicating over a correlated Rayleigh fading channel having 

fD = 0.1. 

3.5.1 Performance of RSC-coded STBC-SP Scheme 

3.5.1.1 Mutual Information and Achievable BER 

Observe in the EXIT charts provided in Appendix B.1 that once a semi-convergent tunnel 

is formed, the intersection point of the extrinsic transfer characteristic curves of the sphere

packing demapper and the outer RSC decoder slides gradually towards the (1.0,1.0) point 

upon increasing the signal-to-noise ratio. In order to investigate how the position of the 

intersection point affects the BER performance, Figure 3.11 shows the achievable BER as 

a function of the mutual information JED at the output of the RSC decoder for different 

constraint lengths. According to Figure 3.11, the intersection point should be at least 

at leD = 0.985 in order to achieve a BER of 10-3 , which is independent of the RSC 

code's constraint length. This is true because Figure 3.11 relates the mutual information 
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Modulation Sphere Packing with L = 16 

Number of transmitters 2 

Number of receivers 1 

Channel type SPSl Correlated Rayleigh Fading 

Normalised Doppler frequency 0.1 

RSC code rate 0.5 

Average LDPC column weight 2.5 

LDPC code rate 0.5 

LDPC decoding field GF(2) 

System throughput 1 bit/symbol 

Table 3.3: Bit-based system parameters. 
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Figure 3.11: Bit error rate of different 1/2-rate RSC decoders versus their extrinsic output JED' 

when increasing the code's constraint length from K = 3 to K = 9. 
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Figure 3.12: Bit error rate of different 1/2-rate RSC decoders versus their a priori input lAD· 

at the output of the RSC decoder to the achievable BER. Figure 3.12, however, relates the 

mutual information at the input of the RSC decoder to the achievable BER. The effect of 

the code's constraint length becomes evident in Figure 3.12, since RSC codes having higher 

constraint lengths require lower lAD values in order to achieve a similar BER. Table 3.4 

summarises the lAD values required for achieving BER of 10-4 at the input of the RSC 

decoders of Table 3.2. 

It was reported in [41] that there is a strong correlation between the average bit-wise 

capacity computed using no a priori information, which corresponds to the unconditional 

average bit-wise mutual information 10 of the symbol constellation and the achievable 

BER performance when iterative demapping and turbo detection are employed. The 

achievable performance depends on the specific assignment of the bits to each symbol in the 

constellation. In other words, the achievable performance depends on the mapping scheme. 

Different STBC-SP mapping schemes spanning a wide range of different 10 values were 

investigated in Figure 3.13 for the sake of demonstrating this phenomenon. Figure 3.13 

characterises the achievable BER performance against the unconditional bit-wise mutual 

information 10 for different STBC-SP mappings at Eb/ No = 4.0dB in conjunction with 

L = 16 and an outer RSC code having a constraint length of JC = 5, when employing the 
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Constraint length Required lAD 

3 0.863 

4 0.832 

5 0.813 

6 0.783 

7 0.764 

8 0.731 

9 0.710 

Table 3.4: Required lAD at the input of the RSC decoders of Table 3.2 for achieving BER of 

10-4 . 

system parameters outlined in Table 3.3 and using an interleaver depth of 'D = 4000 bits. 

The unconditional average bit-wise mutual information 10 of a specific mapping scheme 

at a particular channel condition can be computed using the model in Figure 3.4 when 

lAM = O. Figure 3.13 also confirms the interesting fact stated in [41] that the choice of the 

optimum bits-to-symbol mapping scheme is dependent on the number of iterations used. 

For example, at Eb/ No = 4.0dB Gray mapping is the optimum scheme when no iteration 

is used at 10 = 0.68. Additionally, as shown in Figure 3.13, the bits-to-symbol mapping 

scheme associated with 10 = 0.54 at Eb/ No = 4.0dB is the optimum mapping, when three 

or more iterations are employed. These observations are only valid for the specific RSC 

code under consideration. Other RSC codes are usually associated with different optimum 

mapping schemes, as illustrated by the EXIT charts seen in Appendix B.1. 

3.5.1.2 Decoding Trajectory and Effect of Interleaver Depth 

Figure 3.14 illustrates the actual decoding trajectory of the turbo-detected RSC channel

coded STBC-SP scheme of Figure 3.9 at Eb/ No = 2.5dB and using an interleaver depth of 

'D = 106 bits. The zigzag-path in Figure 3.14 represents the actual extrinsic information 

transfer between the sphere-packing demapper and the outer RSC channel decoder. Since 

a long interleaver is employed, the assumptions outlined at the beginning of Section 3.4 are 

justified and hence the EXIT chart prediction has been attained. However, the decoding 

trajectories shown in Figures 3.15 and 3.16 are different from the EXIT chart prediction 

because shorter interleaver lengths are used. The achievable lED when employing different 
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Figure 3.13: BER versus unconditional bit-wise mutual information fo between 0.4205 and 0.6785 

for different STBC-SP mappings at Eb/NO = 4.0dB in conjunction with L = 16, 

when employing the system parameters outlined in Table 3.3 and using an inter

leaver depth of V = 4000 bits. 

interleaver lengths is demonstrated in Figure 3.17. The BER of the schemes of Figure 3.17 

is shown in Figure 3.18 when using 10 external joint iterations where the difference in the 

achievable BER at Eb/ No = 2.5dB is evident when increasing the interleaver length to 

V = 106 bits. Additionally, observe the turbo cliff at Eb/ No = 2.5dB upon increasing the 

interleaver length. 

3.5.1.3 BER Performance 

Figure 3.19 compares the performance of the proposed convolutional-coded STBC-SP 

scheme employing anti-Gray mapping (AGM-9) and Gray mapping (GM) against that 

of an identical-throughput 1 Bit Per Symbol (IBPS) uncoded STBC-SP scheme and a 

conventional orthogonal STBC design as well as against an RSC-coded QPSK modulated 

STBC scheme, when employing the system parameters outlined in Table 3.3 and using 

an interleaver depth of V = 106 bits. The QPSK modulated STBC system employs 

a set-partitioning mapping scheme reminiscent of trellis coded modulation (TCM) [47]. 

Observe in Figure 3.19 by comparing the two Gray mapping (GM) STBC-SP curves that 

no BER improvement was obtained, when 10 turbo-detection iterations were employed 
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Figure 3.14: Decoding trajectory of turbo-detected RSC channel-coded STBC-SP scheme em

ploying anti-Gray mapping (AGM-9) in combination with the outer RSC code 

(2,1,5) and the system parameters outlined in Table 3.3 and operating at Eb/NO = 
2.5dB with an interleaver depth of V = 106 bits. 

in conjunction with Gray mapping, which was reported also in [41] and evident from the 

fiat curve of the Gray mapping in Figure 3.5. By contrast, anti-Gray mapping (AGM-9) 

achieved a useful performance improvement in conjunction with iterative demapping and 

decoding. Explicitly, Figure 3.19 demonstrates that a coding advantage of about 20.2dB 

was achieved at a BER of 10-5 after 10 iterations by the convolutional-coded AGM-9 

STBC-SP system over both the uncoded STBC-SP [124] and the conventional orthogonal 

STBC design based [13, 14] schemes for transmission over the correlated Rayleigh fading 

channel considered. Additionally, coding advantages of approximately 3.2 dB and 2.0 dB 

were attained over the 1BPS-throughput RSC-coded GM STBC-SP and the RSC-coded 

QPSK modulated STBC schemes, respectively. 

Figure 3.20 demonstrates the attainable performance of various AGM based RSC

coded STBC-SP schemes in conjunction with L = 16, when employing the system pa

rameters outlined in Table 3.3 and using an interleaver depth of V = 106 bits after 10 
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Figure 3.15: Decoding trajectory of turbo-detected RSC channel-coded STBC-SP scheme em

ploying anti-Gray mapping (AGM-9) in combination with the outer RSC code 

(2,1,5) and the system parameters outlined in Table 3.3 and operating at Eb/NO = 

2.5dB with an interleaver depth of V = 104 bits. 

iterations. Observe in Figure 3.20 that the three schemes perform differently. For ex

ample, the AGM-7 based scheme exhibits a turbo cliff at a lower E b / No value than the 

others, when combined with the specific RSC code having the octal generator polynomials 

of (Gr , G) = (35,23)8' However, the AGM-7 based scheme has the highest BER floor. 

Therefore, different AGM schemes may be combined with specific RSC codes for the sake 

of designing systems satisfying specific criteria, such as for example attaining an early 

convergence or a lower BER floor. The EXIT charts of the three different schemes seen in 

Figure 3.20 are illustrated in Figure 3.21. 
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Figure 3.16: Decoding trajectory of turbo-detected RSC channel-coded STBC-SP scheme em

ploying anti-Gray mapping (AGM-9) in combination with the outer RSC code 

(2,1,5) and the system parameters outlined in Table 3.3 and operating at Eb/NO = 

2.5dB with an interleaver depth of V = 103 bits. 

3.5.2 Performance of Binary LDPC-coded STBC-SP scheme 

3.5.2.1 Mutual Information and Achievable BER 

Figure 3.22 shows the achievable BER as a function of the mutual information lAD at the 

input of the binary LDPC decoder, when performing different number of internal LDPC 

iterations. According to Figure 3.22, a mutual information of about lAD = 0.97 has to be 

forwarded to the binary LDPC decoder in order to achieve a BER of 10-4
, when performing 

one internal LDPC iteration. However, this requirement drops to about lAD = 0.8 and 

lAD = 0.7, when performing five and 20 internal LDPC iterations, respectively. Table 3.5 

summarises the lAD values at the input of the binary LDPC decoder required for achieving 

BER of 10-4 , when performing different number of internal LDPC iterations. 
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Figure 3.17: Achievable extrinsic information of turbo-detected RSC channel-coded STBC-SP 

scheme employing anti-Gray mapping (AGM-9) in combination with the outer RSC 

code (2,1,5) and the system parameters outlined in Table 3.3 and operating at 

Eb/ No = 2.5dB with different interleaver depths. 
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Figure 3.18: Performance comparison of anti-Gray mapping (AGM-9) based RSC-coded STBC

SP schemes in conjunction with L = 16 against an identical-throughput 1 

bit/symbol (BPS) uncoded STBC-SP scheme using L = 4 and against Alamouti's 

conventional G2-BPSK scheme, when employing the system parameters outlined in 

Table 3.3 and using different interleaver depths after 10 external joint iterations. 
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Figure 3.19: Performance comparison of anti-Gray mapping (AGM-9) and Gray mapping (GM) 

based RSC-coded STBC-SP schemes in conjunction with L = 16 against an 

identical-throughput 1 bit/symbol (BPS) uncoded STBC-SP scheme using L = 4 

and against Alamouti's conventional G2-BPSK scheme as well as against an RSC

coded QPSK modulated STBC scheme, when employing the system parameters 

outlined in Table 3.3 and using an interleaver depth of D = 106 bits. 
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Figure 3.20: Performance comparison of various AGM based RSC-coded STBC-SP schemes in 

conjunction with L = 16, when employing the system parameters outlined in Ta

ble 3.3 and using an interleaver depth of 'D = 106 bits. 
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Figure 3.21: EXIT chart of turbo-detected RSC-coded STBC-SP systems employing various 

AGM schemes from Figure 3.5 in combination with outer RSC codes having con

straint length K = 5 and different generator polynomials, when employing the 

system parameters outlined in Table 3.3. 

3.5.2.2 Decoding Trajectory and Effect of Interleaver Depth 

Figure 3.23 illustrates the decoding trajectory of the turbo-detected binary LDPC channel

coded STBC-SP scheme employing anti-Gray mapping (AGM-6) in combination with a 

1/2-rate outer binary LDPC code having an average column weight of 2.5 and using 10 

internal LDPC iterations, when communicating over the channel outlined in Table 3.3 

and operating at E b/ No = 2.5dB after 10 joint external iterations. The actual iterative 

performance is different from the prediction of the EXIT chart, since a short interleaver 

depth of D = 1500 bits is employed, which does not guarantee that the LLR values have 

a Gaussian distribution. Figure 3.24 shows our performance comparison of the anti-Gray 

mapping (AGM-6) and Gray mapping (GM) based LDPC-coded STBC-SP scheme in 

conjunction with L = 16 against an identical-throughput 1 bit/symbol (BPS) uncoded 

STBC-SP scheme using L = 4 and against Alamouti's conventional G2-BPSK scheme, 
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Figure 3.22: Bit error rate of a 1/2-rate binary LDPC decoder versus a pTioTi input fAD when 

employing different number of internal LDPC iterations. 

Number of internal LDPC iterations Required lAD 

1 0.970 

2 0.913 

3 0.863 

4 0.826 

5 0.800 

10 0.723 

20 0.708 

Table 3.5: Required fAD for achieving BER of 10-4 when performing different number of internal 

LDPC iterations. 
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when communicating over the channel outlined in Table 3.3 and using an outer 1/2-rate 

binary LDPC code having an average column weight of 2.5 as well as 10 internal LDPC 

iterations. Figure 3.24 demonstrates that a coding gain of about 19.3dB is attained by the 

LDPC-coded STBC-SP scheme after 10 joint external iterations against both the identical

throughput uncoded STBC-SP scheme and Alamouti's conventional G2-BPSK scheme, 

when using an output block length of D = 1500 bits. However, a better performance is 

predicted by the EXIT chart seen in Figure 3.10, where a semi-convergent tunnel exits at 

Eb/NO = 2.5dB and hence a lower BER could be attained upon increasing the output block 

length or, equivalently, the interleaver length. Figure 3.25 shows the decoding trajectory 

of the turbo-detected binary LDPC channel-coded STBC-SP scheme of Figures 3.23 and 

3.24, when using an increased output block length of K ldpc = 10000 bits. It is evident from 

Figure 3.25 that an improved performance is achieved, when employing a larger interleaver 

length, which is also demonstrated by the BER curves in Figure 3.26. According to Figure 

3.26, a coding gain of about 21.2dB is attained by the LDPC-coded STBC-SP scheme 

after 10 joint external iterations against both the identical-throughput uncoded STBC

SP scheme and Alamouti's conventional G2-BPSK scheme, when using an output block 

length of K ldpc = 10000 bits. Additionally, a coding advantage of approximately 1.8dB 

was attained over the 1BPS-throughput LDPC-coded GM STBC-SP scheme. 

3.5.2.3 Effect of Internal LDPC Iterations and Joint External Iterations 

In order to investigate the effects of performing different number of internal LDPC itera

tions and joint external iterations on the performance of the binary LDPC-coded STBC-SP 

scheme of Figure 3.2, Figure 3.27 demonstrates the achievable coding gain for different 

combinations of internal and external iterations. More specifically, Figure 3.27 shows 

the achievable coding gain of a bit-based binary LDPC-coded STBC-SP scheme employ

ing AGM-6 in conjunction with different combinations of joint and LDPC iterations as 

compared to the identical-throughput 1BPS uncoded STBC-SP scheme of [124] and Alam

outi's conventional G2-BPSK scheme [13] at a BER of 10-5 , when communicating over 

the channel outlined in Table 3.3 and using a 1/2-rate outer binary LDPC code having an 

output block length of 1500 bits. The terms "0 joint iteration" and "no joint iterations", 

used in Figure 3.27 and subsequent figures, refer to the open-loop scenario, where no ex

trinsic information is fed back from the outer decoder to the sphere packing demapper. 

Observe in Figure 3.27 that for a specific fixed number of internal LDPC iterations, the 
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Figure 3.23: Decoding trajectory of turbo-detected binary LDPC channel-coded STBC-SP 

scheme employing anti-Gray mapping (AGM-6) in combination with outer 1/2-

rate binary LDPC code and system parameters of Table 3.3 when using 10 internal 

LDPC iterations and operating at Eb/ No = 2.5dB after 10 joint external iterations. 

attainable coding gain improvement becomes negligible after carrying out two joint exter

nal iterations. In other words, most of the BER improvements are achieved during the 

first two iterations. This observation is illustrated in both Figure 3.28 and Figure 3.29, 

which show the performance improvement attained upon increasing the number of joint 

external iterations, while fixing the number of internal LDPC iterations to one and five 

iterations, respectively. The effect of increasing the number of internal LDPC iterations, 

while fixing the number of joint external iterations can also be observed from Figure 3.27, 

which demonstrates that the coding gain improvements become negligible after encoun

tering five internal LDPC iterations. Figure 3.30 and Figure 3.31 illustrate the effect of 

increasing the number of internal LDPC iterations on the performance of the bit-based 

binary LDPC-coded STBC-SP scheme, while fixing the number of joint external iterations 

to one and five iterations, respectively. 
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Figure 3.24: Performance comparison of anti-Gray mapping (AGM-6) and Gray mapping (GM) 

based LDPC-coded STBC-SP schemes in conjunction with L = 16 against an 

identical-throughput 1 bit/symbol (BPS) uncoded STBC-SP scheme using L = 4 

and against Alamouti's conventional G2-BPSK scheme, when employing system 

parameters of Table 3.3 and using an outer 1/2-rate binary LDPC code having an 

average column weight of 2.5 and 10 internal LDPC iterations. 

3.6 Chapter Conclusion 

In this chapter, we proposed a novel system that exploits the advantages of both iterative 

demapping and turbo detection [41J as well as those of the STBC-SP scheme of [124J. Our 

investigations demonstrated that significant performance improvements may be achieved, 

when the AGM STBC-SP is combined with outer channel decoding and iterative demap

ping as compared to the Gray-mapping based systems. Subsequently, the EXIT chart was 

used to search for bits-to-symbol mapping schemes that converge at lower Eb/NO values. 

Several STBC-SP mapping schemes covering a wide range of extrinsic transfer character

istics were investigated. When using an appropriate bits-to-symbol mapping scheme and 

10 turbo detection iterations, gains of about 20.4dB and 21.2dB at a BER of 10-5 were 

obtained by the convolutional-coded and LDPC-coded STBC-SP schemes, respectively, 

over the identical-throughput 1 bit/symbol uncoded STBC-SP benchmarker scheme [124J. 

Additionally, coding advantages of approximately 3.2dB and 2.0dB a BER of 10-5 were 

attained over the 1BPS-throughput RSC-coded GM STBC-SP and the RSC-coded QPSK 
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Figure 3.25: Decoding trajectory of turbo-detected binary LDPC channel-coded STBC-SP 

scheme employing anti-Gray mapping (AGM-6) in combination with outer 1/2-

rate binary LDPC code and system parameters of Table 3.3 when using 10 internal 

LDPC iterations and operating at Eb/NO = 2.5dB after 10 joint external iterations. 

modulated STBC schemes, respectively. 

3.7 Chapter Summary 

In this chapter, two realisations of a novel bit-based iterative-detection aided STBC-SP 

scheme were presented, namely an RSC-coded turbo-detected STBC-SP scheme and a 

binary LDPC-coded turbo-detected STBC-SP arrangement. Our system overview was 

provided in Section 3.2. The LDPC-coded scheme of Figure 3.2 did not require channel 

interleaving, since the LDPC parity check matrix is randomly constructed, where each of 

the parity check equations is checking several random bit positions in a codeword, which 

has a similar effect to that of the channel interleaver. In Section 3.3, we showed how 

the STBC-SP demapper was modified for exploiting the a priori knowledge provided by 

the channel decoder, which is essential for the employment of iterative demapping and 
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Figure 3.26: Performance comparison of anti-Gray mapping (AGM-6) and Gray mapping (GM) 

based LDPC-coded STBC-SP schemes in conjunction with L = 16 against an 

identical-throughput 1 bit/symbol (BPS) uncoded STBC-SP scheme using L = 4 

and against Alamouti's conventional G2-BPSK scheme, when employing system 

parameters of Table 3.3 and using an outer 1/2-rate binary LDPC code having an 

average column weight of 2.5 and 10 internal LDPC iterations. 
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Figure 3.27: Coding gain of a bit-based binary LDPC-coded STBC-SP scheme employing AGM-6 

in conjunction with different combinations of joint and LDPC iterations as compared 

to the identical-throughput 1BPS uncoded STBC-SP scheme of [124] and Alamouti's 

conventional G2-BPSK scheme [13] at a BER of 10-5 , when communicating over 

the channel outlined in Table 3.3 and using an outer 1/2-rate binary LDPC code 

having an output block length of 1500 bits. 
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Figure 3.28: Performance of anti-Gray mapping (AGM-6) based LDPC-coded STBC-SP schemes 

in conjunction with L = 16, when employing system parameters of Table 3.3 and 

using an outer 1/2-rate binary LDPC code having an output block length of 1500 

bits and one internal LDPC iteration. 
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Figure 3.29: Performance of anti-Gray mapping (AGM-6) based LDPC-coded STBC-SP schemes 

in conjunction with L = 16, when employing system parameters of Table 3.3 and 

using an outer 1/2-rate binary LDPC code having an output block length of 1500 

bits and five internal LDPC iterations. 
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Figure 3.30: Performance of anti-Gray mapping (AGM-6) based LDPC-coded STBC-SP schemes 

in conjunction with L = 16, when employing system parameters of Table 3.3 and 

using an outer 1/2-rate binary LDPC code having an output block length of 1500 

bits and one joint external iteration. 
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Figure 3.31: Performance of anti-Gray mapping (AGM-6) based LDPC-coded STBC-SP schemes 

in conjunction with L = 16, when employing system parameters of Table 3.3 and 

using an outer 1/2-rate binary LDPC code having an an output block length of 

1500 bits and five joint external LDPC iterations. 
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decoding. 

EXIT chart analysis was invoked in Section 3.4 in order to study and design the turbo

detected schemes proposed in Section 3.2. Measuring the demapper's EXIT characteristics 

was explained in Section 3.4.1 and in Figure 3.4. We proposed 10 different anti-Gray 

mapping (AGM) schemes in Figure 3.5 that are specifically selected from all the possible 

mapping schemes for L = 16 in order to demonstrate the different extrinsic information 

transfer characteristics associated with different bit-to-symbol mapping schemes. Both the 

Gray mapping as well as the various AGM mapping schemes considered in this chapter are 

detailed in Appendix A. In Section 3.4.2, we discussed how the EXIT characteristics of an 

outer decoder in a serially concatenated scheme may be calculated. Figure 3.6 summarises 

the calculation process. 

The performance of the turbo-detected bit-based STBC-SP schemes was presented 

in Section 3.5. Firstly, we considered the performance of the RSC-coded turbo-detected 

STBC-SP scheme in Section 3.5.1. The relation between the achievable BER and the 

mutual information at the input as well as at the output of the outer RSC decoder was 

discussed in Section 3.5.1.1. The predictions of our EXIT chart analysis outlined in Sec

tion 3.4.3 were verified by generating the actual decoding trajectories in Section 3.5.1.2. 

The effect of interleaver depth was also addressed in Section 3.5.1.2, since matching the 

predictions of the EXIT chart analysis is only guaranteed, when employing large inter

leaver depths. The BER performance of the proposed RSC-coded STBC-SP scheme was 

compared in Section 3.5.1.3 to that of an uncoded STBC-SP scheme [124] and to that of an 

RSC-coded conventionally modulated STBC scheme. Secondly, we considered the perfor

mance of the LDPC-coded turbo-detected STBC-SP scheme in Section 3.5.2. The relation 

between the achievable BER and the mutual information at the input of the outer LDPC 

decoder was discussed in Section 3.5.2.1 and Figure 3.22. The effect of the LDPC out

put block length K 1dpc on the achievable performance was investigated in Section 3.5.2.2, 

while the effect of internal LDPC iterations and joint external iterations was studied in 

Section 3.5.2.3. 

In this chapter, we assumed that the channel state information is perfectly known at 

the receiver. This, however, requires sophisticated channel estimation techniques, which 

imposes excess cost and complexity. In the next chapter, we consider the design of various 

sphere packing modulated differential STBC schemes that require no channel estimation. 
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Channel-Coded DSTBC-SP 

Schemes* 

4.1 Introduction 

In Chapter 2, the concept of a novel space-time block code design using sphere packing 

modulation (STBC-SP) was introduced and it was demonstrated that STBC-SP schemes 

outperform STBC schemes that employ conventional modulation schemes, such as PSK, 

QAM. In Chapter 3, turbo detection of channel-coded STBC-SP schemes was considered, 

where several novel bit-based turbo-detected STBC-SP schemes were proposed. All the 

schemes considered in Chapters 2 and 3 assumed perfect channel knowledge at the receiver. 

In practice the Channel State Information (CSI) of the link spanning from each transmit 

antenna to each receive antenna has to be estimated at the receiver using for example 

training or pilot symbols. However, channel estimation increases the cost and complexity 

of the receiver. Furthermore, when the channel varies dramatically from transmission burst 

to transmission burst, a high channel sounding overhead is required for every transmission 

burst. 

Alternatively, schemes that require no CSI or only partial CSI may be developed. A 

detection algorithm designed for Alamouti's scheme [13J was proposed in [16J, where the 

·Parts of this chapter are based on the collaborative research outlined in [135]. 
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channel encountered at time instant t was estimated using the pair of symbols detected 

at time instant t - 1. The algorithm, nonetheless, has to estimate the channel during the 

very first time instance using training symbols. Tarokh and Jafarkhani [17,18J proposed 

a differential encoding and decoding technique for Alamouti's scheme [13J and hence the 

transmitted signal can be demodulated both with or without CSI at the receiver. The 

resultant differential decoding aided non-coherent receiver performs within 3dB of the 

coherent receiver. However, this scheme expands the modulated signal constellation and its 

applications are limited to systems having two transmit antennas, when using a complex

valued modulated constellation and to systems with eight or less transmit antennas, when 

using a real-valued phasor constellation. The complex constellation was also restricted 

to phase-shift keying (PSK) schemes, which was extended to QAM constellations in [19, 

20J. This extension, however, requires the knowledge of the received power in order to 

appropriately normalise the received signal. In 2000, Hochwald and Sweldens [21 J proposed 

a differential modulation scheme for the sake of attaining transmit diversity based on 

unitary space-time codes [22J. The proposed scheme can be employed in conjunction with 

an arbitrary number of transmit antennas. Around the same time, a similar differential 

scheme was also proposed by Hughes [23], that is based on the employment of group codes. 

In this chapter, we combine the differential space-time block coding (DSTBC) schemes 

of [18J and [19J with sphere packing modulation. The chapter is organised as follows. 

In Section 4.2, we describe how the sphere packing aided DSTBC schemes, referred to 

here as the DSTBC-SP schemes are constructed. In Section 4.3, we propose a novel bit

based iterative-detection aided DSTBC-SP scheme. Finally, the chapter is concluded in 

Section 4.4. 

4.2 Differential STBC Using Sphere Packing Modulation 

This section describes how DSTBC schemes are constructed using sphere packing modu

lation. More specifically, a DSTBC signal design employing sphere packing modulation is 

considered in Section 4.2.1. Section 4.2.2 compares the performance of different DSTBC

SP schemes against equivalent conventional DSTBC schemes under various channel con

ditions. 
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4.2.1 DSTBC Signal Design Using Sphere Packing Modulation 

Some of the material summarised in this section were discussed in more detail in Sec

tion 2.4. Nonetheless, a brief overview is provided here for the sake of offering a self

contained treatment of the subject. Orthogonal transmit diversity designs can be de

scribed recursively [150] as follows. Let G 1(91) = 9111, and 

[ 

G2k-l(91, ... ,9k) 

-9k+112k - 1 

for k = 1,2,3, ... ,where 9k+1 is the complex conjugate of gk+1, G~_l (91, ... ,9k) is 

the Hermitian of G 2k-l (91, ... ,9k) and 12k-1 is a (2k- 1 x 2k- 1) identity matrix. Then, 

G 2k(9l,92, ... ,9k+1) constitutes an orthogonal design of size (2k x 2k), which maps the 

complex variables representing (91,92, ... ,9k+1) to Nt = 2k transmit antennas. In other 

words, 91,92, ... ,9k+1 represent k + 1 complex modulated symbols to be transmitted from 

2k transmit antennas in T = 2k time slots. It was shown in [124] that the diversity product 

quantifying coding advantage of an orthogonal transmit diversity scheme is determined by 

the minimum Euclidean distance of the vectors (gl, 92, ... , 9k+ 1)' Therefore, in order to 

maximise the achievable coding advantage, it was proposed in [124] to use sphere packing 

schemes that have the best known minimum Euclidean distance in the 2(k+ I)-dimensional 

real-valued Euclidean space JR2(k+1) [165]. 

In this chapter, differential space-time systems [18,20] employing Nt = 2 transmit 

antennas are considered, which are characterised by the generator matrix of [13] 

( 4.1) 

and the rows and columns of Equation (4.1) represent the temporal and spatial dimen

sions, corresponding to two consecutive time slots and two transmit antennas, respectively. 

The transmission is initialised by sending arbitrary symbols gl (1) and 92(1) using Equa

tion (4.1) during the 1st and 2nd time slots form the pt and 2nd transmit antennas. At 

time 2t + 1, t = 1,2, ... , a block of B bits arrives at the encoder, where each ~ bits are 
B 

independently modulated using a 22 -ary modulation constellation producing Xl (2t + 1) 

and x2(2t + 1). Now, for t 2: 1 the transmission symbols 91 (2t + 1) and g2(2t + 1) are 
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calculated as follows [20] 

(4.2) 

where 

More specifically, 91 (2t + 1) and 92 (2t + 1) are transmitted from the 1st and 2nd transmit 

antennas, respectively, at time 2t+ 1. By contrast, -92(2t+ 1) and 9i(2t+ 1) are transmit

ted from the 1st and 2nd transmit antennas, respectively, at time 2t + 2. The DSTBC-SP 

encoder is illustrated in Figure 4.1. 

Binary 
Source 

Sphere 

Packing 
Mapper 

xl(2t+1) 

x2(2t + 1) 

DSTBC Encoder 
1- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - I 

Symbol 91(2t + 1) STBC 
Calculation 92(2t + 1) Encoder 

~-------------------------------------------~ 

I 
I 
I 
I 
I 
I 
I 

Figure 4.1: A DSTBC-SP encoder. 

TXl 

TX2 

After differentially decoding the received signals during four time slots and assum

ing that a single receive antenna is employed, the following estimates on Xl (2t + 1) and 

Xl (2t + 1) are produced [20] 

:h(2t + 1) = (lh l l2 + Ih212). nj' xl(2t + 1) + 17,1 

x2(2t + 1) = (lh l l2 + Ih212) . nj . x2(2t + 1) + 17,2, (4.3) 
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where hI and h2 represent the complex-valued channel coefficients corresponding to the 

first and second transmit antenna, respectively, and'lh as well as n2 are zero-mean complex 

Gaussian random variables with variance o-~ = 2 . (lh1 12 + Ih212) . nf . 0-;, while 0-; is 

the original noise variance. Observe from Equation (4.3) that when the received signals 

are differentially decoded, the resultant signals will be scaled versions of Xl (2t + 1) and 

x2(2t+l), which are corrupted by complex AWGN similar to the G 2 space-time block code 

of [13, 14J. This observation implies that the diversity product of differential space-time 

systems [18,20J is determined by the minimum Euclidean distance of all legitimate vectors 

(Xl, X2), where the time index is removed for notational simplicity. According to [18,20J 

for example, Xl and X2 represent independent conventional BPSK modulated symbols and 

no effort is made to jointly design a symbol constellation for the various combinations of 

Xl and X2. For the sake of generalising our treatment, let us assume that there are L 

legitimate vectors (Xl,l, XI,2), I = 0, ... ,L - 1, where L represents the number of sphere

packed modulated symbols. The encoder, then, has to choose the modulated symbol 

associated with each block of B bits from these L legitimate symbols, which determines 

the signals to be transmitted over the two antennas in two consecutive time slots using 

Equation (4.2), where the throughput of the system is given by (log2 L) /2 bits per channel 

use. In contrast to the independent design of Xl,l and xl,2 [18,20]' our aim is to design 

xl,l and xl,2 jointly, such that they have the best minimum Euclidean distance from all 

other (L - 1) legitimate symbols, since this minimises the system's error probability. Let 

(aU, al,2, al,3, al,4), I = 0,1, ... ,L -1, be phasor points selected from the four-dimensional 

real-valued Euclidean space ]R4, where each of the four elements al,l, al,2, al,3, al,4 gives one 

coordinate of the complex-valued phasor points. Hence, xl,l and XI,2 may be written as 

Tsp(al,l' al,2, al,3, al,4) 

{ al,l + j a l,2, al,3 + j a l,4}. ( 4.4) 

In the four-dimensional real-valued Euclidean space ]R4, the lattice D4 is defined as 

a sphere packing having the best minimum Euclidean distance from all other (L - 1) 

legitimate constellation points in]R4 [165J, as discussed in Section 2.4.2.4. More specifically, 

D4 may be defined as a lattice that consists of all legitimate sphere packed constellation 

points having integer coordinates [al a2 a3 a4J uniquely and unambiguously describing 

the legitimate combinations of the modulated symbols Xu and Xl,2, but subjected to the 
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sphere packing constraint of 

where k is an even integer. Assuming that 

constitutes a set of L legitimate constellation points from the lattice D4 having a total 

energy of 
L-1 

Etotal ~ L:) 1 a 1,1 12 + lal,21
2 + lal,31

2 + lal,41
2

), 

1=0 

and upon introducing the notation 

fIfL 
Cl = ~(Xl,l' Xl,2), 

total 
l=O, ... ,L-l, (4.5) 

we have a set of complex constellation symbols, {CrO ::::: l ::::: L-l}, whose diversity product 

is determined by the minimum Euclidean distance of the set of L legitimate constellation 

points in S. 

4.2.2 Performance of DSTBC-SP Schemes 

In this section, the two transmit antenna aided scheme of Section 4.2.1 is considered. Sim

ulation results are provided for systems having different number of bits-peT-symbol (BPS) 

in conjunction with appropriate conventional and sphere packing modulation schemes, as 

outlined in Table 4.1. Observe that two consecutive time slots are required for transmit

ting a single sphere packing symbol when, using the two transmit antenna based scheme 

of Section 4.2.1. By contrast, two conventionally modulated symbols are transmitted dur

ing the same time period. Therefore, the throughput of the sphere packing modulation 

scheme has to be twice as high as that of the conventional modulation scheme in order to 

compensate for the potential rate loss and to produce systems having an identical overall 

BPS throughput. This explains the specific choices of L in Table 4.1. Our results are also 

presented in terms of BER and SP-SER performance curves for various systems employing 

NT = 1, 2, 3, and 4 receive antennas for communicating over two types of Rayleigh fading 

channels, namely block and SPSI Rayleigh fading channels, where SP-SER and SPSI were 

defined in Section 2.5. 
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Rate (BPS) Conventional Modulation Sphere Packing Modulation 

1 BPSK L =4 

2 QPSK L = 16 

3 8-PSK L = 64 

Table 4.1: Conventional and sphere packing modulation employed for different BPS rates. 

4.2.2.1 Block Rayleigh Fading Channels 

The channel is assumed to be constant over the transmission period of one frame. Sphere 

packing aided DSTBC schemes promise to provide improved SP-SER, when compared to 

conventionally modulated DSTBC schemes. This promise is based on the fact that sphere 

packing modulation optimises the MED of the set of complex constellation symbols con

structed using Equation (4.5). On the other hand, the BER performance of sphere packing 

aided DSTBC schemes is not necessarily guaranteed to be better than that of convention

ally modulated DSTBC schemes, since sphere packing modulation does not optimise the 

MED of the individual constituent symbols Xl,l, XI,2, which is the objective of conventional 

modulation schemes. However, it will be demonstrated below that increasing the number 

of receive antennas will lead to further BER improvements for the sphere packing aided 

DSTBC schemes in comparison to conventionally modulated DSTBC schemes. 

Figure 4.2 shows the SP-SER performance curves of different DSTBC schemes in con

junction with different conventional as well as sphere packing modulations schemes at 

various BPS throughput values as outlined in Table 4.1. All systems employ two transmit 

and one receive antennas for communicating over the block Rayleigh fading channel under 

consideration. It is evident from Figure 4.2 that for a particular BPS throughput, the two 

curves corresponding to the conventional modulation scheme and to the sphere packing 

modulation scheme have the same asymptotic slope (i.e. diversity order). This observation 

is similar to those stated in [13,18, 20J namely that G 2-based space-time coded systems 

are capable of achieving full diversity. Accordingly, it is not expected that the asymptotic 

slope of the performance curves would improve by merely employing new modulation 

schemes without introducing another level of concatenating coding, invoking outer chan-
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nel codes. However, Figure 4.2 shows that the SP-SER performance of DSTBC schemes 

may be improved by employing sphere packing modulation. For example, sphere packing 

modulation having L = 64 achieves a coding gain of about 1.2dB over 8-PSK modulation 

at an SP-SER of 10-4 . The resultant BER performance curves are shown in Figure 4.3. 

The BER performance of sphere packing modulation and conventional modulation are 

identical for systems having rates of 1 and 2 BPS. However, the figure shows that the 

advantage of conventional modulation over sphere packing modulation diminishes upon 

increasing the signal-to-noise ratio. 

Figures 4.4 to 4.9 illustrate the beneficial effect of increasing the number of receive 

antennas from NT = 2 to NT = 4 antennas, respectively. Observe in Figures 4.5,4.7 and 4.9 

that the BER performance of sphere packing modulation improves in comparison to that 

of conventional modulation, when increasing the number of receive antennas, especially, 

for schemes having throughput of 1 and 3 BPS. Observe, however, in Figures 4.2 to 4.9 that 

both the BER and SP-SER performance curves of 2 BPS-throughput QPSK modulation 

as well as those of the identical-throughput sphere packing modulation having L = 16 are 

identical. This phenomenon is due to the fact that QPSK modulation is a special case of 

the sphere packing modulation constellation constructed using Equation (4.5), which was 

discussed in detail in Section 2.5. 

The attainable coding gains of sphere packing modulation over conventional modula

tion are summarised in Table 4.2 for the schemes characterised in Figures 4.2, 4.4, 4.6 and 

4.8 at an SP-SER of 10-4 , when communicating over the block Rayleigh fading channel 

under consideration. 

11 BPS I 2 BPS I 3 BPS I 
NT = 1 O.3dB O.OdB 1.2dB 

NT = 2 O.5dB O.OdB l.4dB 

NT = 3 O.4dB O.OdB 1.3dB 

NT = 4 O.4dB O.OdB 1.3dB 

Table 4.2: Coding gains of sphere packing modulation over conventional modulation at SP-SER 

of 10-4 for the schemes of Figures 4.2, 4.4, 4.6 and 4.8, when communicating over a 

block Rayleigh fading channel. 
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Figure 4.2: Sphere packing symbol error rate of different DSTBC schemes in combination 

with conventional modulation and sphere packing modulation for different BPS rates 

as outlined in Table 4.1 and employing Nt = 2 transmit antennas and NT = 1 

antenna, when communicating over a block Rayleigh fading channel. 
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Figure 4.3: Bit error rate of different DSTBC schemes in combination with conventional modu

lation and sphere packing modulation for different BPS rates as outlined in Table 4.1 

and employing Nt = 2 transmit antennas and NT = 1 receive antenna, when com

municating over a block Rayleigh fading channel. 
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Figure 4.4: Sphere packing symbol error rate of different DSTBC schemes in combination 

with conventional modulation and sphere packing modulation for different BPS rates 

as outlined in Table 4.1 and employing Nt = 2 transmit antennas and NT = 2 receive 

antennas, when communicating over a block Rayleigh fading channel. 
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Figure 4.5: Bit error rate of different DSTBC schemes in combination with conventional modu

lation and sphere packing modulation for different BPS rates as outlined in Table 4.1 

and employing Nt = 2 transmit antennas and NT = 2 receive antennas, when com

municating over a block Rayleigh fading channel. 
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Figure 4.6: Sphere packing symbol error rate of different DSTBC schemes in combination 

with conventional modulation and sphere packing modulation for different BPS rates 

as outlined in Table 4.1 and employing Nt = 2 transmit antennas and NT = 3 receive 

antennas, when communicating over a block Rayleigh fading channel. 
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Figure 4.7: Bit error rate of different DSTBC schemes in combination with conventional modu

lation and sphere packing modulation for different BPS rates as outlined in Table 4.1 

and employing Nt = 2 transmit antennas and NT = 3 receive antennas, when com

municating over a block Rayleigh fading channel. 
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Figure 4.8: Sphere packing symbol error rate of different DSTBC schemes in combination 

with conventional modulation and sphere packing modulation for different BPS rates 

as outlined in Table 4.1 and employing Nt = 2 transmit antennas and N r = 4 receive 

antennas, when communicating over a block Rayleigh fading channel. 
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Figure 4.9: Bit error rate of different DSTBC schemes in combination with conventional modu

lation and sphere packing modulation for different BPS rates as outlined in Table 4.1 

and employing Nt = 2 transmit antennas and N r = 4 receive antennas, when com

municating over a block Rayleigh fading channel. 
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4.2.2.2 SPSI Rayleigh Fading Channels 

In this section, the channel is assumed to be constant over the transmission period of one 

sphere packing symbol (i.e. two consecutive time slots). This type of channel was referred 

to in Section 2.5 as an SPSI channel. The channel is also assumed to be correlated and has 

a normalised Doppler frequency of iD = 0.01. Figures 4.10 to 4.17 portray the SP-SER 

and BER performance curves of different DSTBC schemes in conjunction with different 

conventional as well as sphere packing modulation schemes at various BPS throughput 

rates as outlined in Table 4.1. The key points discussed in Section 4.2.2.1 also apply to 

the results seen in Figures 4.10 to 4.17. The coding gains of sphere packing modulation 

over conventional modulation are summarised in Table 4.3 for the schemes characterised 

in Figures 4.10,4.12,4.14 and 4.16, at an SP-SER of 10-4 , when communicating over the 

SPSI correlated Rayleigh fading channel under consideration. 

1 BPS 2 BPS 3 BPS 

NT = 1 0.5dB O.OdB -

NT = 2 0.5dB O.OdB 2.1dB 

NT = 3 0.5dB O.OdB 1.6dB 

NT = 4 D.4dB O.OdB l.4dB 

Table 4.3: Coding gains of sphere packing modulation over conventional modulation at SP-SER 

of 10-4 for the schemes of Figures 4.10, 4.12, 4.14 and 4.16, when communicating over 

an SPSI correlated Rayleigh fading channel having a normalised Doppler frequency of 

fD = 0.01. 

4.3 Bit-Based RSC-Coded Turbo-Detected DSTBC-SP 

scheme 

In this section, a novel bit-based RSC-coded turbo-detected DSTBC-SP scheme will be 

discussed in detail. Our system overview is outlined in Section 4.3.1. Section 4.3.2 provides 

the EXIT chart analysis of the turbo-detected RSC-coded DSTBC-SP scheme, while our 

simulation results and discussions are offered in Section 4.3.3. 
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Figure 4.10: Sphere packing symbol error rate of different DSTBC schemes in combination 

with conventional modulation and sphere packing modulation for different BPS 

rates as outlined in Table 4.1 and employing Nt = 2 transmit antennas and NT = 

1 receive antenna, when communicating over an SPSI correlated Rayleigh fading 

channel having a normalised Doppler frequency of iD = 0.01. 
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Figure 4.11: Bit error rate of different DSTBC schemes in combination with conventional 

modulation and sphere packing modulation for different BPS rates as outlined in 

Table 4,1 and employing Nt = 2 transmit antennas and NT = 1 receive antenna, 

when communicating over an SPSI correlated Rayleigh fading channel having a 

normalised Doppler frequency of iD = 0.01. 
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Figure 4.12: Sphere packing symbol error rate of different DSTBC schemes in combination 

with conventional modulation and sphere packing modulation for different BPS rates 

as outlined in Table 4.1 and employing Nt = 2 transmit antennas and NT = 2 

receive antennas, when communicating over an SPSI correlated Rayleigh fading 

channel having a normalised Doppler frequency of fv = 0.01. 
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Figure 4.13: Bit error rate of different DSTBC schemes in combination with conventional 

modulation and sphere packing modulation for different BPS rates as outlined in 

Table 4.1 and employing Nt = 2 transmit antennas and NT = 2 receive antennas, 

when communicating over an SPSI correlated Rayleigh fading channel having a 

normalised Doppler frequency of fD = 0.01. 
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Figure 4.14: Sphere packing symbol error rate of different DSTBC schemes in combination 

with conventional modulation and sphere packing modulation for different BPS rates 

as outlined in Table 4,1 and employing Nt = 2 transmit antennas and NT = 3 

receive antennas, when communicating over an SPSI correlated Rayleigh fading 

channel having a normalised Doppler frequency of fD = 0.01. 
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Figure 4.15: Bit error rate of different DSTBC schemes in combination with conventional 

modulation and sphere packing modulation for different BPS rates as outlined in 

Table 4,1 and employing Nt = 2 transmit antennas and NT = 3 receive antennas, 

when communicating over an SPSI correlated Rayleigh fading channel having a 

normalised Doppler frequency of fD = 0.01. 
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Figure 4.16: Sphere packing symbol error rate of different DSTBC schemes in combination 

with conventional modulation and sphere packing modulation for different BPS rates 

as outlined in Table 4.1 and employing Nt = 2 transmit antennas and NT = 4 

receive antennas, when communicating over an SPSI correlated Rayleigh fading 

channel having a normalised Doppler frequency of fD = 0.01. 
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Figure 4.17: Bit error rate of different DSTBC schemes in combination with conventional 

modulation and sphere packing modulation for different BPS rates as outlined in 

Table 4.1 and employing Nt = 2 transmit antennas and NT = 4 receive antennas, 

when communicating over an SPSI correlated Rayleigh fading channel having a 

normalised Doppler frequency of fD = 0.01. 
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Figure 4.18: RSC-coded turbo-detected DSTBC-SP system. 
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The schematic of the entire system is shown in Figure 4.18, where the transmitted source 

bits are convolutionally encoded and then interleaved by a random bit interleaver. A rate 

R = ~ RSC code was employed. After channel interleaving, the sphere packing mapper 

first maps B channel-coded bits b = (bo, ... , bB-r) to a legitimate constellation point 

sl E S from the lattice D4 , where we have B = log2 L. The mapper then maps the 

constellation point sl to complex symbols Xl,l and XI,2 using Equations (4.4) and (4.5), 

Subsequently, the DSTBC encoder calculates the symbols to be transmitted according to 

Equation (4.2) over T = 2 consecutive time slots using two transmit antennas, as shown 

in Equation (4.1). 

In this chapter, we consider a correlated narrowband Rayleigh fading channel, associ

ated with a normalised Doppler frequency of fD = fdTsym = 0.01, where fd is the Doppler 

frequency and Tsym is the symbol duration. The complex fading envelope is assumed to 
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be constant across the transmission period of two sphere packing symbols spanning T = 4 

time slots. The complex AWGN ofn = nI+jnQ is also added to the received signal, where 

nI and nQ are two independent zero mean Gaussian random variables having a variance 

of O'~ = O'~I = O'~Q = No/2 per dimension, where No/2 represents the double-sided noise 

power spectral density expressed in W / Hz. 

As shown in Figure 4.18, the received complex-valued symbols are first differentially 

decoded by the DSTBC decoder. Then, the decoded symbols are passed to the sphere 

packing demapper, where they are demapped to their Log-Likelihood Ratio (LLR) rep

resentation for each of the B coded bits per sphere packing symbol. The a priori LLR 

values of the demodulator are subtracted from the a posteriori LLR values for the sake of 

generating the extrinsic LLR values LM,e, and then the LLRs LM,e are deinterleaved by 

a soft-bit deinterleaver, as seen in Figure 4.18. Next, the soft bits LD,a are passed to the 

convolutional decoder in order to compute the a posteriori LLR values LD,p provided by 

the Log-MAP algorithm [95] for all the channel-coded bits. During the last iteration, only 

the LLR values LD,i,p of the original uncoded systematic information bits are required, 

which are passed to a hard decision decoder in order to determine the estimated transmit

ted source bits. The extrinsic information LD,e, is generated by subtracting the a priori 

information from the a posteriori information according to LD,p - LD,a, which is then fed 

back to the DSTBC-SP demapper as the a priori information L M,a after appropriately re

ordering them using the interleaver of Figure 4.18. The sphere packing demapper exploits 

the a priori information for the sake of providing improved a posteriori LLR values, which 

are then passed to the channel decoder and in turn back to the sphere packing demodu

lator for further iterations. More detailed discussions on the iterative demapping process 

and how the sphere packing demapper is modified for exploiting the a priori knowledge 

provided by the channel decoder were provided in Section 3.3. 

4.3.2 EXIT Chart Analysis 

The bit-based EXIT chart theory was introduced in Section 3.4. EXIT charts will be 

employed here in order to to predict the convergence behaviour of the iterative decoder 

seen in Figure 4.18 by examining the evolution of the input/output mutual information 

exchange between the inner sphere packing demapper and the outer RSC decoder in 

consecutive iterations. Without loss of generality, we consider a sphere packing modulation 

scheme associated with L = 16 using two transmit and a single receiver antenna. 
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Figure 4.19: Sphere packing demapper extrinsic information transfer characteristics for different 

bits to sphere-packing symbol mapping schemes at Eb/NO = 6.0dB for L = 16. 

Figure 4.19 shows the extrinsic information transfer characteristics of the sphere

packing symbol-to-bit demapper in conjunction with L = 16 and different mapping 

schemes between the interleaver's output and the sphere packing mapper. Observe that 

Gray mapping does not provide any iteration gain upon increasing the mutual information 

at the input of the demapper, which was also reported in [41]. The reason for this observa

tion is that the adjacent Gray-coded symbols differ from the one considered in a single bit

position and hence no extrinsic information is gleamed from the remaining identical bits. 

This situation is reversed, when using different anti-Gray mapping (AGM) schemes [41], 

resulting in different EXIT characteristics, as illustrated by the different slopes seen in 

Figure 4.19. The 10 different AGM mapping schemes shown in Figure 4.19 are specifically 

selected from all the possible mapping schemes for L = 16 in order to demonstrate the dif

ferent extrinsic information transfer characteristics associated with different bit-to-symbol 

mapping schemes. There are a total of 16! different mapping schemes. 

Figure 4.20 shows the EXIT chart of a turbo-detection aided, channel-coded DSTBC-
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Figure 4.20: EXIT chart of a turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-10) of Figure 4.19 in combination with outer RSC code 

having constraint length JC = 3, when communicating over an SPSI Rayleigh fading 

channel having fD = 0.01. 
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Figure 4.21: EXIT chart of a turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-9) of Figure 4.19 in combination with outer RSC code 

having constraint length JC = 5, when communicating over an SPSI Rayleigh fading 

channel having fD = 0.01. 
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Constraint Generator Polynomials 

Length in Octals 

J( Gr IG 
3 

5 

Table 4.4: 1/2-rate RSC codes parameters. 

SP scheme employing the anti-Gray mapping (AGM-10) of Figure 4.19 in conjunction with 

the system parameters outlined in Table 4.5 and the outer RSC code having a constraint 

length JC = 3 and the generator polynomials defined in Table 4.4. Similarly, Figure 4.21 

shows the EXIT chart of a turbo-detection aided, channel-coded DSTBC-SP scheme em

ploying the anti-Gray mapping (AGM-9) of Figure 4.19 in conjunction with the system 

parameters outlined in Table 4.5 and the outer RSC code having a constraint length JC = 5 

and the generator polynomials defined in Table 4.4. Ideally, in order for the exchange of 

extrinsic information between the sphere-packing demapper and the outer RSC decoder 

to converge at a specific Eb/ No value, the extrinsic transfer curve of the sphere-packing 

demapper recorded at the E b/ No value of interest and the extrinsic transfer characteristic 

curve of the outer RSC decoder should only intersect at the (lAD' JED) = (1.0,1.0) point. 

If this condition is satisfied, then a so-called convergence tunnel [69J appears in the EXIT 

chart. Even if there is no open tunnel in the EXIT chart, but the two EXIT curves in

tersect at a point infinitesimally close to the JED = 1.0 line rather than at the (1.0,1.0) 

point, then a sufficiently low BER may still be achievable. These types of tunnels were 

referred to in Section 3.4.3 as semi-convergent tunnels. The narrower the tunnel, the 

closer the system operates to the Shannon limit and hence a high number of iterations 

are required for reaching the intersection point. Observe in Figure 4.20 and Figure 4.21 

that semi-convergent tunnels exist at Eb/No = 6.0dB. This implies that according to the 

predictions of the EXIT charts seen in Figure 4.20 and Figure 4.21, the iterative decoding 

process is expected to converge and hence a low BER may be attained at E b/ No = 6.0dB. 

The validity of this prediction is, however, dependent on how accurately the two EXIT 

chart assumptions outlined at the beginning of Section 3.4 are satisfied. These EXIT chart 

based convergence predictions will be verified by the actual iterative decoding trajectory 

in Section 4.3.3. 
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Modulation Sphere Packing with L = 16 

Number of transmitters 2 

Number of receivers 1 

Channel type SPSI Correlated Rayleigh Fading 

Normalised Doppler frequency 0.01 

RSC code rate 0.5 

System throughput 1 bit/symbol 

Table 4.5: RSC-coded turbo-detected DSTBC-SP system parameters 

Appendix C provides the complete list of EXIT charts for the RSC-coded turbo

detected DSTBC-SP scheme of Figure 4.18, when employing the mapping schemes of 

Figure 4.19 in combination with various outer RSC codes. 

4.3.3 Performance of the RSC-coded DSTBC-SP scheme 

All simulation parameters associated with the RSC-coded system of Figure 4.18 are listed 

in Table 4.5. Figures 4.22-4.25 illustrate the actual decoding trajectories of the turbo

detected RSC-coded DSTBC-SP scheme of Figure 4.20 at Eb/ No = 6.0dB, when using 

different interleaver depths. The zigzag-paths seen in Figures 4.22-4.25 represent the ac

tual extrinsic information transfer between the sphere-packing demapper and the outer 

RSC channel decoder. Observe in Figure 4.25 that since a long interleaver is employed, 

the assumptions outlined at the beginning of Section 3.4 are justified and hence the EXIT 

chart based convergence prediction of the step-wise linear actual decoding trajectory is 

quite accurate. By contrast, the decoding trajectories shown in Figures 4.22-4.24 more 

substantially deviate from the EXIT chart prediction, because shorter interleaver lengths 

are used. Figures 4.26 and 4.27 highlight the influence of interleaver depth on system's at

tainable performance. More specifically, Figure 4.26 demonstrates the achievable extrinsic 

information at the output of the RSC channel decoder of the turbo-detected RSC-coded 
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DSTBC-SP scheme of Figure 4.20 at Eb/ No = 6.0dB, when using different interleaver 

depths and after 10 external joint iterations. Furthermore, Figure 4.27 shows a perfor

mance comparison of the anti-Gray mapping (AGM-lO) based RSC-coded DSTBC-SP 

scheme, when using different interleaver depths and after 10 external joint iterations. 
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Figure 4.22: Decoding trajectory of turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-lO) in combination with the outer RSC code (2,1,3) and the sys

tem parameters outlined in Table 4.5 and operating at Eb/ No = 6.0dB with an interleaver 

depth of V = 103 bits. 

Figure 4.28 compares the attainable performance of the proposed RSC-coded DSTBC

SP scheme employing both anti-Gray mapping (AGM-lO) and Gray mapping (GM) against 

that of an identical-throughput 1 Bit Per Symbol (lBPS) uncoded DSTBC-SP scheme 

using L = 4 and against an RSC-coded QPSK modulated DSTBC scheme, when employing 

the system parameters outlined in Table 4.5 and using an interleaver depth of 1) = 106 

bits. The QPSK modulated DSTBC system employs a set-partitioning mapping scheme 

reminiscent of Trellis Coded Modulation (TCM) [47]. Observe in Figure 4.28 by comparing 

the two Gray mapping (GM) DSTBC-SP curves that no BER improvement was obtained, 

when 10 turbo-detection iterations were employed in conjunction with Gray mapping. This 

phenomenon was also reported in [41] and it becomes evident from the horizontal curve 
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Figure 4.23: Decoding trajectory of turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-lO) in combination with the outer RSC code (2,1,3) and the sys

tem parameters outlined in Table 4.5 and operating at Eb/ No = 6.0dB with an interleaver 

depth of V = 104 bits. 

characterising Gray mapping in Figure 4.19. By contrast, anti-Gray mapping (AGM-1O) 

of Figure 4.19 achieved a useful performance improvement in conjunction with iterative 

demapping and decoding. Explicitly, Figure 4.28 demonstrates that a coding advantage of 

about 23.7dB was achieved at a BER of 10-5 after 10 iterations by the RSC-coded AGM-

10 DSTBC-SP system over the uncoded DSTBC-SP for transmission over the correlated 

Rayleigh fading channel considered. Additionally, a coding advantage of approximately 

4.5dB and 3.3dB were attained over the 1BPS-throughput RSC-coded GM DSTBC-SP 

scheme and the RSC-coded QPSK modulated DSTBC scheme, respectively. 

Figures 4.29-4.32 illustrate the actual decoding trajectories of the turbo-detected RSC

coded DSTBC-SP scheme of Figure 4.21 at E b/ No = 6.0dB, when using different inter

leaver depths. Observe in Figures 4.31 and 4.31 that again since long interleavers are 

employed, the assumptions outlined at the beginning of Section 3.4 are justified and hence 

the EXIT chart based convergence prediction of the step-wise linear actual decoding tra

jectory is quite accurate. By contrast, the decoding trajectories shown in Figures 4.29 

and 4.30 deviate from the EXIT chart prediction, because shorter interleaver lengths are 

used. Observe also the difference between Figures 4.31 and 4.32, where more iterations 
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Figure 4.24: Decoding trajectory of turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-10) in combination with the outer RSC code (2,1,3) and the sys

tem parameters outlined in Table 4.5 and operating at Eb / No = 6.0dB with an interleaver 

depth of V = 105 bits. 

are required for approaching the intersection point, when the interleaver depth drops from 

106 bits to 105 bits. The influence of interleaver depth on system's attainable performance 

is further highlighted in Figures 4.33, 4.34 and 4.35 Figure 4.33 demonstrates the achiev

able extrinsic information at the output of the RSC channel decoder of the turbo-detected 

RSC-coded DSTBC-SP scheme of Figure 4.21 at E b/ No = 6.0dB, when using different 

interleaver depths and after 10 external joint iterations. In addition, Figure 4.34 shows a 

performance comparison of the AGM-9 based RSC-coded DSTBC-SP scheme, when using 

different interleaver depths and after 10 external joint iterations. Observe in Figures 4.33 

and 4.34 that system's attainable performance is almost identical after 10 external joint 

iterations, when using an interleaver depth of 105 or 106 . However, Figure 4.35 illus

trates the achievable BER of the turbo-detected RSC channel-coded DSTBC-SP scheme 

of Figure 4.21, when operating at E b/ No = 6.0dB and using different interleaver depths 

as well as different number of iterations. According to Figure 4.35, fouT more iterations 

are necessitated by the system employing an interleaver depth of V = 105 bits in order 

to achieve a BER comparable to that of the system employing an interleaver depth of 

V = 106 bits, when operating at Eb/No = 6.0dB. 
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Figure 4.25: Decoding trajectory of turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-10) in combination with the outer RSC code (2,1,3) and the sys

tem parameters outlined in Table 4.5 and operating at E b / No = 6.0dB with an interleaver 

depth of V = 106 bits. 

Figure 4.36 compares the attainable performance of the proposed RSC-coded DSTBC

SP scheme employing both anti-Gray mapping (AGM-9) and Gray mapping (GM) against 

that of an identical-throughput 1 Bit Per Symbol (lBPS) uncoded DSTBC-SP scheme 

using L = 4 and against an RSC-coded QPSK modulated DSTBC scheme, when employing 

the system parameters outlined in Table 4.5 and using an interleaver depth of D = 106 

bits. The QPSK modulated DSTBC system employs a set-partitioning mapping scheme. 

Observe in Figure 4.36 by comparing the two Gray mapping (GM) DSTBC-SP curves that 

no BER improvement was obtained, when 10 turbo-detection iterations were employed in 

conjunction with Gray mapping as expected. By contrast, AGM-9 of Figure 4.19 achieved 

a useful performance improvement in conjunction with iterative demapping and decoding. 

Explicitly, Figure 4.36 demonstrates that a coding advantage of about 23.7dB was achieved 

at a BER of 10-5 after 10 iterations by the RSC-coded AGM-9 DSTBC-SP system over 

the uncoded DSTBC-SP for transmission over the correlated Rayleigh fading channel 

considered. Additionally, a coding advantage of approximately 3.3dB and 1.7dB were 

attained over the 1BPS-throughput RSC-coded GM DSTBC-SP scheme and the RSC

coded QPSK modulated DSTBC scheme, respectively. 
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Figure 4.26: Achievable extrinsic information of turbo-detected RSC channel-coded DSTBC-SP scheme 

employing anti-Gray mapping (AGM-lO) in combination with the outer RSC code (2,1,3) 

and the system parameters outlined in Table 4.5 and operating at Eb/NO = 6.0dB with 

different interleaver depths. 

Figure 4.37 compares the achievable performance of the AGM-lO based RSC-coded 

DSTBC-SP scheme of Figure 4.20 against that of the AGM-9 based RSC-coded DSTBC

SP scheme of Figure 4.21, when employing the system parameters outlined in Table 4.5 

and using an interleaver depth of 'D = 106 bits. Observe that both schemes achieve a 

similar BER performance after 10 turbo iterations. However, the AGM-9 based scheme 

of Figure 4.21 outperforms the AGM-10 based scheme of Figure 4.20, when performing 

a lower number of turbo iterations. This phenomenon is attributed to the fact that the 

AGM-9 based RSC-coded DSTBC-SP scheme of Figure 4.21 invokes an outer RSC code 

having a higher constraint length than that of the AGM-10 based scheme of Figure 4.20. 

The phenomenon may also be explained by observing Figure 3.12, which relates the mutual 

information at the input of the RSC decoder to the achievable BER. 

4.4 Chapter Conclusion 

In this chapter, we extended the concept of sphere packing modulation [124] to differential 

space-time block code (DSTBC) schemes. The simulation results presented in Section 4.2.2 
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Figure 4.27: Performance comparison of anti-Gray mapping (AGM-10) based RSC-coded DSTBC-SP 

schemes in conjunction with L = 16 against an identical-throughput 1 bit/symbol (BPS) 

uncoded DSTBC-SP scheme using L = 4, when employing the system parameters outlined 

in Table 4.5 and using different interleaver depths after 10 external joint iterations. 

demonstrated that sphere packing aided DSTBC schemes provide some coding gain over 

conventionally modulated DSTBC schemes. Table 4.2 summarises the coding gains of 

sphere packing modulation aided DSTBC schemes over conventional modulated DSTBC 

schemes at an SP-SER of 10-4 , when communicating over a block Rayleigh fading chan

nel. Table 4.3 summarises the coding gains of sphere packing modulation aided DSTBC 

schemes over conventional modulated DSTBC schemes at an SP-SER of 10-4 , when com

municating over an SPSI correlated Rayleigh fading channel having a normalised Doppler 

frequency of fD = 0.01. 

we also proposed in Section 4.3 a novel bit-based system that exploits the advantages of 

both iterative demapping and turbo detection [41], as well as those of the sphere packing 

modulation proposed in [124]. Our investigations demonstrated that significant perfor

mance improvements may be achieved, when the AGM DSTBC-SP scheme is combined 

with outer channel decoding and iterative demapping, as compared to the Gray-mapping 

based systems. Subsequently, EXIT charts were used to search for the optimum bit

to-symbol mapping schemes that converge at the lowest possible Eb/ No values. Several 

DSTBC-SP mapping schemes covering a wide range of extrinsic transfer characteristics 
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Figure 4.28: Performance comparison of anti-Gray mapping (AGM-lO) and Gray mapping (GM) 

based RSC-coded DSTBC-SP schemes in conjunction with L = 16 against an identical

throughput 1 bit/symbol (BPS) uncoded DSTBC-SP scheme using L = 4 and against 

RSC-code QPSK modulated DSTBC scheme, when employing the system parameters out

lined in Table 4.5 and using an interleaver depth of V = 106 bits. 

were investigated. When using an appropriate bit-to-symbol mapping scheme and 10 turbo 

detection iterations, Eb/NO gains of about 23.7dB and 3.3dB at a BER of 10-5 were ob

tained by the RSC-coded DSTBC-SP scheme over the identical-throughput 1 bit/symbol 

uncoded DSTBC-SP benchmarker scheme and over a turbo-detected system based on the 

DSTBC scheme of [18, 20J. 

4.5 Chapter Summary 

In this chapter, we proposed a novel DSTBC-SP system that exploits the advantages of 

the differential STBC schemes of [18J and [19J as well as those of the sphere packing mod

ulation of [124J. We described in Section 4.2.1 how DSTBC schemes are constructed using 

sphere packing modulation. The performance of uncoded DSTBC-SP schemes was consid

ered in Section 4.2.2, where we compared the performance of different DSTBC-SP schemes 

against equivalent conventional DSTBC schemes under various channel conditions. Sim-
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Figure 4.29: Decoding trajectory of turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-9) in combination with the outer RSC code (2,1,5) and the sys

tem parameters outlined in Table 4.5 and operating at Eb/ No = 6.0dB with an interleaver 

depth of V = 103 bits. 

ulation results were provided for systems having different BPS rates in conjunction with 

appropriate conventional and sphere packing modulation schemes, as outlined in Table 4.1. 

In Section 4.2.2.1, the channel was assumed to be constant over the transmission period 

of one frame, which was referred to as a block-fading Rayleigh channel. The attainable 

coding gains of sphere packing modulation over conventional modulation at an SP-SER 

of 10-4 were summarised in Table 4.2, while the BER performance was illustrated in 

Figures 4.2 to 4.9. In Section 4.2.2.2, the channel was assumed to be constant over the 

transmission period of one sphere packing symbol (i.e. two consecutive time slots). This 

type of channel was referred to in Section 2.5 as an SPSI channel. The channel was also 

assumed to be correlated and had a normalised Doppler frequency of fD = 0.01. Table 4.3 

summarised the coding gains of sphere packing modulation over conventional modulation 

at an SP-SER of 10-4 . The BER performance of DSTBC-SP schemes, when communi

cating over the SPSI correlated Rayleigh fading channel considered, was characterised in 

Figures 4.10 to 4.17. 

In Section 4.3, we propose novel bit-based RSC-coded turbo-detected DSTBC-SP 

schemes. The system's architecture was outlined in Section 4.3.1, where the schematic 
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Figure 4.30: Decoding trajectory of turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-9) in combination with the outer RSC code (2,1,5) and the sys

tem parameters outlined in Table 4.5 and operating at E b / No = 6.0dB with an interleaver 

depth of TJ = 104 bits. 

of the proposed arrangement was provided in Figure 4.18. The EXIT chart analysis of 

Section 3.4 was employed in Section 4.3.2 in order to design and analyse the convergence 

behaviour of the proposed turbo-detected RSC-coded DSTBC-SP schemes. Figures 4.20 

and 4.21 illustrated two AGM-based DSTBC-SP schemes in conjunction with outer RSC 

codes having constraint lengths of 1) = 3 and 5, which are specifically designed for low 

BER floors. Appendix C provides the complete list of EXIT charts for the RSC-coded 

turbo-detected DSTBC-SP scheme of Figure 4.18, when employing the mapping schemes 

of Figure 4.19 in combination with various outer RSC codes. 

In Section 4.3.3, we investigated the performance of the proposed RSC-coded DSTBC

SP schemes, when employing the simulation parameters listed in Table 4.5. The actual 

decoding trajectories of the proposed AGM-10 based scheme of Figure 4.20 were provided 

in Figures 4.22-4.25, when using various interleaver depths. Similarly, the actual decoding 

trajectories of the proposed AGM-9 based scheme of Figure 4.21 were provided in Fig

ures 4.29-4.32, when using various interleaver depths. Finally, the BER performance of 

both schemes was demonstrated in Figures 4.27-4.28 and Figures 4.34-4.37. 
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Figure 4.31: Decoding trajectory of turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-9) in combination with the outer RSC code (2,1,5) and the sys

tem parameters outlined in Table 4.5 and operating at E b / No = 6.0dB with an interleaver 

depth of D = 105 bits. 

In the next chapter, we propose a three-stage turbo-detected STBC-SP scheme, where a 

rate-l recursive inner precoder is employed. The objective of employing the rate-l recursive 

inner precoder is to avoid the BER floor often experienced by two-stage turbo-detected 

schemes, especially when the inner code is not recursive, such as in the turbo-detected 

schemes introduced in this chapter and in Chapter 3. 
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Figure 4.32: Decoding trajectory of turbo-detected RSC channel-coded DSTBC-SP scheme employing 

anti-Gray mapping (AGM-9) in combination with the outer RSC code (2,1,5) and the sys

tem parameters outlined in Table 4.5 and operating at Eb/ No = 6.0dB with an interleaver 

depth of D = 106 bits. 
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Figure 4.33: Achievable extrinsic information of turbo-detected RSC channel-coded DSTBC-SP scheme 

employing anti-Gray mapping (AGM-9) in combination with the outer RSC code (2,1,5) 

and the system parameters outlined in Table 4.5 and operating at Eb/ No = 6.0dB with 

different interleaver depths. 
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Figure 4.34: Performance comparison of anti-Gray mapping (AGM-9) based RSC-coded DSTBC-SP 

schemes in conjunction with L = 16 against an identical-throughput 1 bit/symbol (BPS) 

uncoded DSTBC-SP scheme using L = 4, when employing the system parameters outlined 

in Table 4.5 and using different interleaver depths after 10 external joint iterations. 
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Figure 4.35: Achievable BER of turbo-detected RSC channel-coded DSTBC-SP scheme employing anti

Gray mapping (AGM-9) in combination with the outer RSC code (2,1,5) and the system 

parameters outlined in Table 4.5 and operating at Eb/NO = 6.0dB with different interleaver 

depths and number of iterations. 
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Figure 4.36: Performance comparison of anti-Gray mapping (AGM-9) and Gray mapping (GM) based 

RSC-coded DSTBC-SP schemes in conjunction with L = 16 against an identical

throughput 1 bit/symbol (BPS) uncoded DSTBC-SP scheme using L = 4 and against 

RSC-coded QPSK modulated DSTBC scheme, when employing the system parameters 

outlined in Table 4.5 and using an interleaver depth of V = 106 bits. 
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Figure 4.37: Performance comparison of AGM-10 and AGM-9 based RSC-coded DSTBC-SP schemes 

in conjunction with outer RSC codes having constraint lengths of 1C = 3 and 1C = 5, 

respectively, when employing the system parameters outlined in Table 4.5 and using an 

interleaver depth of V = 106 bits. 



~ 5---------_____ ----' 
Three-Stage Turbo-Detected 

STBC-SP Schemes* 

5.1 Introduction 

Conventional two-stage turbo-detected schemes introduced in Chapter 3 and Chapter 4 

typically suffer from a BER floor, preventing them from achieving infinitesimally low BER 

values, especially, when the inner coding stage is of non-recursive nature. In this chapter 

we circumvent this deficiency by proposing a three-stage turbo-detected STBC-SP scheme, 

where a rate-l recursive inner precoder is employed to avoid having a BER floor. The 

ultimate rationale of this chapter is to use a novel three-dimensional extrinsic information 

transfer (EXIT)-chart-based technique to jointly design the two time-slots' STBC signal 

by near-optimally combining them into an iteratively detected SP symbol. 

The turbo principle of [29] was extended to multiple parallel concatenated codes in 

1995 [30], to serially concatenated codes in 1996 [31] and to multiple serially concatenated 

codes in 1998 [32]. The appeal of concatenated coding is that low-complexity iterative 

detection replaces the potentially more complex optimum decoder, such as that of [180]. It 

was shown in [62] that a recursive inner code is needed in order to maximise the interleaver 

gain and to avoid the formation of a BER floor, when employing iterative decoding. This 

principle has been adopted by several authors designing serially concatenated schemes, 

where rate-l inner codes were employed for designing low complexity turbo codes suitable 

'Parts of this chapter are based on the collaborative research outlined in [127J. 

146 



5.1. Introduction 147 

for bandwidth and power limited systems having stringent BER requirements [63,65-68]. 

The convergence behaviour of iterative decoding was discussed in Chapter 3, where 

the employment of the EXIT characteristics between a concatenated decoder's output 

and input for describing the flow of extrinsic information through the soft-in/soft-out 

constituent decoders was pioneered by ten Brink [69]. Since then, EXIT chart analysis 

has attracted considerable attention [69,111,117-120]. The computation of EXIT charts 

was further simplified in [111] to a time average, for scenarios when the PDFs of the 

communicated information at the input and output of the constituent decoders are both 

symmetric and consistent. Furthermore, the concept of EXIT chart analysis has been 

extended to three-stage concatenated systems in [117-120]. 

In this chapter, we propose a capacity-approaching three-stage turbo-detected STBC

SP scheme, where iterative decoding is carried out between three constituent decoders, 

namely an STBC-SP demapper, an inner rate-1 recursive a posteriori probability (APP)

based decoder and an outer APP-based decoder. An upper bound on the maximum 

achievable rate is calculated, based on the EXIT charts of the STBC-SP demapper. At a 

spectral efficiency of "7 = 1 bits/s/Hz, the upper bound of the maximum achievable rate is 

within 0.5dB of the capacity, and our proposed three-stage scheme operates within l.OdB 

of the capacity. The rationale of the proposed architecture is explicit: (1) SP modulation 

maximises the coding advantage of the transmission scheme by jointly designing and de

tecting the SP symbols hosting the two time-slots' STBC symbols; (2) the inner rate-1 

recursive decoder maximises the interleaver gain and hence avoids having a BER floor; 

and (3) the outer irregular convolutional codes (IRCCs) [111, 122] minimise the area of 

the EXIT chart's convergence tunnel and hence facilitate near-capacity operation [181]. 

This chapter is organised as follows. In Section 5.2, a brief description of our three

stage system is presented. Section 5.3 provides our 3D EXIT chart analysis along with its 

simplified 2D projections. In Section 5.4 an upper bound on the maximum achievable rate 

is also calculated based on the EXIT chart analysis. The performance of the three-stage 

turbo-detected STBC-SP scheme is demonstrated and provided in Section 5.5. Finally, 

we conclude in Section 5.6. 
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5.2 System Overview 

5.2.1 Encoder 

The schematic of the entire system is shown in Figure 5.1, where the transmitted source 

bits Ul are encoded by the outer channel Encoder I having a rate of RJ. The outer channel 

encoded bits Cl are then interleaved by the first random bit interleaver, where the ran

domly permuted bits U2 are fed through the rate-1 Encoder II. More specifically, Encoder 

II is the simple rate-1 accumulator shown in Figure 5.2, which is described by the pair of 

octal generator polynomials (G /G r ) = (2/3)8, where Gr is the feedback polynomial. The 

concatenated coded bits C2 at the output of the rate-1 encoder are interleaved by the sec

ond random bit interleaver, producing the permuted bits U3. After channel interleaving, 

the sphere packing mapper first maps blocks of B channel-coded bits b = bO, ... ,B-l E {O, I} 

to the L = 2B number of legitimate four-dimensional sphere packing modulated symbols 

sl E 5, where 5 = {sl = [al,1 al,2 al,3 al,4] E ]R4 : 0 ~ l ~ L - I} constitutes a set of L 

legitimate constellation points selected from the lattice D4 [165] having a total energy of 

Etotal ~ I::~ol(lal,112 + lal,21
2 + lal,31

2 + lal,41
2

), as detailed in Section 2.4.2.4. The STBC 

encoder then maps each sphere packing modulated symbol sl to the space-time signal Cl 

of Equation (2.62) as [124]: 

o ~ l ~ L - 1, 

where Xl,l and XI,2 are complex-valued symbols constructed from the 4-dimensional real

valued coordinates of the SP symbol sl in order to maximise the coding advantage of the 

space-time signal Cl [124], since the lattice D4 has the best minimum Euclidean distance 

in the four-dimensional real-valued Euclidean space ]R4 [165]. Specifically, XI,1 and XI,2 

may be written using Equation (2.58), which is reproduced here for convenience: 

{al,1 + j a l,2, al,3 + j a l,4}' 

Furthermore, G 2(XI,1, XI,2) is the space-time transmission matrix of Equation (2.34), which 

is reproduced here for convenience: 
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where the rows and columns represent the temporal and spatial dimensions, corresponding 

to two consecutive time slots and two transmit antennas, respectively. 

In this chapter, we consider three different types of codes for Encoder I, namely a 

repeater, an RSC code and an IRCC. The resultant schemes are outlined in Table 5.1, 

where RA refers to a 'repeat-accumulate' [99] configuration. 

!3inary 
Source 

Rate-l TXI 

Qlil Outer Sphere STBC 
Encoder Encoder Packing 

I II Mapper Encoder T:c, 

L/,,,(cll LlI,t!(11'l) LII ,,,((;2) L",,(1Ia) 
L/,,('II,) 

nTI 

SISO SISO Sphere T STBC 
71'1 Packing 

Decoder II Demapper R:I:N 
Hard 

Decision L/,,«:,) LIf.fl(1I2) LII..,(c,) L",,(I(U:I) 

Figure 5.1: Three-stage serially concatenated system. 

5.2.2 Channel Model 

In this chapter, we continue our discourse by considering an SPSI correlated narrowband 

Rayleigh fading channel, based on Jakes' fading model [163] associated with a normalised 

Doppler frequency of fD = fdTs = 0.1, where fd is the Doppler frequency and Ts is the 

symbol period. The complex-valued fading envelope is assumed to be constant across the 

transmission period of a space-time coded symbol spanning T = 2 time slots. The complex 

Additive White Gaussian Noise (AWGN) of n = nI + jnQ is also added to the received 

signal, where nI and nQ are two independent zero-mean Gaussian random variables having 

a variance of 0-; = 0-;[ = o-;Q = N o/2 per dimension, where N o/2 represents the double

sided noise power spectral density expressed in W / H z. 
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input 
----~ 

output 

Figure 5.2: Rate-l accumulator. 

System Encoder I I 
RA-Coded Scheme 1/2-Rate repeater code 

RSC-Coded Scheme 1/2-Rate recursive systematic convolutional code 

1RCC-Coded Scheme 1/2-Rate irregular convolutional code 

Table 5.1: Encoder I types employed in various three-stage schemes. 

5.2.3 Decoder 

As shown in Figure 5.1, the received complex-valued symbols are first decoded by the 

STBC decoder in order to produce the received SP soft-symbols r, where each SP symbol 

represents a block of B coded bits as described in Section 3.3. Then, iterative demap

ping/decoding is carried out between the SP demapper, APP-based soft-in/soft-out (S1SO) 

module II and APP-based S1SO module I, where extrinsic information is exchanged be

tween the three constituent demapper/decoder modules. More specifically, L.,aO in Fig

ure 5.1 represents the a priori information, expressed in terms of the log-likelihood ratios 

(LLRs) of the corresponding bits, whereas L.,eO represents the extrinsic LLRs of the 

corresponding bits. The iterative process is performed for a number of consecutive iter

ations. During the last iteration, only the LLR values L1,e(Ul) of the original uncoded 

systematic information bits Ul are required, which are passed to a hard decision decoder 

in order to determine the estimated transmitted source bits UI as shown in Figure 5.1. 
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5.3 EXIT Chart Analysis 

5.3.1 Preliminaries 

It was shown in Section 3.4 that the main objective of employing EXIT charts [69] is to 

predict the convergence behaviour of the iterative decoder by examining the evolution of 

the input/output mutual information exchange between the inner and outer decoders in 

consecutive iterations. The application of EXIT charts is based on the two assumptions 

that upon assuming large interleaver lengths, (1) the a priori LLR values are fairly un cor

related; (2) the a priori LLR values exhibit a Gaussian PDF. In this section, the approach 

presented in [120] is adopted in order to provide the EXIT chart analysis of the proposed 

three-stage system of Figure 5.1. 

Let I.,a(x), 0 ::; I.,a(x) ::; 1, denote the mutual information (MI) [182] between the a 

priori LLRs L.,a(x) as well as the corresponding bits x and let I.,e(x), 0 ::; I.,e(x) ::; 1, 

denote the MI between the extrinsic LLRs L.,e(x) and the corresponding bits x, where 

the subscript (.) is used to distinguish the different constituent decoders, i.e. Decoder I, 

Decoder II and the SP demapper. 

a priori input • 

extrinsic output ~ 
LII ,a(C2) LM,e(U3) 

Sphere 
Packing 

Demapper 

SI80 SISO 
I II 

L II ,e(C2) LM,a(U3) 

Figure 5.3: A priori input and extrinsic output corresponding to Equation (5.1). 

5.3.2 3D EXIT Charts 

As seen from Figure 5.1, the input of Decoder II is constituted by the a priori input 

LII,a(C2) and the a priori input LII,a(U2) provided after bit-deinterleaving by the SP 

demapper and Decoder I, respectively, which are illustrated in Figures 5.3 and 5.4. There-
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a priori input • 

extrinsic output ~ 

- IT-l .... .... I IT-li ~ Sphere SISO - 1 ....- SISO ~ I 2 I-
I @J-+ II 

Packing 
Demapper ~ 

Figure 5.4: A priori input and extrinsic output corresponding to Equation (5.2). 
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Figure 5.5: 3D EXIT chart of Decoder II and the SP dernapper at Eb/NO = 2.0dB. 
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fore, the EXIT characteristic of Decoder II can be described by the following two EXIT 

functions [69,120]: 

III,e(C2) 

III,e(U2) 

TII,c2 (III ,a ( U2), III,a( C2)), 

TII,u2(III,a(U2),III,a(C2)), 

(5.1) 

(5.2) 

which are illustrated by the 3D surfaces drawn in dotted lines in Figures 5.5 and 5.6, 

respectively. On the other hand, the EXIT characteristic of the SP demapper as well as 

that of Decoder I are each dependent on a single a priori input, namely on LM,a(U3) and 

L[,a(cd, respectively, both of which are provided by the rate-1 Decoder II after appropri

ately ordering the bits, as seen in Figure 5.1. The EXIT characteristic of the SP demapper 

is also dependent on the Eb/ No value. Consequently, the corresponding EXIT functions 

for the SP demapper and Decoder I, respectively, may be written as 

IM,e('u3) 

h,e(Cl) 

TM,1L3 (IM,a(U3), Eb/No) , 

T[,q (h,a(Cl)), 

(5.3) 

(5.4) 

which are illustrated by the 3D surfaces drawn in solid lines in Figures 5.5 and 5.6, re

spectively. 

Equations (5.2) to (5.4) may be represented with the aid of two 3D EXIT charts. 

More specifically, the 3D EXIT chart of Figure 5.5 can be used to plot Equation (5.1) 

and Equation (5.3), which describe the EXIT relation between the SP demapper and 

Decoder II. Similarly, the 3D EXIT chart of Figure 5.6 can be used to describe the EXIT 

relation between Decoder II and Decoder I by plotting Equation (5.2) and Equation (5.4). 

Figures 5.5 and 5.6 show an example ofthese 3D EXIT charts, when Encoder I is a half-rate 

memory-1 RSC code having octally represented generator polynomials of (Gr , G) = (3,2)8, 

while Encoder II is the simple rate-1 accumulator described in Section 5.2.1 and Figure 5.2. 

5.3.3 2D EXIT Chart Projections 

The 3D EXIT charts of Figures 5.5 and 5.6 are somewhat cumbersome to interpret as well 

as to plot. Hence in this section we derive their unique and unambiguous 2D representa-
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Figure 5.6: 3D EXIT chart of Decoder II and Decoder I with projection from Figure 5.5. 

tions, which can be interpreted in the usual way. 

The intersection of the surfaces in Figure 5.5, shown as a thick solid line, portrays 

the best achievable performance, when exchanging mutual information between the SP 

demapper and the rate-1 Decoder II for different fixed values of III,a(U2) spanning the 

range of [0, 1J. Each (III,a(U2), III,a(C2), III,e(C2)) point belonging to the intersection line 

in Figure 5.5 uniquely specifies a 3D point (III,a(U2), III,a(C2) , III,e(U2)) in Figure 5.6, 

according to the EXIT function of Equation (5.2). Therefore, the line corresponding to 

the (III,a(U2),III,a(C2),III,e(C2)) points along the thick line of Figure 5.5 is projected to 

the solid line shown in Figure 5.6, while the 2D projection of the solid line in Figure 5.6 at 

III,a( C2) = 0 onto the plane spanned by the lines (III,a( U2), III,e (U2)) and (h,e( Cl), Ir,a( Cl)) 

is shown in Figure 5.7, represented by the dotted line at Eb/NO = 2.0dB. This projected 

EXIT curve may be written as 

(5.5) 
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Projected 2D EXIT charts of similar nature will be used throughout the rest of the pa

per for the sake of describing the convergence behaviour of the three-stage turbo-detected 

STBC-SP scheme. More details on the related 3D-to-2D EXIT chart projection are pro

vided in [120J. 
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Figure 5.7: 2D projection of the EXIT charts of the three-stage RSC-coded STBC-SP scheme, 

when employing the anti-Gray mapping AGM-l of Table A.2. 

Figure 5.7 shows the EXIT curve of the SP demapper, when operating at Eb/NO = 

2.0dB and employing anti-Gray mapping (AGM-1) scheme, which is described in Ap

pendix A and in Table A.2. The figure also shows the EXIT curve of the outer RSC 

Decoder I and the 2D-projected EXIT curves of the combined SP demapper and the rate-

1 Decoder II at different Eb/No values, when employing AGM-l of Table A.2. Observe in 

Figure 5.7 that an open convergence tunnel is taking shape for the three-stage RSC-coded 

scheme upon increasing the SNR beyond Eb/NO = 2.0dB. This implies that according to 

the predictions of the 2D EXIT chart seen in Figure 5.7, the iterative decoding process is 
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expected to converge to the (1.0,1.0) point and hence an infinitesimally low BER may be 

attained beyond Eb/NO = 2.0dB. By contrast, for the traditional two-stage turbo-detected 

STBC-SP scheme, there would be a BER floor preventing it from achieving an infinitesi

mally low BER due to the non-recursive nature of the SP demapper, which also prevents 

the intersection of the EXIT curves of the SP demapper and the outer RSC Decoder I 

from reaching the (1.0,1.0) point of convergence, despite increasing the SNR or the num

ber of iterations. In contrast to this, the three-stage scheme of Figure 5.1 becomes capable 

of achieving an infinitesimally low BER, as suggested by the EXIT-chart predictions of 

Figure 5.7. 

Figure 5.8 shows the EXIT curve of the SP demapper, when operating at Eb/NO = 

1.8dB and employing the AGM-7 scheme described in Appendix A and in Table A.8. The 

figure also shows the EXIT curve of the outer 1/2-rate Decoder I of the precoder and the 

2D-projected EXIT curves of the combined SP demapper and the rate-1 Decoder II at 

different E b/ No values, when employing the AGM-7 scheme of Table A.8. Despite the lower 

complexity of the repeater as compared to that of the RSC code, Figure 5.8 demonstrates 

that an open convergence tunnel is taking shape for the three-stage RA-coded scheme 

upon increasing the SNR beyond Eb/NO = 1.8dB. However, the convergence tunnel shown 

in Figure 5.8 becomes narrower, as the system approaches the (1.0,1.0) point, creating a 

convergence 'bottle-neck', which decreases the achievable iteration gain, despite increasing 

the system's decoding complexity. Furthermore, observe in Figure 5.8 that increasing the 

SNR value does not avoid the convergence bottle-neck, which is expected to result in 

a residual BER floor, when a finite number of decoding iterations is employed. The 

predictions of the EXIT charts seen in Figures 5.7 and 5.8 will be verified in Section 5.5 

using actual decoding trajectories and BER performance curves. 

5.3.4 EXIT Tunnel-Area Minimisation for Near-Capacity Operation 

In this section we will exploit the well-understood properties of conventional 2D EXIT 

charts that a narrow and open EXIT-tunnel represents a near-capacity performance. 

Therefore, we invoke Irregular Convolutional Codes (IRCCs) for the sake of appropri

ately shaping the EXIT curves by minimising the area within the EXIT-tunnel using the 

procedure of [111, 122J. 

Let AI and AI be the areas under the EXIT-curve TI,q (i) of Equation (5.4) and its 
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Figure 5.8: 2D projection of the EXIT charts of the three-stage RA-coded STBC-SP scheme, 

when employing the anti-Gray mapping AGM-7 of Table A.S. 

inverse TI-; (i), i E [0,1], respectively, which is expressed as: 
, 1 

(5.6) 

Similarly, the area Ail is defined under the EXIT-curve TII ,u2(i) of Equation (5.5). It 

was observed in [111,183] that for the APP-based outer Decoder I, the area AI maybe 

approximated by AI ~ RI, where the equality AI = RI was later shown in [181] for the 

family of Binary Erasure Channels (BECs). The area property of AI ~ RI implies that 

the lowest SNR convergence threshold occurs, when we have Ail = RI+f., where f. is an in

finitesimally small number, provided that the following convergence constraints hold [122]: 

TIl u (0) > 0, TIl u (1) = 1, TIl u (i) > Tiel (i), Vi E [0,1). , 2 , 2 , 2 , 1 
(5.7) 
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Observe, in Figure 5.7, however that there is a 'larger-than-necessary' tunnel area between 

the projected EXIT curve TIl u (i) and the EXIT curve Ti; (i) of the outer 1/2-rate RSC 
1 2 , 1 

code at Eb/No = 2.0dB. This implies that the BER curve is farther from the achievable ca

pacity than necessary, despite the fact that the specific bit-to-SP-symbol mapping scheme 

of AGM-l and the 1/2-rate RSC code employed in Figure 5.7 were specifically optimised 

for convergence at a low Eb/ No value. More quantitatively, the area under the projected 

EXIT curve TII ,u2 (i) is Ail ~ 0.55 at Eb/No = 2.0dB, which is larger than the outer code 

rate of RI = 0.50. Therefore, according to Figure 5.7 and to the area property of AI ~ RI, 

a lower Eb/ No convergence threshold may be attained, provided that the constraints out

lined in Equation (5.7) are satisfied. In other words, the EXIT curve TJ~;l (i) of the outer 

code should match the 2D-projected EXIT curve TIJ,u2 (i) of Figure 5.7 more closely. Hence 

we will invoke IRCCs [111, 122J as outer codes that exhibit flexible EXIT characteristics, 

which can be optimised to more closely match the 2D-projected EXIT curve TIJ,u2 (i) of 

Figure 5.7, rendering the near-capacity code optimisation a simple curve-fitting process. 

A rate RI = 1/2 IRCC scheme constituted by a set of P = 17 sub co des having differ

ent code rates R}, i = 1, ... ,P, was constructed in [122J. The IRCC was designed from a 

systematic 1/2-rate memory-4 mother code defined by the octally represented generator 

polynomials (Gr , G) = (31,27)8, where puncturing was employed to obtain the code rates 

of R} > RJ, while the code rates of R} < RJ were created by adding more generators 

and by puncturing. The two additional generators employed in [122J are defined by the 

octally represented polynomials of G1 = (35)8 and G1 = (35)8, where the resultant P = 17 

sub co des have coding rates spanning the range of [0.1,0.9J. Each of the P = 17 subcodes 

encodes a specific fraction of the uncoded bits determined by the weighting coefficient, ai, 

i = 1, ... ,P. Assuming an overall average code rate of RI , the following conditions must 

be satisfied: 

p 

'" a· - 1 ~ z-, 
i=l 

P 

RJ = LaiR}, and Cl:i E [0, IJ, Vi. (5.8) 
i=l 

The EXIT function TI,C] (h,a(Cl)) of Equation (5.4) corresponding to the IRCC may be 

constructed from. the EXIT functions of the P = 17 subcodes, Tj,cl (II,a(Cr)), i = 1, ... ,P. 

More specifically, the EXIT function TI,Cl (h,a(cr)) of the IRee is the weighted superpo-
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sit ion of the P = 17 EXIT functions Tj,q (h,a(C1)), i = 1, ... ,P, as follows [122] 

P 

TI,Cl (II,a(C1)) = L O:iTj,q (h,a(C1))' 
i=l 
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Figure 5.9: EXIT functions of the P = 17 subcodes of [122]. 

(5.9) 

Figure 5.9 shows the EXIT functions of the P = 17 sub co des used in [122]. Now the 

coefficients O:i are optimised with the aid of the iterative algorithm of [111], so that the 

EXIT curve of the resultant IRee closely matches the 2D-projected EXIT curve Tjl,u2 (i) 

at the specific Eb/No value, where we have Ajl ;:::; 0.50. Observe in Figure 5.10 that we 

have Aj I ;:::; 0.51 at Eb/ No = 1.5dB, indicating that this Eb/ No value is close to the lowest 

attainable convergence threshold, when employing a 1/2-rate outer code. Figure 5.10 also 

shows the 2D-projected EXIT curve of the resultant IRee, where the optimised weighting 

coefficients are as follows: 

[0:1, ... ,0:17] = [0, 0.0559066, 0.236757,0, 0, 0, 0.23844, 0, 0, 

0.0306247, 0, 0.205574, 0,0, 0.110076, 0, 0.122621]. (5.10) 
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Figure 5.10: 2D projection of the EXIT charts of the three-stage IRCC-coded STBC-SP scheme, 

when employing the anti-Gray mapping AGM-7 of Table A.S. 

5.4 Maximum Achievable Bandwidth Efficiency 

Both the capacity and bandwidth efficiency of the STBC-SP schemes considered were de

rived in Section 2.4.4. In this section, a procedure is proposed for calculating a tighter 

upper bound of the maximum achievable bandwidth efficiency of STBC-SP schemes based 

on the area property of AI ~ RI of the EXIT charts discussed in Section 5.3.4. The 

proposed procedure is applied in this section for calculating the maximum achievable 

bandwidth efficiency of the three-stage turbo-coded STBC-SP scheme associated with an 

SP signal constellation size of L = 16 considered in this chapter. More explicitly, it was 

shown in Section 5.3.4 that the outer Decoder I may have a maximum rate of R/ax ~ A~ I 

at a specific Eb/NO value, where A~I is the area under the projected EXIT curve of the SP 

demapper and the rate-1 Decoder II of Equation (5.5). Therefore, if A~I is calculated for 

different E b/ No values, the maximum achievable bandwidth efficiency may be formulated 
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as a function of the Eb/ No value as follows 

B . RSTBC-SP . R/ax 

(5.11) 

where B = log2(L) is the number of bits per SP symbol and RSTBC-SP = ~, since T = 2 

time slots are needed to transmit one SP symbol according to Equations (2.34) and (2.62). 

Additionally, Eb/ No and Eb/ No are related as follows 

[dB], (5.12) 

where Ro is the original outer code rate used when generating the 2D-projected EXIT 

curves of the SP demapper and the rate-1 Decoder II of Equation (5.5) corresponding to the 

different Ai I values. A simple procedure may be used to calculate the maximum achievable 

bandwidth efficiency of Equation (5.11). For computational simplicity, the area AM under 

the EXIT curve TM,U3 of Equation (5.3) may be used instead of the area Ail under the 

2D-projected EXIT curve TII,u2 of Equation (5.5), since AM = Ail' when RIJ = 1. 

More specifically, the maximum achievable bandwidth efficiency of Equation (5.11) can be 

calculated using the following procedure for Eb/NO E [Pmin, Pmax], assuming that Ro is an 

arbitrary rate and E is a small constant. 

Algorithm 5.1 (Maximum Achievable Bandwidth Efficiency using EXIT Charts): 

Step 1: Let RI = Ro. 

Step 2: Let Eb/No = Pm in dB. 

Step 3: Calculate No. 

Step 4: Let IM,a(U3) = O. 

Step 5: Activate the SP demapper. 

Step 6: Save IM,e(U3) = TM,u3(IM,a(U3), Eb/NO)' 

Step 7: Let IM,a(U3) = IM,a(U3) + E. If IM,a(U3) ~ 1.0, go to Step 5. 

Step 8: Calculate AM(Eb/No) = Jo
1

TM,U3(i,Eb/No) di. 

Step 9: Calculate Eb/NO using Equation (5.12). 
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Step 10: Save 1]max(Eb/No) of Equation (5.11). 
---

Step 11: Let Eb/NO = Eb/NO + E. If Eb/NO ::; Pmax dB, go to Step 3. 

Step 12: Output 1]max(Eb/NO) from Step 10. 

Observe that Pm in and Pm ax are adjusted accordingly in order to produce the desired range 

of the resultant Eb/ No values. Furthermore, the output of Algorithm 5.1 is independent 

of the specific choice of R o , since Equation (5.12) would always adjust the E b/ No values, 

regardless of Ro. For example, Ro may be set to the desired final RJ to be employed in 

the three-stage system. 

The resultant maximum achievable bandwidth efficiency is demonstrated in Figure 5.11, 

which is slightly lower than the bandwidth efficiency of Equation (2.79), i.e. we have 

1]max < 1]~1~f;JcSP. Observe that the bandwidth efficiency calculated using Equation (2.79) 

and using the EXIT charts as well as Equation (5.11) were only proven to be equal for the 

family ofBECs [181]. Nonetheless, similar trends have been observed for both AWGN and 

Inter-Symbol-Interference (lSI) channels [118,122], when APP-based decoders are used for 

all decoder blocks [181]. However, the discrepancy between the two bandwidth efficiency 

curves shown in Figure 5.11 that are calculated using Equation (2.79) and Equation (5.11) 

is due to the fact that the SP demapper is not an APP-based decoder. Nevertheless, the 

bandwidth efficiency calculated based on the EXIT charts using Equation (5.11) and Al

gorithm 5.1 constitutes a tighter bound on the maximum achievable bandwidth efficiency 

of the system. 

Figure 5.11 shows that at a bandwidth efficiency of 1] = 1 bit/s/Hz, the capacity 

limit for the STBC-SP scheme is about Eb/ No = 1.3dB, which is within 0.2dB from the 

prediction of our EXIT chart analysis seen in Figure 5.10, where convergence is predicted 

at Eb/NO = 1.5dB. 

5.5 Performance of Three-Stage Turbo-Detected STBC-SP 

Schemes 

5.5.1 System Parameters 

In this chapter, we considered an SP modulation scheme associated with L = 16 using two 

transmit and a single receiver antenna in order to demonstrate the performance improve-
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Figure 5.11: Bandwidth efficiency of the STBC-SP based system with L = 16, when employing 

Nt = 2 transmit antennas and NT = 1 receive antenna, 

ments achieved by the proposed system. The communication channel is an SPSI correlated 

Rayleigh fading channel, as described in Section 5.2.2, Three different outer encoder types 

were considered for Encoder I, namely a 1/2-rate repeater, a 1/2-rate memory-1 RSC 

code and a 1/2-rate memory-4 IRCC constructed using the P = 17 subcodes combined 

according to the weighting coefficients of Equation (5.10). Encoder II is a simple rate-1 

accumulator, described by the pair of octal generator polynomials (G/G r ) = (2/3)8. A 

three-stage iteration involves the following decoder activation sequence: (SP Demapper 

- Decoder II - SP Demapper - Decoder II - Decoder I - Decoder II). The overall system 

throughput is 1 bit/symbol. All simulation parameters are listed in Table 5.2. 
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Modulation Sphere Packing with L = 16 

No. of Transmitters 2 

No. of Receivers 1 

Channel Correlated Rayleigh Fading 

Normalised Doppler 

frequency 0.1 

Outer Encoder I (1) 1/2-Rate repeater 

(2) 1/2-Rate memory-1 RSC code, 

(Gr , G) = (3,2)8 

(3) 1/2-Rate memory-4 IRCC, P = 17, 

weighting coefficients of Equation (5.10) 

Rate-1 Encoder II Rate-1 memory-1 RSC code, 

(G/Gr ) = (2/3)8 

A System Iteration SP demapper =} Decoder II =? SP demapper 

=} Decoder II =} Decoder I =} Decoder II 

System throughput 1 bit/symbol 

Table 5.2: System parameters 

5.5.2 Three-Stage RA-Coded STBC-SP Scheme 

5.5.2.1 Decoding Trajectory 

EXIT chart based convergence predictions are usually verified by the actual iterative de

coding trajectory. Figure 5.8 shows that the three-stage turbo-detected RA-coded STBC

SP scheme is expected to converge at Eb/No = 1.8dB, where convergence to the (1.0,1.0) 

point requires an excessive number of three-stage iterations due to the convergence tun

nel's bottle-neck. Figure 5.12 illustrates the actual decoding trajectory of the three-stage 

RA-coded STBC-SP scheme of Figure 5.1 at Eb/ No = 2.0dB, when using an interleaver 

depth of V = 106 bits and hs = 40 three-stage iterations. The zigzag-path seen in Fig

ure 5.12 represents the actual extrinsic information transfer between the SP demapper 
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and the rate-l Decoder II on one hand and the outer repeater Decoder I on the other. 
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Figure 5.12: Decoding trajectory of the three-stage RA-coded STBC-SP scheme, when employ

ing the anti-Gray mapping AGM-7 of Table A.S in combination with the system 

parameters outlined in Table 5.2 and operating at Eb/NO = 2.0dB with an inter

Ie aver depth of'D = 106 bits after hs = 40 three-stage iterations. 

5.5.2.2 BER Performance 

Figure 5.13 compares the performance of the three-stage RA-coded STBC-SP scheme 

employing the AGM-7 of Table A.8 against that of an identical-throughput 1 Bit Per 

Symbol (1 BPS) uncoded STBC-SP scheme [124] using L = 4 as well as in comparison to 

Alamouti's conventional G2-BPSK scheme [13]. The system is also benchmarked against 

the two-stage RSC-coded STBC-SP scheme of Figure 3.19 detailed in Section 3.5.1, when 

employing the system parameters outlined in Table 5.2 and using an interleaver depth of 

V = 106 bits. Figure 5.13 demonstrates that the three-stage RA-coded scheme is prevented 
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from achieving infinitesimally low BER values due to the convergence tunnel's bottle-neck 

seen in Figure 5.8, which is reflected as a residual BER floor in Figure 5.13. The two

stage turbo-detected STBC-SP scheme shown in Figure 5.13 also suffers from a residual 

BER floor, which is due to the absence of an open convergence tunnel to the (l.0, l.0) 

point, as seen in Figure 3.9. Observe that the two-stage turbo-detected STBC-SP scheme 

uses only hs = 10 two-stage iterations, since the advantage of employing any further 

iterations diminishes owing to the presence of a BER floor. The maximum rate limit seen 

in Figure 5.13 corresponds to the maximum achievable bandwidth efficiency calculated in 

Section 5.4. 
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Figure 5.13: Performance comparison of the anti-Gray mapping AGM-7(1) based RA-coded 

three-stage STBC-SP scheme in conjunction with L = 16 against an identical

throughput 1 bit/symbol (BPS) uncoded STBC-SP scheme(2) using L = 4 and 

against Alamouti's conventional G 2-BPSK scheme(3) as well as against a two-stage 

RSC-coded STBC-SP scheme(4), when employing the system parameters outlined 

in Table 5,2 and using an interleaver depth of V = 106 bits. 
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5.5.2.3 Effect of Interleaver Depth 

Figure 5.14 illustrates the effect of employing a shorter interleaver depth on the attainable 

performance of the three-stage RA-coded scheme. More specifically, Figure 5.14 charac

terises the performance of the AGM-7 based RA-coded three-stage STBC-SP scheme in 

conjunction with L = 16, when employing the system parameters outlined in Table 5.2 and 

using an interleaver depth of 'D = 104 bits. As expected, employing a shorter interleaver 

depth would render the convergence tunnel even narrower, which in turn is reflected as a 

higher BER floor, as shown in Figure 5.14. 
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Figure 5.14: Performance of the anti-Gray mapping AGM-7 based RA-coded three-stage STBC

SP scheme in conjunction with L = 16, when employing the system parameters 

outlined in Table 5.2 and using an interleaver depth of V = 104 bits. 

5.5.3 Three-Stage RSC-Coded STBC-SP Scheme 

5.5.3.1 Decoding Trajectory 

Figure 5.7 shows that the three-stage RSC-coded STBC-SP scheme is expected to converge 

at Eb/ No = 2.0dB. However, convergence to the (1.0,1.0) point requires an excessive 

number of three-stage iterations, since the convergence tunnel becomes extremely narrow 
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at its central section. Nevertheless, convergence to the (1.0, 1.0) point becomes more 

practical upon increasing the SNR beyond E b/ No > 2.0dB. Figure 5.15 illustrates the 

actual decoding trajectory of the three-stage RSC-coded STBC-SP scheme of Figure 5.1 

at Eb/No = 2.2dB, when using an interleaver depth of V = 106 bits and hs = 28 three

stage iterations. 
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Figure 5.15: Decoding trajectory of the three-stage RSC-coded STBC-SP scheme, when employ

ing the anti-Gray mapping AGM-1 of Table A.2 in combination with the system 

parameters outlined in Table 5.2 and operating at Eb/No = 2.2dB with an inter

leaver depth of V = 106 bits after Iss = 28 three-stage iterations. 

5.5.3.2 BER Performance 

Figure 5.16 compares the performance of the three-stage RSC-coded STBC-SP scheme 

employing the AGM-1 scheme of Table A.2 against that of an identical-throughput 1 BPS 

uncoded STBC-SP scheme [124] using L = 4 as well as in comparison to Alamouti's con-
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ventional G 2-BPSK scheme [13]. Again, the system is benchmarked against the two-stage 

RSC-coded STBC-SP scheme of Figure 3.19 detailed in Section 3.5.1, when employing the 

system parameters outlined in Table 5.2 and using an interleaver depth of V = 106 bits. 

Figure 5.16 demonstrates that the three-stage RSC-coded scheme is capable of achieving 

infinitesimally low BER values due to the absence of any BER fioor, which is in contrast 

to the three-stage RA-coded scheme of Figure 5.13 and to the two-stage turbo-detected 

STBC-SP scheme of Figure 3.19 outlined in Section 3.5.1. Again, the two-stage turbo

detected STBC-SP scheme uses only hs = 10 two-stage iterations, since the advantage 

of employing any further iterations diminishes owing to the presence of a BER floor. Ex

plicitly, Figure 5.16 demonstrates that a coding advantage of about 22.1dB was achieved 

at a BER of 10-5 after hs = 28 iterations by the three-stage RSC-coded STBC-SP sys

tem over both the uncoded STBC-SP [124] and the conventional orthogonal STBC design 

based [13,14] schemes for transmission over the correlated Rayleigh fading channel con

sidered. Additionally, a coding advantage of approximately 1. 7 dB was attained over the 

1BPS-throughput RSC-coded AGM-9 STBC-SP scheme of Figure 3.19 in Section 3.5.1 

at the expense of an increased decoding complexity due to the employment of the rate-1 

decoder and the additional three-stage iterations. 

5.5.3.3 Effect of Interleaver Depth 

The EXIT chart predictions are typically closely met, when sufficiently high interleaver 

depths are employed, as mentioned in Section 5.3.1. Moreover, from a practical perspec

tive it is always informative to investigate the achievable performance, when employing 

shorter interleaver depths, while using different number of three-stage iterations. Fig

ures 5.17 and 5.18 show the achievable coding gain of the three-stage STBC-SP scheme 

against Alamouti's conventional identical-throughput 1 BPS G 2 -BPSK scheme at BERs 

of 10-3 and 10-5 , respectively, when employing various interleaver depths and different 

number of three-stage iterations. Additionally, Figure 5.19 investigates the effects of var

ious interleaver depths on how closely the system approaches the capacity limit, when 

increasing the number of three-stage iterations. The capacity limit and maximum achiev

able limit seen in Figures 5.17 and 5.18 refer to the achievable coding gains of systems 

achieving capacity and achieving the maximum achievable bandwidth efficiency calculated 

in Section 5.4, respectively. 
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Figure 5.16: Performance comparison of the anti-Gray mapping AGM-1Cl) based RSC-coded 

three-stage STBC-SP scheme in conjunction with L = 16 against an identical

throughput 1 bit/symbol (BPS) uncoded STBC-SP scheme(2) using L = 4 and 

against Alamouti's conventional G 2-BPSK scheme(3) as well as against a two-stage 

RSC-coded STBC-SP scheme(4), when employing the system parameters outlined 

in Table 5.2 and using an interleaver depth of V = 106 bits. 

5.5.4 Three-Stage IRCC-Coded STBC-SP Scheme 

5.5.4.1 Decoding Trajectory 

Figure 5.10 shows that the three-stage IRCC-coded STBC-SP scheme is expected to con

verge at Eb/NO = 1.5dB, where convergence to the (1.0,1.0) point requires an excessive 

number of three-stage iterations. However, convergence to the (1.0,1.0) point becomes 

more feasible for Eb/NO > 1.5dB. Figure 5.20 illustrates the actual decoding trajectory of 

the three-stage IRCC-coded STBC-SP scheme of Figure 5.1 at Eb/NO = 1.8dB, when using 

an interleaver depth of V = 106 bits and hs = 33 three-stage iterations. The zigzag-path 

seen in Figure 5.20 represents the actual extrinsic information transfer between the SP 

demapper and the rate-1 Decoder II on one hand and the outer IRCC Decoder I on the 

other. 
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Figure 5.17: Achievable coding gain of the three-stage RSC-coded STBC-SP scheme against 

Alamouti's identical-throughput (1 BPS) conventional G 2-BPSK scheme at a BER 

of 10-3 in combination with the system parameters outlined in Table 5.2, when 

employing various interleaver depths and different number of three-stage iterations. 
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Figure 5.18: Achievable coding gain of the three-stage RSC-coded STBC-SP scheme against 

Alamouti's identical-throughput (1 BPS) conventional G 2-BPSK scheme at a BER 

of 10-5 in combination with the system parameters outlined in Table 5.2, when 

employing various interleaver depths and different number of three-stage iterations. 
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Figure 5.19: Achievable distance to capacity of the three-stage RSC-coded STBC-SP scheme in 

combination with the system parameters outlined in Table 5.2, when employing 

various interleaver depths and different number of three-stage iterations. 

5.5.4.2 BER Performance 

Figure 5.21 compares the performance of the proposed three-stage IRCC-coded STBC-SP 

scheme employing AGM-7 against that of an identical-throughput 1 BPS uncoded STBC

SP scheme [124] using L = 4 and against Alamouti's conventional G2-BPSK scheme [13]. 

The system is again benchmarked against the two-stage RSC-coded STBC-SP scheme of 

Figure 3.19 in Section 3.5.1, when employing the system parameters outlined in Table 5.2 

and using an interleaver depth of V = 106 bits. Similar to the three-stage RSC-coded 

scheme of Figure 5.16, Figure 5.21 demonstrates that the proposed IRCC-coded turbo

detected scheme is capable of achieving infinitesimally low BER values. In other words, 

its performance is not limited by a BER floor. Explicitly, Figure 5.21 demonstrates that a 

coding advantage of about 22.3dB was achieved at a BER of 10-5 after hs = 28 iterations 

by the three-stage turbo-detected IRCC-coded STBC-SP system over both the uncoded 

STBC-SP [124] and the conventional orthogonal STBC design based [13,14] schemes for 

transmission over the correlated Rayleigh fading channel considered. Additionally, a cod

ing advantage of approximately 2.0dB was attained over the IBPS-throughput RSC-coded 
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Figure 5.20: Decoding trajectory of the three-stage IRCC-coded STBC-SP scheme, when em

ploying the anti-Gray mapping AGM-7 of Table A.8 in combination with the sys

tem parameters outlined in Table 5.2 and operating at Eb/NO = 1.8dB with an 

interleaver depth of V = 106 bits after hs = 33 three-stage iterations. 

AGM-9 STBC-SP scheme of Figure 3.19 in Section 3.5.1 at the expense of an increased 

decoding complexity due to the employment of the rate-1 decoder and the additional 

three-stage iterations. According to Figure 5.21, the three-stage turbo-detected STBC-SP 

scheme operates within approximately 1.0dB from the capacity limit of Equation (2.79) 

and O.5dB from the maximum achievable bandwidth efficiency limit of Equation (5.11). 

5.5.4.3 Effect of Interleaver Depth 

The achievable performance was also investigated, when employing various interleaver 

depths, while using different number of three-stage iterations. Figures 5.22 and 5.23 

show the achievable coding gain of the three-stage IRCC-coded STBC-SP scheme against 
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Figure 5.21: Performance comparison of the anti-Gray mapping AGM-7Cl) based IRCC-coded 

three-stage STBC-SP scheme in conjunction with L = 16 against an identical

throughput 1 bit/symbol (BPS) uncoded STBC-SP scheme(2 ) using L = 4 and 

against Alamouti's conventional G 2-BPSK scheme (3 ) as well as against a two-stage 

RSC-coded STBC-SP scheme(4), when employing the system parameters outlined 

in Table 5,2 and using an interleaver depth of V = 106 bits, 

Alamouti's conventional identical-throughput 1 BPS G 2-BPSK scheme at BERs of 10-3 

and 10-5 , respectively, when employing various interleaver depths and different number of 

three-stage iterations. Additionally, Figure 5.24 investigates the effects of the interleaver 

depths on how closely the system approaches the capacity limit, when increasing the 

number of three-stage iterations. 

5.5.5 Performance Comparison of RSC-Coded and IRCC-Coded Three

stage STBC-SP Schemes 

In this section, the performance of both the three-stage RSC-coded and IRCC-coded 

STBC-SP schemes is compared, when employing various interleaver depths, while using 

different number of three-stage iterations. Figures 5.25-5.27 compare the achievable coding 

gain of the three-stage RSC-coded and IRCC-coded STBC-SP schemes against Alamouti's 
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identical-throughput 1 BPS conventional G 2-BPSK scheme at both a BER of 10-3 and 

10-5 in combination with the system parameters outlined in Table 5.2, when employing 

different number of three-stage iterations and the interleaver depths of 'D = 104 , 105 and 

106 bits, respectively. Figures 5.25-5.27 illustrate that the three-stage RSC-coded STBC

SP scheme always outperforms its IRCC-coded counterpart, when employing low number 

of three-stage iterations, i.e. less than hs = 12 iterations. This phenomenon is observed, 

because the convergence tunnel of the three-stage RSC-coded scheme of Figure 5.7 ex

hibits a wider opening than that of the three-stage IRCC-coded scheme characterised in 

Figure 5.10, since the IRCC was specially designed for minimising the EXIT tunnel's 

area and hence to facilitate convergence at low SNR values. However, the performance of 

the three-stage IRCC-coded STBC-SP scheme improves in comparison to its RSC-coded 

counterpart, when employing further iterations. Additionally, the performance of the 

three-stage IRCC-coded STBC-SP scheme generally improves, when increasing the inter

leaver depth, since the system performance approaches the predictions of the EXIT charts 

more closely. 
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Figure 5.22: Achievable coding gain of the three-stage IRCC-coded STBC-SP scheme against 

Alamouti's identical-throughput (1 BPS) conventional G 2-BPSK scheme at a BER 

of 10-3 in combination with the system parameters outlined in Table 5.2, when 

employing various interleaver depths and different number of three-stage iterations. 
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Figure 5.23: Achievable coding gain of the three-stage IRCC-coded STBC-SP scheme against 

Alamouti's identical-throughput (1 BPS) conventional G 2-BPSK scheme at a BER 

of 10-5 in combination with the system parameters outlined in Table 5.2, when 

employing various interleaver depths and different number of three-stage iterations. 

5.6 Chapter Conclusion 

We proposed a three-stage serial concatenated turbo-detected STBC-SP scheme that is 

capable of achieving infinitesimally low BER values, where the performance is not limited 

by a BER floor, which is routinely encountered in conventional two-stage systems. The 

convergence behaviour of the three-stage system was analysed with the aid of novel 3D 

EXIT charts and their 2D projections [118,120]. With the advent of 2D projections, an 

IRCC [111,122] was constructed for the sake of matching the projected EXIT curve of the 

SP demapper and the rate-1 inner decoder leading to a near-capacity performance. The 

capacity of the STBC-SP scheme was calculated in Section 2.4.4, where a procedure was 

proposed in this chapter for calculating a tighter upper bound on the maximum achievable 

bandwidth efficiency of the three-stage system using EXIT chart analysis. Our proposed 

three-stage scheme operated within about l.OdB from the capacity limit and within 0.5dB 

of the maximum achievable bandwidth efficiency limit. The performance of the three-stage 

schemes was investigated, when using various interleaver depths and employing different 

number of three-stage iterations. 
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Figure 5.24: Achievable distance to capacity of the three-stage IRCC-coded STBC-SP scheme 

in combination with the system parameters outlined in Table 5.2, when employing 

various inter Ie aver depths and different number of three-stage iterations. 
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Figure 5.25: Comparison of achievable coding gain of the three-stage RSC and IRCC-coded 

STBC-SP schemes against Alamouti's identical-throughput (1 BPS) conventional 

G 2-BPSK scheme at BER of 10-3 and 10-5 in combination with the system pa

rameters outlined in Table 5.2, when employing different number of three-stage 

iterations and an interleaver depth of V = 104 bits. 
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Figure 5,26: Comparison of achievable coding gain of the three-stage RSC and IRCC-coded 

STBC-SP schemes against Alamouti's identical-throughput (1 BPS) conventional 

G 2-BPSK scheme at BER of 10-3 and 10-5 in combination with the system pa

rameters outlined in Table 5,2, when employing different number of three-stage 

iterations and an interleaver depth of V = 105 bits, 
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Figure 5,27: Comparison of achievable coding gain of the three-stage RSC and IRCC-coded 

STBC-SP schemes against Alamouti's identical-throughput (1 BPS) conventional 

G 2-BPSK scheme at BER of 10-3 and 10-5 in combination with the system pa

rameters outlined in Table 5,2, when employing different number of three-stage 

iterations and an interleaver depth of V = 106 bits, 
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5.7 Chapter Summary 

In this chapter, we proposed a three-stage serial concatenated turbo-detected STBC-SP 

scheme, which is capable of avoiding the formation of a pronounced BER floor. Section 5.2 

provided a brief description of the proposed three-stage system, where the schematic of the 

entire system was shown in Figure 5.1. We considered three different types of channel codes 

for Encoder I, namely a repeater, an RSC code and an IRCC. The resultant schemes are 

outlined in Table 5.1. Our 3D EXIT chart analysis was presented in Section 5.3.2, where its 

simplified 2D projections were provided in Section 5.3.3. In Section 5.3.4, we employed the 

powerful technique of EXIT tunnel-area minimisation for near-capacity operation. More 

specifically, we exploited the well-understood properties of conventional 2D EXIT charts 

that a narrow but nonetheless open EXIT-tunnel represents a near-capacity performance. 

Consequently, we invoked IRCCs for the sake of appropriately shaping the EXIT curves 

by minimising the area within the EXIT-tunnel using the procedure of [111,122]. 

In Section 5.4, an upper bound on the maximum achievable rate was calculated based 

on the EXIT chart analysis. More explicitly, a procedure was proposed for calculating a 

tighter upper bound of the maximum achievable bandwidth efficiency of STBC-SP schemes 

based on the area property of AI R:i RI of the EXIT charts discussed in Section 5.3.4. The 

proposed procedure was applied in Section 5.4 for calculating the maximum achievable 

bandwidth efficiency of the three-stage turbo-coded STBC-SP scheme associated with the 

SP signal constellation size of L = 16 considered in this chapter. The design procedure 

was summarised in Algorithm 5.1. 

The performance of the three-stage turbo-detected STBC-SP schemes was demon

strated and characterised in Section 5.5, where all simulation parameters were outlined 

in Section 5.5.1 and Table 5.2. In Section 5.5.2, we considered the performance of the 

three-stage RA-coded STBC-SP scheme, where the actual decoding trajectories, BER per

formance and the effect of interleaver depth on the achievable performance were discussed 

in Sections 5.5.2.1, 5.5.2.2 and 5.5.3.3, respectively. We observed from the BER curves 

seen in Figure 5.13 that the performance of the RA-coded STBC-SP scheme was limited 

by a BER floor, despite the employment of a recursive inner precoder. This observation 

is attributed to the convergence tunnel's bottle-neck seen in Figure 5.S. The performance 

of the three-stage RSC-coded as well as IRCC-coded STBC-SP schemes was characterised 

in Sections 5.5.3 and 5.5.4, respectively. The effect of interleaver depth on the attainable 
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performance of both the RSC-coded and IRCC-coded schemes was investigated in Sec

tions 5.5.3.3 and 5.5.4.3, respectively. The Eb/ No distance to capacity was summarised in 

Figures 5.19 and 5.24 for the three-stage RSC-coded as well as for the IRCC-coded STBC

SP schemes, respectively, when using the system parameters outlined in Table 5.2 and 

employing various interleaver depths as well as different number of three-stage iterations. 

Finally, in Section 5.5.5, the performance of both the three-stage RSC-coded and IRCC

coded STBC-SP schemes was compared, when employing various interleaver depths, while 

using different number of three-stage iterations. More specifically, Figures 5.25-5.27 com

pared the achievable coding gain of the three-stage RSC-coded and IRCC-coded STBC-SP 

schemes against Alamouti's identical-throughput 1 BPS conventional G 2-BPSK scheme 

at both a BER of 10-3 and 10-5 in combination with the system parameters outlined in 

Table 5.2, when employing different number of three-stage iterations and the interleaver 

depths of V = 104 , 105 and 106 bits, respectively. 

Both in this chapter and in all previous chapters, iterative decoding was employed 

at the bit-level. By contrast, in the next chapter, we explore a range of further design 

options and propose a purely symbol-based scheme, where symbol-based turbo detection 

is carried out by exchanging extrinsic information between an outer non-binary LDPC 

code and a rate-1 non-binary inner precoder. The motivation behind the development 

of this symbol-based scheme is that a reduced transmit power may be required, when 

symbol-based rather than bit-based iterative decoding is employed [123J. 



~()----------------------------~ 
Symbol-Based Channel-Coded 

STBC-SP Schemes* 

6.1 Introduction 

In the previous chapters, iterative decoding was employed at the bit-level. However, it was 

shown in [123] that a reduced transmit power may be required, when symbol-based rather 

than bit-based iterative decoding is employed. Motivated by these observations, in this 

chapter we propose a purely symbol-based scheme, where symbol-based turbo detection is 

carried out by exchanging extrinsic information between an outer non-binary low density 

parity check (LDPC) code and a rate-1 non-binary inner precoder. The rationale of using a 

rate-1 inner precoder is that it provides valuable extrinsic information at a low complexity 

and without reduction of the effective throughput. 

Surprisingly, the family of LDPC codes originally devised by Gallager as early as 

1963 [50] remained more or less unexploited until after the discovery of turbo codes in 

1993 [29]. Since then, however, LDPC codes have experienced a renaissance [51] and 

attracted substantial research interests. MacKay and Neal demonstrated in [52] that de

spite their simple decoding structure, LDPC codes are also capable of operating near the 

channel capacity. Richardson [53] suggested the employment of a differential belief propa

gation decoding algorithm for binary LDPC codes using the fast Fourier transform (FFT) 

for reducing the decoding complexity imposed. In 1998, Davey and MacKay proposed a 

'Parts of this chapter are based on the collaborative research outlined in [126]. 
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non-binary version of LDPC codes [54], which was potentially capable of outperforming 

binary LDPC codes. When using Richardson's FFT-based decoding algorithm [53], the 

complexity of non-binary LDPCs increases only linearly with respect to the size of the 

associated Galois field. 

The convergence behaviour of bit-based iterative decoding was studied in Chapter 3. 

More specifically, bit-based EXIT chart techniques were detailed in Section 3.4. Recently, 

EXIT charts have been extended to iterative non-binary coding schemes in [114], where a 

histogram-based approximation of the extrinsic information's PDF was required in order to 

compute the mutual information. Moreover, the evaluation of the extrinsic information's 

histogram becomes computationally demanding for a large number of bits per symbol. 

Hence a reduced-complexity method of computing non-binary EXIT charts was proposed 

in [115], which dispenses with the above-mentioned histogram computation and may be 

considered a generalisation of the approach presented in [116J. 

Motivated by the performance improvements reported in [124], [54], [63,68J and [123], 

we propose a novel symbol-based iterative scheme. We will demonstrate that the pro

posed non-binary turbo-detection aided STBC-SP scheme is capable of providing further 

performance improvements over both the STBC-SP scheme of [124J as well as over a bit

based LDPC-coded turbo-detected STBC-SP scheme. The novel non-binary EXIT charts 

of [114, 115J are employed for designing our non-binary scheme. The rationale of the pro

posed architecture is explicit: (1) SP modulation maximises the coding advantage of the 

transmission scheme by jointly designing and detecting the SP symbols hosting the two 

time-slots' STBC symbols1 ; (2) the inner rate-1 encoder and its low-complexity recursive 

decoder beneficially distributes the extrinsic information without reducing the effective 

throughput, maximises the interleaver gain at a given length and hence avoids having a 

BER floor; and (3) symbol-based iterative decoding outperforms its bit-based counterpart. 

This chapter is organised as follows. The system's architecture is presented in Sec

tion 6.2, where we describe the proposed symbol-based and turbo-detected scheme as well 

as its bit-based counterpart. Symbol-based iterative decoding is discussed in Section 6.3. 

Section 6.4 provides our EXIT chart analysis, while our simulation results are discussed 

in Section 6.5. Finally, we conclude in Section 6.6. 

lEy contrast, Alamouti detected two seemingly independent QPSK space-time symbols, although their 

amalgam constitutes a combined symbol. 
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6.2 System Overview 

6.2.1 Symbol-Based LDPC-Coded STBC-SP Scheme 

The schematic of the non-binary arrangement is shown in Figure 6.1. The source bits 

are encoded by a rate R = ~ non-binary LDPC encoder [54], to generate the LDPC en

coded symbols v = (vo, VI, ... ,VKldpc-1), Vk E GF(q), where K 1dpc is the LDPC output 

block length and q is the size of the LDPC decoding field. The LDPC encoded symbols 

are then precoded by a non-binary rate-1 encoder, before each of them is mapped to the 

corresponding sphere packing modulated symbol sl E S, 0 ~ l :::; L - 1. There is a natural 

one-to-one mapping between l and the elements of the non-binary LDPC code defined 

over GF(q), where we have L = q, allowing us to create a purely symbol-based system. 

Again, the rate-1 precoder shown in Figure 6.1 is also a non-binary encoder, defined by 

the pair of octal generator polynomials (G/Gr ) = (2/3)8, where G denotes the feedfor

ward output and Gr is the feedback to the input using a modulo q addition. Observe that 

channel interleaving is not required between the non-binary LDPC encoder and the rate-1 

encoder, since the LDPC parity check matrix is randomly constructed, where each of the 

parity check equations is checking several random GF(q) symbol positions in a codeword, 

which has a similar effect to that of the channel interleaver. The sphere packing mapper 

then maps the precoded symbols to legitimate four-dimensional sphere packing modulated 

symbols sl E S, where S = {sl = [al,1 al,2 al,3 al,4] E ]R4 : 0 :::; l ~ L - I} constitutes a 

set of L legitimate constellation points selected from the lattice D4 [165] having a total 

energy of Etotal ~ L:{:Ol (lal,112 + lal,21 2 + la1,31 2 + lal,41 2), as detailed in Section 2.4.2.4. 

The STBC encoder then maps each sphere packing modulated symbol sl to the space-time 

signal Cl of Equation (2.62) as [124] 

o ~ l ~ L - 1, 

where xl,l and XI,2 are complex-valued symbols constructed from the 4-dimensional real

valued coordinates of the SP symbol sl in order to maximise the coding advantage of the 

space-time signal C l [124], since the lattice D4 has the best minimum Euclidean distance 

in the four-dimensional real-valued Euclidean space ]R4 [165]. Specifically, Xl,l and XI,2 

may be written using Equation (2.58), which is reproduced here for convenience 
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{az,l + jaz,2, aZ,3 + jaz,4}' 

Furthermore, G2(XZ,l, XZ,2) is the space-time transmission matrix of Equation (2.34), which 

is reproduced here for convenience 

where the rows and columns represent the temporal and spatial dimensions, corresponding 

to two consecutive time slots and two transmit antennas, respectively. 
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Figure 6.1: Symbol-based turbo detection aided STBC-SP system. 
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In this chapter, we consider an SPSI correlated narrowband Rayleigh fading channel, 

based on the Jakes fading model [163] and associated with a normalised Doppler frequency 

of fD = fdTs = 0.1, where fd is the Doppler frequency and Ts is the symbol period. 

The complex fading envelope is assumed to be constant across the transmission period 

of a space-time coded symbol spanning T = 2 time slots. The complex Additive White 

Gaussian Noise (AWGN) of n = n[ + jnQ is also added to the received signal, where n[ 

and nQ are two independent zero mean Gaussian random variables having a variance of 

0-; = 0-;[ = o-;Q = No/2 per dimension, where No/2 represents the double-sided noise 

power spectral density expressed in W / H z. 
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As shown in Figure 6.1, the received complex-valued symbols are first decoded by the 

STBC decoder to produce a received sphere-packed symbol r, which is fed into the sphere 

packing demapper, where the soft-metric Q(k) is calculated. More explicitly, the notation 

Q(k) represents the soft metric passed from the SP demapper to the non-binary rate-1 

decoder based on the probability of the kth symbol of the encoded codeword by the rate-1 

encoder, as will be shown in Equation (6.4) of Section 6.3. As seen in Figure 6.1, the rate-1 

decoder processes these soft-metrics in conjunction with the a priori information, Aurc, 

in order to generate the a posteriori probability, D urc , where the subscript ure refers to 

the unity-rate code. More specifically, the a priori information, Aurc, is provided by the 

LDPC decoder as the soft metric for the LDPC encoded symbols. After removing the a 

priori information, Aurc, from the a posteriori probability denoted by D urc using symbol

based element-wise division, as will be shown in Section 6.3, A Zdpc is passed as a priori 

information to the LDPC decoder, which carries out a specified number of LDPC iterations 

and produces the decoded a posteriori probability D Zdpc ' Based on the a posteriori 

probability, a tentative hard decision will be made and the resultant codeword will be 

checked by the LDPC code's parity check matrix. If the resultant vector is an all-zero 

sequence, then a legitimate codeword has been found, and the hard-decision based sequence 

will be output. Otherwise, if the maximum affordable number of iterations has not been 

reached, the a priori information, A Zdpc , is removed from the a posteriori probability 

denoted by Dzdpc using symbol-based element-wise division and fed back to the non

binary rate-1 decoder for the next iteration after appropriately reordering them using the 

interleaver, as seen in Figure 6.1. This process continues, until the affordable maximum 

number of iterations has been encountered or a legitimate codeword has been found. 

6.2.2 Bit-Based LDPC-Coded STBC-SP Scheme 

The structure of the bit-based scheme is shown in Figure 6.2, which is identical to its 

symbol-based counterpart seen in Figure 6.1, except that a binary ~ rather than non

binary ~ LDPC code is invoked in order to investigate the employment of bit interleaving 

and bit-based iterative decoding. Bit-to-symbol probability conversion is required, when 

passing extrinsic information from the binary LDPC decoder to the rate-1 decoder. On 

the other hand, symbol-to-bit probability conversion is required, when passing extrinsic 

information from the rate-1 decoder to the binary LDPC decoder. The bit probabilities 

at the input as well as at the output of the binary LDPC decoder are represented by 
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their Log-Likelihood Ratios (LLRs), where Lldpc,a refers to the a priori LLR values of the 

binary LDPC decoder, while Lldpc,p refers to the a posteriori LLR values. 

Binary 
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Figure 6.2: Bit-based turbo detection aided STBC-SP system. 

6.3 Symbol-Based Iterative Decoding 

For the sake of simplicity, a system having a single receive antenna is considered, although 

its extension to systems having more than one receive antenna is straightforward. As

suming perfect channel estimation, the complex-valued channel output symbols received 

during two consecutive time slots are first diversity-combined in order to extract the esti

mates Xl and X2 of the most likely transmitted symbols Xl,l and XI,2 as was described in 

Section 2.4.2.2, resulting in 

Xl = (lh1 12 + Ih212) . Xl,l + 'Ih 

X2 (lh1 12 + Ih212) . XI,2 + n2, 

where hI and h2 represent the complex-valued channel coefficients corresponding to the 

first and second transmit antenna, respectively, and nl as well as n2 are zero-mean com

plex Gaussian random variables with variance a~ = (lh1 12 + Ih212) . a;. A received sphere

packed symbol r is then constructed from the estimates Xl and X2 using Equation (2.58) as 
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where r = {[al a-2 a3 a4] E ]R4}. The received sphere-packed symbol r can be written as 

shown in Equation (3.4), which is reproduced here for convenience 

{IfL l 
r= h· --·s +w, 

Etatal 

where h = (lh112 + Ih212), sl E 5, O:S; l :s; L - 1, and w is a four-dimensional real-valued 

Gaussian random variable having a covariance matrix of cr~ . IN D = cr~ . IN D = h· cr; . IN D' 

where N D = 4, since the symbol constellation 5 is four-dimensional. According to Equa

tion (3.4), the conditional PDF p(rlsl) is given by 

where we have a = h ./¥ and (-)T represents the transpose of a vector. 

Similarly, the conditional PDF p(sllr) is given by 

p(rlsl) . p(sl) 
p(r) 

p(rlsl) . p(sl) 

(6.1) 

(6.2) 

Since the LDPC codeword consists of Kldpc GF(q) symbols, the sphere packing demap

per of Figure 6.1 will process K 1dpc received sphere-packed symbols, (ro, rl,···, rKldpc-I), 

at a time to produce the following (Kldpc x L) soft-metric matrix using Equation (6.2) 

Q = [Q(O) Q(l) ". Q(K1dpc - 1) ] T , (6.3) 

where, 

Q(k) (6.4) 
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for k = 0,1, ... , KZdpc -1. All the probabilities corresponding to a specific row in Q, which 

correspond to a specific received symbol, should be normalised so that they sum up to 

unity. 

The non-binary rate-1 decoder of Figure 6.1 then processes the soft-metric matrix Q 

of Equation (6.3) in conjunction with the a priori information, A UTC , in order to produce 

a decoded a posteriori probability matrix, D UTC , of size (KZdpc x L) using a standard 

implementation of the forward-backward recursion based a posteriori probability (APP) 

algorithm2 [92]. During the first iteration, p(sz), O:S l :S L - 1, seen in Equation (6.2) has 

to be set to l/q, since no a priori information is yet available from the LDPC decoder. The 

a priori knowledge fed into the rate-1 decoder of Figure 6.1 is removed from the decoded 

a posteriori probability matrix, D UTC , using symbol-based element-wise division [114] for 

the sake of generating the extrinsic probability matrix, E UTC , which is then fed into the 

LDPC decoder as the a priori knowledge, A Zdpc , as alluded to before. More specifically, 

the following (KZdpc xL) a priori information matrix is constructed 

A Zdpc = [AZdPC(O) AZdpc(1) A Zdpc (KZdpc - 1) ]
T, (6.5) 

where, 

and we have 

o :S l :S L - 1 and O:S k :S KZdpc - 1, (6.6) 

while (duTc)k as well as (aUTC)~ refer to the elements at the cross-over point of the kth row 

and lth column of the matrices D UTC and A 1!TC' respectively. Additionally, vZ, l = 0, ... , L-

1, represent all legitimate non-binary symbols at the input of the non-binary rate-1 code 

and at the output of the non-binary LDPC code of Figure 6.l. Again, the probabilities 

corresponding to a specific row of the matrix A Zdpc should be normalised, so that the values 

2The APP terminology is used here rather than the maximum a posteriori propability (MAP), since 

the soft-input soft-output rate-1 decoder is computing probabilities rather than their maximum [184]. 
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add up to unity. The LDPC decoder exploits the a priori information, Aldpc, for the sake of 

producing a decoded soft-metric, D1dpc. Again, the a priori information, Aldpc, is removed 

from the decoded a posteriori probability matrix, Dldpc, by symbol-based element-wise 

division for the sake of generating Eldpc, which is passed to the rate-1 decoder of Figure 6.1 

as the a priori knowledge, A urc , for further iterations, until a legitimate codeword is found 

or the affordable maximum number of iterations has been exhausted. 

6.4 Non-Binary EXIT Chart Analysis 

6.4.1 Calculation of Non-Binary EXIT Charts 

The main objective of employing EXIT charts [69,109], is to predict the convergence be

haviour of the iterative decoder by examining the evolution of the input/output mutual 

information exchange between the inner and outer decoders in consecutive iterations. De

noting the mutual information between two random variables X and Y as l(X; Y), the 

average a priori information, lAure' at the input of the inner non-binary rate-1 decoder 

and the average extrinsic information, l Eure ' at the output of the inner non-binary rate-1 

decoder can be defined as [116] 

1 M-l . 

. - M L l(V;; Aurc(z)), 
i=O 

1 M-l 

}\.II L l(V;; Eurc(i)), 
i=O 

(6.7) 

where V; is an L-ary random variable representing the ith integer symbol, Vi, at the input 

of the rate-1 encoder of Figure 6.1 and M is the total number of legitimate symbols Vi· 

Note that Aurc(i) and Eurc(i) are vectors of random variables corresponding to the ith row 

of the matrices Aurc and E urc , respectively. The transfer characteristic Turc of the inner 

rate-1 decoder is a function of lAure and Eb/NO expressed as l Eure = Turc(IAure' Eb/NO)' 

Similarly, the average a priori information, lAldpe ' at the input of the outer non-binary 

LDPC decoder and the average extrinsic information, lEldPe' at the output of the outer 

non-binary LDPC decoder can be defined as 
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M-1 

~ L I(Vi; Aldpc(i)), 
i=O 

1 M-1 

.- M L I(Vi; Eldpc(i)), 
i=O 
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(6.8) 

where the transfer characteristic Tzdpc of the outer non-binary LDPC decoder is given 

by Ie1dpe = Tzdpc(IAldpJ, which does not depend on the Eb/NO values. The exchange of 

extrinsic information in the system schematic of Figure 6.1 is visualised by plotting the 

extrinsic information transfer characteristics of the inner non-binary rate-1 decoder and 

the outer non-binary LDPC decoder in a joint diagram. This diagram is known as the 

EXIT chart [69,109]. As seen in Figure 6.1, the outer LDPC decoder's extrinsic output 

IEldpe becomes the inner rate-1 decoder's a priori input lAure' which is usually represented 

on the x-axis of the EXIT chart. Similarly, on the y-axis of the EXIT chart, the inner 

rate-1 decoder's extrinsic output IEure becomes the outer LDPC decoder's a priori input 

1Aldpe' as seen in Figure 6.1. 

The mutual information I(Vi; AUTC(i)) in Equation (6.7) can be expressed as [114,116] 

(6.9) 

with 

L-1 

p(auTc(i)) = L p(auTc(i)lvi) P(Vi), (6.10) 
Vi=O 

and the a priori probabilities P(Vi) for the indices Vi. The L-dimensional integration in 

(6.9) can be evaluated numerically, where the PDF p(auTc(i)lvi) may be obtained ana

lytically by generating AUTc(i) according to the procedures described in Sections 6.4.2.1 

and 6.4.2.2, depending whether the 10g2(L) bits corresponding to Vi are assumed to be 

independent or not. The term, I(Vi; EUTc(i)) can also be expressed using Equations (6.9) 

and (6.10), where auTc(i) is replaced with euTc(i). This requires the determination of 

the distribution of p(euTc(i)lvd by means of Monte Carlo simulations and computing an 

L-dimensional histogram [69,114,185]. However, a more efficient computation of non

binary EXIT functions was proposed in [115] that requires neither the computation of 
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the L-dimensional histogram nor the evaluation of the L-dimensional integration in Equa

tion (6.9). It was shown in [115] that by averaging over a sufficiently large number of 

length-Kldpc blocks, the mutual information IE can be estimated as 

(6.11) 

where e~ refers to the element at the cross-over point of the kth row and lth column of 

the matrices E urc or E 1dpc and the entropy H (VI) can be readily determined from the 

a priori L-ary symbol distributions p(Vi). For example, if we have p(Vi = l) = IlL, for 

l = 0,1, ... ,L-I, (i.e. equiprobable L-ary symbols), then we arrive at H(VI ) = -log2(L). 

6.4.2 Generating the A Priori Symbol Probabilities 

6.4.2.1 Case I: The Binary Bits of a Non-Binary Symbol Are Independent 

Let b Vi = (b~i, ... ,b~_I) denote the binary vector corresponding to the natural mapping 

of the non-binary L-ary symbol Vi, where we have L = 2B. The symbol probabilities 

corresponding to a non-binary L-ary symbol Vi, i = 0, ... ,Kldpc - 1, at the input of the 

non-binary rate-I decoder of Figure 6.2 are constructed from the LLRs of the randomly 

permuted bits b Vi = (b~i, ... , b~_I)' since a binary LDPC code is employed, which is 

equivalent to a bit interleaver, as alluded to in Section 6.2. Hence, for the bit-based turbo

detected scheme of Figure 6.2, it may be reasonably assumed that the binary bits within 

each non-binary symbol are independent of each other. In [114], a specific procedure was 

proposed for generating the a priori symbol probabilities for this case by observing the 

L-ary received symbol Vi arriving over a B-dimensional Gaussian channel, where again 

we have B = log2(L). More specifically, the binary vector b Vi = (b~i, .. . ,b~_I) is BPSK 

modulated to the following vector XVi = (X~i, ... ,x~_I)' where we have X%i E {-I,+I}, 

k = 0, ... , B - 1. Then, each BPSK modulated symbol X%i is transmitted across an inde

pendent AWGN channel. This is equivalent to generating the a priori LLRs corresponding 

to the binary bits as described in Section 3.4. Hence, a simple LLRs to symbol probability 

conversion is carried out for the sake of generating the a priori matrix A. 
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6.4.2.2 Case II: The Binary Bits of a Non-Binary Symbol Are Not Indepen

dent 

In this section, we consider the scenario, when the binary bits within a non-binary symbol 

may no longer be assumed to be independent, because we employ symbol interleaving, 

as in the symbol-based scheme of Figure 6.1. Therefore, the procedure described in Sec

tion 6.4.2.1 may not be adopted to create a priori symbol probabilities that lead to suffi

ciently accurate EXIT charts. However, a beneficial procedure was proposed in [186,187] 

that models the a priori symbol probabilities with sufficient accuracy. Let v denote an 

input symbol of the non-binary rate-l code, where the corresponding sphere packing mod

ulated symbol is s. Additionally, let fsp(') denote the sphere packing mapping function, 

so that we have s = fsp(v). Assume that the sphere packing modulated symbol s is trans

mitted across an AWGN channel, resulting in the following received signal 

r = s + n, (6.12) 

where n is a four-dimensional real-valued Gaussian random variable having a covariance 

matrix of 0-;;' .14 and 14 is the identity matrix of size (4 x 4). The probability of occurrence 

for s is equal to that of v, since the sphere packing mapping constitutes a memoryless 

operation, i.e. we have p(s = si) = p( V = vi), where si, i = 0, ... ,L - 1, represent all 

legitimate sphere packing modulated symbols, while vi, i = 0, ... ,L - 1, denote all le-

gitimate non-binary symbols at the input of the non-binary rate-l code, so that we have 

si = fsp(v i ). The mutual information between sand r, at a given probability of occurrence 

for s, is given by [171] 

J(s,r) 
i p(s\r) £-1 (.) ~ 1 p(s ,r) log2 p(si) p(r) dr, 

H(s) - H(slr), (6.13) 

where H(s) is the entropy of s, expressed as 

£-1 

H(s) -2:: p(Si) log2(p(si)), (6.14) 
i=O 
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and H(slr) is the conditional entropy of s given r, which is expressed as [168,171] 

H(slr) (6.15) 

where exp(Wi,j) = p(rlsj)/p(rlsi) and p(rls) is the conditional Gaussian PDF, while the 

exponent Wi,j is written as [168] 

W' . 
~,J 

_(Si - sj + n)(si - sj + n)T + n . n T 

2u~ 
( 6.16) 

where si, sj and n are vectors of dimension (1 x 4) and OT denote the transpose of a vec

tor. Equation (6.13) may be further simplified, since the non-binary input symbols v are 

assumed to be equiprobable, which also means that we have p(si) = 1/ L, i = 0, ... ,L - l. 

Accordingly, Equation (6.13) may be written as [168] 

1(s, r) 
L-1 L-1 

log2(L) - ±L E[ log2 (L exp('lTi,j)) lsi]. (6.17) 
~=O j=O 

The expectation E[·] in Equation (6.17) is calculated using a sufficiently high number of 

AWGN noise samples n with the aid of Monte Carlo simulations. Equation (6.17) is the 

maximum mutual information between sand r, since si, i = 0, ... , L - 1, are equiprobably 

distributed. Therefore, the mutual information in Equation (6.17) represents the AWGN 

channel's capacity for the STBC MIMO system using the 4-dimensional L-ary sphere 

packing signal constellation for transmissions over the discrete-input continuous-output 

memoryless channel (DCMC), when employing NT = 1 receive and Nt = 2 transmit an

tennas [168]. Figure 6.3 shows the capacity of the STBC-SP based scheme for L = 4, 8 

and 16, when employing NT = 1 receive as well as Nt = 2 transmit antennas and commu

nicating over an AWGN channel. Observe also from Equation (6.17) that 1(s, r) may be 

expressed as a function of 17; as follows [186,187] 

1(s,r) (6.18) 

where J(u;) is monotonically decreasing with respect to 17;. Figure 6.4 illustrates J(u;) 

as a function of 17; for different sphere packing constellation sizes L. 
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Figure 6.3: Capacity of the STBC-SP based scheme with L = 4, 8 and 16, when employing 

Nt = 2 transmit antennas and NT = 1 receive antenna and communicating over an 

AWGN channeL 

The J(o-~) function of Figure 6.4 may now be used to generate a received signal 

r = s + ii, where the mutual information between sand f is of a specific value lA· 

More explicitly, let the a priori information of s be denoted as [186, 187] 

l(s,r) J(o-~). (6.19) 

Now, at a given lA(S) value, the corresponding noise variance 0-;;' may be found using the 

inverse of the J(o-;;,) function of Figure 6.4, namely 

-2 
O"n 

Then, the following received signal is created 

(6.20) 
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Figure 6.4: J(a-~) as a function of a-~ for different sphere packing constellation sizes L; (a) a-~ E 

[0,5]; (b) a-~ E [5 ... ,65]. 



6.4.2. Generating the A Priori Symbol Probabilities 196 

r = s + n, (6.21) 

where n is an AWGN noise sample having a variance of 0';. Finally, the a priori symbol 

probabilities for si, i = 0, ... , L - 1, at the specific IA(s) value of interest may calculated 

as follows 

(6.22) 

which are used to create the matrices A lirc and Aldpc containing our a priori knowledge, 

when generating the corresponding non-binary EXIT charts, where we have p(s = si) = 

p(v = vi), i = 0, ... , L - 1. The following procedure summarises the steps required for 

generating the matrix A of a priori knowledge corresponding to a vector of non-binary 

symbols v = (vo, VI, ... , VKlclpc-I), where we have Vk E GF(L). Assume that E is a small 

constant. 

Algorithm 6.1 (Generating the a pr'tori symbol probabilities, when the binary bits 

within a non-binary symbol are not independent) [186,187]: 

Step 1: Compute J(O';) using Equations (6.17) and (6.18). 

Step 2: Let IA(s) = 0. 

Step 3: Calculate 0'; 
Step 4: Create a noise sample n having a variance of 0-;. 
Step 5: Create a received signal r = s + n, where s = !sp( Vk)' 

Step 6: Calculate p(s = si), i = 0, ... ,L - 1, form Equation (6.22). 

Step 7: Normalise the L probabilities from Step 6 and save them in the k-th row 

of the a priori matrix A. 

Step 9: Output the a priori matrix A from Step 7. 



6.4.3. EXIT Chart Results 

6.4.3 EXIT Chart Results 

6.4.3.1 EXIT Charts of Symbol-Based Schemes 

. t:; 
o . ~ 

'" ~ 0.8 
o 
g 

EXIT Chart 
STBC-SP, L=4 
System throughput = 112 bps 

, , 

.......... .......... ........... 

-- Rate-l Code 

.......... ............... 
.. ' 

.n 
, , SNR = -O.SOdB to 2.0dB 

, 
--' .. -

.g 
8 0.4 
.g 

(step of O.SdB form the bottom) 

, Non-Binary LDPC Code 
~ - (3 Internal LDPC iters.) 
~O.O L-~ __ ~ __ ~ __ ~ __ ~~ ______ ~ ______ ~ 

- 0.0 0.4 0.8 l.2 l.6 2.0 
IE of outer LOpe decoder becomes a priori input IA of rate- I decoder 

197 

Figure 6.5: EXIT chart of a symbol-based LDPC-coded STBC-SP scheme in combination with 

the ~-rate outer LDPC code defined over GF( 4), using three internal LDPC iterations 

and the system parameters outlined in Table 6.2. 

The EXIT charts of all symbol-based schemes were created assuming that the binary 

bits corresponding to a non-binary symbol are not independent, hence the procedure de

scribed in Section 6.4.2.2 was employed, when creating the a priori information. Figure 6.5 

shows the EXIT chart of the symbol-based LDPC-coded STBC-SP scheme of Figure 6.1 

in combination with L = 4 and the ~-rate outer LDPC code [54] defined over GF(4), when 

operating at different SNR values and using lint = 3 internal LDPC iterations as well as 

the system parameters outlined in Table 6.2. This is referred to as Scheme 1. Ideally, in 

order for the exchange of extrinsic information between the rate-1 decoder and the outer 

LDPC decoder of Figure 6.1 to converge at a specific SNR value, the EXIT curve of the 

rate-1 decoder recorded at the SNR value of interest and that of the outer LDPC decoder 

should only intersect at the point of (lA, Ie) = (2.0,2.0). If this condition is satisfied, then 
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a so-called open convergence tunnel [69,109J appears in the EXIT chart. The narrower 

the tunnel, the closer the system's performance to the channel capacity [181J and hence 

in the spirit of Shannon's information theory more iterations are required for reaching the 

(2.0,2.0) point. Observe in Figure 6.5 that an open convergence tunnel is starting to take 

shape for SNR values higher than O.OdB. This implies that according to the predictions 

of the EXIT chart seen in Figure 6.5, the symbol-based Scheme 1 of Table 6.2 is expected 

to exhibit a BER turbo cliff at an SNR slightly higher than O.OdB 

Figures 6.6 and 6.7 show the EXIT chart of the symbol-based LDPC-coded STBC-SP 

scheme of Figure 6.1 in combination with L = 8 and 16, while employing the ~-rate outer 

LDPC code [54J defined over GF(8) and GF(16), respectively, when operating at different 

SNR values and using lint = 3 internal LDPC iterations as well as the system parameters 

outlined in Table 6.2. These two scheme are referred to as Scheme 2 and Scheme 3 in 

Table 6.2, respectively. The EXIT chart of Figure 6.6 shows that the symbol-based Scheme 

2 is expected to exhibit an open convergence tunnel and hence a BER turbo cliff at SNR 

values in the proximity of 2.OdB. Similarly, the EXIT chart of Figure 6.7 demonstrates 

that the symbol-based Scheme 3 of Table 6.2 is expected to exhibit a BER turbo cliff at 

SNR values in the proximity of 4.0dB. 

6.4.3.2 EXIT Charts of Bit-Based Schemes 

The EXIT charts of all bit-based schemes were created assuming that the binary bits 

corresponding to a non-binary symbol are independent, hence the procedure described 

in Section 6.4.2.1 was employed, when creating the a priori information. The EXIT 

charts of the bit-based schemes may also be created using binary EXIT charts [69,109J 

by modelling the LLRs shown in Figure 6.2, as described in Section 3.4. Figures 6.8, 

6.9 and 6.10 illustrate the EXIT chart of the bit-based LDPC-coded STBC-SP scheme of 

Figure 6.2 in combination with L = 4, 8 and 16, respectively, while employing the ~-rate 

outer binary LDPC code [50J defined over GF(2), when operating at different SNR values 

and using lint = 3 internal LDPC iterations as well as the system parameters outlined in 

Table 6.2. According to the EXIT charts seen in Figures 6.8, 6.9 and 6.10, the bit-based 

schemes associated with L = 4, 8 and 16, are expected to converge at SNR values of 

approximately 0.5dB, 2.25dB and 4.0dB, respectively. 
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Figure 6.6: EXIT chart of a symbol-based LDPC-coded STBC-SP scheme in combination with 

the ~-rate outer LDPC code defined over GF(8), using three internal LDPC iterations 

and the system parameters outlined in Table 6.2. 

6.4.3.3 Comparison of the EXIT Charts of Symbol-Based and Bit-Based 

Schemes 

In this section, we shed further light on the convergence behaviour of both the symbol

based and the bit-based schemes by comparing their EXIT curves. Figure 6.11 shows 

the EXIT chart of the symbol-based LDPC-coded STBC-SP scheme of Figure 6.1 in 

combination with L = 4 and the ~-rate outer LDPC code [54] defined over GF(4), when 

operating at a SNR of O.5dB and using lint = 3 internal LDPC iterations as well as 

the system parameters outlined in Table 6.2. Figure 6.11 also shows the EXIT chart 

of an identical-throughput 1/2 bit-per-symbol (BPS) bit-based LDPC-coded STBC-SP 

scheme in combination with the ~-rate outer LDPC code defined over GF(2). Observe 

in Figure 6.11 that the symbol-based Scheme 1 of Table 6.2 exhibits an open convergence 

tunnel at SNR = O.5dB, while the equivalent bit-based scheme requires higher SNR values, 

before an open convergence tunnel can be formed. This implies that according to the 
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Figure 6.7: EXIT chart of a symbol-based LDPC-coded STBC-SP scheme in combination with 

the ~-rate outer LDPC code defined over GF(16), using three internal LDPC itera

tions and the system parameters outlined in Table 6.2. 

predictions of the EXIT chart seen in Figure 6.11, the symbol-based Scheme 1 of Table 6.2 

is expected to have a lower convergence threshold than its bit-based counterpart and hence 

the former will exhibit a BER turbo cliff at a lower SNR value. 

Figures 6.12 and 6.13 show the EXIT charts of the symbol-based Scheme 2 and Scheme 

3 of Table 6.2, when using lint = 3 internal LDPC iterations and operating at SNRs of 

2.25dB and 4.50dB, respectively. Figures 6.12 and 6.13 also show the EXIT charts of 

the equivalent-throughput bit-based schemes. Observe in Figure 6.13 that although both 

the symbol-based and bit-based schemes require similar SNR values in order to exhibit 

an open convergence tunnel, the symbol-based scheme exhibits a wider tunnel. Hence a 

lower number of iterations is needed to reach the convergence point of (lA, IE) = (4.0,4.0). 

These EXIT tunnel based convergence predictions are usually verified by the actual EXIT 

trajectory of iterative decoding as well as by the BER curves, as it will be discussed in 

Section 6.5. In general, once an open convergence tunnel is formed, the symbol-based 

schemes always exhibit a wider tunnel than the bit-based schemes, which leads to a lower 
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Figure 6.8: EXIT chart of a bit-based LDPC-coded STBC-SP scheme in combination with the 

~-rate outer LDPC code defined over GF(2), using three internal LDPC iterations 

and the system parameters outlined in Table 6.2. 

number of required iterations. The SNR values predicted by the EXIT charts, where a 

turbo cliff is expected to occur are listed in Table 6.1 for both the symbol-based and the 

bit-based LDPC-coded STBC-SP schemes. 

6.5 Performance of Bit-Based and Symbol-Based LDPC

Coded STBC-SP Schemes 

6.5.1 System Parameters 

We considered a sphere packing modulation scheme associated with L = 4, 8 and 16 using 

two transmit and a single receiver antenna, in order to demonstrate the performance 

improvements achieved by the proposed system. All simulation parameters are listed in 

Table 6.2. The bit-based schemes corresponding to the symbol-based Scheme 1, Scheme 

2 and Scheme 3 use the same system parameters as outlined in Table 6.2, except that 
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Figure 6.9: EXIT chart of a bit-based LDPC-coded STBC-SP scheme in combination with the 

~-rate outer LDPC code defined over GF(2), using three internal LDPC iterations 

and the system parameters outlined in Table 6.2. 

a binary LDPC coded defined over GF(2) is employed instead of the non-binary LDPC 

codes. Recall from Section 2.4.3 that there are more than L legitimate SP symbols in the 

lattice D4 and hence the required L number of SP symbols were chosen according to the 

minimum energy and highest MED criterion of Section 2.4.3. 

6.5.2 Decoding Trajectory 

Figure 6.14 illustrates the actual decoding trajectory of the turbo-detected symbol-based 

non-binary LDPC-coded STBC-SP scheme of Figure 6.13, when operating at SNR = 5.0dB 

after lext = 5 joint external iterations and lint = 3 internal LDPC iterations. The 'zigzag

path' seen in Figure 6.14 represents the actual extrinsic information transfer between 

the rate-1 inner decoder and the outer non-binary LDPC decoder at SNR = 5.0dB. The 

deviation of the decoding trajectory from the prediction of the EXIT chart is due to the 

fact that a finite LDPC output blocklength of K 1dpc = 6000 bits is employed, rendering the 
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Figure 6.10: EXIT chart of a bit-based LDPC-coded STBC-SP scheme in combination with the 

~-rate outer LDPC code defined over GF(2), using three internal LDPC iterations 

and the system parameters outlined in Table 6.2. 

assumption of having Gaussian distributed symbol probabilities only approximately valid. 

This assumption was exploited, when creating Aurc and A 1dpc for the sake of generating the 

appropriate a priori information lA according to the procedure outlined in Section 6.4.2.2, 

in order to characterise the EXIT curves of the constituent decoders. Figure 6.15 illustrates 

the decoding trajectory of the turbo-detected bit-based binary LDPC-coded STBC-SP 

scheme of Figure 6.13, when operating at SNR = 5.0dE after Iext = 15 joint external 

iterations and lint = 3 internal LDPC iterations. Observe in Figures 6.14 and 6.15 that 

more joint external iterations are required by the bit-based scheme in order to converge 

than by the symbol-based scheme. 

6.5.3 BER Performance 

Figure 6.16 compares the attainable performance of both the symbol-based non-binary 

LDPC [54] and of the bit-based binary LDPC [50] coded STBC-SP schemes using the 
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Figure 6.11: EXIT chart of a symbol-based and a bit-based LDPC-coded STBC-SP schemes in 

combination with the ~-rate outer LDPC code defined over GF(4) and GF(2), re

spectively, using three internal LDPC iterations and the system parameters outlined 

in Table 6.2. 

system parameters of Table 6.2 after lext = 5 joint external iterations and lint = 3 internal 

LDPC iterations, when using an LDPC output blocklength of KZdpc = 12000 bits. Observe 

that the turbo cliffs seen Figure 6.16 occur at SNR values that are slightly different from 

that predicted by the EXIT charts of Section 6.4.3 and outlined in Table 6.l. Again, the 

discrepancy observed is due to the fact that a finite interleaver depth of K Zdpc = 12 000 

bits is employed. The approximate SNR values, where a turbo cliff occurs were extracted 

from the BER curves seen in Figure 6.16 and are listed in Table 6.3. More explicitly, the 

turbo cliff was deemed to be reached, when the achievable BER dipped below 10-3 . 

6.5.4 Effect of Interleaver Depth 

The effect of employing different interleaver sizes or, equivalently, LDPC output block 

lengths on the achievable performance of both the symbol-based and bit-based schemes is 
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Figure 6.12: EXIT chart of a symbol-based and a bit-based LDPC-coded STBC-SP schemes in 

combination with the ~-rate outer LDPC code defined over CF(8) and GF(2), re

spectively, using three internal LDPC iterations and the system parameters outlined 

in Table 6.2. 

illustrated in Figures 6.17-6.20. More specifically, Figures 6.17-6.19 compare the attainable 

performance of both the symbol-based non-binary LDPC [54] and of the bit-based binary 

LDPC [50] coded STBC-SP schemes using the system parameters of Table 6.2 after lext = 5 

joint external iterations and lint = 3 internal LDPC iterations, when using LDPC output 

blocklengths of K1dpc = 1488, 3000 and 6000 bits, respectively. Additionally, Figure 6.20 

characterises the performance of the symbol-based ~-rate LDPC [54] coded STBC-SP 

schemes using the system parameters of Table 6.2 after lext = 5 joint external iterations 

and lint = 3 internal LDPC iterations for various LDPC output block lengths. The 

SNR values required for achieving a BER of 10-5 are highlighted in Figure 6.21 versus 

the system throughput for both the bit-based and symbol-based LDPC coded STBC

SP schemes using the system parameters of Table 6.2, when using three internal LDPC 

iterations and an LDPC output blocklength of K 1dpc = 12000 bits. 
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Figure 6.13: EXIT chart of a symbol-based and a bit-based LDPC-coded STBC-SP schemes in 

combination with the ~-rate outer LDPC code defined over GF(16) and GF(2), re

spectively, using three internal LDPC iterations and the system parameters outlined 

in Table 6.2. 

6.6 Chapter Conclusion 

In this chapter we proposed a novel symbol-based iterative scheme that exploits the ad

vantages of non-binary LDPC codes [54], those of the rate-1 inner codes of [63] as well as 

those of the STBC-SP scheme of [124]. Our investigations in Section 6.5 demonstrated 

that attractive performance improvements may be achieved by the proposed scheme over 

the equivalent-throughput bit-based schemes. Again, it was demonstrated in Figures 6.11 

to 6.13 by EXIT chart analysis and in Figures 6.16 to 6.19 by the corresponding BER per

formance curves that the symbol-based scheme is capable of outperforming its bit-based 

counterpart and both designs had an edge over Alamouti's now classic STBC scheme, 

which dispensed with the SP-based joint design of the QPSK space-time symbols. The 

performance of the symbol-based schemes was investigated in Figure 6.20, when employing 

various interleaver depths in order to illustrate the effect of the LDPC output block length 

on the attainable performance. 
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Symbol-Based Scheme Bit-Based Scheme 

Scheme 1 O.2dB O.6dB 

Scheme 2 2.0dB 2.3dB 

Scheme 3 4.2dB 4.2dB 

Table 6.1: The approximate SNR values, where a turbo cliff is expected to occur, based on the 

EXIT chart curves for Scheme 1, Scheme 2 and Scheme 3 outlined in Table 6.2. 

Scheme 1 Scheme 2 Scheme 3 

Sphere packing constellation size L=4 L=8 L = 16 

No. of transmitters 2 

No. of receivers 1 

Channel Correlated Rayleigh Fading 

Normalised Doppler frequency 0.1 

Average LDPC column weight 2.5 

LDPC coding rate 1 
2 

Non-Binary LDPC decoding field GF(4) GF(8) GF(16) 

Rate-1 decoding field GF(4) GF(8) GF(16) 

System throughput (BPS) 1/2 3/4 1 

LDPC coded blocklength 1488 to 12000 bits 

Table 6.2: System parameters 
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Figure 6.14: Decoding trajectory of the symbol-based ~-rate non-binary LDPC [54] coded STBC

SP scheme defined over GF(16) in combination with the system parameters outlined 

in Table 6.2 and operating at Eb/NO = 5.0dB after five joint external iterations and 

three internal LDPC iterations. 

Symbol-Based Scheme Bit-Based Scheme 

Scheme 1 O.6dB I.IdB 

Scheme 2 2.3dB 2.9dB 

Scheme 3 4.3dB 4.9dB 

Table 6.3: The approximate SNR values, where a turbo cliff occurs, based on the BER curves 

seen in Figure 6.16 for Scheme 1, Scheme 2 and Scheme 3 outlined in Table 6.2. 
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Figure 6.15: Decoding trajectory of the bit-based ~-rate binary LDPC [50] coded STBC-SP 

scheme in combination with the system parameters outlined in Table 6.2 and oper

ating at Eb/ No = 5.0dB after 15 joint external iterations and three internal LDPC 

iterations. 

6.7 Chapter Summary 

In this chapter, we proposed a novel symbol-based iterative scheme, where the system's 

architecture was presented in Section 6.2. Section 6.2.1 provided a detailed description 

of the proposed symbol-based and turbo-detected scheme, where a non-binary LDPC 

code was combined with symbol-based interleaving. The equivalent bit-based scheme 

was described in Section 6.2.2, where a binary LDPC code was combined with bit-based 

interleaver. Symbol-based iterative decoding was discussed in Section 6.3, where it was 

demonstrated how the a priori information A is removed from the decoded a posteriori 

probability matrix D with the aid of symbol-based element-wise division for the sake of 

generating the extrinsic probability matrix E. 

Section 6.4 provided our non-binary EXIT chart analysis. More specifically, in Sec

tion 6.4.1 we demonstrated, how non-binary EXIT charts can be generated without gener-
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Figure 6.16: Performance of symbol-based and bit-based LDPC coded STBC-SP schemes in 

combination with the system parameters outlined in Table 6.2 after five joint ex

ternal iterations and three internal LDPC iterations, when using an LDPC output 

blocklength of Kldpc = 12000. 

ating an L-dimensional histogram [115] since the complexity of this operation may become 

higher than conducting full-scale BER or SER simulations, when the number of bits per 

symbol is high. In Section 6.4.2, we addressed the problem of generating the a priori 

symbol probabilities, when the binary bits within each non-binary symbol are assumed 

be either independent or not. More specifically, the binary bits within each non-binary 

symbol were assumed to be independent of each other, when a binary LDPC code was 

employed, which is equivalent to bit interleaving, as alluded to in Section 6.2. Gener

ating the a priori symbol probabilities for this particular assumption was presented in 

Section 6.4.2.1. By contrast, the binary bits of each non-binary symbol are no longer 

independent, when employing a non-binary LDPC code and performing symbol-based de

coding. Accordingly, a detailed procedure was described in Section 6.4.2.2 for creating 

the a priori symbol probabilities, when the binary bits of each non-binary symbol may 

no longer be assumed to be independent. The results of our non-binary EXIT chart anal

ysis were provided in Section 6.4.3, where the novel non-binary EXIT charts were used 

for studying the convergence of the proposed symbol-based schemes in Section 6.4.3.1. 

On the other hand, in Section 6.4.3.2 non-binary EXIT charts were used for exploring 
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Figure 6.17: Performance of symbol-based and bit-based LDPC coded STBC-SP schemes in 

combination with the system parameters outlined in Table 6.2 after five joint ex

ternal iterations and three internal LDPC iterations, when using an LDPC output 

blocklength of Kldpc = 1488. 

the convergence of the bit-based LDPC-coded STBC-SP schemes. The EXIT charts of 

both the symbol-based and bit-based schemes were compared in Section 6.4.3.3. It was 

explicitly demonstrated in Figures 6.11-6.13 and Table 6.1 that the symbol-based schemes 

required a lower transmit power and a lower number of decoding iterations for achieving 

a performance comparable to that of their bit-based counterparts. 

The performance of the symbol-based and bit-based LDPC-coded STBC-SP schemes 

was investigated in Section 6.5, when employing the system parameters outlined in Sec

tion 6.5.1 and Table 6.2. First, the actual decoding trajectories were presented in Sec

tion 6.5.2, where the mismatch seen in Figures 6.14 and 6.15 between the actual trajec

tories and the EXIT curves was a consequence of employing a finite interleaver depth of 

Kldpc = 6000 bits. The attainable BER performance of both the symbol-based as well as 

the bit-based schemes was demonstrated in Section 6.5.3, where Figure 6.16 compares the 

achievable performance of all symbol-based schemes outlined in Table 6.2 against that of 

their bit-based counterparts. Furthermore, Table 6.3 lists the approximate SNR values, 

where a turbo cliff occurs, based on the BER curves seen in Figure 6.16. The effect of 

employing various interleaver depths or, equivalently, LDPC output block lengths on the 

achievable performance was considered in Section 6.5.4 and Figures 6.17-6.20. 
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Figure 6.18: Performance of symbol-based and bit-based LDPC coded STBC-SP schemes in 

combination with the system parameters outlined in Table 6.2 after five joint ex

ternal iterations and three internal LDPC iterations, when using an LDPC output 

blocklength of Kldpc = 3000. 
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Figure 6.19: Performance of symbol-based and bit-based LDPC coded STBC-SP schemes in 

combination with the system parameters outlined in Table 6.2 after five joint ex

ternal iterations and three internal LDPC iterations, when using an LDPC output 

blocklength of Kldpc = 6000. 
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iterations and three internal LDPC iterations while using different LDPC output 

block lengths. 
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Figure 6.21: SNR values required to achieve a BER of 10-5 versus different system throughput 

for both the bit-based and symbol-based LDPC coded STBC-SP schemes in combi

nation with the system parameters outlined in Table 6.2, when using three internal 

LDPC iterations and an LDPC output blocldength of Kldpc = 12000 bits. 



Conclusions and Future Work

In this chapter, a summary of the thesis is provided in Section 7.1. Additionally, a general

overview of the future work proposed is presented in Section 7.2

7.1 Summary and Conclusions

7.1.1 Chapter 1

In Chapter 1, we provided a general overview of the various subjects related to the systems

considered in this thesis. More specifically, in Section 1.1, we discussed the key character-

istics of the mobile radio channel in contrast to the Gaussian channel. Additionally, we

introduced the three most commonly used diversity techniques, namely temporal diversity,

frequency diversity and antenna or space diversity. In Section 1.2, we presented a historical

overview of space-time coding and MIMO systems, along with the related state-of-the-art

current research. Table 1.1 summarised the main contributions in the field of space-time

coding and MIMO transmission. The philosophy of concatenated schemes and iterative

decoding was discussed in Section 1.3, where Tables 1.2, 1.3 and 1.4 summarised the main

contributions in this burgeoning field. In Section 1.4, we provided an overview of recent

techniques devised for studying the convergence behaviour of iterative decoding, where

the main contributions were outlined in Tables 1.5 and 1.6. Chapter 1 also presented

a general overview on how the thesis is organised, where the outlines of the thesis were

described in Section 1.5.1. Finally, the novel contributions of the thesis were summarised

in Section 1.5.2.

214
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7.1.2 Chapter 2 

In Chapter 2, we considered the theory and design of uncoded STBC-SP schemes. We first 

summarised the design criteria of space-time coded communication systems in Section 2.2, 

where the channel model along with the design criteria invoked both for quasi-static and for 

rapid fading channels are described in Sections 2.2.1 and 2.2.2, respectively. In Section 2.3, 

we emphasised the design criteria relevant for time-correlated fading channels, where both 

the pairwise error probability as well as the corresponding design criterion were presented 

in Section 2.3.2. The concept of diversity product, which was introduced in [21,151] 

and generalised in [124] in order to account for the effect of the temporal correlation was 

discussed in Section 2.3.3.1. Furthermore, both lower and upper bounds on the generalised 

diversity product discussed in Section 2.3.3.1 were provided in Section 2.3.3.2. 

In Section 2.4, orthogonal space-time designs combined with sphere packing modu

lation were considered for space-time signals, where the motivation behind the adoption 

of sphere packing modulation in conjunction with orthogonal design was discussed in 

Section 2.4.1. The signal design derived for Nt = 2 transmit antennas was provided in 

Section 2.4.2 in order to further illustrate the concept of combining an orthogonal space

time design with sphere packing. Section 2.4.3 discussed the problem of constructing a 

sphere packing constellation having a particular size L. Constellation points were first 

chosen based on the minimum energy criterion. Then, an exhaustive computer search 

was conducted to find the set of L points having the best MED from the entire set of 

constellation points satisfying the minimum energy criterion. The capacity of STBC-SP 

schemes employing Nt = 2 transmit antennas was derived in Section 2.4.4, demonstrating 

that STBC-SP schemes exhibited a higher capacity than conventionally modulated STBC 

schemes. Finally, the performance of STBC-SP schemes was presented in Section 2.5, 

demonstrating that STBC-SP schemes are capable of outperforming STBC schemes that 

employ conventional modulation (i.e. PSK, QAM). The coding gains achieved by the 

sphere packing assisted STBC over conventional modulated STBC at an SP-SER and a 

BER of 10-4 recorded for the schemes characterised in Figures 2.13 to 2.24 are summarised 

in Tables 2.5 and 2.6. 
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7.1.3 Chapter 3 

In Chapter 3, we demonstrated that the performance of STBC-SP systems can be further 

improved by concatenating sphere packing aided modulation with channel coding and per

forming demapping as well as channel decoding iteratively. The sphere packing demapper 

of [124] was further developed for the sake of accepting the a priori information passed to 

it from the channel decoder as extrinsic information. 

In this chapter, two realisations of a novel bit-based iterative-detection aided STBC

SP scheme were presented, namely an RSC-coded turbo-detected STBC-SP scheme and 

a binary LDPC-coded turbo-detected STBC-SP arrangement. Our system overview was 

provided in Section 3.2. The LDPC-coded scheme of Figure 3.2 did not require channel 

interleaving, since the LDPC parity check matrix is randomly constructed, where each of 

the parity check equations is checking several random bit positions in a codeword, which 

has a similar effect to that of the channel interleaver. In Section 3.3, we showed how 

the STBC-SP demapper was modified for exploiting the a priori knowledge provided by 

the channel decoder, which is essential for the employment of iterative demapping and 

decoding. 

EXIT chart analysis was invoked in Section 3.4 in order to study and design the 

turbo-detected schemes proposed in Section 3.2. Measuring the demapper's EXIT char

acteristics was explained in Section 3.4.1 and in Figure 3.4. We proposed 10 different 

anti-Gray mapping (AGM) schemes in Figure 3.5 that are specifically selected from all the 

possible mapping schemes for L = 16 in order to demonstrate the different extrinsic infor

mation transfer characteristics associated with different bit-to-symbol mapping schemes. 

Observe that the slope of the EXIT curves corresponding to the different AGM schemes 

in Figure 3.5 increases gradually in fine steps. This characteristic is essential for the sake 

of designing near-capacity turbo detected systems. Both the Gray mapping as well as the 

various AGM mapping schemes considered in this thesis are detailed in Appendix A. In 

Section 3.4.2, we discussed how the EXIT characteristics of an outer decoder in a serially 

concatenated scheme may be calculated. Figure 3.6 summarises the calculation process. 

The performance of the turbo-detected bit-based STBC-SP schemes was presented 

in Section 3.5. Firstly, we considered the performance of the RSC-coded turbo-detected 

STBC-SP scheme in Section 3.5.1. The relation between the achievable BER and the 

mutual information at the input as well as at the output of the outer RSC decoder was 
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discussed in Section 3.5.1.1. The predictions of our EXIT chart analysis outlined in Sec

tion 3.4.3 were verified by generating the actual decoding trajectories in Section 3.5.1.2. 

The effect of interleaver depth was also addressed in Section 3.5.1.2, since matching the 

predictions of the EXIT chart analysis is only guaranteed, when employing large inter

leaver depths. The BER performance of the proposed RSC-coded STBC-SP scheme was 

compared in Section 3.5.1.3 to that of an uncoded STBC-SP scheme [124] and to that of an 

RSC-coded conventionally modulated STBC scheme. Secondly, we considered the perfor

mance of the LDPC-coded turbo-detected STBC-SP scheme in Section 3.5.2. The relation 

between the achievable BER and the mutual information at the input of the outer LDPC 

decoder was discussed in Section 3.5.2.1 and Figure 3.22. The effect of the LDPC out

put block length K 1dpc on the achievable performance was investigated in Section 3.5.2.2, 

while the effect of internal LDPC iterations and joint external iterations was studied in 

Section 3.5.2.3. 

When using an appropriate bits-to-symbol mapping scheme and 10 turbo detection 

iterations, gains of about 20.4dB and 21.2dB were obtained by the convolutional-coded 

and LDPC-coded STBC-SP schemes, respectively, over the identical-throughput 1 BPS 

un coded STBC-SP benchmarker scheme [124]. Table 1.1 summarises the coding gains of 

anti-Gray mapping (AGM-9) based RSC-coded STBC-SP schemes in conjunction with 

L = 16 and RSC-coded QPSK modulated STBC schemes against an identical-throughput 

1 BPS uncoded STBC scheme at BER of 10-3 and 10-5 , when employing the system 

parameters outlined in Table 3.3 and using different interleaver depths after 10 external 

joint iterations. In order to highlight the advantage of employing sphere packing modu

lation over conventional modulations schemes, Figure 7.1 shows coding gain comparisons 

of anti-Gray mapping (AGM-9) based RSC-coded STBC-SP schemes in conjunction with 

L = 16 and the conventional RSC-coded QPSK modulated STBC schemes of Table 7.1. 

1.1.4 Chapter 4 

In Chapter 2 and Chapter 3, we assumed that the channel state information was perfectly 

known at the receiver. This, however, requires sophisticated channel estimation tech

niques, which imposes excess cost and complexity. In Chapter 4, we considered the design 

of novel sphere packing modulated differential STBC schemes that require no channel es

timation, where we described in Section 4.2.1 how DSTBC schemes are constructed using 

sphere packing modulation. The performance of uncoded DSTBC-SP schemes was consid-
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Eb/NO [dB] Gain [dB] 

@ @ @ @ 

BER = 10-3 BER = 10-5 BER = 10-3 BER = 10-5 

uncoded STBC, BPSK 14.1 24.2 0 0 

uncoded STBC-SP, L = 4 14.00 24.00 0.1 0.2 

RSC-coded, STBC-SP, L = 16 

RSC (2,1,5), AGM-9 

Interleaver depth = 103 bits 3.8 4.6 10.3 19.6 

Interleaver depth = 104 bits 2.9 4.0 11.2 20.2 

Interleaver depth = 105 bits 2.6 4.0 11.5 20.2 

Interleaver depth = 106 bits 2.5 3.8 11.6 20.4 

RSC-coded, STBC, QPSK 

RSC (2,1,5), set-partitioning 

Interleaver depth = 103 bits 3.5 6.0 10.6 18.2 

Interleaver depth = 104 bits 3.2 5.8 10.9 18.4 

Interleaver depth = 105 bits 3.2 5.7 10.9 18.5 

Interleaver depth = 106 bits 3.1 5.7 11.0 18.5 

Table 7.1: Coding gains of anti-Gray mapping (AGM-9) based RSC-coded STBC-SP schemes in con

junction with L = 16 and RSC-coded QPSK modulated STBC schemes against an identical

throughput 1 bit/symbol (BPS) uncoded STBC scheme at BER of 10-3 and 10-5
, when 

employing the system parameters outlined in Table 3.3 and using different interleaver depths 

after 10 external joint iterations. 

ered in Section 4.2.2, where we compared the performance of different DSTBC-SP schemes 

against equivalent conventional DSTBC schemes under various channel conditions. Sim

ulation results were provided for systems having different BPS rates in conjunction with 

appropriate conventional and sphere packing modulation schemes, as outlined in Table 4.1. 

In Section 4.2.2.1, the channel was assumed to be constant over the transmission period 

of one frame, which was referred to as a block-fading Rayleigh channel. The attainable 

coding gains of sphere packing modulation over conventional modulation at an SP-SER 

of 10-4 were summarised in Table 4.2, while the BER performance was illustrated in 

Figures 4.2 to 4.9. In Section 4.2.2.2, the channel was assumed to be constant over the 

transmission period of one sphere packing symbol (i.e. two consecutive time slots). This 

type of channel was referred to in Section 2.5 as an SPSI channel. The channel was also 

assumed to be correlated and had a normalised Doppler frequency of fD = 0.01. Table 4.3 
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Figure 7.1: Coding gains comparison of anti-Gray mapping (AGM-9) based RSC-coded STBC-SP 

schemes in conjunction with L = 16 and RSC-coded QPSK modulated STBC schemes 

against an identical-throughput 1 bit/symbol (BPS) uncoded STBC scheme at BER of 

10-3 and 10-5
, when employing the system parameters outlined in Table 3.3 and using 

different interleaver depths after 10 external joint iterations. 

summarised the coding gains of sphere packing modulation over conventional modulation 

at an SP-SER of 10-4 . The BER performance of DSTBC-SP schemes, when communi

cating over the SPSI correlated Rayleigh fading channel considered, was characterised in 

Figures 4.10 to 4.17. 

In Section 4.3, we propose novel bit-based RSC-coded turbo-detected DSTBC-SP 

schemes. The system's architecture was outlined in Section 4.3.1, where the schematic 

of the proposed arrangement was provided in Figure 4.18. The EXIT chart analysis of 

Section 3.4 was employed in Section 4.3.2 in order to design and analyse the convergence 

behaviour of the proposed turbo-detected RSC-coded DSTBC-SP schemes. Figures 4.20 

and 4.21 illustrated two AGM-based DSTBC-SP schemes in conjunction with outer RSC 

codes having constraint lengths of J( = 3 and 5, which are specifically designed for low 

BER floors. Appendix C provides the complete list of EXIT charts for the RSC-coded 

turbo-detected DSTBC-SP scheme of Figure 4.18, when employing the mapping schemes 

of Figure 4.19 in combination with various outer RSC codes. 

In Section 4.3.3, we investigated the performance of the proposed RSC-coded DSTBC

SP schemes, when employing the simulation parameters listed in Table 4.5. The actual 

decoding trajectories of the proposed AGM-lO based scheme of Figure 4.20 were provided 

in Figures 4.22-4.25, when using various interleaver depths. Similarly, the actual decoding 
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trajectories of the proposed AGM-9 based scheme of Figure 4.21 were provided in Fig

ures 4.29-4.32, when using various interleaver depths. Finally, the BER performance of 

both schemes was demonstrated in Figures 4.27-4.28 and Figures 4.34-4.37. 

Several DSTBC-SP mapping schemes covering a wide range of extrinsic transfer char

acteristics were investigated. When using an appropriate bit-to-symbol mapping scheme 

and 10 turbo detection iterations, Eb/ No gains of about 23.8dB and 3.2dB were obtained by 

the RSC-coded DSTBC-SP scheme over the identical-throughput 1 BPS uncoded DSTBC

SP benchmarker scheme and over a turbo-detected system based on the DSTBC scheme 

of [18,20]. Table 7.2 summarises the coding gains of anti-Gray mapping (AGM-10) based 

RSC-coded DSTBC-SP schemes in conjunction with L = 16 and RSC-coded QPSK mod

ulated DSTBC schemes against an identical-throughput 1 BPS uncoded DSTBC scheme 

at BERs of 10-3 and 10-5 , when employing the system parameters outlined in Table 4.5 

and using different interleaver depths after 10 external joint iterations. Figure 7.2 presents 

coding gain comparisons of anti-Gray mapping (AGM-10) based RSC-coded DSTBC-SP 

schemes in conjunction with L = 16 and the conventional RSC-coded QPSK modulated 

DSTBC schemes of Table 7.2. Additionally, Table 7.3 summarises the coding gains of anti

Gray mapping (AGM-9) based RSC-coded DSTBC-SP schemes in conjunction with L = 16 

and RSC-coded QPSK modulated DSTBC schemes against an identical-throughput 1 BPS 

uncoded DSTBC scheme at BERs of 10-3 and 10-5 , when employing the system param

eters outlined in Table 4.5 and using different interleaver depths after 10 external joint 

iterations. Coding gain comparisons of anti-Gray mapping (AGM-9) based RSC-coded 

DSTBC-SP schemes in conjunction with L = 16 and the classic RSC-coded QPSK mod

ulated DSTBC schemes of Table 7.3 are provided in Figure 7.3. 

7.1.5 Chapter 5 

Conventional two-stage turbo-detected schemes introduced in Chapter 3 and Chapter 4 

suffered from a BER fioor, preventing them from achieving infinitesimally low BER values, 

since the inner coding stage is of non-recursive nature. In Chapter 5, we circumvented 

this deficiency by proposing a three-stage turbo-detected STBC-SP scheme, where a rate-1 

recursive inner precoder is employed to avoid having a BER floor. Section 5.2 provided 

a brief description of the proposed three-stage system, where the schematic of the entire 

system was shown in Figure 5.1. We considered three different types of channel codes 

for Encoder I, namely a repeater, an RSC code and an IRCC. The resultant schemes are 
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Eb/NO [dB] Gain [dB] 

@ @ @ @ 

BER = 10-3 BER = 10-5 BER = 10-3 BER = 10-5 

uncoded DSTBC, BPSK 17.4 31.1 0 0 

uncoded DSTBC-SP, L = 4 17.3 31.0 0.1 0.1 

RSC-coded, DSTBC-SP, L = 16 

RSC (2,1,3), AGM-lO 

Interleaver depth = 103 bits 10.6 13.3 6.8 17.8 

Interleaver depth = 104 bits 7.0 7.8 10.4 23.3 

Interleaver depth = 105 bits 6.2 7.3 11.2 23.8 

Interleaver depth = 106 bits 5.7 7.3 11.7 23.8 

RSC-coded, DSTBC, QPSK 

RSC (2,1,3), set-partitioning 

Interleaver depth = 103 bits 9.6 12.7 7.8 18.4 

Interleaver depth = 104 bits 7.8 10.7 9.6 20.4 

Interleaver depth = 105 bits 7.6 10.7 9.8 20.4 

Interleaver depth = 106 bits 7.6 10.5 9.8 20.6 

Table 7.2: Coding gains of anti-Gray mapping (AGM-lO) based RSC-coded DSTBC-SP schemes in 

conjunction with L = 16 and RSC-coded QPSK modulated DSTBC schemes against an 

identical-throughput 1 bit/symbol (BPS) uncoded DSTBC scheme at BER of 10-3 and 10-5
, 

when employing the system parameters outlined in Table 4.5 and using different interleaver 

depths after 10 external joint iterations. 

outlined in Table 5.1. Our 3D EXIT chart analysis was presented in Section 5.3.2, where its 

simplified 2D projections were provided in Section 5.3.3. In Section 5.3.4, we employed the 

powerful technique of EXIT tunnel-area minimisation for near-capacity operation. More 

specifically, we exploited the well-understood properties of conventional 2D EXIT charts 

that a narrow but nonetheless open EXIT-tunnel represents a near-capacity performance. 

Consequently, we invoked IRCCs for the sake of appropriately shaping the EXIT curves 

by minimising the area within the EXIT-tunnel using the procedure of [111,122]. 

In Section 5.4, an upper bound on the maximum achievable rate was calculated based 

on the EXIT chart analysis. More explicitly, a procedure was proposed for calculating a 

tighter upper bound of the maximum achievable bandwidth efficiency of STBC-SP schemes 

based on the area property of AI ;:::; RI of the EXIT charts discussed in Section 5.3.4. The 
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Figure 7.2: Coding gains comparison of anti-Gray mapping (AGM-lO) based RSC-coded DSTBC-SP 

schemes in conjunction with L = 16 and RSC-coded QPSK modulated DSTBC schemes 

against an identical-throughput 1 bit/symbol (BPS) uncoded DSTBC scheme at BER of 

10-3 and 10-5
, when employing the system parameters outlined in Table 4.5 and using 

different interleaver depths after 10 external joint iterations. 
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Figure 7.3: Coding gains comparison of anti-Gray mapping (AGM-9) based RSC-coded DSTBC-SP 

schemes in conjunction with L = 16 and RSC-coded QPSK modulated DSTBC schemes 

against an identical-throughput 1 bit/symbol (BPS) uncoded DSTBC scheme at BER of 

10-3 and 10-5
, when employing the system parameters outlined in Table 4.5 and using 

different interleaver depths after 10 external joint iterations. 

proposed procedure was applied in Section 5.4 for calculating the maximum achievable 

bandwidth efficiency of the three-stage turbo-coded STBC-SP scheme associated with the 

SP signal constellation size of L = 16 considered in this chapter. The design procedure 

was summarised in Algorithm 5.1. 
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Eb/NO [dB] Gain [dB] 

@ @ @ @ 

BER = 10-3 BER = 10-5 BER = 10-3 BER = 10-5 

uncoded DSTBC, BPSK 17.4 31.1 0 0 

uncoded DSTBC-SP, L = 4 17.3 31.0 0.1 0.1 

RSC-coded, DSTBC-SP, L = 16 

RSC (2,1,5), AGM-9 

Interleaver depth = 103 bits 10.3 13.8 7.1 17.3 

Interleaver depth = 104 bits 6.8 7.8 10.6 23.3 

Interleaver depth = 105 bits 5.8 7.4 11.6 23.7 

Interleaver depth = 106 bits 5.7 7.2 11.7 23.9 

RSC-coded, DSTBC, QPSK 

RSC (2,1,5), set-partitioning 

Interleaver depth = 103 bits 9.3 12.2 8.1 18.9 

Interleaver depth = 104 bits 6.9 9.4 10.5 21.7 

Interleaver depth = 105 bits 6.7 9.2 10.7 21.9 

Interleaver depth = 106 bits 6.6 8.9 10.8 22.2 

Table 7.3: Coding gains of anti-Gray mapping (AGM-9) based RSC-coded DSTBC-SP schemes in con

junction with L = 16 and RSC-coded QPSK modulated DSTBC schemes against an identical

throughput 1 bit/symbol (BPS) uncoded DSTBC scheme at BER of 10-3 and 10-5 , when 

employing the system parameters outlined in Table 4.5 and using different interleaver depths 

after 10 external jOint iterations. 

The performance of the three-stage turbo-detected STBC-SP schemes was demon

strated and characterised in Section 5.5, where all simulation parameters were outlined 

in Section 5.5.1 and Table 5.2. In Section 5.5.2, we considered the performance of the 

three-stage RA-coded STBC-SP scheme, where the actual decoding trajectories, BER per

formance and the effect of interleaver depth on the achievable performance were discussed 

in Sections 5.5.2.1, 5.5.2.2 and 5.5.3.3, respectively. We observed from the BER curves 

seen in Figure 5.13 that the performance of the RA-coded STBC-SP scheme was limited 

by a BER floor, despite the employment of a recursive inner precoder. This observation 

is attributed to the convergence tunnel's bottle-neck seen in Figure 5.S. The performance 

of the three-stage RSC-coded as well as IRCC-coded STBC-SP schemes was characterised 

in Sections 5.5.3 and 5.5.4, respectively, where proposed IRCC-coded three-stage scheme 

operated within about 1.0dB from the capacity limit and within O.5dB of the maximum 
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achievable bandwidth efficiency limit. The effect of interleaver depth on the attainable 

performance of both the RSC-coded and IRCC-coded schemes was investigated in Sec

tions 5.5.3.3 and 5.5.4.3, respectively. The Eb/NO distance to capacity was summarised in 

Figures 5.19 and 5.24 for the three-stage RSC-coded as well as for the IRCC-coded STBC

SP schemes, respectively, when using the system parameters outlined in Table 5.2 and 

employing various interleaver depths as well as different number of three-stage iterations. 

Finally, in Section 5.5.5, the performance of both the three-stage RSC-coded and IRCC

coded STBC-SP schemes was compared, when employing various interleaver depths, while 

using different number of three-stage iterations. More specifically, Figures 5.25-5.27 com

pared the achievable coding gain of the three-stage RSC-coded and IRCC-coded STBC-SP 

schemes against Alamouti's identical-throughput 1 BPS conventional G 2-BPSK scheme 

at both a BER of 10-3 and 10-5 in combination with the system parameters outlined in 

Table 5.2, when employing different number of three-stage iterations and the interleaver 

depths of D = 104 , 105 and 106 bits, respectively. 
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Figure 7.4: Achievable distance to capacity for the three-stage RSC-coded as well as for the 

IRCC-coded STBC-SP schemes in combination with the system parameters outlined 

in Table 5.2, when employing various interleaver depths and different number of 

three-stage iterations. 
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Figure 7.4 compares the achievable Eb/NO distance to capacity for the three-stage RSC

coded as well as for the IRCC-coded STBC-SP schemes of Table 5.1 in combination with 

the system parameters outlined in Table 5.2, when employing various interleaver depths 

and different number of three-stage iterations. Observe in Figure 7.4 that regardless of 

the interleaver depth, the RSC-coded scheme always outperforms the IRCC-coded scheme, 

when using a low number of three-stage l iterations. By contrast, upon increasing the num

ber of three-stage iterations and the interleaver depth, the IRCC-coded scheme approaches 

the capacity limit faster than the RSC-coded scheme. Figure 7.4 also demonstrates that 

the AGM-1-based RSC-coded scheme is capable of providing attractive performance im

provements compared to the IRCC-coded scheme. This indicates that the AGM-1 scheme 

and the RSC outer code constitute a meritorious system, which was facilitated by employ

ing the best of the 10 different AGM schemes of Figure 3.5. 

7.1.6 Chapter 6 

In all previous chapters, iterative decoding was employed at the bit-level. By contrast, in 

Chapter 6, we explored a range of further design options and proposed a purely symbol

based scheme, where symbol-based turbo detection was carried out by exchanging extrinsic 

information between an outer non-binary LDPC code and a rate-1 non-binary inner pre

coder. The motivation behind the development of this symbol-based scheme is that a 

reduced transmit power may be required, when symbol-based rather than bit-based iter

ative decoding is employed [123]. 

The system's architecture was presented in Section 6.2. Section 6.2.1 provided a de

tailed description of the proposed symbol-based and turbo-detected scheme, where a non

binary LDPC code was combined with symbol-based interleaving. The equivalent bit

based scheme was described in Section 6.2.2, where a binary LDPC code was combined 

with bit-based interleaver. Symbol-based iterative decoding was discussed in Section 6.3, 

where it was demonstrated how the a priori information A is removed from the decoded 

a posteriori probability matrix D with the aid of symbol-based element-wise division for 

the sake of generating the extrinsic probability matrix E. 

Section 6.4 provided our non-binary EXIT chart analysis. More specifically, in Sec

tion 6.4.1 we demonstrated, how non-binary EXIT charts can be generated without gener-

1 A three-stage iteration is referred to as a system iteration in Table 5.2. 
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ating an L-dimensional histogram [115] since the complexity of this operation may become 

higher than conducting full-scale BER or SER simulations, when the number of bits per 

symbol is high. In Section 6.4.2, we addressed the problem of generating the a priori 

symbol probabilities, when the binary bits within each non-binary symbol are assumed 

be either independent or not. More specifically, the binary bits within each non-binary 

symbol were assumed to be independent of each other, when a binary LDPC code was 

employed, which is equivalent to bit interleaving, as alluded to in Section 6.2. Gener

ating the a priori symbol probabilities for this particular assumption was presented in 

Section 6.4.2.1. By contrast, the binary bits of each non-binary symbol are no longer 

independent, when employing a non-binary LDPC code and performing symbol-based de

coding. Accordingly, a detailed procedure was described in Section 6.4.2.2 for creating 

the a priori symbol probabilities, when the binary bits of each non-binary symbol may 

no longer be assumed to be independent. The results of our non-binary EXIT chart anal

ysis were provided in Section 6.4.3, where the novel non-binary EXIT charts were used 

for studying the convergence of the proposed symbol-based schemes in Section 6.4.3.1. 

On the other hand, in Section 6.4.3.2 non-binary EXIT charts were used for exploring 

the convergence of the bit-based LDPC-coded STBC-SP schemes. The EXIT charts of 

both the symbol-based and bit-based schemes were compared in Section 6.4.3.3. It was 

explicitly demonstrated in Figures 6.11-6.13 and Table 6.1 that the symbol-based schemes 

required a lower transmit power and a lower number of decoding iterations for achieving 

a performance comparable to that of their bit-based counterparts. 

The performance of the symbol-based and bit-based LDPC-coded STBC-SP schemes 

was investigated in Section 6.5, when employing the system parameters outlined in Sec

tion 6.5.1 and Table 6.2. First, the actual decoding trajectories were presented in Sec

tion 6.5.2, where the mismatch seen in Figures 6.14 and 6.15 between the actual trajec

tories and the EXIT curves was a consequence of employing a finite interleaver depth of 

K1dpc = 6000 bits. The attainable BER performance of both the symbol-based as well as 

the bit-based schemes was demonstrated in Section 6.5.3, where Figure 6.16 compares the 

achievable performance of all symbol-based schemes outlined in Table 6.2 against that of 

their bit-based counterparts. Furthermore, Table 6.3 lists the approximate SNR values, 

where a turbo cliff occurs, based on the BER curves seen in Figure 6.16. The effect of 

employing various interleaver depths or, equivalently, LDPC output block lengths on the 

achievable performance was considered in Figures 6.17-6.20 of Section 6.5.4. Table 7.4 
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summarises the SNR values required for achieving a BER of 10-5 by both the symbol

based and the bit-based schemes after lext = 5 joint external iterations and lint = 3 

internal LDPC iterations, when employing the system parameters outlined in Table 6.2 

and using various LDPC output block lengths. 

K Zdpc Symbol-Based Scheme Bit-Based Scheme 

1488 bits 1.8dB 2.5dB 

Scheme 1 3000 bits 1.3dB 1.9dB 

6000 bits 1.1dB 1.6dB 

12000 bits 0.9dB l.4dB 

1488 bits 3.7dB 4.3dB 

Scheme 2 3000 bits 3.1dB 3.9dB 

6000 bits 2.8dB 3.4dB 

12000 bits 2.6dB 3.2dB 

1488 bits 5.9dB 6.5dB 

Scheme 3 3000 bits 5.3dB 5.7dB 

6000 bits 5.0dB 5.4dB 

12000 bits 4.7dB 5.3dB 

Table 7.4: The approximate SNR values required for achieving a BER of 10-5 by both the symbol

based and the bit-based schemes after lext = 5 joint external iterations and lint = 3 

internal LDPC iterations, when employing the system parameters outlined in Table 6.2 

and using various LDPC output block lengths. 

7.2 Future Work 

In this this section, a brief description of our proposed future work will be presented. 

Our proposed future work will carefully consider the design trade-offs constituted by Fig

ure 7.5, which illustrates the factors affecting the design of channel coding and modulation 

schemes [166]. 
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Figure 7.5: Factors affecting the design of channel coding and modulation schemes, © Hanzo et 

al. [166]. 

7.2.1 Generalised Turbo-Detected Sphere Packing Assisted Orthogonal 

Design 

In this thesis, we demonstrated that potential performance improvements may be attained, 

when performing iterative decoding and demapping between outer channel codes and an 

inner demapper defined by a multi-dimensional lattice, such as for example the D4 lat

tice. The techniques and procedures proposed in this thesis may be readily extended to 

sphere packing demappers characterised by higher-dimensional lattices, where the larger 

constellation size in the higher-dimensional space renders the mapping design more flex

ible. Multi-dimensional constellations had been shown to be beneficial in the design of 

trellis coded modulation as early as 1987 [79-82]. During the time of preparing this thesis, 

multi-dimensional labelling has been used for QPSK based bit-interleaved coded modula

tion employing iterative decoding for transmission over a single antenna [83,84]. Further 

improvements on multi-dimensional constellation labelling were proposed in [85-88]. More 

recently, multi-dimensional constellation labelling has been proposed for bit-interleaved 

space-time-coded modulation using iterative decoding [89], where the labelling of two 16-

QAM symbols was designed jointly and was optimised using the so-called reactive Tabu 
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search (RTS) of [90]. 

The orthogonal transmit diversity of Equation (2.26), which is reproduced here for 

convenience [150] 

(7.1) 

for k = 1, 2, ... , may be designed with the aid of the sphere packing lattice that has the 

best known MED in the 2(k + I)-dimensional real-valued Euclidean space ]R2(k+1) [124]. 

Table 7.5 outlines all known sphere packing lattices having upto D = 24 dimensions 

and exhibiting the best MED [165] that correspond to the orthogonal transmit diversity 

of Equation (7.1). As a further extension, the techniques proposed in this thesis and 

in [83-89] may be implemented for optimising the constellation labelling of the specific 

sphere packing lattices seen in Table 7.5. In the spirit of Figure 7.5, this implies designing 

high-rate schemes that achieve infinitesimally low BERs and are capable of providing 

near-capacity performance. 

7.2.2 Precoders Design for Short Interleaver Depths 

In Chapter 5, rate-l precoders were successfully employed for improving the iteration 

gain of three-stage iterative detection schemes. However, only rate-l precoders having 

a single shift register were considered in Chapter 5. Our future work will include the 

employment of rate-l precoders having several shift register stages, which will provide us 

with a higher degree of freedom in terms of the associated generator polynomials and the 

constraint length of the precoders. Additionally, precoders having arbitrary coding rates 

may be employed, while maintaining the overall system's throughput for the sake of further 

increasing the design space. The 3D EXIT charts of Section 5.3 will be used for the sake 

of finding optimum combinations of generator polynomials, the constraint length and the 

coding rate of the precoders. The ultimate aim of employing novel precoding techniques is 

that of improving the system's attainable performance, while maximising its throughput 

and minimising its delay, which are critical design trade-offs, as seen in Figure 7.5. For 

example, systems optimised for convergence thresholds close to their information-theoretic 

limits using the EXIT chart analysis only approach these predictions, when employing 

high interleaver depths, which imposes impractically long delays in certain applications. 
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Dimension Number of constellation 

k 2(k+l) Lattice points in first layer 

1 4 D4 24 

2 6 E6 72 

3 8 Es 240 

4 10 PlOc 372 

5 12 Kl2 756 

6 14 Al4 1422 

7 16 Al6 4320 

8 18 A lS 7398 

9 20 A 20 17400 

10 22 A22 49896 

11 24 A24 196560 

Table 7.5: Sphere packing lattices with the best known MED [165] corresponding to the orthog

onal transmit diversity of Equation (7.1). 

However, recently a novel design procedure has been proposed in [121, 122] for creating 

systems exhibiting beneficial decoding convergence after a fixed number of iterations. The 

design procedure is based on the observation that EXIT chart predictions are usually 

accurately satisfied for the first few iterations, regardless of the depth of the interleaver 

employed. This indicates that the design procedure of [121,122] would produce systems 

having high performance, while employing low interleaver depths. The multi-dimensional 

constellation labelling proposed in Section 7.2.1 and the design procedure of [121,122] may 

be jointly invoked for the sake of designing systems achieving an infinitesimally low BER, 

while imposing a practical delay. 

7.2.3 Improving the Coding Gain of V-BLAST Schemes 

STBCs [13-15] and STTCs [8] constitutes specific examples of MIMO transmit diver

sity schemes, where the signals transmitted from different antennas are jointly designed 

in space and time for the sake of minimising the attainable error rate, while sacrificing 
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the achievable multiplexing gain. There is another class of MIMO schemes that focuses 

on maximising the data rate with the aid of spatial multiplexing, where the individual 

antennas signals are transmitted independently. An example of this class is the spatial 

multiplexing scheme proposed by Foschini [24J, which is referred to as the vertical Bell 

Laboratories layered space-time (V-BLAST) scheme. In contrast to space-time codes, 

these schemes maximise the achievable throughput by sacrificing the attainable diversity 

gain. Our future work considers improving the coding gain of V-BLAST schemes, while 

maintaining their full multiplexing gain. The idea is to jointly design the complex symbols 

that are transmitted from all antennas at a particular time instant, so that they are repre

sented by a single phasor point selected from a sphere packing constellation corresponding 

to an n-dimensional real-valued lattice having the best known minimum Euclidean dis

tance in the n-dimensional real-valued space ]Rn, where n is twice the number of transmit 

antennas, i.e. n = 2· Nt. For example, systems having Nt = 4 transmit antennas may 

be designed using the lattice Es, which is defined as the sphere packing having the best 

minimum Euclidean distance in ]Rs [165J and shown in Table 7.5. The optimum detection 

method for the proposed scheme is maximum likelihood (ML) decoding where all legit

imate phasor points of the n-dimensional lattice are tentatively tested, in order to find 

the specific phasor point that minimises the Euclidean norm with respect to the received 

signal. However, the size of the signal space becomes excessive for large number of trans

mit antennas and for a high BPS throughput rendering exhaustive search impractical, if 

not impossible. However, detection methods based on zero-forcing (ZF) techniques, which 

invoke matrix inversion for the sake of finding the best estimate, may be employed. ZF 

techniques exhibit a low complexity, but they are less powerful when compared to ML 

detection. A detection method that provides a better compromise between complexity 

and accuracy was proposed in [24J and is known as nulling and cancelling combined with 

optimum ordering. A recently proposed detection method that has attracted consider

able attention is sphere decoding [25, 26], which attains similar performance to that of 

the excessive-complexity optimum ML detection at a significantly lower complexity. A 

reduced-complexity near-optimum detection method was proposed in [188J. Careful de

sign of the legitimate constellation points from the n-dimensional real-valued lattice is 

expected to further decrease the decoding complexity imposed. 



Appendix A
Gray and Anti-Gray Mapping

Schemes for Sphere Packing

Modulation of Size L = 16

In this appendix, Gray mapping and the 10 different Anti-Gray mapping schemes intro-

duced in Chapter 3 for STBC-SP signals of size L = 16 are described in detail. More

specifically, for all mapping schemes, constellation points of the lattice D4 are given for

each integer index I = 0 , 1 , . . . , 15. Observe that all mapping schemes use the same 16

constellation points, which were optimised in Section 2.4.3 and Example 2.4.2. The nor-

malisation factor of these constellation points is •>/ r?L = 1 as described in Equation
^ V ^total ^

(2.62). The constellation points corresponding to each mapping scheme are given in Ta-

bles A.I to A.11.

232
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Points from D4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 -1 -1 0 0 8 -1 0 0 -1 

1 0 -1 -1 0 9 0 0 -1 -1 

2 0 -1 +1 0 10 0 0 +1 -1 

3 +1 -1 0 0 11 +1 0 0 -1 

4 -1 0 0 +1 12 -1 +1 0 0 

5 0 0 -1 +1 13 0 +1 -1 0 

6 0 0 +1 +1 14 0 +1 +1 0 

7 +1 0 0 +1 15 +1 +1 0 0 

Table A.1: Gray Mapping. 

Points from D4 Points from D 4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 +1 -1 0 0 8 -1 0 0 -1 

1 0 -1 -1 0 9 0 0 -1 -1 

2 0 -1 +1 0 10 0 0 +1 -1 

3 -1 -1 0 0 11 +1 0 0 -1 

4 -1 0 0 +1 12 -1 +1 0 0 

5 0 0 -1 +1 13 0 +1 -1 0 

6 0 0 +1 +1 14 0 +1 +1 0 

7 +1 0 0 +1 15 +1 +1 0 0 

Table A.2: Anti-Gray Mapping (AGM-l). 
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Points from D4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 +1 +1 0 0 8 -1 0 0 -1 

1 0 -1 -1 0 9 0 0 -1 -1 

2 0 -1 +1 0 10 0 0 +1 -1 

3 +1 -1 0 0 11 +1 0 0 -1 

4 -1 0 0 +1 12 -1 +1 0 0 

5 0 0 -1 +1 13 0 +1 -1 0 

6 0 0 +1 +1 14 0 +1 +1 0 

7 +1 0 0 +1 15 -1 -1 0 0 

Table A.3: Anti-Gray Mapping (AGM-2). 

Points from D4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 +1 0 0 -1 8 0 -1 -1 0 

1 +1 0 0 +1 9 0 0 -1 +1 

2 -1 0 0 -1 10 -1 -1 0 0 

3 0 0 +1 +1 11 -1 0 0 +1 

4 0 -1 +1 0 12 0 0 -1 -1 

5 +1 -1 0 0 13 0 +1 -1 0 

6 0 0 +1 -1 14 +1 +1 0 0 

7 0 +1 +1 0 15 -1 +1 0 0 

Table A.4: Anti-Gray Mapping (AGM-3). 
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Points from D 4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 0 0 -1 +1 8 +1 -1 0 0 

1 0 0 -1 -1 9 0 0 +1 -1 

2 -1 +1 0 0 10 -1 0 0 +1 

3 -1 0 0 -1 11 -1 -1 0 0 

4 +1 0 0 +1 12 0 -1 -1 0 

5 +1 +1 0 0 13 +1 0 0 -1 

6 0 +1 -1 0 14 0 -1 +1 0 

7 0 +1 +1 0 15 0 0 +1 +1 

Table A.5: Anti-Gray Mapping (AGM-4). 

Points from D4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 0 +1 +1 0 8 -1 0 0 +1 

1 0 0 +1 -1 9 -1 -1 0 0 

2 -1 0 0 -1 10 0 0 -1 +1 

3 -1 +1 0 0 11 0 -1 -1 0 

4 0 -1 +1 0 12 +1 -1 0 0 

5 +1 +1 0 0 13 0 0 -1 -1 

6 0 0 +1 +1 14 +1 0 0 +1 

7 +1 0 0 -1 15 0 +1 -1 0 

Table A.6: Anti-Gray Mapping (AGM-5). 
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Points from D4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 -1 0 0 +1 8 0 0 +1 +1 

1 0 -1 -1 0 9 -1 0 0 -1 

2 0 0 +1 -1 10 0 -1 +1 0 

3 0 +1 -1 0 11 0 +1 +1 0 

4 0 0 -1 +1 12 -1 -1 0 0 

5 +1 -1 0 0 13 -1 +1 0 0 

6 +1 +1 0 0 14 +1 0 0 +1 

7 +1 0 0 -1 15 0 0 -1 -1 

Table A.7: Anti-Gray Mapping (AGM-6) 

Points from D4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 -1 -1 0 0 8 0 0 -1 -1 

1 -1 +1 0 0 9 0 0 -1 +1 

2 +1 -1 0 0 10 0 0 +1 -1 

3 +1 +1 0 0 11 0 0 +1 +1 

4 0 -1 -1 0 12 -1 0 0 -1 

5 0 -1 +1 0 13 -1 0 0 +1 

6 0 +1 -1 0 14 +1 0 0 -1 

7 0 +1 +1 0 15 +1 0 0 +1 

Table A.S: Anti-Gray Mapping (AGM-7). 



APPENDIX A. MAPPING SCHEMES FOR SPHERE PACKING OF SIZE L = 16 237 

Points from D4 Points from D 4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 0 -1 -1 0 8 0 +1 +1 0 

1 -1 -1 0 0 9 +1 +1 0 0 

2 -1 0 0 -1 10 +1 0 0 +1 

3 0 0 -1 -1 11 0 0 +1 +1 

4 0 -1 +1 0 12 0 +1 -1 0 

5 -1 +1 0 0 13 +1 -1 0 0 

6 -1 0 0 +1 14 +1 0 0 -1 

7 0 0 -1 +1 15 0 0 +1 -1 

Table A.9: Anti-Gray Mapping (AGM-8). 

Points from D4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 +1 +1 0 0 8 0 +1 -1 0 

1 +1 0 0 -1 9 0 0 +1 +1 

2 +1 0 0 +1 10 0 0 +1 -1 

3 -1 +1 0 0 11 0 -1 -1 0 

4 0 +1 +1 0 12 +1 -1 0 0 

5 0 0 -1 +1 13 -1 0 0 -1 

6 0 0 -1 -1 14 -1 0 0 +1 

7 0 -1 +1 0 15 -1 -1 0 0 

Table A.IO: Anti-Gray Mapping (AGM-9). 
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Points from D4 Points from D4 

Integer Index al a2 a3 a4 Integer Index al a2 a3 a4 

0 -1 -1 0 0 8 0 +1 -1 0 

1 +1 0 0 -1 9 0 0 +1 +1 

2 +1 0 0 +1 10 0 0 +1 -1 

3 -1 +1 0 0 11 0 -1 -1 0 

4 0 +1 +1 0 12 +1 -1 0 0 

5 0 0 -1 +1 13 -1 0 0 -1 

6 0 0 -1 -1 14 -1 0 0 +1 

7 0 -1 +1 0 15 +1 +1 0 0 

Table A.ll: Anti-Gray Mapping (AGM-IO). 



Appendix B
EXIT Charts of Various Bit-Based

Turbo-Detected STBC-SP Schemes

In this appendix, we present the EXIT charts of various bit-based turbo-detected STBC-SP

schemes employing all the mapping schemes described in Appendix A in combination with

recursive systematic convolutional (RSC) codes and binary LDPC codes, when communi-

cating over a sphere-packing symbol invariant (SPSI) correlated Rayleigh fading channel

having a normalised Doppler frequency of ff> = 0.1.

B.I EXIT Charts of RSC-Coded STBC-SP Schemes

We present EXIT charts of the RSC-Coded STBC-SP Scheme shown in Figure 3.1, when

using a single receive antenna and employing 1/2-rate RSC codes having the parameters

outlined in Table B.I, where Gr is the recursive polynomial. Furthermore, IA.M and IEM

were defined in Section 3.4.1, while IAD and IED were defined in Section 3.4.2.

Code Number

RSC-1

RSC-2

RSC-3

RSC-4

RSC-5

RSC-6

RSC-7

Constraint Length

3

4

5

6

7

8

9

Generator Polynomials

(in octals)

Gr

05

15

35

53

133

247

561

G

07

17

23

75

171

371

753

Table B.I: RSC codes parameters
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B.1.l 

RSC-l Coded 

STBC-SP Schemes 

EXIT Chart, STBC-SR L=16, (2Tx,IRx) 

J.() r-----~------_, 

- AGM-2 
LOdB -> IO.OdB, 
.step ofO.5dB 

-.---- RSC-J 

().I~)':.iI--::-il,=-' --,-,,---,o"",'--'-o=-, -..:-'\.O 

I!~ hl.'\.'omc,~ 1,\., 

EX/Tehan, STBC-Sp, L:::16, (2Tx,IRx) 

~«J.(i 

~ 
""',,0.4 
..!f 

- AGM-5 
LOdB .> W.OdB, 
.step of O.5dB 

------ RSC·J 
D.D '-------------' 

().() 02 0'1 0.6 U.S 10 
iEnhccomcs 1,\ .. 

EXIT Chart, STBC-SR L= 16, (2Tx, 1 Rx) 

LOdB -> J(l.OdB, 
.step of O.5dB 

------ RSC·J 
0.0'-------------' 

00 0.2 0.4 06 n.s J.O 
!l~) hCCllmc.~ 1,\" 

EXIT Charl, STBC-SP, L=16, (2Tx, tRx) 

1.0r----~------__, 

o·'.B 
.5 0.6 

~ 
8 
~04 .-•••••••• 

II,' 

"

l········ ~ Gray Mapping 
LOdB -> JO.OdB, 
!'iter of O.5dB 

------ RSC-J 

().(~)':.o--:-o.=-, -=-o~.4:---::u.,..'--,-{).8;:---:-'LO 
lE"hecomcsl" .. 

EXIT Chart, STBG·SP, L=16, (2Tx, IRx) 

AGM-3 
LOdB -> JIl.(}dB, 
step ofO.5dB 

------ RSC-J 

().(~)':.0--::-().2;:----:,~).4----:0"c' --0.8:-----" 0 
iE"hcClllllcsi,\., 

EXIT Chari, STBC-SP, L=16, (2Tx, tRx) 

- AGM-6 
LOdB -> to.OdB, 
step ofO.5dB 

------ RSC-l 

0.2 0.4 (Hi OJI 
ll",hccomcs iA" 

EX/Tehart, STBC·SP, L=16, (2Tx,IRx) 

I.D 

).O,----------=::::J 

~o.r. 
E 
8 
)04 

- AGM-9 

o2,l LOdB .> JO.OdB, 

.step OfO~5dB 
...... RSC·l 

o.o'-------~ 
O.{) 0.2 (14 Oli (1.8 1.0 

II~, hecomes 1,\" 

EXIT Chart, STBC-SP, L=16, (2Tx,1Rx) 
Ul,-----___ -_---, 

"' •• ::O.li 

i 
~_~O.4 r-- . ......... 

..-
0.2:' 

- AGM-l 
l.OdB -> lO.OdB, 
step of O.SdB 

...... RSC-l 

O·(~I';:-.O--::-0.::-2-~",.-' --O~.6---:""'---:'1.(j 
'""hecomes IA" 

EXIT Chart, STBC-SR L=16, (2Tx,IRx) 

.... 
0.2/ 

- AGM-4 
l.OdB -> IO.OdB, 
step of O.SdB 

...... RSC·J 

O.l;)':,,---:,,".,--:,,"c.4 --'-(l.(=-;, --'0c:.,---c1.0 
IEohecomcs I" .. 

EXIT Chart, STBC,SR L=16, (2Tx, lRx) 

- AGM·7 
l.OdB .> W.OdB, 
step of O.SdB 

...... RSC·l 
(j.O '----~-----::----,' 

D.O 02 0.4 D.C, 0.8 I.n 
IE,:,hec()]l1c,'iI"" 

EXIT Chart, STBC·SR L=16, (2Tx, lRx) 

step ofO.SdB 
...... RSC·J 

0.0 '--------------' 
(J.O 0.2 0.4 n.1i O.S J.U 

IEuhecomes I"" 
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B.1.2 

RSC-2 Coded 

STBC-SP Schemes 

EXIT Chan, STBC·SP. L=16, (2Tx,IRx) 

IO~ 
().8~ 

- AGM-2 
1.0dB .> 1O.0dB, 
step of 0.5dB 

..•.•• RSC-2 

(J.(hL.0---:-O.2~---C':"c'4--::0'C'---::-OH:----:'1.() 
iE" hecomes 1,\., 

EX/Tehart, STBG·SF, L=16, (2Tx,lRx) 

jon 

J 
,,0.4 

- AGM-S 
1.0dB -> 1O.0dB. 
step of 0.5dB 

...... RSC·2 

O.:!. n.4 OJ; 0.8 
1[;" hecomes IA .. 

EX/Tehan, STBC-SP, L=16, (2Tx, tRx) 

1.0 

\.()[=::;;;;~~iiii 

AGM·H 
1.0dB .> IO.OdB. 
step ofO.5dB 

...... RSC-2 
().o'-----------~ 

O() O.:!. 0,1 0.6 D.S 1.0 
i,,,,hecomes 1,\" 

EXITCharl, STBC-S?, L=16, (2Tx, tRx) 

10ilii O.!I 

{(J.n 

~",'.().4 ••••• 
- / ••••••••••••• - Gray Mopping 

0.' : 1.0dB -> 1O.0dB, 
step ofO.SdB 

...... RSC-2 
().(}'----~------~ 

0.0 n.:!. 0.4 0.6 D.S 1.0 
lEo hecomes IA" 

EXIT Chan, STBC·SP. L=16, (2Tx,IRx) 

- AGM-3 
1.0dB -> 1O.0dB, 
step of O.SJB 

...... RSC·2 

().Ii)LO--CCO~' --':"c)A:-----,O"".6---::-0""' --:-"1.'0 

IEnhccomc,I,\ .. 

EXIT Charl, STBG-SF, L=16. (2Tx, 1Rx) 

- AGM-6 
1.0dB .> 1O.0dB, 
step orO.SdB 

...... RSC-2 
O.IJ '--,---~------~ 

(J.n 0.2 0.4 00 0.11 1.0 
i,:.,hecomesl,\ .. 

EXIT Chan, STBC·SP. L=16, (2Tx,IRx) 

'0 [:::~;;;~iiiiiiiil 

- AGM-9 
1.0dB -> 1O.0dB. 
step of O.SuB 

...... RSC-2 
(J.O '----~-------' 

00 D.:! 04 0.6 DB l,n 
Ii'~, becomc.' IA" 

EXIT Chart, STBC·SP. L=16, (2Tx,IRx) 
l.(),-----~_~-~_-, 

f 0.' •• 
:: 0.0 

~ -
8 :J O.4 •••••• 

o'r/······ - ~~~-.~ 100dB, 
.- step of O.SdB 

0.0.'::--=--'-,,"",,"-' _R_S-,;C:-.2_-:::;_--:,. 
{J.n 0.2 U.4 U.O O.S I.U 

Ir",occomcs IA" 

EXIT Chart, STBC·SP' L=16, (2Tx, lRx) 

l.°iiiiiiiIJ 

- AGM-4 
l.OdB -> 1O.0dB, 
step of O. SdB 

...... RSC·2 

(Ub'::-.o---Co.-=-,--co""" ---::-n.o:---'o"'.,--:'I.·o 
110., becomes 1,\" 

EXIT Chan, STBC·SP. L=16, (2Tx, lRx) 

:' 
0.2 : 

- AGM-7 
l.OdB -> IO.OdB, 
step of O.5dB 

...... RSC-2 

().lb
L
.o--'o"C.,--O-.4-"'--o.:-, --0::':.',----:'1.0· 

Ir",hcconlcS I"" 

EXIT Chart, STBC-SP. L:16, (2Tx, lRx) 

step of O.5dB 
...... RSC-2 

OJ) '--------0:--:--:-----:' 
()O 0.2 0.4 (Hi O.S J.U 

lEo becomcs I",,,, 
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B.1.3 

RSC-3 Coded 

STBC-SP Schemes 

EX/TChan, STBC-SP, L=16, (2Tx,IRx) IOiiijjjj 
~ 

:;0.6 

~ 
~ 

..c"O.4 

.: 

0.2 

- AGM-2 
l.OdB -> lO.OdB, 
step of O.SdB 

------ RSC-3 
O.lhL..o----o."", --1~)4--0~.6-~0""' _-,J\.() 

lEI) becomc.~ 1,\ .. 

EX/Tehan, STBG-SP. L=16, (2Tx,lRx) 

:;0.6 

~ 
8 
~t()A 

0.2 

- AGM-5 
l.OdB -> IO.OdB, 
step of O.SdB 

,.--,. RSC-3 
no '--------------' 

02 

OJ) n.:!. 0.4 Oti o,!! I.n 
IIJ" hccomc~ IA" 

EXITChaft, STBG·SP, L=16, (2Tx, 1Rx) 

- AGM-8 
l.OdB -> 1Il.0dB, 
step ofO.5dB 

,.,.,. RSC-3 
u·(;j'c,,-___ O . .,=-_ --:I:':,'-----::0'cc6----{).H~---'1.0 

Ir~) bccomc.~ I"" 

EX/T Chan, STBC-SP, L=16, (2Tx,IRx) 

1.0,-----------, 

'l'lIlI -' ~ {Hi 

]~()A ........ . 
- /......... - Gray Mapping 

0.2 l.OdB -> 1Il.0dB, 
step of Q.5dB 

,.,.,. RSC-3 
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ir", becomes I" .. 

EX/TChan, STBC-SP, L=16, (2Tx,IRx) 

'''iiiiiiii 

O.:!. 
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l.OdB -> IO.OdB, 
step ofO.5dB 

,.,.,. RSC-3 

O.!hL."----{).2c--I~)'----0.-,, --0 ' ___ ---",0 

0.2 

11:ohccomcs!" .. 

EX/T Chan, STBC-Sp, L= 16, (2Tx, 1 Rx) 

- AGM-6 
l.OdB -> IO.OdB, 
step of O.5JB 

,.,.,. RSC-3 
O.U '-__________ -,J 

n.:!. 

0.0 n.:!. 0.4 n.n O.R 1.0 
II~) bccmncs 1,\" 

EX/TChan, STBC-SP, L=16, (2Tx,/Rx) 

- AGM-9 
l.OdB -> IO.OdB, 
step ofO.5dB 
RSC-3 

(J.(\)L,,----O.2------I:':).4----::"'-:, ----U,H-----:'I.() 

I!~l hecomes I"" 

EX/T Charl, STBC-SP, L=16, (2Tx,IRx) 

1.0,-----------__. 
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..... "" 

D.:! 

:' - AGM-l 
l.OdB -> W.OdB, 
step ofO.5dB 

------ RSC-3 
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1,'0 hecomcs IA" 

EXIT Charl, STBC-SP, L~16, (2Tx, IRx) 

l.0iiiijjjjl 
J
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I ::lD,4 

D.2 
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l.OdB -> lO.OdB, 
step of O.5dB 

------ RSC-3 
(}.I~)L.O---::,,-::.2--""'-:.4----D.fi:----I;:").8:-----CJ.() 

i r", hecomes IA" 

0.2 

EXIT Chart, STBG·SF. L=16, (2Tx, IRx) 

- AGM-7 
l.OdB -> W.OdB. 
step ofO.5dB 

------ RSC-3 
0.1)'---___ ----, __ -::-:-_-::-:_---:' 

DO 0.2 0.4 OJj O.S \.0 
Ir~) hecomes 1,\" 

EXIT Charl, STBC-SP, L=16, (2Tx,IRx) l.O ,-------~___:==iiiiiii 

0.2 

AGM-lO 
l.OdB -> lO.OdB. 
step of O.5dB 

------ RSC-3 (J.O '-________ ~ ___ --c' 

{l.O 0.2 04 OJ, OS I.D 
II~, hec(Jmes IA" 
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B.1.4 

RSC-4 Coded 

STBC-SP Schemes 

O.:! 

EXIT Chart, STBC-SP, L=16, (2Tx, fRx) 

- AGM-2 
I.OdB -> IO.OdB, 
step of O.SdB 
RSC-4 

{l.{~)LO---CO-:-' --'-)Ac--,-O'c,--c"oc-, --c'I.O 

I!~, becomes 1,\" 

02 

EXIT Chart, STBC-Sp, L=16, (2Tx.IRxJ 

- AGM-S 
I.OdB -> IO.OdB. 
step oCO.SdB 

------ RSC-4 
no '-----~-------' 

00 O} 04 06 OK 1.0 
il",bccomcs 1,\., 

EXIT Charl, STBC-SP, L=16. (2Tx,IRx) 

- AGM-R 
I.OdB -> W.OdB, 
step ofO.5dB 

------ RSC-4 
00 '-------------' 
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LO,-----------, 
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step of O.5dB 
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EXIT Charl, STBC-SP, L=16, (2Tx,IRx) 
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I.OdB -> IO.OdB, 
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step of O.5dB 
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1.0,------------, 
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I.OdB -> IO.OdB, 
step of O.SdB 
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B.1.5 

RSC-5 Coded 

STBC-SP Schemes 

n.:! 

EXIT Chan. STBC·S~ L=16, (2Tx,IRx) 

AGM-2 
LOdB -> JQ,OdB, 
step of O.5dB 

-----. RSC-5 
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EXIT Chart, STBG-SF, L=16, (2Tx,1Rx) 
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L()~-----------, 
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step of O.5dB 
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IU 

1.0,-------------, 
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- AGM-3 
LOdB -> JQ,OdB. 
step of O.5dB 
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o.uL------------' 
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EXIT Chart, STBG-S? L=16, (2Tx, 1Rx) 
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EXIT Gharl, STBG-SF, L=16, (2Tx,IRx) 

0.2 

- AGM-9 
LOdB -> IO,OdB, 
slop of O,5dB 

------ RSC-5 

l.() 
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EXIT Chart, STBC-S~ L=16, (2Tx, IRx) 
).u

liii OJI 
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::10.4 ........ . 
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()(~)LU--::-U,:-2--U-.4--{}.6------:U:':,'--::'1.O 

II", hccomc~ I"" 
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n.n '-------------,-----:' 
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10,----------= 

~ 
:;0.6 
§ 
§ 
.c"O.4 
...:f 

- AGM-IO 
LOdB -> IO,OdB. 
step ofO.5dB 

------ RSC-5 

U) 

O.Q)L,O-----O,-=-2-----0-=-"---::O.6:-----':":},,:---:'l.O 

IF-nhccomcsill., 
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B.1.6 

RSC-6 Coded 

STBC-SP Schemes 

EX/Tehart, STBG-S?, L=16, (2Tx,lRx) 

1.{) ~------~----, 

"TI 0.fi 

g 
)04 

D.::! 

- AGM-2 
l.OdB -> IO.OdB, 
step of 0.SU8 

------ RSC-6 

D.:!. ()4 O.r, OR 

Ir~l hecomes I"", 

EXIT Chart, STBC-SP, L=16, (2Tx, tRx) 

- AGM-S 
l.OdB -> lO.OdB, 
step ofO.5dB 
RSC-6 

\.Il 

n.D '----~-------' 

n.:! 

00 D.:! 0.4 n.n OJ! JO 
iJ;"hccomcsi,\" 

EXITGharl. STBG-SI', L=16. (2Tx.IRx) 

l.OdB -> IO.OdB. 
step of O.SdB 

---,-. RSC-6 

().{~)L.O---'-O.:-' --'::-'.4:----,0:-0'---,-0.:-' ---C\.o 
IJ~) hecomes 1,\., 

EXIT Gharl. STBG-SI', L= 16. (2Tx. 1 Rx) 

, O,-------~-----, 

''' •• :.f O.6 

~ ~().4 ,.. ••••••• --_ •••••• 

- Gray Mapping 

n.:! l.OdB -> lO.OdB, 
Slep ofO.SdB 

.. -.-- RSC-6 

()(~)L.O---'-O.:-' --'::-'.4:--,0:-0.'---,-0.:-' ---c1.0 
ir",bccomcsl"., 

EXIT Gharl. STBG-SIC L=16. (2Tx.IRx) 

I.°iiiiiiii 

n.:! 

- AGM-3 
l.OdB -> lO.OdB. 
step of O.SdB 

---- .. RSC-6 
0.0 '--.,-:--~,---------' 

{),O o.::! 0.4 (l,6 OJl I (J 

n.:! 

lEu becomes 1,\., 

EXIT Chart, STBG-S?, L=16, (2Tx,1Rx) 

- AGM-6 
l.OdB -> lO.OdB. 
'step of O.SdB 

-- .... RSC-6 
0.0'-__________ -' 

00 D.:! 0.4 Of:. OR J.n 
11~1 hccomc~ 1,\ .. 

EXITGharl. STBG-SI', L=16. (2Tx.IRx) 

1.0 [:::~;;~iiiiil 

n,} 

- AGM-9 
l.OdB -> IO.OdB. 
step of O.5dB 

------ RSC-6 

OJhL.o---'-o.:-, --,::-'.':----,0..,'-,---0:-' ---;'1.'0 

1E"hecomcsI,\", 

EXIT Chart. STaG-S?, L=16, (2Tx, tRx) 

I.U,------~ __ ~_~_---, 
D.' •• -;,.i(Lli-

~ 
.E:;-O.4 -; ••••••• --

...::' ... 
-AGM-l 

O.:! l.OdB -> lO.OdB, 
step ofO.5dB 

---- .. RSC-6 

O·(LL.O--::O.:-, ---::-0.-4 -~().(j'------'o:-O.'----,'1.0 
Ir'o h[!com~s 1,\" 

n.:! 

EXfT Chart. STBC-S?, L=16, (2Tx, tRx) 

- AGM-4 
l.OdB -> lO.OdB. 
step of O.SdB 

-..... RSC-6 

O.q)L.O--::O . .,:-_ -'---0.-4 --'~I.,,------:o:-o.,----,'l.(} 
Ir~, hecomes 1,\" 

0.2 

EXIT Chan, STBC-S?' L=16. (2Tx, tRx) 

- AGM-7 
l.OdB -> lO.OdB, 
step of O.SdB 

------ RSC-6 
(J.n '-----::----~----,' 

0.0 0.2 0.4 0.6 n.B I,D 
lEn hecomes 1,\ .. 

EXIT Charlo STBG-SI', L=16. (2Tx.IRx) 

s,ep of O.SdB 
------ RSC-6 o.n'-____ ~ ___ ~_.......J 

n.n 0.2 0.4 0.6 0.8 !.O 
lEo hccomc~ 1,\" 
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B.1.7 

RSC-7 Coded 

STBC-SP Schemes 

EXIT Chan, STBC-S?, L=16, (2Tx.1Rx) 

],O~~ 
08~ 

·"{oon 

J 
..l0.4 

OJ. 

- AGM-2 
J.OdB -> 1O.0dB, 
step of O,5dB 

-----. RSC-7 
o.o'--------------.J 

0.2 

(J.n [)2 [).;! n.r. n.R 
II~, becomes IA" 

EXITCharl, STBG-S?, L=16, (2Tx, tRx) 

- AGM-5 
J.OdB -> IO.OdB, 
step ofO.5dB 

------ RSC-7 

].0 

O.!\I.
L
"--'''L2:-----:0:':.4----:".-:-, --'-:-'.8:----,-'LO 

IF~) hecomes 11\ ... 

n.::! 

EX/Tehart, STBC-S?, L=16, (2Tx,IRx) 

J.OdB -> 1O.0dB, 
step of 0.5dB 

------ RSC-7 
(J.n L--c-:-----:----:---:-----:' 

(j.n D.::! ()Ij 06 Oil I.n 
II", hCCUillCS 1"., 

EXIT Chart, STBC-Sp, L=16, (2Tx,1Rx) 

I.Or-------------, 

O'8~ 
:O"~ 
~_! ... ,.".4 .. -~ , ......... . 

n.::! 

- Gray Mapping 
J.OdB -> 1O.0dB, 
step of 0.5uB 

------ RSC-7 
O.<~)L,,--O.-' --,~,.4c---O-'--O.-8 ---.J!.o 

IE" becomes I"., 

EXIT Chart, STBC-Sp, L=16, (2Tx,1Rx) ]'Oiiiiiil 
~ i 0.6 

~ 
..c"OA " -

OJ. 

- AGM-3 
J.OdB -> 1O.0dB, 
step of O.SdB 

------ RSC-7 
n.O '---------------' 

'''{Ofi 
~ 
d°.4 

n.::! 

()() (),} 0.4 Ofi (l.1I 
ir",hccmncs 1,\., 

EXIT Chart, STBC-SP, L=16, (2Tx,1Rx) 

- AGM-6 
J.OdB -> 1O.0dB, 
step 0[0.5d8 

------ RSC-7 

'0 

Olb
L
.o----:O.2:-:-'-:-'.4:--:0:':.,----c:O.:C', ---:'1.0 

ll",hccumcsl" .. 

ri° ti 

J 
%(l.4 

..: 

n.:! 

EXIT Chart, STBC-SP, L=16, (2Tx,1Rx) 

- AGM-9 
1.0dB -> 1O.0dB. 
step of O.SdB 

------ RSC-7 
o (LL,,--'CC).2:----:"-4--0-'--O.R:------,"1.0 

il",heeomesl,\ .. 

EXIT Chart, STBC-SP, L=16, (2Tx,1Rx) 

(l.R LOIiill 

~ 10

"1-

..0:>:0'1 •• •••• 

...!:' .. 

0.2 

-AGM-l 
l.OdB -> 1O.OdB, 
step of O.5dB 

------ RSC-7 
O·(hL.0----.,.0 . .,.2--0.~4--U.'--U~."----,JLU 

l.,.,hecomes 1,\" 

o.:! 

EXIT Chart, STaG·SF, L=16, (2Tx,1Rx) 

- AGM-4 
l.OdB -> lO.OdB, 
step of O.5dB 

---'-- RSC-7 
O.(h".o--::o':;-.,-----;:O:':.,----c:O.,-, -CC';';I8:---:-'\.O 

11~1 heeomes 1,\ .. 

EXIT Charl, STaG·SF, L=16, (2Tx,1Rx) 

··{o.n 

J 
:r 0 .4 

0.2 

- AGM-7 
l.OdB -> 1O.OdB, 
step of O.5dB 

------ RSC-7 
O.{~).LO----.,.O.-:-2---;:0.-:-4----.,.O.6;-----:':-::,8----:-'L·U 

II~) hecomes i,\", 

0.2 

EXIT Chari, STaG·SF, L=16, (2Tx, IRx) 

- AGM-lO 
l.OdB -> lO.OdB, 
step of O.5c..1B 

------ RSC-7 

O.lLLO--C0"'".2---,0":'.4----.,.0.:-" --'::-:L':-~1.{) 
Ir", hecmncs IA" 
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B.2 EXIT Charts of LDPC-Coded STBC-SP Schemes 

This section provides the EXIT charts for the binary LDPC-coded STBC-SP schemes 

of Figure 3.2, when using a single receive antenna and employing 1/2-rate binary LDPC 

codes having the parameters outlined in Table B.2. Furthermore, lAM and IEM were 

defined in Section 3.4.1, while lAD and lED were defined in Section 3.4.2. 

Code Number Column Weight Number of Internal LDPC Iterations 

Bin-LDPC-1 2.5 1 

Bin-LDPC-2 2.5 2 

Bin-LDPC-3 2.5 3 

Bin-LDPC-4 2.5 4 

Bin-LDPC-5 2.5 5 

Bin-LDPC-10 2.5 10 

Bin-LDPC-20 2.5 20 

Table B.2: Binary LDPC codes parameters 



APPENDIX B. EXIT CHARTS OF BIT-BASED STBC-SP SCHEMES 

B.2.l 

Bin-LDPC-l Coded 

STBC-SP Schemes 

EXIT Chan, STBC·SP. L=16, (2Tx, IRx) 'Oliillill 
-{'Of) 
§ 
:]0.4 / 

/ - AGM·2 

D.Z' l.OdB .> 1O.0dB. 
step of O.5dB 

...... Bin·LOPe·! 
() ({)L.O--::-O.:-, --':-"':--:0":'.'--::-0."', --:', 0 

il",occnmcs lAM 

0.2: 

EX/Tehart, STBC-SP, L=16, (2Tx, 1Rx) 

- AGM·5 
l.OdB .> IO.odB. 
Slep 0[0.5dB 

...... Bin·LOPe·! 
{J.(hL.O---'-O.2:--:0~4---:CO"c'--O.':----'" 0 

If:" hcc()mc~ 1,\" 

n,:!: 

EX/Tehan, STBe·s?, L=16. (2Tx, tRx) 

l.OdB -> 1O.0dB. 
step ofO.5dB 

_ .. _ .. Bio-LOpe-! 

().<~)L.O--O.-' --'~'4--:0-'--0.-8 -....JI-O 

In" becomes 1,\" 

EXIT Chan. STBC·SP. L=16, (2Tx,IRx) 

O.R •••• 

~ 

'Oill 
10

., 

~~().4 ... /' 

/' 
0.2' 

- Gray Mapping 
1.0dB -> 1O.0dB. 
step of O.5dB 

...... Bin-LOPe-! 
00 L-__________ -' 

(J,n n.:! 04 n.ti {J.B 1.0 
I""he<.:omcs iA", 

EXIT Chan, STBC-SP. L= 16, (2Tx, 1 Rx) 

'Oiiiiiiij 

- AGM-3 
l.OdB -> 1O.0dB. 
step ofO.5dB 

...... Bin-LOPe·J 
{) (hL.o--:-o.:-, -:-,~, ,,:--:o""--:(U=-I--Cl.O 

i""hcCOIllcsl,\" 

n,2: 

EXIT Chart, STBC-Sp, L=16, (2Tx,1Rx) 

- AGM-6 
l.OdB -> 1O.0dB. 
step of O.5dB 
Bin-LOPe-! 

(HLL.
O
--:-

O
.:-, --'-).'I:--o~.,--o.:-, -....JI.O 

II'uhccomcs 1,\" 

{),2: 

EX/Tehart, STBe-S?, L=16, (2Tx, 1Rx) 

- AGM-9 
l.OdB -> 1O.0dB. 
step of O.5dB 

.. _ ... Bin-LOPe-J 
o.oL------_____ ....J 

00 n.:! 0,4 0.6 n.S 1.0 
1[:" become.Ii 1,\ .. 

EXIT Chart, STBC·SP. L=16, (2Tx, IRx) 

D,R 

10

111 i (J,n 

] 
-",0.4 i'/ 

-AGM-! 
0,2 : 1.0dB -> 1O.0dB. 

step of D.StlB 
--_ ... Bin-LOPe·! 

O.!h'::.o--::o.-:::,--o"."c, --'~'.6;-, --'0::0.'--;'1.0 
IEnhccomcslA .. 

n.:!: 

EXIT Chart, STBC·SP. L=16. (2Tx,IRx) 

- AGM-4 
1.0dB -> 1O.0dB. 
step o[0.5dB 

_ ..... Bin-LOPe·! 

0.2 ().4 n,1l {l.1I 1.0 
Ir",hccomc~ 1,\., 

EXIT Chart, STBC·SP. L=16, (2Tx. IRx) 

- AGM-7 
1.0dB -> 1O.0dB. 
step of D.SuB 

------ Bin-LOPe-J 
()·(hL.O--'-0.-'--::O."c4-~()'(:-i--"~"----'"\,() 

I,;., bCCOlllCq 1,\., 

n.:! 

EXIT Chart, STBC-SP. L=16, (2Tx,IRx) 

! ,OdB -> 1O.0dB. 
step of O.5dB 

-- .... Bin-LOPe-! 
n.n '---::--:----~:--:' 

n.n n.:! 0.4 0.6 n.1I I.n 
IE"hccomc,IA., 
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B.2.2 

Bin-LDPC-2 Coded 

STBC-SP Schemes 

EXIT Chart, STBG-SF, L=16, (2Tx, lAx) 

- AGM-2 
LOdB -> IO.OdB. 
step of O.5dB 

------ Bin-LDPC-2 
0.0 L.. ___ ~ ______ ....J 

O.U n.:! 04 D.n O,H \.0 
i!:"nccumr.:si" .. 

EX/Tef/art, STBC-SP, L=16, (2Tx,IRx) 

- AGM-5 
LOdB -> IO.OdB. 
step of O.5dB 

---- .. Bin-LDPC-2 

O.!{)L.O----::-O.2:----c':":).4----::0";-.,----:cO.S:-----cW 
II:" becomes 1,\ .. 

EXIT Chan. STBC-SP, L= 16. (2Tx. I Rx) 

~ 0.6 

§ 
,:}04 

D.::!' LOdB -> IO.OdS. 
step of 0.5d8 

------ Bin-LDPC-2 
D.n L..---~----::"c----....J 

OJ) D.:! OA 0.0 OJ! ! () 
ir;"hccomcs 1,\" 

EXIT Chart, STBG-S? L=16, (2Tx,1Rx) 

- Gray Mapping 
LOdB -> IO.OdB. 
step ofO.5dB 

-.--.- Bin-LDPC-2 n.n '--___ ~ ______ ....J 

n.D 0.2 0.4 n.n (UI !.() 
I,;" hecomes 1,\" 

EXIT Chan, STBC-SP, L=16, (2Tx,IRx) 

).°iiiiiiil 
"i1(J.(; 

!'O.4 
~ /" 

/ 
0.2' 

- AGM-3 
LOdB -> IO.OdB, 
step ofO.5dB 

.--.-- Bin-LDPC-2 

O·(h·'::.o----::-O~, --'::-)4:-----,OCC.'----::-0.:-, ---:"1.0 
J!;p becomes I"., 

n.:!: 

EXIT Chart, STBG-Sp, L=16, (2Tx, 1Rx) 

- AGM-6 
LOdB -> IO.OdB. 
step ofO.5dB 
Bin-LDPC-2 

0.2 0.4 D.n 0.8 

IE" hccOIl1~~ '"'' 

EXIT Chan, STBC-Sp, L= 16, (2Tx, I Rx) 

LOdB -> IO.OdB. 
step of 0.5d8 

____ ow Bin-LDPe-2 

1.0 

().(:)LO--().2--'~>4--0-,--O-, -....J1.O 
i!;.,hccomcs t,\" 

EXIT Chan, STBC-SP, L= 16, (2Tx, I Rx) 
I.(),------_______ -, 

- AGM-l 
l.OdB -> W.OdB, 
:itep of O.5dB 

----.- Bin-LDPC-2 

O.lh·'::.O----::O.-=-,----:OCC'----::-O.6:----c':":,.:---,J!.·O 

lE"hccomcs IA" 

~ 
:;0.6 

t, 
_<...: 

EXIT Chan, STBC-SP, L=16, (2Tx,IRx) 

.' 
.... ' - AGM-4 

n.2: l.OdB -> W.OdB, 
step ofO.5dB 

-- •• -. Bin-LDPC-2 

n.{\)L.O----::-O."",---::O"c"----:cO.6:----:0:':.'----c'1.0 
I[Ophccomcs 1,\ .. 

D.2: 

EXIT Chan, STBC-SP, L=16, (2Tx, 1Rx) 

- AGM-7 
l.OdB -> W.OdB. 
step of O.5dB 

------ Bin-LDPC-2 

D.(~)L.O--C().-:-,----::()~.4----::().6:----:':':,.:-----"!.O 
IE"hccomcs I,\" 

EXIT Chan, STBC-SP, L=16, (2Tx, IRx) 

1.0 _----------c== 

D.2 l.OdB -> IO.OdB, 
step ofO.5dB 

_· __ w_ Bin-LDPC-2 
O.D '--------,-------::-----" 

0.0 0.2 0.4 OJ; u.s I.U 
lED hccomcs 1,\ .. 
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B.2.3 

Bin-LDPC-3 Coded 

STBC-SP Schemes 

EX/Tehart, STBC-S?, L=16, (2Tx.1RxJ l.°llill 
.......... 

D.:! : 

- AGM-2 
1.0dB -> 10.OdB. 
step orO.SdB 

------ Bin-LDPC-3 
(J.(hL.(}---:C().2:--;':":'4--;O~'--;O.R:----:-'I.() 

lEn nC(;OmCS IA" 

EXIT Chart, STBG-S?, L=16, (2Tx, 1Rx) 

- AGM-5 
1.0dB -> iO.OdB. 
!itep of 0.5uB 
Bin-LDPC-3 

n.t) L--c-:---;--;>;----;--" 
00 02 04 00 Oil I () 

Il~, hecomes 1,\" 

EXfTCharl. STBC-SP. L=I6. (2Tx./Rx) 

J
06 

~ 
)0.4 

02: 

- AGM-S 
1.0dB -> 1O.0dB. 
step of 0.5uB 

----•. Bin-LDPC-3 
(U\)L.O- ___ O.,-, -'-''''''---::0'":.'--0.1:-1---:-'],0 

ll'~l becomes 1,\" 

EX/Tehart. STBG-S?, L=16, (2Tx,1Rx) 

'IK l.°illl 
";0.6 

j 
,if 0.4 •••••••••• 

... / 
D.2' 

- Gray Mapping 
1.0dB -> 1O.0dB. 
step of 0.5dB 

---.-- Bin-LDPC-3 
(J.n '--------~----' 

OJ) O.:! 0.4 n.n 0,1\ 1,0 
11'0 hccOIncs lAM 

EXITCharl, STBC-SP, L=I6. (2Tx. IRx) 

- AGM-3 
1.0dB -> 1O.0dB. 
step of 0.5dB 

-----. Bin-LDPC·3 
O.(\)LO----:::O::-, -,-'c:c'A:---:O'":."----:::,'=-, --"1.0 

IF ... ,hccomcs 1,\ .. 

EXIT Charlo STBC-Sp, L= I 6. (2Tx, I Rx) 

";0.(, 

j 
..;.0.4 

nol: 
- AGM-6 

1.0dB -> 1O.0dB. 
step nrO.SdB 
Bin-LDPC-3 

O.tLL.o-___ o.::-, --,-J.4:--0-,----O.,-, --'1.0 

:;0.6 

~ 
§ 

"c.o.'! 
_0 

0.2: 

IE" hccornc~ 1,\" 

EXIT Charlo STBC-Sp, L=I6. (2Tx. IRx) 

1.0dB -> 1O.0dB. 
step of O.5dB 

--- .•. Bin-LDPC-3 
(l.U '-----~-~~----' 

(j.O 0.2 0.4 (Hi OJ! 10 
II",hccomcsl.\" 

EXIT Chart. STBC-SP, L=16. (2Tx,1Rx) 
II' ,---~ ___ ~ ___ --, 

O"~_ ~06~ 
!04 /".". 

: - AGM-I 

()' r/ LOdB -> 1O.0dB. 
.- step of O.5dB 

OJ' '---=----::--"'c----_B_in'":-,-L_D_P,-C:':-3 ___ -:'. 
U.D D.2 IJ4 0.6 (j.S 1.0 

II",hccomcs 1,\" 

EXIT Chart. STBC-SP, L=16. (2Tx.1Rx) 

I.°iiiijiil 
J

06 

~ 
§ 
dO.'! " 

/' 
U.2,' 

- AGM-4 
1.0dB -> 10.OdB. 
step of O.5dB 

------ Bin-LDPC-3 
O.OuL.O--CO."C,---::O.":", --,:'",,,=-, --:O:':.K~--:-'J.·() 

IF""hccomc.~ iA" 

0.:;,' 

EXIT Chart. STBC-SP, L=I6. (2Tx. IRx) 

- AGM-7 
1.0dB -> 10.OdB. 
step ofO.5dB 
Bin-LDPC-3 

(U\)L.,,---::O."C,---::,,'":.4 --''',-----,,'''>.,:_--'', " 
II",hccomcs 1,\ .. 

EXIT Chart. STBC-SP, L=I6. (2Tx.IRx) 

J.O~----~-~--=","", 

0.2 

- AGM-IO 
1.0dB -> 1O.0dB. 
step of O.SdB 

.• ---- Bin-LDPC-3 
(j.O '-------,,--C":---:_--" 

0.0 0.2 0.4 0.6 O.1l 1.0 
II~) hccomcs 1,\., 
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B.2.4 

Bin-LDPC-4 Coded 

STBC-SP Schemes 

EX/Tehart, STBG-S? L=16, (2Tx, tRx) 

LO~ 

~ i n.n 

8 
~()4 ,.,., 

/' 
o.z: 

- AGM-2 
l.OdB -> 1O.0dB. 
step of O.SuB 

------ Bin-LDPC-4 
().{)L--:-:----:c:---::--::-:-:--~ 

n.D n.:! n.4 n6 OR J.U 
ir",hc(;onlcS III., 

EX/Tehart. STBC-SP, L=16, (2Tx, 1Rx) 

-;;,.f O.6 

~ 
] 

,,0.4 

.li' ,,'" - AGM-5 

02: l.OdB -> IO.OdB. 
step ofO.SdB 
Bin-LDPC-4 

().lhL.O---O.2:---'~'.4---::{)"c'--O."-' -~\.O 
II~hcc\lmcs i'\M 

EXIT Chart. STBG-SP, L=16, (2Tx,lRx) 

iO.6 
, 
)OA 

n.:!' l.OdB -> IO.OdB. 
step of D.SuB 

------ Bin-LDPC-4 
(J.n '--------~-~-~ 

0.0 O.:! 0.4 {j,6 U,R 1.0 
in"hccomcs 1,\" 

EXIT Charlo STBC-SF', L= 16. (2Tx. 1 Rx) 

lUI 
LO_ 

.:fon 

I 
dO" :/ •.• -.--.-

- Gray Mapping 
l.OdB -> 1O.0dB. 
step of O.StiB 

------ Bin-LDPC-4 

no2: 

0.0 '--------~-~-~ 
() () 0.2 04 0.6 ().~ 1.0 

IEll hccOIncs 1,\ .. 

EXIT Chart. STBG-SF', L=16. (2Tx.IRx) 

LOiiiiiil 

~ n.6 

~ d OA /,., 

- AGM-3 :' 
n.:?: l.OdB -> IO.OdB. 

step of D.SdB 
------ Bin-LDPC-4 

OJbL.o-__ o.=-, --,o-,.4----o-.,-~o.=-, -~\.O 
il;,..hccOlllC.<;ill" 

EXIT Gharl. STBG-SF', L= 16. (2Tx. 1 Rx) 

.... - AGM-6 

0.2: l.OdB -> IO.OdB. 
step of D.SdB 
Bin-LDPC-4 

O(b.LO--,"").2:----:,~'.4--0-.'-~().8---'1.0 
I[",hecomes '"'' 

EXIT Gharl. STBG-SF', L=16. (2Tx.IRx) 

JJ)[=::~;;~~iiiil 

3 0.6 

j 
,,0.4 

....!f 

n.:!' 

- AGM-9 
l.OdB -> 1O.0dB. 
!-itep of O.5dB 
Bin-LDPC-4 

(J.n L-___ ~ __ ~ ___ ~ 

U.O n.:! 0.4 0.0 Of! I.U 
ir'l,hecomes IA'I 

EXIT Chart. STBG-SF', L=16. (2Tx.IRx) 

I.(),----------~--, 

- AGM-I 
J.OdB -> 1O.0dB. 
step of O.SdB 

------ Bin-LDPC-4 

(J.(h'::.O--::O.-:OZ---::""c.4---::U.6:--'O:":'---:'I.{)· 
1!;"hccOIm:s IA", 

EXIT Chari. STaC-SF', L=16. (2Tx.IRx) 

.. 
/' - AGM-4 

U.2 " 
J.OdB -> 1O.0dB. 
step ofO.5dB 

-----. Bin-LDPC-4 

(U\)':c."--::-O.::-'---::""c.4---0.fi""' --:':":l.'---;'J.O 
IE"hecomcs 1,\., 

i 0.0 

§ 

:i 0A 

n.:!: 

EXIT Chart, STBC~SP. L=16, (2Tx, 1Rx) 

- AGM-7 
J.OdB -> 1O.0dB. 
step of O.SdB 

------ Bin-LDPC-4 

O.{\)LO---:CO.CC2---::0"c.4--0.C-, --,0-,.,---7, O. 
Il~, oceomcs 'II., 

EXIT Chart. STBC·Sp, L=16, (2Tx, 1Rx) 

- AGM-IO 
J.OdB -> JO.OdB. 
step ofO.5dB 

------ Bin-LDPC-4 
O.U '-------:c~---~-~. 

D.D D.:! 0.4 (J,n O.B I () 
ir,.,nccomcsIII", 
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APPENDIX B. EXIT CHARTS OF BIT-BASED STBC-SP SCHEMES 

B.2.5 

Bin-LDPC-5 Coded 

STBC-SP Schemes 

EXITCharl. STBC·SP. L=16, (2Tx, IRx) 

1.0~~ __ 
O"~ 

~ AGM·2 
I.OdB .> lO.OdB. 
step of O.5dB 

.••... Bin·LDPC·5 

().{~)LO--::-O.:!:----'(:C).4--::0':'.6-~().8:----,'J.O 
1,'0 hc(;omcs III., 

EXITCharl, STBC·SP. L=16. (2Tx,IRx) 

~ AGM·5 
I.OdB .> IO.OdB. 
step of O.5dB 
Bin·LDPC·5 

o.() '------_,-------' 
00 02 0.4 D.r. O.l! I.U 

0.2 : 

Ir~) hecomes 1,\" 

EXITCharl, STBG-SP, L=16, (2Tx.1Rx) 

AGM·S 
I.OdB·> IO.OdB. 
step of O.5dB 

.•..•. Bin·LDPC·5 

EXITCharl. STBC·SP. L=16. (2Tx.IRx) 

D,S 
1.0. 

";0.6 

j 
.lOA •••••••••••• 

... 
I 

0.2' 

- Gray Mapping 
1.0dB .> IO.OdB. 
step ofO.5dB 

•••••. Bin·LDPC·5 

(J.(~)L.O--::-().2:----'I:C)4--::0':'.6---::-().I:-I--:-'1.() 
Ir:u hccmncs IA" 

EXITCharl, STBC·SP. L=16. (2Tx,IRx) 

l.°iiiiijil 
:06 
~ 
~{).4 • 

,""/' 

n.:!' 

~ AGM·3 
1.0dB .> lO.OdB. 
step of O.5dB 

...... Bin·LDPC·5 
o.o'--:-:-----,----:c:---" 

(l.U n.:! 0.4 (j.n {l.S J.n 
i,,,,becomes 1,\., 

EXIT Charl, STBC·Sp' L=16. (2Tx.IRx) 

':;0.6 

! 
~_().4 

_:it 

n,:!: 

~ AGM·6 
I.OdB .> lO.OdB. 
step of O,5dB 

.....• Bin·LDPC·5 
o,o'-----------...J 

n.o O.:! 0.4 O.n n.s J.() 

l'i"bccutTu:s 1,\ .. 

EXITCharl. STBC·Sp, L=16, (2Tx,IRx) 

~ AGM·9 
I.OdB·> W.OdB. 
step llf O.5dB 

••.... Bin·LDPC·5 
(J.{) '--------------' 

OJ) D.:! 0.4 n.1i OJ! J.U 
11~1 hccomc.~ IA., 

EXIT Chan. STBC·SP. L=16. (2Tx.IRx) 
1.0,----_______ -, 

(::.~I 
.EJ'{).4~ ••• /· 

~AGM·I 

I.OdB .> lO.OdB. 
step ofO.5dB 

...... Bin·LDPC·5 

.. 0'(' 
().Ih':0---::0"::"---"0~4---::-06:--'O:C"-'-CI.() 

IEohccomcs I" .. 

EXIT Chart, STBC·SP. L=16. (2Tx.IRx) 

" /' ~ AGM·4 

D.:!: I.OdB .> W.OdB. 
step ofO.5dB 

...... Bin·LDPC·5 

().(hL.()---::()':'.'---::()~4---::-{}.6:--'(:CI"'--CI.O 
il",hecomes JA .. 

0.2: 

EXIT Chart. STBC·SP. L=16. (2Tx,IRx) 

~ AGM·7 
I.OdB .> W.OdB, 
step ofO.5dB 

...... Bin·LDPC·5 
0.0 '----,---,.~---"c":,_---,' 

n.o 0.2 0.4 (J.6 OR 1.0 
i1",hecomesl"" 

EXIT Chart, STBC·SP. L=16. (2Tx.IRx) 

I.O~----~---~== 

:;06 

! ;:;0.4 
I.OdB .> HJ.OdB, 
step of O.Sd8 

...... Bin·LDPC·5 
o.n'------,-----,_---,' 

o.n 0.2 04 0.6 nR J.O 
lEu hecomes I" .. 
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APPENDIX B. EXIT CHARTS OF BIT-BASED STBC-SP SCHEMES 

B.2.6 

Bin-LDPC-IO Coded 

STBC-SP Schemes 

EXIT Chan, STBC-SP, L=16, (2Tx, IRx) 

I.U~ 

'"~ I II." 
"=,,04 " 
..'i / •••• 

0.2 " 

- AGM-2 
LOdB -> lO,OdB, 
step of O.SdB 

------ Bin-LOPC- 10 

O.(~)LI----:-().2:-----:I~.4-----CI":-'--(U:-I--:-1," 
Irs,.. hecomes i,\" 

EXIT Chart. STBG-S?, L=16, (2Tx, IRx) 

:; OJ, 
g 
8 
:3'0.4 

0.2 " 

- AGM-5 
LOdB -> IO.OdB, 
step nfO.5dB 

--- •. - Bin-LOPC·! 0 
00 '-___ ~_----, ____ ...J 

n.n n.:! 0.'1 ()(, (J.8 to 

D.:!.' 

iE,,"ccomcsl,\., 

EX/Tehart, STBG-SP, L=16, (2Tx, 1Rx) 

- AGM-8 
LOdB -> IO.OdB, 
step of O.5JB 

.. -... Bin-LOPC-lO 

(UhL.II----::-II.:-, ---,'''''.4:-----:11":-'----::-'1.:-, _....J'". 
i"I,hccomcsl"., 

EXIT Chan, STBC-SP, L=16, (2Tx,IRx) 

LO ,-------------, 

1:= .. , ...... · II 
// 

n.:!' 

- Gray Mapping 
LOdB -> IO,OdB, 
step of O.5dB 

...... Bin-LOPC- 10 

O.!LL.II----ccO•2:---:,:":,.4-----cIl .":-" -~,:'cl.,:---:-'l.() 
ip""hecomes!,\,,! 

EXIT Chan, STBC-SP' L=16, (2Tx,IRx) 

..f(Hi 

r :J 0
.4 " 

,/'" 
n.:!' 

- AGM-3 
LOdB -> lO.OdB, 
step ofO.5dB 

...... Bin-LOPC-! 0 

(U\)L.II----c-II.:-' -~':'c'.4:--:II-."-~().l!:-........J\.()· 
11~1 hecomes I"" 

EXIT Chart, STBG-S?, L=16, (2Tx,1Rx) 

~ 0.6 

~ )0.4 

" 

- AGM-6 
LOdB -> 1O.0dB, 
step of O.5dB 
Bin-LOPC-lO n.o '-___ ~ ______ ...J 

n.D 0.2 1l.4 n.n OJI 1.0 
i""hecomesl"" 

EXIT Chan, STBC-Sp, L=16, (2Tx, IRx) 

loll [:::;~;;;~iiiii 

-: n.1i 

! 
~J0.4 

O.:! " 
LOdB -> mOdB, 
step of O.5dB 

...... Bin-LOPC-1O 

(Ul}LII----::-II.:-, ---,'''''4:-----::II":-'----::-O.S::-------:''1I 
1';"hl!cOIllCS 1,\" 

EXIT Chart, STBC-SP, L=16, (2Tx, IRx) 
1.0 ,------__ ~ ___ _, 

-AGM-! 
LOdB -> W.OdB, 
Slep ofD.5dB 

...... Bin-LOPC-!O 

(l.~)'::.O--::-II.::-2-----::II.-4-~'~'.,:---:U":-"--cI.O 
I,:., hccomes IA", 

EXIT Chart, STBC-SP, L=16, (2Tx,IRx) 

~ i 0.0 

§ 
:i0<l " 

/' 
o.z: 

- AGM-4 
LOdB -> JO.OdB, 
step ofO.5dB 

...... Bin-LOPC-lO 

O.(\)L.II--::-11.:-, ----c-11.~4 -~,~,.fi:---:II,::."--Cl.(j 
IE" hl!COlllcS IA", 

EXIT Chait. STBC~SP. L=16. (2Tx, tRx) 

r; 0.0 

§ 
-:;;0.<1 

LOdB -> W.OdB, 
step of O.5dB 

...... Bin-LOPC- 10 
(J.() '--------::~-------" 

(l.D 0.2 (l.4 0.0 08 I () 
I"uhecomcsI,\", 

EXIT Chart, STBC-SP' L=16, (2Tx, IRx) 

:itep of O.5dB 
.. -... Bin-LOPC· 10 

0.0 '-------------" 
(j.0 0.2 0.<1 06 OK 1.0 

Ir", hl!collll!s IA", 
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APPENDIX B. EXIT CHARTS OF BIT-BASED STBC-SP SCHEMES 

B.2.7 

Bin-LDPC-20 Coded 

STBC-SP Schemes 

EXITCharl, STBC~SP. L=16, (2Tx,1Rx) '0" 
~ n.r, 

§ 
_,L:J 0.4 ... 

/,0-
n.:?: 

- AGM-2 
LOdB -> to.OdB. 
step of 0.5d6 

------ Bin-LDPC-20 
n.n '-----------~---' 

n.u 0.2 04 0.6 n,/! ],() 
iEohccnmcsl,\ .. 

EXIT Charl. STBC-SP, L=16, (2Tx, 1Rx) 

:;;06 

I 
-.'i 0

'" 

I 
n.:?: 

AGM-5 
LOdB -> to.OdB. 
step of 0.5d6 

------ Bin-LDPC-20 

O·(hL.o---'-o.=-, --',-',,,:---:o",-:-o.=-, --::"0 

I!:"hccomc~ I"" 

EXIT Charlo STBC-SP. L=16, (2Tx.1Rx) 

l.() 

~ n,n 

~ 
dOA 

AGM-S 
.. 1.0dB -> lO.OdB. 02' 

step of O.SuB 
.. _.-. Bin-LDPC-20 

O.D 
00 0.2 04 '10 0' "' II;', bccomc.~ I"." 

EXITCharl. STBC-SP. L=16. (2Tx.1Rx) , :iiiiiiiiii 
~~ 
~_ .. fO.4 •••••• - /,., 

.. 
oz' 

- Gray Mapping 
LOdB -> to.OdB. 
step of 0.5d8 

------ Bin-LDPC-20 
[),{)'------~----~---' 

(J.O 0.2 0.4 0,6 U.S 1.0 
I""hccomcs 1,\., 

EXITCharl. STBC-SP. L=16. (2Tx.1Rx) 

10iiiiiiiil 

€ 
:;O.fi 

~ 
8 

~J'04 
- AGM-3 

l.OdB -> to.OdB. 
step 0[0.5uB 

------ Bin-LDPC-20 

O·(~)':c.0--':-l.2:----:':":"---::0".' --:-O.l!:----::'LO 
i!:"hccomcs 1,\., 

n.:?.' 

EXITCharl. STBC-SP. L=16. (2Tx.1Rx) 

- AGM-6 
l.OdB -> to.OdB. 
step ofO.5dB 
Bin-LDPC-20 

(l.(hL.0--:-{).2:----,':-'4---::0~.'--().8::--:-'I.() 
IIOt,hecmnc.'i 1,\" 

EXITCharl. STBC-S?, L=16. (2Tx.1Rx) 

1.0 

~ 
:; O.fi 

E 
8 
~,?,().4 

- AGM-9 

oz.' 1.0dB -> IO.OdB. 
step ofO.SdB 

._-.-. Bin-LDPC-20 
O.ll 

no 0.2 0.4 0' D.H 1.0 
il:"hecomes IA" 

EXIT Chart. STBC-SP. L=16. (2Tx.1Rx) 

10,--------------, 

0.' •• 
-; O.ti J=:-
§ 
-_~fO.4 •••••• 

- // 
n.:?.' 

-AGM-I 
LOdB -> to.OdB. 
,'ep ofO.5dB 

--•••• Bin-LDPC-20 

O.OU·'::.U---::0,':"--:O".4--:-0.:-, --,,:-":----'1.0 
il",hecomcsiA" 

EXIT Chart. STBC-SP. L=16. (2Tx.1Rx) 

10iiiiijjjjj 

ri°.6 

§ 
.D:r O,4 

... 
: 

.. 
- AGM-4 

n.:!' l.OdB .> to.OdB. 
step of 0.5dB 

...... Bin-LDPC-20 

{l.(i)L.O---C:O.::-, ---::"":'''--:-0.6:----:':-'.'----'1.0 
JE"hccomcs 1,\" 

~ 
';;0.6 

E 
B 

..c"O,4 

-'" 

O.Zf 

EXIT Chart, STBC-SP. L=16, (2Tx, 1Rx) 

- AGM·7 
1.0dB -> lO.OdB. 
.~tep ofO.SdB 

...... Bin-LDPC-20 

(UhL.0---CO.':',---::O~"--:-O.6-:--':-'.,:----:'I.{) 
icohccmncsi,\", 

EXIT Chart. STBC-SP. L=16. (2Tx.1Rx) 

1.0 

~ 
:;o.ti 
E 
g 

:J 0.4 

- AGM-IO 
1.0dB -> JO.OdB. 
step of (J.SdB 

----.- Bin-LDPC-20 
(J.D 

(J.n O.:! 0.4 0.6 O.B 1.0 
Ir", hecomes I"., 
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Appendix C
EXIT Charts of Various Bit-Based

Turbo-Detected DSTBC-SP Schemes

In this appendix, we present the EXIT charts of various bit-based turbo-detected DSTBC-

SP schemes employing all the mapping schemes described in Appendix A in combination

with recursive systematic convolutional (RSC) codes, when communicating over a sphere-

packing symbol invariant (SPSI) correlated Rayleigh fading channel having a normalised

Doppler frequency of fD = 0.01. We present EXIT charts of the RSC-Coded DSTBC-SP

Scheme shown in Figure 4.18, when using a single receive antenna and employing 1/2-

rate RSC codes having the parameters outlined in Table C.I, where Gr is the recursive

polynomial. Furthermore, IAM and IEM were defined in Section 3.4.1, while IAD and IED

were defined in Section 3.4.2.

Code Number

RSC-1

RSC-2

RSC-3

RSC-4

RSC-5

RSC-6

RSC-7

Constraint Length

3

4

5

6

7

8

9

Generator Polynomials

(in octals)

Gr

05

15

35

53

133

247

561

G

07

17

23

75

171

371

753

Table C.I: RSC codes parameters
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APPENDIX C. EXIT CHARTS OF BIT-BASED DSTBC-SP SCHEMES 

C.l 

RSC-l Coded 

DSTBC-SP Schemes 

EX/Tehar!. DSTBC-5P. L= 16, (2Tx,IRx), fD",Q.OI l.°illll 
7J.f 0.6 

J 
:.D.4 

-~ 
- AGM-2 

4.0dB -> 16.0dB. 
step ofO.5dB 

------ RSC-1 
0.0'------------' 

O() D.2 0.4 n.n 0.1\ t.O 
I!~) hecomes 1,\., 

EX/Tehan. D5TBC-SP. L=16, (2Tx.IR>:). 'D=O.OI 

- AGM-5 
4.0dB -> 16.0dB. 
step () f O.SdB 

------ RSC-1 

O.{~)L.O--':c).2:--:0:":.4---::0'7,--::-().I\:---,JI.O 
h~l becomes I"., 

EX/Tehan. DSTBC-SP. L=16, (2Tx,JRx), 'D=O.OI 

step of 0.5dB 
------ RSC-1 

(Ui).LO---::-O.2:--:,:'C).4:----CO"c'--::-O.:-, ---"1.0 

lEo hecome ... iA" 

EX/TChar1, DST8C-5p, L= 16, (2Tx, IRx), 'crom 

U.B l.°iiii 
~ 0.6 

§ ::l0.4 ...... . 
••••••• - Gray Mapping 

n.:! f/ 4.0d8 .> 16.0d8, 
step of 0.5uB 

------ RSC-1 
()(kLO--,-).2:--'-)4--0~'--{}.I:-!--JI.O 

i!il,h(x:(Jlllcsl,\., 

EX/Tehar!, DSTBC-SA L=16, (2Tx,IRx). '0=0.01 

{06 
§ 
:}-O.4 

- AGM-3 
4.0dB -> 16.0dB. 
step ofO.5dB 

------ RSC-1 
(J,U '------------' 

n.n n.:! 0.4 n.6 0.1\ 1.0 
iE"hccomcs 1,\" 

EX/Tehart, DSTBC-SP. L=16, (2Tx, IRx). '0=0.01 l.0iiiijj __ 
";D6 

~ 
-:;;D.4 

.... 
D.::! :' 4.0dB -> 16.0dB. 

.~tep ofO.5dB 
------ RSC-1 

[).(~l'::."--C-,,.:-2 --'::'")4:----C,,"c,,--::-o.:-, ----:'1.0 
IE,) hecOlne~ 1,\., 

EX/TChan. DSTBC-SP. L=16. (2Tx.IRx). '0",0.01 

~ Of> 

§ 
:JD4 

D.::!/ 4.0dB -> 16.0dB. 
step of O.5dB 

---.-- RSC-1 

{)·(bL.O--{).2:--:0:'C.4----c"~"--{).8:----JI.() 
Ir", becoml!.~ i,\" 

EXIT Chari, DSTBC-SP, L=16, (2Tx.IRx), '0=0.01 

AGM-1 
4.0dB -> 16.0dB. 
step 0[0.5dB 

-----. RSC-1 
O.{~)L,,---::-O.:-2--0~4--().6----:0"c'--"1.() 

II:" hccomc~ 1,\ .. 

EXIT Chart. DSTBC-SP, L= 16. (2Tx, IRx), '0",0.01 

- AGM-4 
4.0dB -> 16.0dB. 
step ofO.5dB 

------ RSC-1 
U.u'------------' 

D.D 0.2 0.4 Of> U.8 ].0 
II'uhccomcs I"., 

EX/TChan. DSTBC-SP, L=16. (2Tx,IRx). 'D",O.OI 

4.0dB -> 16.0dB. 
step of O.5dB 

------ RSC-1 

0.2 0,4 U.n (J.S 
IF.., hecomc.~ I"., 

].0 

EXIT Chart. DSTBC-Sp' L= 16. (2Tx.IRx), '0=0.01 

- AGM-JO 
4.0dB -> 16.0dB. 
step of O.5dB 

------ RSC-1 

O·(bL.,,----:cO.":c2---::""c.4--::0."'"' --0:-.':-----:"1.0 
IE,) hecomes IA .. 
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APPENDIX C. EXIT CHARTS OF BIT-BASED DSTBC-SP SCHEMES 

C.2 

RSC-2 Coded 

DSTBC-SP Schemes 

EXIT Chart, DSTBC-5P. L= 16, (2TI(, tAx). fo=O.OI 111-
.e i 06 

~ :1 0
,4 ••••••• 

- AGM-2 :' 
D.:!: 4.0dB -> 16.0dB, 

step ofO.sdB 
------ RSC-2 

{UbL.o---C-O.=-, --',:'c,.4:--CO'-:.6--::0"', --:', 0 
Ir~) becomes IA" 

EX/Tehan, DSroC-5P, L= 16, (2Tx, lAx), '0=0.01 

/' 
0.2: 

- AGM-5 
4.0dB -> 16.0dB, 
.~tep orO.SdB 

------ RSC-2 
().!i)LO--,-).2=-----c0~.4----c0.':"6 --O.l=--I--c', 0 

II~l nccolTlcs IA" 

0.2 

EX/Tehan, 05TBC-SP, L= 16, (2Tx,IRx). '0=0.01 

- AGM-S 
4.0dB -> 16.0dB, 
step ofO.5dB 

------ RSC-2 
0.0 '---------c~---....J 

n.n 0.2 ().4 O,f1 n.R 1.0 
1100 hecomes IA" 

EXITCh8rt. DSTBC·5p, L= 16. (2Tx. IRx), 'D=O.OI 

'" 
(Olil 

.... -
--;'£0.6 

J ...:lOA ••••••• 

/..... - Gray Mapping 

0.' ! 4.0dB -> 16.0dB, 
step of O.5dB 

----•. RSC·2 
().()'-______ ~ ____ ...J 

(J.\) 0.2 Oil 06 0.8 ],0 

11~)bccomes I" .. 

EX/Tehan. DSTBC·SP. L=15, (2Tx,IRx). fa=O.OI (0II1II_ 

AGM-3 
4,OdB -> 16.0dB, 
step of D.SdB 

------ RSC-2 

(U~)LO---:c().2=-----,':'c,.4--c:0':".' ---:Co.g:---c'\.o 
lr:ohccumcsI" .. 

EXIT Chart, DSTBC-Sp, L=16. (2Tx.IRx), 'D=O.OI 

4.0dB -> 16.0dB, 
step ofO.SdB 

...... RSC-2 

O.(LLO--O.=-, --,~,.4---C0-.6--0.C" -....J].o 

11'0 hcc(lnll.:S 1,\" 

EX/TChart, DSTBC·SP, L=d6, (2Tx, IRx), 'D=O.Ot 

LOiiiii~_ 

step ofO.5dB 
...... RSC-2 

OU'-------~---....J 
0.0 0.2 0.4 06 Oil 

IF~) hccoll1c.~ 111" 

EX/TChan. DSTBC.5P, L=16, (2Tx,IRx), 'D",O.Ol 

LO

IJII 0.1\ 

-;;: 0.6 
E 
§ 
~J04 / •••••••••• 

AGM·l 

0.2: 4.0dB -> 16.0dB, 
step ofO.5dB 

...... RSC-2 

(Ub'::-.U--::O.::-2--::0.-:-4 --u:'c.6=-----:C0::-.'---:-'1.0 
i100hcc(lmcs IA" 

EXIT Chart. DSTBC·SP, L=f6. (2Tx, lAx), '[FO.Ot (0_111 

... 
:' 

0.2: 

- AGM·4 
4.0dB -> 16.0dB, 
step ofO.5dB 

...... RSC-2 

O,~)L.O---::0::-.'---::O':".4---:C(1.6:---::,:,-;,.':--;1.0 
II~) hecomes 1,\" 

EXIT Chart, DSTBC-SP, L=16. (2Tx.IRx). '[FO.Ot 

AGM-7 

02 : 4.0dB -> 16.0dB, 
step ofO.5dB 

...... RSC-2 

O.({)LO---C:0.-:'--::O-:-4 --,:'cl.':-, --',:":,.8--;!.O 
llOoheeomcs 1,\" 

EXIT Chart. DSTBC-SP' L=16. (2Tx.fRx), '[FO.Ot 

- AGM-IO 
4.0dB -> 16.0dB, 
step of O.SdB 

...... RSC-2 
(J.O '-----c---c~----::=__--c' 

(J.O 0.2 0.4 06 O.ll 1.0 
II:nhceomc.'i III" 
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APPENDIX C. EXIT CHARTS OF BIT-BASED DSTBC-SP SCHEMES 

C.3 

RSC-3 Coded 

DSTBC-SP Schemes 

EXIT Chart, DSTBC·SP. L,d6, (2Tx.IRx), '0",0.01 1.1l_ 
~.t{).6 

~ 
~O.4 

n.:! 

/,., 
- AGM-2 

4.0dB -> 16.0dB, 
step ofO.5dB 

------ RSC-3 
(U\)L.Il--::-Il =-, ---c,:'c14C---::Il:-.'--::-Il:-' --:'1.0 

'rOo hccomcs iA " 

n 0.6 

E 
8 

~().4 

0.2 

EX/Tehan, DSTBC-Sp, L=15, (2Tx,IRx), '0=0,01 

- AGM-S 
4.0dB -> 16.0dB, 
step of O.SdB 
RSC-3 

O.'\)LIl--___ Il.:-, --,~J.4c---:O:-'--Il.:-' ---c'\.o 

n 0.(, 

~ 
.::l.O.4 
j 

0.2 

il",hccomc:;I"" 

EX/Tehan. DSTBC·SP. L= 16, (2Tx,IRx), '0=0.01 

- AGM-8 
4.0dB -> 16,OdB, 
step of O.5dB 

------ RSC-3 
o.()'------~-_____ ~----' 

o.() 0.2 0.4 O.ti n.s 1.0 
Ir~l hccome.~ 1,\" 

EX/Tehan, D5TBC-5p, L= 16. (2T)(, lAx), fD=O.OI 1.1l. 
"' 

-;~Il' ?"-

j 
.;0.4 •• - •••• 

- f/····· - Gray Mapping 
4.0dB -> 16.0dB, 
step ofO.5dB 

0.2 

---- •• RSC-3 
D.n '----~--~----' 

().O 0.2 04 0.6 O.S ],0 
II:" becomes lAM 

EXIT Chart. DSTBC-SA L<d5, (2Tx.IRx). '0",0.01 

'"_II 

0.2 

AGM-3 
4.0dB -> 16.0dB, 
step of O.SrlB 

-..••. RSC-3 

()'<~)'::-.Il--::-{).2:----:,:'cJA----::O.:-'--:().I-----I----c'!.() 
'E"hecomes 1,\" 

EXIT Chart, D5TBC-Sp, L=16. (2Tx.IRx), '0=0.01 

J.O~_II 

~ 0.6 

~ 
:]-04 

0.2 

AGM-6 
4.0dB·> 16'()dB. 
.~tep ofO.5uB 

---... RSC-3 
O.(~)L.O--O:-' --(~I4--0~'-~O.l'-I-.JJ 0 

!I~, h~colTI~.~ I,\., 

, 
] (l.1i 

B 
:1 04 

n.2 

EX/TChan. DSTBC-SP. b16. (2Tx, tRx). '0",0.01 

- AGM-9 
4.0dB .> 16.0dB. 
step ofO.5dB 

...... RSC-3 
n.{)(----~-------' 

n.n n.:! 0,4 n.6 U.S 1.0 
IE"hccomcslll .. 

EX/TChart. DSTBC-SP. L",16. (2Tx.IRx). '0",0.01 

- AGM-I 
4.0dB -> 16.0dB, 
step ofO.5dB 

...... RSC-3 

O·~)'::-.O--:o.=-, --::-0.-:-4 --o:'c.,:---::o,;;-.,---7].o 
1100 hccome~ 1,\ .. 

EXIT Chart. DSTBC-Sp, L=16, (2Tx.IRx). 'D=O.OI 

J.O_ 

n.:! 

- AGM-4 
4.0dB -> 16.0dB, 
step of O.5dB 

.--... RSC-3 

O·(LL.O---::-O.-=-'----::O:-A--:O.6:----:':';,.---'].O 

IE"hccomcsIt\ .. 

n.:! 

EX/TChan, DSTBG-Sp, £.=.16. (2Tx,IRx). '0=0.01 

- AGM-7 
4.0dB -> 16.0dB. 
step of O.5uB 

.-.... RSC-3 
0.0 '----:c:------,:--,--:-:_---" 

n.n 0.2 0.4 {Hi n.ll J.n 
I,,,,hecomes!,\,, 

EX/Tehan, DSTBC-SP. L= 16. (2Tx,IRx). '0=0.01 

~ 
:;n.6 

! 'd 0.4 

4.0dB -> 16.0dB, 
step of D.5dB 

.-.... RSC-3 
n.n '----__ ~---~:_---" 

nJ} 0.2 (J,4 (J.1i n.ll l.n 
IE"hccomcs I",., 
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APPENDIX C. EXIT CHARTS OF BIT-BASED DSTBC-SP SCHEMES 

C.4 

RSC-4 Coded 

DSTBC-SP Schemes 

0.2 

EX/Tehan, DSTBC-Sp, L=16, (2Tx.IRx), 'D"'O.OI 

- AGM-2 
4.0dB -> 16.0dB. 
step ofO.5dB 

------ RSC-4 
(J.n L--_--,--_~ _ ___::_-----' 

(J.U n.:! 0'1 06 0.11 1.0 

n.:! 

I""hecomes 1,\ .. 

EX/Tehart. DsrBC·Sp. L=16. (2Tx.fRx), 'o",O.Qf 

- AGM-5 
4.0dB -> lfi.OdB. 
step ofO,5dB 

------ RSC-4 
O.D '-----~-------' 

0.2 

(}O n.:! 0.4 0.6 (J,g J.() 
lEn hecomes 1,\", 

EX/Tehart, DSTBC·SP. L=16, (2Tx.1Rx), fD=O.OI 

4.0dB -> 16.0dB. 
step ofO.5dB 

•••... RSC-4 

O.!\)L,O----::-O,:-, --(~(.4,-----:O-;,'----::-il,:-' --'1.0 
il'"hccomcs I" .. 

0.2 

EXITCharl, DSTBC-SP, L= 16, (2Tx, lAx), 'ero.Ot 

- Gray Mapping 
4.0dB -> 16.0dB. 
step of D.Sd8 

....•. RSC-4 

O·(hL
,o--O.2:----,'-'.4----::-0.-,--o.g----'1.0 

ir",bccomc.'i 1,\ .. 

0.2 

EX/Teharl, DSTBC-Sp, L=16, (2Tx,IRx), '0",0.01 

- AGM-3 
4.0dB -> 16.0dB. 
step of D.5d8 

•••... RSC-4 
0.0 '-----~-------' 

n.o 02 0.4 (j.n n.1I I.n 
Il~, hecomes lAu 

EX/Tehan, DSTBC-Sp, L= 16, (2Tx. tAx). 'D=O.Ol I.0iiiij __ 

D.:! 4.0dB -> 16.0dB. 
step ofO.5dB 

-.-.. - RSC-4 
0,0 

o.() o.:! (J.4 D.6 O.R 1.(J 

In"hecomesi" .. 

EX/TChart, DSTBC-5P. L",t6, (2Tx. tRx). 'o",O.Ot 

-;-t06 

g 
~()4 

D.:! 

- AGM-9 
4.0dB -> 16.0dB. 
step ofO.5dB 

•••.•. RSC-4 

{HhL,o---:CO.""z --'~'A:--:O"'c.,----::-o,::------,', 0 
il:" becomes I"" 

O.:! 

EXIT Chart, DSTBC-SP, L=f6, (2Tx, IRx), 'D=O.OI 

- AGM-l 
4.0dB -> 16.0dB. 
step of O.SdB 

••..•• RSC·4 
O.OO,LO--O-.Z--

O
,-4--'-I6--0-,'----:"1.0 

IF.." hecomc.~ IA" 

EX/TChan, DSTBC-SP, L", t5, (2Tx, tRx), 'erO.Ot 

1.0_ 

10

' 

":::::<04 
.: 

n.:! 

- AGM-4 
4.0dB -> 16.0dB. 
step of O.SdB 

.•.••. RSC-4 
(J.O '----------------" 

O(J o.:! (J.4 {l.6 D.!! I.U 
II",hecomes 1,\ .. 

EX/TChart, D5TBC-SP, l.oet5, (2Tx, tFix), '0",0.01 

D.:! 4.0dB -> 16.0dB. 
step of O.5dB 

...... RSC-4 
D.D 

(J.U o.:! 0.4 0.6 (UI J.O 

~ 
:; 0.6 

j 
::<OA 

.: 

lJOohecomes IA" 

EX/Tehar/. D5TBC-SR l.oel6, (2Tx, tRx). 0=0.Ot 

AGM-I0 
4.0dB .> 16.0dB. 
step of O.5dB 

•••••. RSC-4 

O·(hLO--:O-::.Z---::O.~4 ----::-0.6::--:-':':',',-----;'\.·0 
IE" becomes 11\" 
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APPENDIX C. EXIT CHARTS OF BIT-BASED DSTBC-SP SCHEMES 

C.5 

RSC-5 Coded 

DSTBC-SP Schemes 

02 

EXIT Chart, DSTBC·SP. L;16, (2Tx,IRx). tv=O.Ot 

- AGM-2 
4.{)dB -> 16.0dB, 
step of O.5dB 

------ RSC-5 

O.(;)L"----::-O.2::-:---',.,}A:------::".,-.'-:---,,cc, ---:"1.0 
i1Sr,hccomcHI,\" 

0.2 

EXIT Chart. DSrBC.sp, L~f5. (2Tx, IRx). '0=0.01 

- AGM-5 
4.0dB -> 16.0dB, 
step of O.5dB 

---.-- RSC-5 
O.OL--:c:c--:----:----....:' 

00 n.:! U4 0.6 n,R 1.0 

0.2 

il:.,hccomcs 1At.1 

EX/Tehan, DSTBC-SP. L=16, (2Tx.IRx), '0=0.01 

4.0dB -> 16.0dB. 
step ofO,5dB 

-••... RSC-5 

{J.(LL,,--().2--'~,.4----::"-6--().8---'\.() 
ir",bccomcs lA., 

EX/Tehan, D5TBC-5p, L=16, (2Tx. fAx), '0=0.01 

lUI l."fiiII 
riO!) 
~ 
~().4 •••• 

:" 

0,2 

- Gray Mapping 
4.0dB -> 16.0dB. 
step of O.5dB 

... -.. RSC-S 
OJ) '--------------' 

O.U 0.2 0.4 n.6 os J.O 
ir",becomcsiA .. 

EX/Tehan, DSTBC·SP. L=16, (2Tx. IRx), '0=0.01 

1.,, __ 

~ 
- (Hi 

! 
~().4 

n,:! 

n.:! 

- AGM-3 
4.lIdB -> 16.lIdB, 
step nf O.SdB 

...... RSC-5 

n.:! 0.4 Ofi OJ! 
h", becomes 1,\" 

1.() 

EXfTChart, DSTBC·SP. Lo; 16, (2Tx,IRx), fa=O.OI 

4.0dB -> 16.0dB, 
Mep ofO.5dB 

...... RSC-5 

().(:)L,,----:-().2::--'~,.4--"-6--{).8::---'\.() 
IE" hccllmc~ i,\., 

n.2 

EX/TChart, D5TBC-SP, (:16, (2Tx, IRx), 10",0.01 

- AGM-9 
4.0dB .> 16.0dB. 
step of O.5dB 

...... RSC-5 
{l.0 '---------------' 

00 D.2 0.4 {Ui 0.8 l.ll 
11'0 hcemlU:.~ I"., 

EXIT Chart, DSTBC-SP, L=16, (2Tx, IRx). 'cro.ot 

0.8 l."1iI 
t u

." 

§ :i 04 ........ . 

-AGM·l 

~ 

0.2 4.0dB .> 16.0dB. 
step of O.5dB 

...... RSC-5 

O.lh'::-.,,----;:-O.2::---::0.,.,4 --U,...6;-----;".,-.'---:'1.0 

lEo bccomes IAu 

EX/TChart, DSTBC-SP, L",16, (2Tx,IRx), '0",0.01 

:: 0." 
§ 
§ 
~,,04 

U.2 

- AGM·4 
4.0dB .> 16.0dB. 
step of O.5dB 

... -.. RSC-S 

lJ.(h
L
."---::"cc,-----;,,.,-.4-----::0.f:-, ---:,:":J.':-----:-'I.D 

Ir:u hccomc~ I,\u 

EXIT Chart, DSTBC-SP, L=16, (2Tx,IRx). '0=0.01 

4.0dB -> 16.0dB, 
step ofO.SdB 

...... RSC-S 
0.0 '---c:-::-----;-----;:--;-;---::'-

(J.O 0.2 0.4 (l.ti (J.8 1.0 
II~> becomes IA .. 

EXIT Chart, DSTBC-Sp, L=16, (2Tx,IRx), '0",0.01 

:: 0.6 

j 
,,0.4 

.: 

4.0dB -> 16.0dB. 
step of O.5dB 

...... RSC-S 
D.O'--------;-------::;---::'-

00 0.2 0.4 06 0.8 10 
II", hecolllcs 1,\ .. 
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APPENDIX C. EXIT CHARTS OF BIT-BASED DSTBC-SP SCHEMES 

C.B 

RSC-B Coded 

DSTBC-SP Schemes 

n.:! 

EX/Tehan, DSTBC·SP. L=l6, (2Tx,tRx), '0=0.01 

- AGM·2 
4.0dB .> J6.0dB. 
step of 0.5dB 

•••... RSC·6 

().(hL."--:-O.2:---',,-.4---CC"~' _~(}.I:-\---,JI.() 
iEnhccorllcsl"., 

02 

EXITChfut. DSTBC·SP. L=16, (2Tx.IRx). 'D",O.OI 

4.0dB .> J6.0dB. 
step ofO.5dB 

••.... RSC·6 
o.()'-___ ~ ______ ....J 

n.:! 

00 O.:!. 0.4 ()fi (l.S I.U 
lED hecomes I"", 

EXIT Chart, DSTBC·SP. L=16, (2Tx,IRx). '0=0.01 

4.0dB·> J6.0dB. 
step of 0.5uB 

.••.•• RSC·6 

() (\),L."_-.,.,,.:-, --',::'C,.4:---CC":;'--"'''.:-, --!1.0 
lEv hecomes i"" 

O.:! 

EXIT CharI. DSTBC·Sp, L=16, (2Tx, IRx), '0=0.01 

- Gray Mapping 
4.0dB .> J6.0dB. 
step ofO.5dB 

...... RSC·6 

(l.(hL"--ccO.2:----:0,.,.4--",,.,..,,--c:O.S:----c\.O 
iEuhecomcs IA .. 

, 
:: 0.6 

E 
B 

...c"OA 

.: 

0.2 

EX/Tehan, D5TBG-SP. L=16, (2Tx,1Rx), '0=0.01 

- AGM·3 
4.0dB .> J6.0dB. 
step ofO.5(}B 

...... RSC·6 

O.qjL."--"-,,.:-, --'~'.4:----"-.,-~,,.-', -....JI.O 
Ir~) hecomes 1,\ .. 

EX/Tehart, DSTBC-8P, L= 16, (2Tx. IRx), fD=O.OI 

'''~-. 

0.2 4.0dB .> J6.0dB. 
step of 0.5d8 

...... RSC·6 ().{)'-___ ~ ______ ....J 

~ i n.6 

8 

~()'4 

0.2 

(l.() 0.2 0.4 06 0.8 I.n 
lEn becomes IA", 

EX/TChart. DSTBC-Sp, b 16. (2Tx.IRx). 10".0.01 

step of O.5dB 
...... RSC·6 

{J.(LL.,,--::-,,:-, --',::'C":---',,:;.,--"',,.:c, --:'1.'0 
II:" heeomes I"u 

EX/TChan. DSTBC-Sp. L",16. (2Tx,IRx). '0",0.01 

O.S 1.,,_ 

:;0.6 

E ..•••..• 
§ 
:lOA ..... ,. 

- AGM·J 

0.2 4.0dB .> J6.0dB. 
step of O.5dB 

...... RSC·6 

O·{L'::.O---:O".-=-2---C"-.4--c:O.6:----:,:':,,--cI.·O 
Ir",beconlcs IA", 

EX/TChan. DSTBC·SP' L=16. (2Tx.IRx), '0""0.01 

ri°,6 
~ :l0.'! 

0.2 

- AGM·4 
4.0dB .> J6.0dB. 
step of O.5dB 

...... RSC·6 

O.!\)L."--"'O.:-2---CC".-4 -~().6:---:":;.'--cl.o· 
IEphccolm:sIA", 

~O.1i 
g 

~ 
-",0.4 
.: 

0.2 

EXITChBrI. DSTBC-SP. L=o/6. (2Tx.IRx). '0""0.01 

- AGM·7 
4.0dB .> J6.0dB. 
step of O.SdB 

...... RSC·6 
(J.O '----___ ------::-----" 

o.() 0.2 0.4 O.n 0.8 I.U 
InphccomeslAu 

EX/TChar/. DSTBC-SP,l.ocl6. (2Tx. tRx). '0=0.01 

4.()dB .> J6.0dB. 
step of O.SdB 

...... RSC·6 
0.0 '-----------:----" 

(j.U 0.2 0.4 06 lUI 1.0 
II:" hecomes 1,\", 
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APPENDIX C. EXIT CHARTS OF BIT-BASED DSTBC-SP SCHEMES 

C.7 

RSC-7 Coded 

DSTBC-SP Schemes 

EX/Tehan. D5TBC-SR L= 16, (2Tx, lAx), '0=0.01 

LO~ 

{06~ 
§ 
:)-04 

0.2 

n.::! 

- AGM-2 
4.0dB -> J 6.0dB. 
step of 0.5uB 

------ RSC-7 

EX/Tehan, DSTBC-SP. L=16, (2Tx,IRx). 'D=O.OI 

4.0dB -> J 6.0dB. 
step nfO.SdB 
RSC-7 

{).oL-~~~~~~~~~~....J 

0.2 

(l,U O.:! 0.4 ()ri 0.11 10 
!!~, hcclJlllcs IA" 

EX/Tehan DSTBC-5P, L=I6, (2Tx,IRx), '0=0.01 

4.0dB -> J 6.0dB. 
step of 0.5uB 

---.-- RSC-7 
() {:)L.o~-C:O.2;:----'I~I.4~-::O-:.6~--::O.~R ~....JI 0' 

II:" bccomc~ 1,\ ... 

EX/Teharl, DST8C-Sp, L=16, (2Tx, IRx). '0=0.01 

n.H LOIii 

3(Hj 

~ 
~ )04,. ... ····· 

D.:! 

- Gray Mapping 
4.0dB -> J 6.0dB. 
step ofO.5dB 

------ RSC-7 
() ~)L.O~-C:O.~2 ~-O~.4,--:O-:.6~-::O.::-K ~-cl.() 

IF",hccomcs I"" 

O.::! 

EX/Tehan, DSTBC..sP, L= 16, (2Tx,tRx), '0=0.01 

- AGM-3 
4.0dB -> J6.0dB. 
step of 0.5dB 

------ RSC-7 
o.{)L-~::-::-~~~~~~~~....J 

()() D.::! 0.4 n.li 0.11 1.0 

n.:! 

1EohccOIm:sIA" 

EX/Tehart, DSTBC-Sp, L=16, (2Tx.tRx). '0=0.01 

- AGM-6 
4.0dB -> J 6.0dB. 
step of 0.5dB 

------ RSC-7 
n.ll L--~~~~~~~~~~-' 

f).O 0.2 04 06 Oil I.n 
il'o becomes 1,\" 

EXIT Chari, D5TBC-SP, bl6, (2Tx, IRx), 'D<OO.O( 

:;06 

! ::1 0.4 

o.:! 4.0dB -> J 6.0dB. 
step ofO.5dB 

------ RSC-7 
O·(hL.II~-C:{).2;:----'1:":1.4~-::II':-,6 ~--::{).HC:----CI.O 

iE" bI!COlllC.~ 1,\ .. 

o.:! 

EX/TChart, D5TBC-5P, L= 16, (2Tx, lAx), 'erO.Ot 

- AGM-J 
4.0dB -> J 6.0dB. 
step of O.5dB 

------ RSC-7 
n·(LLII~-::O-:-.2~--""O.-4 ~-O-.6:---:II-:.K~--Cl.n 

il'~,bl!comeg 1,,1.1 

EXITChllrt, DSTBC-Sp, L=16, (2Tx,IRx), '0=0.01 

~ 
:;0.6 

J 
:I OA 

-" 

n.2 

- AGM-4 
4.0dB -> J 6.0dB. 
step of O.5dB 

------ RSC-7 
n.!~)L.II~-:{)-=.2~~II~.4~-0.('''''' ~-I:-:}.R~......J1.0 

lEI.) becomes IA", 

EX/TChart, DSTBC-SP, L=d6, (2Tx, lAx), '0=0.01 I.lIiiiij __ 

:;0.6 

~ 
..0,,0.4 

-" 

n.:! 4.0dB -> J 6.0dB. 
step ofO.5dB 

------ RSC-7 
0.0 L-~::-::-~-,-~~~~~~......J 

0.0 0.2 0.4 no (Ul J.n 

n.:! 

II;', becomes i"" 

EXIT Chart, D5TBC-SP, L=I6, (2Tx, lAx), 'D",O.OI 

4.0dB -> J 6.0dB. 
step of O.5dB 

------ RSC-7 
(J.n L--~~~~_~~~~~--' 

(j.O 0.2 0.4 n.6 O.R J.n 
ir",becomcs I"" 
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List of Symbols 

General notation 

• The superscript * is used to indicate complex conjugation. Therefore, a* represents 

the complex conjugate of the variable a. 

• The superscript T is used to indicate matrix transpose operation. Therefore, aT 

represents the transpose of the matrix a. 

• The superscript rt is used to indicate complex conjugate transpose operation. There

fore, art represents the complex conjugate transpose of the matrix a. 

• The notation x represents the estimate of x. 
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List of Symbols 

Special symbols 

al,( The i-th coordinate of the l-th SP symbol sl. 

A: The area under a curve. 

A: The a priori probability matrix of a non-binary decoder. 

A 1dpc : The a priori probability matrix of the non-binary LDPC decoder. 

A UTC : The a priori probability matrix of the symbol-based unity-rate decoder. 

B: The number of binary bits corresponding to a constellation symbol. 

b: A block of B binary bits. 

bi : The binary bit at position i in b. 

c: Outer channel coded bits. 

C: The space-time signal matrix. 

c~: The complex symbol transmitted by transmit antenna i at time slot t. 

en: The n-dimensional complex space. 

C5b~fusp: The DCMC capacity of STBC-SP schemes. 

D: The dimension of a D-dimensional signal set. 

D: The depth of the random interleaver. 

Dldpc: The a posteriori probability matrix of the non-binary LDPC decoder. 

D UTC : The a posteriori probability matrix of the symbol-based unity-rate decoder. 

E[k]: The expected value of k. 

Eb: Bit energy. 

Es: Symbol energy. 

Etotal= The total energy of a constellation set. 

f D: The normalised Doppler frequency. 

264 



List of Symbols 265 

G: The feedforward generator polynomial of recursive systematic convolutional (RSC) 

codes. 

Gr : The feedback generator polynomial of recursive systematic convolutional (RSC) 

codes. 

10: 

Iss: 

An orthogonal design of size (2k x 2k). 

The channel impulse response from transmit antenna i for single-receive antenna 

systems. 

The channel impulse response from transmit antenna i to receive antenna j. 

The bit-wise unconditional mutual information. 

The number of three-stage iterations. 

The mutual information associated with the a priori information. 

The mutual information associated with the a priori LLR values LD,a of the outer 

channel decoder. 

The mutual information associated with the a priori LLR values L/vI,a of the 

sphere packing demapper. 

IE: The mutual information associated with the extrinsic information. 

lED: The mutual information associated with the extrinsic LLR values LD,e of the 

outer channel decoder. 

IEM: The mutual information associated with the extrinsic LLR values L/vI,e of the 

sphere packing demapper. 

I ext : The number of external joint iterations. 

lint: The number of LDPC internal iterations. 

In: The identity matrix of size (n x n). 

JC: The constraint length of recursive systematic convolutional (RSC) codes. 

K: The rank of a matrix. 

Kldpc: LDPC output block length. 



List of Symbols 266 

L: The size of the legitimate modulation constellation S. 

LD,a: The a priori LLR values of the outer channel decoder. 

LD,e: The extrinsic LLR values of the outer channel decoder. 

LD,i,p: The LLR values of the original uncoded systematic information bits. 

LD,p: The a posteriori LLR values of the outer channel decoder. 

LM,a: The a priori LLR values of the sphere packing demapper. 

LM,e: The extrinsic LLR values of the sphere packing demapper. 

LM,p: The a posteriori LLR values of the sphere packing demapper. 

N( Number of transmit antennas. 

NT': Number of receive antennas. 

nk The zero-mean Gaussian random variable used for modelling the a priori infor

mation input. 

n r A normalisation factor. 

P: Number of sub codes in a family of sub codes (e.g. IRees). 

Q: The soft-metric probability matrix produced by the symbol-based sphere-packing 

demodulator. 

R: Coding rate. 

R: The channel correlation matrix. 

ri: The received sphere packing symbol at time instant t. 

]Rn: The n-dimensional real-valued Euclidean space. 

s: A sphere packing symbol. 

s: The legitimate constellation set. 

S~: The subset of the legitimate constellation set S that contains all symbols having 

bk = O. 
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s}: The subset of the legitimate constellation set S that contains all symbols having 

bk = 1. 

Sl: The lth sphere packing legitimate symbol. 

T: The number of time slots needed for transmitting a specific number of symbols. 

Ts: Signalling period. 

Tsp: The transfer function from SP to complex signals. 

Tsym: Symbol period. 

v: Non-binary LDPC encoded integer symbols. 

w: A four-dimensional Gaussian random variable. 

W: Bandwidth. 

yl: The received complex signal at receive antenna j at time slot t. 

zl: The complex AWGN noise at receive antenna j at time instant t. 

(Xi: Weight coefficient of the i-th subcode. 

(R: The diversity product for time-correlated fading channels having a correlation 

matrix R. 

(rapid: The diversity product for rapid fading channels. 

(statiC: The diversity product for quasi-static fading channels. 

7r Bandwidth efficiency. 

B( The phase shift of the channel impulse response hi. 

'if: Interleaver. 

'if-I: Deinterleaver. 

p: The signal to noise ratio. 

0';: The complex noise's variance. 



Glossary 

16-QAM 

3G 

8-PSK 

AGM 

APP 

AWGN 

BEC 

BER 

BICM 

BICM-ID 

BPS 

BPSK 

BSA 

CCMC 

CCSDS 

CDMA 

16-level Quadrature Amplitude Modulation 

Third generation 

8-level Phase Shift Keying 

Anti-Gray Mapping 

A Posteriori Probability 

Additive White Gaussian Noise 

Binary Erasure Channel 

Bit error ratio, the number of the bits received incorrectly 

Bit-Interleaved Coded Modulation 

Bit-Interleaved Coded Modulation with Iterative decoding 

Bits per modulated symbol 

Binary Phase Shift Keying 

Binary Switching Algorithm 

Continuous-input Continuous-output Memoryless Channel 

Consultative Committee for Space Data Systems 

Code-Division Multiple-Access 
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CSI 

DCMC 

DMC 

DSTBC 

EXIT 

Eb/No 

FFT 

GF 

GM 

i.i.d. 

IRCC 

lSI 

LDPC 

LLR 

MAP 

MED 

MI 

MIMO 

ML 

PDF 

PSK 
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Channel State Information 

Discrete-input Continuous-output Memoryless Channel 

Discrete Memoryless Channel 

Differential Space-Time Block Coding 

The lattice corresponding to the sphere packing having the best 

minimum Euclidean distance in the four-dimensional real-valued 

Euclidean space R4 

EX trinsic Information Transfer 

Ratio of bit energy to noise power spectral density 

Fast Fourier Transform 

Galois Field 

Gray Mapping 

Independent and Identically Distributed 

Irregular Convolutional Code 

Intersymbol Interference 

Low Density Parity Check 

Log-Likelihood Ratio 

Maximum A Posteriori 

Minimum Euclidean Distance 

Mutual Information 

Multiple-Input Multiple-Output 

Maximum Likelihood 

Probability Density Function 

Phase Shift Keying 



Glossary 

QAM 

QAP 

QPSK 

RA 

RSC 

RTS 

SISO 

SNR 

SP 

SP-SER 

SPSI 

ST 

ST-SER 

STBC 

STBC-SP 

STC 

STP 

STTC 

TCM 

V-BLAST 

WLAN 

ZF 

Quadrature Amplitude Modulation 

Quadratic Assignment Problem 

Quadrature Phase Shift Keying 

Repeat-Accumulate 

Recursive Systematic Convolutional 

Reactive Tabu Search 

Soft-Input Soft-Output 
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Signal to Noise Ratio, noise energy compared to the signal energy 

Sphere Packing 

Sphere Packing Symbol Error Ratio 

Sphere Packing Symbol Invariant 

Space-Time 

Space-Time Symbol Error Rate 

Space-Time Block Coding 

Space-Time Block Coding using Sphere Packing modulation 

Space-Time Coding 

Space-Time Processing 

Space-Time Trellis Coding 

Trellis Coded Modulation 

Vertical Bell Laboratories Layered Space-Time 

Wireless Local Area N etwor k 

Zero Forcing 
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