University of Southampton

FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS

SCHOOL OF CHEMISTRY

SIMULTANEOUS TIME RESOLVED XAS, IR AND MASS
SPECTROMETRIC CHARACTERISATION OF CATALYTIC SYSTEMS:
AN INVESTIGATION INTO THE STRUCTURE-FUNCTION
BEHAVIOUR OF SUPPORTED RHODIUM CATALYSTS

Bhrat Jyoti

A thesis submitted for the Degree of Doctor of Philosophy

September 2006



UNIVERSITY OF SOUTHAMPTON
ABSTRACT
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS
SCHOOL OF CHEMISTRY

Doctor of Philosophy

SIMULTANEOUS TIME-RESOLVED XAS, IR AND MASS
SPECTROMETRIC CHARACTERISATION OF CATALYTIC SYSTEMS:
AN INVESTIGATION INTO THE STRUCTURE-FUNCTION
BEHAVIOUR OF SUPPORTED RHODIUM CATALYSTS
By Bhrat Jyoti

The techniques of Energy Dispersive Extended X-ray Absorption Fine structure (EDE),
Diffuse Reflectance Fourier Transform Infrared Spectroscopy (DRIFTS) and mass
spectrometry have been successfully combined in an in situ, time resolved manner to
investigate the structure function surface chemistry of y-Al,Os supported Rh catalysts.
Complementary ex situ techniques which included TEM, XPS and EDX were used to
fully characterise the systems with a metal loading ranging from 1-10 wt%, which were
synthesised with chlorinated and unchlorinated (nitrate) precursors.

Only the in situ techniques applied allowed for the characterisation of wholly metallic
Rh particles. TEM and XPS studies indicated the particles, with particle sizes in the
region of 10-60 A, were oxidised readily in air; however the formation of an oxide layer
around a metallic core was the most likely morphology of the spherical nanoparticles. The
chlorinated samples resulted in catalysts with smaller particle sizes than those from the
nitrate precursors. Cl K-edge X-ray Absorption Near Edge Structure (XANES) indicated
that during reduction, chlorine was observed to migrate from the Rh to the alumina. The
rapid phase fluxionality and kinetic character of the nanoparticles under redox conditions
could be closely followed with a S0ms repetition rate.

Catalysts with a low metal loading (2.5 wt%) were subject to facile disruption upon
exposure to CO; the formation of discrete Rh(CO), units was facilitated at higher
temperatures. The proportion of dicarbonyl adopting this site was significantly less at
higher metal loading (5 wt%), this was reflected by the IR and unchanging EXAFS data.

The formation of ‘high wavenumber’ Rh(NO)™ and Rh(NO), species could be correlated
to the rapid, extensive oxidation of Rh at low temperatures upon exposure to NO. The
reactive turnover of NO and increased rate of oxidation were observed at higher
temperatures, and evidence for a highly transient form of Rh(NO), to yield a linear
Rh(NO)" ‘spectator’ species was derived. Re-reduction of the oxide proceeded at
temperatures as low as 373K.

A stoichiometric feedstock of CO and NO oxidised the elemental Rh catalysts to
Rh(CO), at room temperature. The proportion of Rh adopting the dicarbonyl sites
increased at higher temperatures. Above 450 K the species decomposed, the Rh
component reclustered and subsequent catalysis ensued. Similar effects were observed for
a 4wt%Rh/1wt%Pd alloy catalyst.

A gas switching regime between CO and NO showed an almost static oxidic Rh phase to
exist at low temperatures; structural changes were more substantial at higher temperatures
and followed the pattern of switching more closely. With NO in excess the Rh clusters
oxidised rapidly to yield the Rh(NO)" species; reclustering was observed under CO,
which also adopted linear and bridging sites on the metallic particles.

The poisoning of the catalysts reported SO to subtly modify the structure of the Rh but
did not adversely affect the reduction of NO by H». In contrast, complete and irreversible
sulfidation of the nanoparticles rapidly curtailed catalysis upon exposure H»S.
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Chapter 1 Introduction

1.1 Introduction

This thesis encompasses an investigation into the structure-function surface chemistry of
selected oxide-supported rhodium catalysts. The scope of this investigation specifically
targets an understanding of the nature of Rh nanoparticles, and their subsequent properties
under reactive environments. The experimental methodologies employed to achieve this will
endeavour to not only observe the catalytic characteristics present but also concentrate on the
structural effects such processes elicit. The array of techniques envisaged for this study have
been carefully selected to afford complimentary information in order to gain a fundamental
understanding of these nanoparticulate systems. Moreover, many of these techniques will be
bought to bear on the systems in an in situ, time-resolved manner in order to track the
processes effectively.

This chapter will introduce the general concepts of the field of catalysis, related existing
work and the overall aims of the project. It will also introduce the catalytic processes chosen

to probe the characteristics of the Rh systems.
1.2 Catalysis

The definition of a catalyst is a substance or system that alters the rate of reaction by
becoming involved in the reaction sequence without becoming a product.' Figure 1.1 shows
how catalysts speed up a reaction by providing the reactants with an alternative lower-energy
pathway to the products.? A catalyst may therefore produce a greater proportion of the
desired product, as it may selectively lower just one of the several reaction pathways that are
present. Catalysts are thus extensively utilised in nature, industry and in the laboratory. An
example of the importance of catalysts is evident in the estimation that they contribute to
one-sixth of the value of all manufactured goods in industrialised countries,” and nearly 70%

of all industrial chemical processes use a catalyst at some stage in their manufacture.*
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—— Uncatalysed reaction path
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Figure 1.1: A free energy plot for a catalysed and catalysed reaction.

The subject of catalysis can be divided into two broad domains, homogeneous and
heterogeneous catalysis. The differences between these two areas can be viewed effectively
by looking at the properties of each catalyst type with respect to the phases present.

Homogeneous catalysis is where the catalyst is in the same phase as the reactants. Metal
based homogeneous catalysts are generally well defined organometallic compounds which
may be synthesised with a high degree of purity. As such, and at least initially, such systems
present only one form of active site to the substrate molecules. In essence it is easier to ‘fine
tune’ the processes involved, for example by the exchanging of ligands around the metal
centre, in order to maximise the results of the catalytic reaction. Therefore homogeneous
catalysts generally yield a high level of selectivity and, in general, activity than their
heterogeneous analogues. Such systems are in essence also much easier to study; the reaction
occurring in the solution phase can be readily characterised by using a battery of standard

techniques such as infrared spectroscopy and nuclear magnetic resonance.® However, these
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characterisation techniques do not yield detailed structural information and in situ
experiments are often very difficult. Techniques such as UV-Vis spectroscopy have been
applied in a time resolved, in situ manner in the past,’ but the information gleaned from such
experiments has been limited to the technique itself (this being specific electronic transitions
in the case of UV-Vis spectroscopy).

Moreover, as the reactants, products, and the catalyst itself exist in the same phase,
separation of these components and reclamation/recycling of the catalysts can be
problematic. There are also issues of catalyst degradation and high development costs; hence
a main use for homogeneous catalysts is in industries where small batch reactions for pure
and selective products are demanded, i.e. in the pharmaceutical industry.

These problems are minimised when the catalysts, products, and reactants exist in
differing phases, as is the case with a heterogeneously catalysed reaction. The main
advantage here is the ease in which reaction products can be separated from the catalyst;
which becomes especially pertinent when considering (for example) large-scale industrial
processes.4 Another advantage is that such catalysts generally have a higher thermal stability
than their homogeneous counterparts; which can lead to improved efficiency and reaction
rates. However, the use of solid catalysts leads to a greater potential for unwanted ‘side’
reactions and therefore decreased selectivity- the surfaces of the active phase and support
material are heterogeneous in an unwanted sense.

In heterogeneous systems the concept of dispersion is used to describe the effective
concentration of (potentially) active metal sites. Simply stated as the fraction of (active
phase) atoms existing at the surface of the catalyst, this recognises the fact that only active
phase atoms at the surface of supported particles will be available for reaction. Therefore, by
using a high area dispersant, such as alumina, and nanoscale active phase particles, very large
effective concentrations of the active particles exist and therefore high turnovers can be
achieved. This simple notion is, however, predicted on the assumption that the reactive
properties of the active phase are not adversely affected by the increasingly smaller size of
the active phase particles required to obtain the greatest dispersion. The high proportion of
exposed and hence potentially ‘active’ atoms means a definite catalytic advantage over other

similar heterogeneous systems. These low dispersed systems include single crystal and thin
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film analogues which, explained below, can exhibit markedly different catalytic behaviour to
highly dispersed systems.

The ideal situation would then be to obtain a heterogeneous catalyst system, with as many
types of catalytic site specifically contributing to the overall catalysis occurring, and very
large surface areas, whilst allowing the diffusion of reactants and products through the
system at a rate which does not make mass transport the rate limiting step.

To this end, considerable research has targeted the development of systems that
incorporate the practical benefits of heterogeneous catalysts with the obvious advantages of
homogeneous systems. ® These ‘hybrid’ catalysts typically consist of transition metal
compounds being supported on a surface without significant alteration of the structure of the
catalyst.” This can lead to a catalyst system that is highly selective, reproducible and
efficient. However, this is not commonly the case as anchoring of a metal to a support often

leads to a change in the overall properties of that particular metal.

1.3 Transition metals as catalysts

There are many parameters that affect the overall selectivity and activity of a catalyst. The
scope of these parameters are extremely diverse; factors such as type of metal used; the
active site, particle morphology (i.e. size/shape), the type and porosity of the support used,
the inclusion of promoters to the catalyst composition, and experimental conditions are just a
few general parameters to be considered.

The examples of the effects these parameters are, not surprisingly, equally as wide
ranging; catalysis can be promoted by alkali metal doping; "% deactivated by sulfur

poisoning'!'?

or influenced by the support used such as strong-metal-support interactions
(SMS]) in TiO; supported rhodium catalysts."

The parameters that distinguish transition metals (TM) from the other elements in the
periodic table are due mainly to their partially filled d shells. Due to the specific properties
this characteristic brings about, transition metals play a key role in a wide range of catalytic

systems; reasons for which can be summarised under four general headings:
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(i) Bonding ability

A d-block metal has nine valence shell orbitals available with which it is able to form
sigma (o-), and pi (7-), bonds with other ligands. This feature is simplified and effectively
visualised in figure 1.2 which shows the main bonding features in a TM carbonyl complex,

based on the Blyholder model.'*

9 Q
.M‘ﬁ.C@OO ‘

0

Figure 1.2: Molecular orbital schematic of a CO molecule bonded to a transition metal showing (a) the o-
component and (b) the mt-component. The arrows indicate the net transfer of electrons.
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The most important contribution to the bonding is the dative bond. This o-component is
formed by the interaction between a vacant metal g-orbital and the carbon-lone pair. The -
component of this system is formed because the empty antibonding p 7- orbitals on the
carbon monoxide have the ideal symmetry to accept the electron density from the occupied
metal d orbital.

The o-component results in a net transfer of electron density from the ligand to the metal;
the 7-component in a net transfer in the opposite direction. The bonding is synergistic and
results in an increase in the metal-carbon bond order and decrease in the carbon-oxygen bond
order.'® Transition metals can therefore combine with a wide range of molecules; indeed the
rich coordination chemistry displayed by the systems underpins their suitability for catalysis.
Such ligands can include ionic molecules such as CN™ or OH" or neutral molecules such as
H,O and amines. Both catalytically ‘active’ and spectator ligands are observed to play vital

roles in determining the activity and selectivity of a certain catalyst.'®
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(i1) Ligand effects

Ligands play a key role in transition metal catalysis; they can directly modify the
electronic and steric environment at an active site. They also therefore have the potential to
alter the properties, such as activity, of a catalyst and directly influence other factors such as
controlling the overall reaction process. Generally, three models are used to predict the effect
of ligands around a transition metal centre:
(a) The trans-effect. This is the labilisation of ligands trans to certain other ligands, which
can be regarded as trans directing ligands. This electronic effect occurs in orbitals formed
from metal-ligand bonds; an increase in orbital-orbital interaction is observed when two
ligands are placed mutually trans to one another. Highly active trans-effect ligands are used
in catalyst systems where the rate determining step is ligand or substrate dissociation."’
(b) Electron donor-acceptor properties. This concept can be explained by taking the example
of CO bound to a transition metal as shown in figure 1.2. According to the Blyholder model,
the electron backdonation from the metal to the empty n* orbitals of CO takes place,
resulting in a lower bond strength between C and O. This has an effect of shifting the infrared
absorption band to lower wavenumbers compared to gas phase CO (v = 2143 cm™). CO that
is bound in a linear position to the metal surface has a C-O stretching frequency in the region
of 2100-2000 cm™. CO coordinated in multiple, bridged positions weakens the C-O bond
further, which results in the stretching frequency shifting to even lower wavenumbers.'®'’
The position of the stretching frequency can be influenced by numerous factors which in turn
make this model structurally sensitive. Such factors include the adsorption site being on
edges, corners or faces,”” the overall surface coverage of the ligand (which can introduce

2122 and the amount of backdonation by the metal to name a few

dipole-dipole interactions),
examples. = 2 In summary, the coordination chemistry involving transition metals is
intrinsically linked to the electron donor-acceptor properties of the ligands, changes in these
properties may be probed by structurally deterministic techniques such as IR spectroscopy.

(c) Cone angle. The cone angle is used to explain certain steric influences around a metal
centre; it is a crude yet effective method of the steric demands of a ligand. Basically, the
wider the angle of the cone, the greater the steric influence of the ligand will be. This would

result in an increase in steric hindrance for the catalytic reactants and the associated

intermediates (which could have a positive or negative effect on the overall reaction). For
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example, Tolman explained the steric influences arising from trivalent phosphorus ligands
with this method.*® It was found that the bulky constituents increased the cone angle, having
the effect of lowering the coordination numbers of the intermediate TM complex, the
formation of less sterically crowded isomers and increased rates in subsequent dissociative
reactions.

(iii) Variation in oxidation state.

The ability to form complexes in a variety of oxidation states is a key characteristic of
transition metals. In terms of catalysis, as transition metals can exhibit a range of oxidation
states the catalyst itself has the potential to change its oxidation state during a reaction.
Indeed, it is this property that plays a key role in terms of the activity and why transition
metals make good catalysts.

(IV) Variation of coordination number.

The coordination number is defined as the sum of the total number of neighbours of a
central atom in a compound. A key characteristic of transition metal complexes is their
ability to contain a number of different ligands. For example, the coordination sphere is
observed to change many times during the hydrogenation reaction catalysed by
RhCI(PPhs)3.2® In highly dispersed particulate systems, such as the ones under scrutiny in this
study, the attainment of coordination information can be an extremely effective method in
following the structural changes that may be occurring during a catalytic process. The
variability of coordination number will therefore will be central to the current study, as it will

be used extensively to characterise the systems under investigation.
1.4 The alteration of electronic and catalytic properties of noble metal particles

The concept of the electronic structure of metal particles being intrinsically linked to its
cluster size has been known and studied for a long time. For example, early XPS studies by
Mason showed that orbital binding energies are dependent on particle size for highly
dispersed palladium, platinum and gold particles supported on carbon.?’ Further XPS studies
probing the shifts in core and valence level binding energies of metallic clusters showed a
trend of increasing binding energies with decreasing particle size.”*®* However, much of this

work, particularly pertaining to the origin of the shifts, is still under debate and both
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e 29,30
initial’”*° and final®*

state effects can be used to explain the trends occurring. These are
just a few examples of the studies carried out in this extensively researched field.

The morphology of metal particles, i.e. the overall dimensions of particles in catalyst
systems, is also well known to influence the catalytic activity and selectivity for numerous
reactions in structure sensitive reactions.’' This ‘cluster size effect’ is generally attributed in
the literature to the number of specific catalytically active (geometric) sites that are present in
a system. An effective example is reported by Oh and Eickel, where a 45-fold increase in the
specific rate of the CO-NO reaction was observed as the alumina supported Rh particle size
was increased from 10 to 676 A.»

Other factors aside from particle size and geometry that can alter the electronic and
catalytic properties of catalysts include the addition of promoters and the poisoning of such
systems. > ** An effective example of improving catalyst selectivity is the addition of
potassium metal to Fischer Tropsch rhodium catalysts, 3> which specifically increases
selectivity towards higher hydrocarbons (in this case, alkenes).

The final pertinent factor to mention here is metal-support interaction leading to noble
metal particle modification. The influence of the support has and continues to be an intense
field of research; such interactions on noble metal catalytic activity was proposed as early as
the late 1950s.*® For example, metals supported on TiO, were found to have higher activities
over systems supported on other oxides such as silica or alumina.?’ Moreover, some noble
metal systems exhibited superior activity in catalysis when supported on an alumina-silica
mix over systems supported by alumina or silica alone.*®*? The utilisation of more ordered
supports such as zeolites and mesoporous supports have reported even higher activities over
their amorphous analogues.*’ It was also shown that altering the acidity of the zeolite
significantly affected the catalytic behaviour, for example in numerous supported platinum
and palladium systems.*"* The exact influence (i.e. the mechanism) the change in acidity
had on the catalytic process is still under debate. In summary, attaching noble metals to a
support generally improves the dispersion and catalyst stability, and can also significantly

affect its catalytic behaviour.
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1.5 Supported rhodium catalyst systems

Rhodium is a transition metal that is widely utilised in many catalytic processes. It differs
from other platinum group metals (e.g. platinum and palladium) as it has nine electrons in its
ground state (4d8551) outside a closed Kr core, whereas Pt and Pd have ten outer electrons.
Rh salts, often used as precursors for the catalyst systems, are easily reduced to the metallic
form without any deleterious H, uptake; that which does adsorb can be desorbed readily.*

It is therefore not surprising that Rh is the subject of intense research; the literature reveals
Rh to be involved in many catalytic conversions. This includes the ring opening and
hydrogenolysis reactions of hydrocarbons,*** CO hydrogenation to produce oxygenates and
higher hydrocarbons,*® and recently asymmetric hydrogenation chemistry.*’

Arguably the most commercially important application of Rh is in automobile exhaust
catalysis,*® where it forms a core component in three-way catalyst (TWC) systems. This is
mainly due to its superior capability to remove toxic NOx emissions in favour of
environmentally benign N2.49 Indeed, an effective method to visualise some of the basic

properties of Rh as a catalyst is to probe its role within the TWC.
1.5.1 The three-way automotive exhaust catalyst system

The use and continual development of automotive three-way catalysts have been an active
and dynamic area of chemistry and other domains, such as engineering, since their
commercial introduction in the early 1980s. Prior to this, emission control catalysts were
purely oxidation catalysts, and the reduction of the nitric oxides was achieved via various
engine modifications, namely exhaust gas recirculation.”

The detrimental environmental effects of exhaust emissions have seen various worldwide
exhaust emission regulations, and therefore the increased use of catalytic converters. Other
stringent laws such as the Zero Emission Vehicle and emission standards have led to the
perpetual development of these catalysts and all the related systems involved.* For example,

the USA’s Environmental Protection Agency (EPA) set stringent performance targets in

2004 for TWCs to reduce combined NOx and HC emissions from 12 to 3 gram/BHP-hour or

10
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less. A further push for technological improvement has been mandated for 2007, where a
decrease to 2 gram/BHP-hour of emissions will be imposed.”!
The TWC therefore performs three simultaneous tasks:
1). The removal of NO:
2NO +2CO 2 2CO; + N; (redox reaction)
2NO + 2H, =2 N, + 2H,0 (Hydrogen reduction)
2). The removal of CO:
2CO + Oz =2 2CO; (CO oxidation)
CO + H,0 - CO; + H; (water gas shift)
3). The oxidation of unburned hydrocarbons (HC) to carbon dioxide and water:

CxHy +nO, > XCO;, +nH,0

These three reactions occur most effectively when the catalytic converter receives exhaust
from an engine that is running at the ‘stoichiometric point’ (Lambda) (for example ca. 14.7
parts oxygen to one part fuel for petrol). Figure 1.3 highlights the problematic ‘balance’ a
TWC must conform to, which in turn is directly linked to its overall performance as a
catalyst.” In lean, oxidising conditions, the oxidation of CO and hydrocarbons are favoured
at the expense of the reducing reaction. Conversely under fuel rich conditions the reduction
of NOy is favoured, at the expense of CO and HC oxidation. It is thus theoretically possible
to attain 100% conversion efficiencies at the stoichiometric point, recently TWCs have been

developed that can operate at ca. 90% efficiency.>

11
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Figure 1.3: Exhaust gas conversion in the three-way catalyst.5

The typical ‘ceramic monolith’ catalytic converter is composed of cordierite (2MgO.2
Al,03.55i0,) in a honeycomb structure. This is covered with a layer of alumina, 30-50 pm
thick, which acts as a support for all the metals. Other additives such as ceria are added to
increase the durability and performance of the catalyst. The catalyst composition varies with
application, but the primary metal constituents in the majority of three-way catalysts are
rhodium, palladium and platinum.

The increasing use of palladium, for the effective oxidation of CO and hydrocarbons, in
the bimetallic system over the use of platinum is due to the increased durability under high
temperature oxidising conditions and lower light-off temperature such systems exhibit.
However, the relative use of Pt and Pd in catalyst formulation fluctuates in response to the
cost, and other economic factors, of these metals.

The recent interest in replacing rhodium and/or platinum with palladium due to these
economic factors has lead to extensive studies into the effectiveness of the idea.>® As
mentioned before, rhodium is favoured over all three metals for the reduction of NOx
species. It also has comparatively high activity, low ammonia production and a NOx

conversion ‘window’ that extends to leaner or more oxidising conditions. This has significant
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ramifications for recent ‘lean burn’ engines,> in which progressively more oxidising
conditions are used, i.e. a high air: fuel ratio. Palladium is less active in these conditions, and
has a smaller activity ‘window’ in leaner conditions for NOy conversion.

Although palladium is poisoned by lead over time, its durability and thermal stability is
preferred over platinum. The main disadvantage of palladium can be observed in its poor
conversion of NOx species under net reducing conditions. Another disadvantage leading on
from this includes the production of unwanted hydrogenation species such as NHs. Other
studies conducted for the reduction of the expensive rhodium component in these systems
have suggested alloys comprising of platinum/molybdenum, > although no widely used

solution has been implemented.
1.6 Related catalytic reactions and existing related work

The principle catalytic reactions that occur over the surface of the catalytic converter form
a basis of understanding of the processes that occur over the systems investigated in this
study. The main target of engine management systems is the stoichiometric balancing of
exhaust streams to yield a simultaneous reduction of NOyx products and oxidation of
CO/hydrocarbons. In this sense the two principal and heavily studied reactions are the
CO/NO reaction over rhodium and the reduction of NO by H, and hydrocarbons. Many
models of the mechanism of the CO/NO reaction over Rh have been proposed in the past,”
yet debate still lies in a unified view of the mechanism and the related kinetics of the
reaction.”’ Figure 1.4 highlights a widely regarded mechanism, proposed by Hecker and
Bell,* of the reaction between NO and CO over rhodium. This can be summarised as the
decomposition of nitric oxide preceding the removal of the oxygen from the catalyst via a

reaction with a reducing agent, in this case CO.
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CO = CO, (1)
NO = NO, (2)
NO; D Na+ O, * (3)
NO,+ Ny D> No+ O, * 4)
2N, > N, * (5)
CO,+0, > COy * (6)
NO, + N, > N,O * (7
N,O > 0, +N, * (&)

e *indicates irreversible reaction.

e Reaction 5 is thought to be the rate limiting step. The recombination of N, is shown to be a function of
Rh particle size, an issue addressed in this study.

e Reaction 7 is the reaction to be minimised, or eliminated in an ‘ideal’ catalyst.

e Subscript (a) indicates an adsorbed species.

Figure 1.4: Mechanism of the NO/CO reaction over Rh.*

This reaction occurring over Rh, as with all the processes, is sensitive to the changes in the
surface morphology of the incipient metal, i.e. differing kinetic behaviour ensuing over
single crystal and supported catalysts.’ ® In relation to this study, the concept of understanding
and deriving the relationships between structure and reactivity, a widespread aim in many
areas of science, comes into focus. In catalysis specifically, this aim is at the centre of
understanding how a catalyst functions. This in turn means that factors such as catalyst
design and modification can be rationalised, and if properly understood an ‘optimal’ catalyst
system can be designed.

The CO/NO reaction (figure 1.4) is shown as it occurs over metallic rhodium. The
widespread view of the Rh component in such catalysts, and one that underpins the axiom

3960 may be utilised as reasonable models of these systems, is of an

that single metal crystals
essentially static metallic phase over which the processes outlined above occur. This is
despite many studies acknowledging and addressing this ‘pressure gap’ issue (between low
and highly dispersed Rh systems) in the past.’?!

However, Rh nanoparticles are not static but labile in some environments. The corrosion

of very small Rh particles under CO to yield supported Rh'(CO), species has been known
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and studied since 1957.% The driving force for this phase transforming process has been
rationalised with relatively simple thermodynamic arguments based upon the molecular heat
of adsorption of CO on Rh, and estimates of Rh-Rh bond energies in such particles.’’

That this process is generally agreed to proceed via molecular adsorption of CO, this factor
also limits the range of Rh particle size that may be corroded in such fashion. Therefore
where quantification has been undertaken this pathway is only significant for very small,
very highly dispersed, Rh particles containing on average only ca. 10 atoms.

The contribution that this reaction path has under realistic catalytic conditions is not well
known though the Rh'(CO), species has been shown to be a ‘spectator’ in CO oxidation
catalysis.®? However, it is also known that this species is thermally labile and susceptible to
reduction by H,.%

Recently a new type of adsorption driven process, that is demonstrably rapid and capable
of instantaneously oxidising particles up to 20-30A across (containing hundreds of Rh
atoms), has been demonstrated.®* Moreover this process has been shown to be deterministic
in terms of both selectivity and light off in the reduction of NO by H, over supported Rh
catalysts.® This process is fundamentally different to the CO induced corrosion of small Rh
particles as it is driven by the dissociation of oxidants such as NO®* and 0,.%” Molecular
dissociation releases much more energy than molecular adsorption and in these cases proceed
very rapidly. This results in a rapid local heating of the Rh particles leading to the potential
for a rapid attainment of previously inaccessible equilibrium structures. In the case of Rh this
results in an instantaneous change of phase from ‘metallic’ to ‘oxidic’ at room temperature.
Single crystal Rh surfaces only show significant surface oxidation under extremely lean
O/CO environments and only at temperatures in excess of 500 K.****® A metallic Rh phase
is only obtained under relatively H, rich conditions and at temperatures where the new
oxidised phase itself is unstable (ca. 470 K).%

These observations help to explain why, for reactions involving NO models, based upon
measurements made on Rh single crystals fail to model net reaction orders and activation
energies successfully.”’ Similar effects are observed in CO oxidation.®® By their very nature
such models do not allow for gross changes in reactivity as a function of Rh particle size and

therefore cannot model these sorts of metaphasic processes.
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1.7 Aims and motivation for this thesis

The underlying motivation for this thesis is derived from the ever increasing importance
of studying gas-solid processes in an in situ manner,’' alongside complimentary experimental
techniques to gain a thorough understanding of such processes and associated systems.

Recently the literature has reported a wide range of experiments that incorporate a multi-
technique approach to study the quantitative structure function relationships (QSARS) of
working catalysts at both ambient and high pressures in an in situ manner.’” The structural
technique of Extended X-ray Absorption Fine Structure (EXAFS), central to achieving the
aims of this thesis, has been applied in tandem with UV-Vis,”> UV-Vis and Raman,
Attenuated Total Reflection (ATR) infra red spectroscopy,”” and mass spectrometry (MS)’®
in order to achieve such aims.

This thesis will aim to expand upon these experiments by introducing a platform that
utilises EXAFS (in transmission mode) and combining it with Diffuse Reflectance Infra-red
Fourier Transform Spectroscopy (DRIFTS) and MS.” It is clear from the literature that the
processes affecting the structure of catalyst systems, for example in redox cycles, can have a
significant influence on their overall performance, and often occur on very short
timescales.”””®" The current set up was therefore envisaged to probe the structure, function
and reactivity of selected processes with a time resolution previously unattainable. In doing
so it is hoped new insights into this exciting and ever important (i.e. direct links to
environmental factors) field of catalysis will be gleaned. Specifically, the QSARS will be
probed and rationalised for various highly dispersed, alumina supported, Rh nanoparticulate
systems. These ‘real’ catalyst systems will be observed under various catalytic conditions,
which will try to emulate ‘working” conditions as closely as possible. In its broadest sense,
the experiments will be investigating the processes that occur over the TWC and specifically
targeting how its core component, Rh, responds to environments created in automotive
applications.

To summarise the direction of this thesis, the following chapter will introduce the
mentioned complimentary techniques that will be used to probe the catalysts, and also to
highlight their strengths and weaknesses. Chapter 3 will be concerned with characterising

the catalyst systems in order to gain a core understanding of the systems prior to the
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application of catalytic conditions. The redox cycle over nanoparticulate Rh, another ‘core’
processes that needs to be understood for these systems, will be probed in chapter 4.
Chapter 5 and 6 will investigate the adsorption process of two pertinent molecules, CO
and NO respectively, upon the Rh systems under various temperatures and conditions. The
latter chapter will also follow how the systems respond to reductive environments after being
exposed to the NO gas. The combination of these key molecules into the gas stream will be
used in chapter 7; moreover the CO/NO experiments will be expanded upon as each
molecule will be alternated in the gas stream and the response of the systems closely
followed. Finally, the poisoning of the catalysts will be studied in chapter 8, an equally

important area of study when considering the complex ‘whole’ of these systems.
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2.1 Introduction

The investigation of the structure-function characteristics of catalytic systems requires
techniques that are complimentary in nature, for a ‘complete’ understanding of the systems
and the processes associated with them. To gain such quantitative structural knowledge of
these systems Extended X-ray Absorption Fine Structure (EXAFS) was chosen as the
principle technique; the focus bearing on the particular form of this method, Energy
Dispersive EXAFS (EDE).

The combination of EDE and mass spectrometry (MS) to study catalysts, tested in a
microreactor-based environment, allows for structure and reactivity information to be
gleaned from a system simultaneously, the key components in such in situ experiments. This
methodology is further developed and expanded by including time resolved Diffuse
Reflectance Infrared Fourier Transform Spectrometry (DRIFTS) to probe/study the
speciation of IR active surface adsorbates. Therefore both methods mentioned would provide
a powerful tool to achieve the aims of this thesis.

In addition to the in situ time resolved information obtained, Transmission Electron
Microscopy (TEM), X-ray Photoelectron Spectroscopy (XPS), Energy Dispersive Analysis
of X-rays (EDX) and Brunauer Emmett Teller (BET) measurements were applied. TEM was
used to provide information on the metal particles size present on the surface of the catalysts.
With XPS further information on the chemical nature of the noble metal components, i.e. the
relative composition of the particles in their bulk and at their surfaces, was obtained. EDX
measurements provided quantitative elemental analysis, including the total metal loading on
and the amount of chlorine retained in the systems.

This chapter describes the experimental methods utilised in this study, as well as the
description of the techniques applied, in both a practical and theoretical manner. The strength
and limitations of the different techniques, especially in view of the catalytic systems studied,

are also discussed.

23



Chapter 2 Experimental Methods

2.2 Basic considerations

A number of the techniques used in this thesis involve the detection of electrons that are
emitted or scattered from the sample. As such these spectroscopies share a number of
common principles and characteristics. For instance, XPS and XAFS share core hole
generation as the initial excitation event. All of the spectroscopies used utilise the
fundamental physics of electron-matter interactions in differing ways to yield their specific
information. Considering the underlying physics of these techniques leads to a clearer

understanding as to why such techniques are employed in this thesis.

2.2.1 Basic Processes: Elastic and inelastic processes

2.2.1.1 Elastic Processes

Elastic processes that occur within the mentioned techniques fall under three main
categories, diffraction, scattering and effects due to excitation/relaxation events involving
initially unoccupied molecular orbitals (e.g. XANES, see section 2.4). The scope of this
study will be primarily concerned with scattering events, although diffraction from the
monochromators used in the apparatus can interfere considerably with for example EXAFS
measurements. Diffraction can be a useful tool in some TEM applications,' for example

surface 3D modelling of clusters present.”
2.2.1.2 Inelastic Processes

Inelastic processes in this case are scattering events that lead to a loss of energy in the
electron. This energy loss effectively leads to the loss of information pertaining to the initial
state from whence the electron was derived and any structural information that may only be
derived from electrons that have been elastically scattered, i.e. with no concomitant loss of
energy.

The presence of inelastic effects has two major ramifications. The first is the generation of

an ‘inelastic tail’ of electrons at energies where the incident energy (i.e. from an X-ray) is
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less than a particular atoms core binding energy (i.e. E < Ep). This tail contributes to
background intensities that need to be subtracted from data obtained from such techniques as
EXAFS and XPS prior to analysis; excessive scattering of this sort can therefore complicate
data processing and subsequent analysis.

Secondly, and more fundamentally, inelastic scattering limits the physical distance over
which elastically scattered electrons may be detected, and it therefore limits the effective
range over which chemical state and structural information may be derived. Figure 2.1 shows

. . 3
an inelastic mean free path curve.

10°

Inelastic mean
free path (A) 102 |

] : e X
- . A i,
10! |- - Teel v PR
- . ks, t 7. .
Iy
I L l‘ hd L {
1 10 102 103
Energy (eV)

Figure 2.1: Collection of experimental determinations of inelastic scattering electron mean free paths as a
function of energy above the Fermi level for many different materials.

From the inelastic mean free path curve we can see that for electrons with kinetic energies
typically detected in XPS (<1.5keV) that the mean free paths are relatively short (<20-30A).
It is this that gives XPS its intrinsic surface sensitivity as electrons will only escape the
sample to be detected from the outer 20-30A of the sample.

At the much higher electron energies used in TEM (ca. 100keV) it can be seen that the
mean free paths of the electrons will be much greater, leading to the limiting requirement for
sample thickness in TEM of ca. 1 pm.

EXAFS in transmission mode (see section 2.5.3.1) does not utilise direct detection of the

elastically scattered electrons and therefore has no intrinsic surface sensitivity. In this case
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however the effect of inelastic processes acts in a different way, limiting the distance over
which elastically scattered electrons may travel before they experience energy loss and
become non-contributory to EXAFS. As such, it is these processes that constrain the EXAFS

effect to the determination of local structure information only.

2.3 X-ray Photoelectron Spectroscopy

A spectroscopy that utilises core level shifts to derive chemical state information is XPS.
The technique uses a fixed (energetically) X-ray source (monochromated Al K, Ex=1486.6
eV, linewidth 0.35 eV for the XPS measurements carried out in this study) to eject
photoelectrons from the core levels of having energy Eg<hv. These electrons are then
directly detected using a hemispherical electron analyser.

Photoelectron spectroscopy is in principle a simple process. When a photon of energy Av
penetrates the surface of a solid and is absorbed by an electron with a binding energy Egg, the
electron can escape the atom with a subsequent kinetic energy Exe. Equation 2.1 shows the

Einstein relationship which is known as the photoelectric effect.

Exg= hv - Egg eq. 2.1

The distribution of the resultant photoelectron intensity with respect to its energy is
therefore termed XPS. The photoionisation that occurs in fact requires a minimum of
threshold photon energy for the electron to overcome the energy barrier between the vacuum
and Fermi levels, which is the work function, denoted .

XPS therefore involves photon excitation involving primary core level electron ejection.
Following the formation of a core hole, Auger electron generation or fluorescence emission
occur as secondary processes. These processes lead to separate techniques in themselves and
have differing sensitivities according to the size of the emitting atom. The energy

relationships in these processes are as follows:
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Exge= hv -Ex - @ (XPS) Eq. 2.2
Ea=Ex —ErL1 —E*123 (Auger) Eq. 2.3
ho '=Ex - Era3 (Fluorescence) Eq.2.4

The L2,3 terms from the 2P energy level therefore corresponds to a Ko doublet, which is
dipole allowed.

The core energy levels are measured from the Fermi energy level. The asterisk in equation
2.3 indicates the excited state after producing the core hole in level L;. These processes can
be visualised as in figure 2.2, which shows an energy level diagram highlighting the

fundamental XPS processes following the formation of a core hole state.

Final State

YAC
—

Figure 2.2: Energy level diagram showing the fundamental XPS process and Auger electron/fluorescence

emission following formation of a core hole state.*
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It is important to note here that only XPS reflects the initial state directly; Auger emission
and fluorescence are the result of the final states response to the creation of a core hole.

The initial state argument here is that the Eg of the XPS electron directly reflects the
effective charge felt by the initial core level electron and is therefore indicative of the
chemical state of the unexcited atom. This means that core level shifts due to particle size,
photoemission from surface atoms (as compared to the bulk), which do not directly reflect
the initial chemical state can also complicate analysis. Therefore a relationship exists
between the inherent binding energy and the chemical state of the element.

XPS measurements in the scope of this study will be used to elucidate the chemical state
of the Rh elements in their ‘fresh’ state (i.e. systems that have been previously treated but

exposed to air, see section 2.9 for full details)
2.3.1 Experimental

XPS measurements were carried out using a Scienta ESCA300 XPS analyser located at
NCESS (National Centre for Electron Spectroscopy and Surface analysis), Daresbury
Laboratories. An overview of the apparatus is given in figure 2.3.

300mm radius hemispherical analyser

Figure 2.3: The Scienta ESCAA300 XPS analyser.
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The major advantages of the machine are mainly due to the high X-ray power produced;
the rotating anode has a maximum power rating of 8 kW, a factor of 13 higher than a typical
power rating of 600 W for a conventional fixed anode source. A large, seven crystal, double
focussing monochromator focuses the X-rays to a line image that measures 6mm by 0.5mm
on the sample. The monochromated Al X-rays used yielded a net energy resolution of ca.
0.35eV.

The samples were pressed into 7 mm discs using a maximum of 1.25 tons of pressure and
ca. 20 mg of sample. Samples that could not be pressed into discs were mounted onto
hydrocarbon tape before analysis. The base pressure of the analysis chamber was 5x107"°
mbar, and a ‘load lock’ system was used for the introduction of the samples.

The compositional analysis performed on the catalyst systems utilised a different method
for analysis than the discrete chemical state analysis explained above. The compositional
analysis uses the total intensity measurements obtained rather than the peak positions. The
analysis also relies upon the knowledge of the relative probabilities of core level excitation

from each level involved.

2.4 X-ray Absorption Near Edge Structure (XANES)

Figure 2.4 shows a full XAFS spectrum, i.e. the pre-edge, XANES and EXAFS region in
an absorption spectrum of a palladium foil. The XANES part of the spectrum runs from just
before the edge to ~ 50 eV beyond the edge. The sharp peaks and oscillations present in this
energy part of the spectrum are caused by electronic transitions of the core electron empty

density of states to discrete bound valence levels, which is fully explained in section 2.5.1.
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Figure 2.4: An X-ray absorption spectra of a palladium foil, highlighting the regions of interest.

XANES is therefore sensitive to the both the structural (geometry) and electronic

(oxidation state) properties of the absorbing atom. Table 2.1 summarises some important

characteristics associated with the XANES region, and figure 2.5 details the particular

regions of interest by showing a spectrum from a Rh foil.
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Region

Transitions

Information content

Pre-edge
(a)

Features caused by electronic
transitions to empty bound states. The
transition probability is controlled by

dipolar selection rules.

Reveals the local geometry around
absorbing atom. Dependence on
oxidation state and bonding
characteristics (for example, the
chemical shift of a particular
element).

The number and position of pre-
edges gives information on the
symmetry of the geometry (for
example, the lowering of symmetry
leads to hybridisation and orbital
overlap, making more, different
transitions (partially) allowed and
visible in the XANES spectrum.

Edge
(b)

Defines the ionisation threshold to

continuum states.

General results suggest dependence
on oxidation state (chemical shift);
main edge shifts to higher energy
with increased oxidation state.
However, recent work reveals a
dependence on where the final state
is located,6 1.e. either on the
absorbing atom or not (causing
decrease or increase in the chemical

shift respectively).

XANES
(©

Features dominated by multiple
scattering resonances of the

photoelectrons ejected at low kinetic

energy. Large scattering cross section.

Reveals atomic positions of
neighbours: interatomic distances
and bond angles. Multiple scattering

dominates.

Table 2.1: Important characteristics associated with the XANES region.
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Figure 2.5: XAFS spectrum of a Rh foil detailing the; (a) pre-edge, (b) edge and (c) XANES regions as
described in table 2.1.

As with XPS, to a first approximation XANES is a probe of chemical state and electronic
structure, and is a direct probe of the density of states. However, as the inelastic mean free
path curves of the electrons at these energies (<50 eV) are relatively short, this situation is
greatly complicated by the potential for complex multiple scattering events. The EXAFS
equation (described in section 2.5.1) breaks down at low k, which further complicates
XANES interpretation. As such, a simple XANES equation does not exist. This means that
XANES can only be described semi-quantitatively in terms of coordination chemistry,
molecular orbitals, band structure and multiple scattering.

Despite the mentioned drawbacks of XANES analysis and interpretation, a number of
advantageous attributes are highlighted by comparing the XANES and EXAFS techniques. In
many cases XANES spectra are experimentally easier to measure than EXAFS; the features
are intense and concentrated in a smaller energy region. There is a weaker temperature
dependence (hence a lowered influence from Debye Waller factors, see section 2.5.2),
therefore spectra are easier to obtain and interpret at reaction temperatures. XANES spectra

are also faster to measure than a ‘full’ EXAFS spectrum; <millisecond resolution has been
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demonstrated. The sensitivity to chemical information such as charge transfer and valence,
and the probing of unoccupied electronic states makes it a powerful tool in this area of
chemistry. Indeed, XANES is often used as a simple ‘fingerprint’ to identify the presence of
a particular chemical species. It is therefore the notion of a compromise between time
resolution and quality of data that has to be considered for experiments such as the ones in
the current study. If the required information of a system can be obtained from XANES
studies, then the EXAFS might be less important; there is now also a potential for the
increase in time resolution.

In terms of this study, all XANES calculations and subsequent interpretations were carried
out by Dr. Moniek Tromp using the FEFF8 program’ to aid and compliment the
understanding of the EXAFS results obtained.

2.5 EXAFS

2.5.1 EXAFS Theory

Extended X-Ray Absorption Fine Structure spectroscopy (EXAFS) is a technique utilised
in this study to provide local structural information of the surface-supported metal species.
Specifically, EXAFS is the modulation of an atom’s X-ray absorption probability due to the
chemical and physical state of the atom.

When an X-ray of a particular wavelength impinges upon an atom, the radiation may
be absorbed. If the incident radiation is of sufficient energy, this absorption effect causes the
subsequent ejection of a core electron with an energy equal to that of the incident X-ray
energy minus its binding energy. This in turn results in an outgoing photoelectron wave from
the absorbing atom. Modulation of this wave occurs by backscattering from the surrounding
atoms. EXAFS is therefore the phenomenon of oscillations in the absorption coefficient as
both the outgoing and backscattered waves interfere constructively or destructively, on the
variation of the X-ray beam wavelength.

This process occurs due to the wavelength of the ejected photoelectron being dependent
on its energy, and therefore the phase of the backscattered wave at the central absorbing atom

will consequently change with the energy of the incoming photon.
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LW(E)y is the absorbance and can be represented by equation 2.5:

WE)x = [WE)s + W(E)m + 1W(E)o + W(E)exars]x Eq.2.5

The absorbance is therefore the addition of p(E)s, the sloping spectrometer baseline, pW(E)m
the absorption due to the matrix in which the absorbing atom is embedded, p(E)o the
absorption observed for the corresponding free atom, and W(E)gxars represents the
modulation in the adsorption around pn(E),. The EXAFS intensity, represented by y(E), is
contrived by subtraction of the background components and normalisation with respect to the

free atom absorption. This is represented by equation 2.6:

A(E) = w(E)exars/M(E)o = [W(E) p(E)o] -1 Eq.2.6

A schematic view of this phenomenon is shown in figure 2.6.8
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Figure 2.6: A schematic of the EXAFS scattering phenomenon.
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The phenomenon of multiple scattering takes effect if an ejected photoelectron encounters
more than one backscattering atom before returning to the absorbing atom. This can be a
significant contributor towards the overall EXAFS.

The first consideration here is that multiple scattering effects will tend to contribute at
increasing k (electron energy); this is simply a result of the increasing mean free path of the
electrons. Multiple scattering is also important when considering XANES.

The multiple scattering effect will be highest for high symmetry arrangements of atoms.
This is because at higher electron energies a second effect is seen. As the photoelectron
energy increases, the cross section for back scattering (through ca. 360° and the principle
effect used in EXAFS) diminishes. Concurrently the cross section for forward scattering
(through 180°) increases. What this means is that atoms in a linear configuration, for
example, and beyond the principal scatterer, will experience an enhanced flux of electrons
and thus contribute to the observed EXAFS to a greater degree than they would in the
absence of this effect. Figure 2.7 compares examples of the single and multiple scattering

pathways.

o&o .
© o)

Multiple scattering Single scattering

Figure 2.7: Photoelectron scattering processes.
EXAFS therefore has a significant advantage of being an analytical technique that is

element specific and can be utilised regardless of the physical state of the material. Systems

that are in solution, in the gas phase or amorphous solids can therefore be characterised.
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2.5.2 EXAFS and Debye-Waller factors

The Debye-Waller (DW) factors associated with EXAFS are of central importance to this
study due to the inherent effect it has on the EXAFS data. The Debye-Waller factor, denoted
as o, is consisted of two main components, caused by static and thermal disorder. An
overview of the single scattering theoretical expression of the EXAFS event effectively
highlights the origin of the DW factor and the relationship it has with temperature
dependency in EXAFS intensities. The generally used EXAFS equation for an unoriented

sample with Gaussian disorder with only one type of atom present in the jth coordination

shell is as follows.>'®!!-12
x(K) = (1-1o) / o .
= % N (K) exp (-2 677) exp (-2Ry/ 1) sin [2KR; + ¢; (K)] Eq2.8
kR;®

Where F; (k) is the backscattering amplitude from each of the Nj surrounding atoms in the
Jjth shell with a DW factor of 20'1-2 R; away. The term exp (-2Rj/ &) is used to account for the
inelastic losses in the scattering process with A being the electron mean free path. The term o
reflects the mean squared deviation in bondlength from the average (equilibrium) bond
length due to static and dynamic variations in this parameter. Equation 2.8 therefore shows
the close relationship between the DW factor and the effective coordination number
obtained. The static disorder stems from the fact that all the atoms within a shell are at
different distances from the central atom. Additionally, the distance of an atom from the
absorbing species is not constant due to thermal motion effects. Therefore atoms that are
close to the central atom will move in sync, this correlation becoming weaker at larger
distances. This means that shells at larger distances from the central atom will have larger
DW values. Increased DW factor values will therefore be observed at higher temperatures.
Increasing the DW values has a dampening effect on the EXAFS. Hence the analysis of the
EXAFS data taken for this study would be affected to a large extent by the DW factors, as
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temperatures of up to 673 K are used, and the determination of the correct DW factors is
central to achieving the restoration of accurate spectra and hence reliable results.

In summary, the result of the EXAFS equation shows relationships that are directly related
to this study, and has a direct influence on the validity of any subsequent interpretation of the

data collected.

I o Ne™?, therefore Eq.2.9
N a V[e?)]. Eq. 2.10

The coordination term (N) is therefore a sensitive function of the DW factor and a small
variation in the DW factor will result in a relatively large change in the value of N required to
fit the measured intensity (equation 2.9). Subsequently this effect will be greater at higher k
values due to the k* term in the exponent in equation 2.10.

An experimental methodology was developed to determine the correct Deybe-Waller
factors for all the catalysts investigated in this study, which is described in detail in chapter

3.2.5.1.
2.5.3 Data Acquisition

Synchrotron radiation is highly intense, highly collimated, electromagnetic radiation
which can be produced over a broad range of wavelengths, making it ideal for the acquisition
of EXAFS data. The radiation is produced by the acceleration of an electron beam, by a
magnetic field, to close to the speed of light in an ultra-high vacuum. The electrons are then
injected into a storage ring and the electron trajectory is maintained within the storage ring
by arrays of magnets that constrain and bend the path of the electrons into a circular shape.
Once in the storage ring, the electrons are kept at a fixed energy until the radiation is released
to the experimental stations via tangential ports. The energy of the stored electrons and the
radius of curvature in which they travel determine the maximum photon energy available.

Figure 2.8 shows the layout of a typical synchrotron.

37



Chapter 2 Experimental Methods

Figure 2.8: A representative layout of a synchrotron showing; (a) The linear accelerator (linac), (b) Booster

synchrotron, (c) Storage ring with insertion devices and (d) experimental beamlines. 3

EXAFS spectra were recorded at two synchrotron sources located in Grenoble, France
(ESRF, beam line ID24) and in Daresbury UK (SRS, Daresbury Laboratory, Stations 3.4, 9.2
and 9.3) There are various modes that can be used to acquire data which include

transmission, fluorescence and electron yield.

2.5.3.1 Transmission mode: Scanning EXAFS

In standard scanning mode, EXAFS spectra are acquired by scanning the photon energy in
a step wise method. The monochromatic X-rays from the source are used to measure the
absorption as a function of energy, thus producing the spectra discussed above. A schematic

of a typical standard scanning EXAFS experiment is given in figure 2.9.
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Figure 2.9: Schematic of a typical scanning EXAFS experiment, indicating the major components.

For samples in solution or as thin solid samples, EXAFS spectra are normally taken via
two ionisation chambers. Jo is placed in front of the sample, and I, is placed behind in a linear
arrangement. Noble gases are used in each chamber, each with differing X-ray absorption
coefficients such that Io absorbs ~20%, and I; ~80% of the incoming radiation. As the

wavelength of the X-rays varies, the relative absorption is as follows (equation 2.11):

I, = Ip exp(-ut) Eq.2.11

[u= absorption coefficient; t= thickness of sample.]

A reference sample such as a foil can be measured synchronously between the second and

third ionisation chamber (1) for calibration purposes.

2.5.3.2 Transmission mode: Quick-EXAFS

The technique of quick-EXAFS (QEXAFS) is a derivative of the standard scanning
EXAFS experiment where by the data is obtained point by point across an energy range. The
difference from conventional EXAFS lies in the continuous movement of the double crystal
monochromator system across the energy range using high geared stepping motors or a dc
motor with encoder. Therefore the absorption of the sample can be measured in both the
forward and reverse direction. Collection times for data vary from tens of seconds to minutes,
for example EXAFS spectra over a range of approximate 500 eV are now regularly collected
over the timescales of seconds. Detection of the EXAFS is normally made with the standard
scanning detectors as above. The QEXAFS method does have its disadvantages as the quality

of data is intrinsically linked to the speed of acquisition; thus faster acquisition times will
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result in lowering of data quality. However, QEXAFS still allows for all detection methods

as it is still principally and practically a ‘normal’ scanning technique.
2.5.3.3 Transmission mode: Energy Dispersive EXAFS

As mentioned previously, EXAFS can be used for kinetic studies with regards to the often
complex mechanisms involved during a chemical reaction. In addition to this, EXAFS
studies can present the structures of intermediate species in catalytic systems. In order to
follow the processes that may be occurring in such systems in more detail, traditional
scanning EXAFS methods as described above are at a distinct disadvantage; mainly due to
the inherent time scales associated with the acquisition of EXAFS spectra.

Energy Dispersive EXAFS (EDE) on the other hand is a technique that uses an elliptically
bent crystal monochromator to simultaneously yield the required spectral range'*!'>!®!7
which ultimately has the desired effect of drastically reducing the timescales of spectral
acquisition. A typical arrangement for an EDE experiment is shown in figure 2.10. The
monochromator can either be in reflection (Bragg - as shown in figure 2.10) or transmission
(Laue) geometry. The bent crystal focuses the incoming X-rays onto the sample to be
analysed, which is placed at the focal length of the monochromator, and a position-sensitive
detector measures the intensity of the differing wavelengths present. The detectors are
typically photodiode detectors or CCD cameras.'®'® The technique has been used since 1981,
where the ‘multi-edge’ possibility of EDE was implicitly recognised by Matsushita and
Phizackerley®® and by Couves ef al. in 1991.%! It is only until relatively recently however that
practical applications of this unique property has been demonstrated.”?

EDE data can only be acquired in transmission mode, and this can be a disadvantage as
only concentrated samples can be subjected to the technique. Another limiting factor is the
high local flux the sample experiences over a relatively small area during exposure to the
‘white beam’ (the focussed incident X-rays). This may lead to beam-induced changes such as
local heating and degradation of the sample. It is clear from the above that whilst being a
potentially powerful experimental tool, EDE experiments and sample choice can be limited
and therefore careful planning (of experimental design and selection of suitable systems to be

studied) must be employed.
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Si(311) Bragg polychromator Energy range: 5-25 KeV

F————
i ="
-_______:______-

S Demagnification rmirror

: . % ——df Focal spot
Vertically nefocusmg Hori'zontal ~30 um
Vertical ~ 30um

Vertical focusing mirror

CCD based EN
o ik X-ray
Position Sensitive Detector
L% W beam
. -~

Figure 2.10: A typical arrangement for an EDE experiment, example shown shows the layout used at station

ID24, ESRF.

2.5.3.4 Fluorescence mode

Fluorescence mode is used when the sample under investigation is too absorbing and
cannot be diluted in any way without altering its inherent properties. It is also utilised when
there is a low concentration of absorbing atoms present in the sample, i.e. in very thin or
dilute samples. The fluorescence intensity is therefore the measure of absorption probability.
The fluorescence yield over the background scatter is maximised (for dilute samples) by
placing the sample 45° to the X-ray beam, with the detector perpendicular to the beam.

The additional technique of electron yield can also be used in these situations, and is often

used to enhance the surface sensitivity of the XAFS technique.?
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2.5.4 Experimental: Scanning EXAFS, Station 9.2, SRS

Room temperature scanning EXAFS experiments of the catalysts used in this thesis were
obtained at station 9.2 at the SRS.%*

The sample stage used was the same plugged flow microreactor set-up as described in
section 2.5.7, without the heating apparatus as all spectra were taken at room temperature. In
a typical experiment ca. 20 mg of a previously calcined and reduced sample was loaded into
a quartz tube (ca. 3 mm id (internal diameter), wall thickness ca. 0.2 mm) and held in place
using quartz wool plugs, giving a sample bed of around 5mm in length. The tube was then
placed into the microreactor apparatus under a flow of He. The gases, under mass flow
control at 25 ml min™, could then be introduced to the system depending on the experiment

being performed.
2.5.5 Experimental: QEXAFS/MS, Station 9.3, SRS

Scanning QEXAFS measurements on the catalysts were carried out at station 9.3 using
the DRIFTS cell apparatus as described in section 2.5.8. The major components experimental
apparatus are outlined in figure 2.11. Measurements were made using a Si [220] double
crystal monochromator. Due to unforeseen technical problems, which included insufficient
space on the beamline for which to mount the experimental apparatus, DRIFTS spectra could
not be recorded, but the cell did provide a viable basis for QEXAFS/MS experiments to be
performed on the catalysts. This adapted technique was employed to obtain EXAFS data of
higher quality and longer k range to compliment the data acquired from the time resolved

EDE experiments.
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Figure 2.11: Photo showing the apparatus at station 9.3; (a) mass spectrometer, (b) FTIR spectrometer (not
used) and (c) the sample stage (optical bench). The proximity of the hutch wall to the sample stage was one of

many technical problems encountered.

A typical experiment with regards to sample presentation follows that as outlined in
section 2.5.8, with the use of the DRIFTS cell and mass spectrometer only. All catalysts were
pre-treated in situ prior to any experiment being performed. This entailed heating the
uncalcined sample to 573 K under a flow of 5%H,/95%He, switching to a flow of 5%0,/He
for 10 minutes, before switching back to the flow of H,. After the required reaction
temperature was reached, a flow of He was used to purge the system. After this pre-treatment
of the catalyst the desired gas/gases could be introduced into the system. All of the gases

used were set at a flow rate of 25 ml.min™' under mass flow control.

2.5.6 Experimental: Cl K edge XAFS studies, Station 3.4, SRS

Cl K-edge X-ray Absorption Near Edge spectra (XANES) were also obtained for the
systems in this study at the SRS, at beamline 3.4. A Si [111] monochromator was used and
XANES spectra were obtained using total electron yield detection. Untreated and fresh

samples were pressed in pellets with ~70 wt% high purity graphite. A sample amount of 10
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mg was used for all the samples to be able to quantify the results. The pellets were mounted
on sample plates using conductive tape. Finally, the sample plates were loaded into the

experimental UHV chamber (mounted on a manipulator sample stage).

2.5.7 Experimental: EDE/MS microreactor based studies, D24, ESRF

The microreactor apparatus used in this study is designed to allow the in situ
characterisation of the catalyst samples by Energy Dispersive EXAFS; a schematic is given
in figure 2.12. As explained above, the material is required to be held in a configuration that
allows the transmission of the X-rays through the sample. This is achieved in this case via the
use of a quartz tube as the sample holder with holes in the heater block to allow X-rays to

pass through.

differential

Figure 2.12: Schematic showing the microreactor set-up.

This configuration allows up to three different gases/gas mixtures to flow through the
system, the flow rate of the gas controlled by UNIT 7300 mass flow controllers. The
selection or mixing of the gases before they enter the catalyst bed is done via a set of
solenoid valves.

Figure 2.13 shows the microreactor apparatus at ID24 in its entirety, and the heating

system can also be viewed here. Figure 2.14 shows a detailed view of the sample stage. Up to
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twelve 75 W cartridge heaters are inserted into a two-piece brass block, which accommodates
the quartz tube. This arrangement allows the sample to be heated to ca. 673 K. For optimal
temperature stability and attainment, a ceramic hood is utilised. A Eurotherm 902 series
temperature controller controls the power output, and effectively the correct heating rate, to
the cartridge heaters.

The mass spectrometer used in the EDE/MS studies was a Pfeiffer vacuum Omnistar mass
spectrometer. Resulting ions can be detected in two ways: by the Faraday plate or an electron
multiplier. Due to its sensitivity, the electron multiplier detector was used in all the EDE/MS
experiments. The dynodic strip, which forms the basis of this detector, has a typical potential
drop of 2 kV across it. Bombarding the cathode with ions from the analyser results in the
emission of electrons. The resulting electrons are directed, by a magnetic field, back towards
the dynodic strip in a cyclic path. The resulting current is increased as each impinging
electron results in the emission of several more electrons. This process is then repeated at set

stages along the strip towards the anode, greatly amplifying the signal.
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(®)

Figure 2.13: Microreactor apparatus at ID24 showing; (a) Sample stage, (b) heating equipment and (c) mass

spectrometer.

(@)

Figure 2.14: Sample stage of microreactor showing; (a) brass heating block housing the quartz tubing, (b) gas

switching valves and (c) thermocouple.
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A typical experimental procedure for EDE/MS data acquisition was carried out as follows.
The previously calcined and reduced catalyst sample (ca. 20 mg) was loaded into a quartz
tube (ca 3mm internal diameter, wall thickness ca. 0.2 mm) and held in place using quartz
wool plugs, yielding a sample bed of around 5 mm in length. The tube was then placed into a
microreactor and a 0.5 mm mineral insulated thermocouple was inserted directly into the
catalyst bed. This allowed the sample to be heated to ca. 673 K at 10 Kmin™'.

Each catalyst was pre-treated in situ prior to any EDE/MS experiment. This involved
exposing the sample to a flow of 5%H,/He at room temperature for ca. 30 minutes, before
switching back to a flow of He, in an effort to re-reduce the sample prior to any experiment
performed. (Note: This is a different pre-treatment procedure than the procedure used in the
DRIFTS cell based experiments [see section 2.5.8], due to the ongoing development of the
experimental method that the EDE/DRIFTS/MS entailed).

The gases under mass flow control were set to give 25 mlmin™ each over the sample bed.
This gave gas hourly space velocities (GHSV) of ca. 10* hr''. The resultant composition of
the gaseous products was continuously monitored via a mass spectrometer equipped with a
fused silica capillary to give a constant inlet rate to the mass spectrometer. 16 relevant mass
fragments were continuously monitored.

EDE measurements were performed using an asymmetrically cut (6°) Si [111]
monochromator in Laue (transmission) configuration.”” This yielded a horizontal beam focus
on the sample of ca. 70-80 um and a spread of X-ray energies of ca. 2.5 keV.?® Detection of
the subsequent EXAFS produced was made via a phosphor masked, Peltier cooled, CCD
camera (Princeton). The vertical focus was 200-300 um. The hard (>23 keV) X-ray energies
passing through air was found to be an excellent background (Iy) for EDE measurements,
while this was only taken at the beginning and end of each experiment to allow continuous

monitoring of the sample.
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2.5.8 Experimental: EDE/DRIFTS/MS DRIFTS cell based studies, ID24, ESRF

Further to the studies performed with the EDE/MS microreactor based experimental
platform, the addition of DRIFTS to expand upon the spectroscopic characterisation was
envisaged. The speciation of surface adsorbates by their vibrational characteristics could then
be monitored simultaneously with the use of XAFS to probe the metal particles of the
heterogeneous catalysts and mass spectrometry to track the gas phase composition after the
catalysis bed.

Figure 2.15 shows the outline of the experimental system built for the combined
EDE/DRIFTS/MS experiments. The figure shows the major components of the entire
experiment, but firstly the DRIFTS cell itself must be explained in order to visualise the rest

of the set up.

IR Wmdow
\</é\ Detector
Wavef ralves
e L Vabyes Heater
Themmocouple Exhaust

Gas inlet

Figure 2.15: Schematic of the combined EDE/DRIFTS/MS apparatus showing all of the major components (not

to scale).

The custom built EDE/DRIFTS/MS cell is based upon a commercially available optical
system (Spectratech) with a modified reactor cell. An overview of the cell is given in figure
2.16.”

48



Chapter 2

Experimental Methods

Plan View

)

Direction of X-Rays transmitted through
sample bed

—

Ditection of Infra-red light .

1. CaF2 window.

2. Cell with 10mm x 3mm x 0.5mm

Boron Nitride windows welded/glued into sides of
flange (for transmission of X-Rays; dashed box).
3. Retaining bolts for flange assembly.

4. Boron Nitride sample cup.

5. Catttidge/cable heater.

6. Pipelines for gas feed infout,mineral insulated
thermocouple for temperature measurement.

Irfra-red Cell

Cell base cormected to
horizordal positioning
drive.

L Rigys tranamitted through
sample bed (hoomal to pln —

of DapeT).

7. Staintess steel sample post.
8. Retaining bolts for cel.lI.)

9. Machineable cearamic insulation with conduits:
gas feeds and thermocouples.

10. Kalrez sealing gasket.

11. Water cooling in base.

12 Mounting to micrometer deive for sample
height adjustment.

Cross gection orthoganal
to X-ray bean.

H Rira-red Light reflected m/out. of sarple bed

Figure 2.16: Overview of the EDE/DRIFTS/MS reactor cell.
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The sample is contained within a pyrolytic boron nitride (BN) mount (5 mm id, 3 mm
depth, 0.06 cm®) to permit transmission of the X-rays through the sample. In addition the cell
was X-ray windowed with hot pressed BN and IR windowed with 2mm thick CaF, or ZnSe.
The cell allows the heating of the sample to ca. 600 K and is controlled via a Eurotherm 9300
equipped with a PC interface.

The DRIFTS cell configuration allows up to four different gases/gas mixtures to flow
through the system, the flow rate of the gas controlled by UNIT 9300 mass flow controllers.
The selection or mixing of the gases before they enter the catalyst bed is done via a set of
four-way solenoid switching valves (VICI instruments). Downstream analysis of the gaseous
feedstock was made using a Pfeiffer Quadstar 422 mass spectrometer.

The determination of the ‘dead time’ of the system (i.e. the time for a particular flow of
gas to reach the catalyst bed) was carried out due to the planned time resolved experiments.
The timescales of such experiments were in the regime where dead times could potentially
have a significant impact on the results obtained. To this end, a series of 15 ‘dummy’
experiments were performed utilising MS to accurately determine the dead time during a
switch from He to 5%CO/He over previously dried Al,Os. The flow rates for both gases were
25 ml min’; the typical flow rate used for the experiments performed. The average of the
experiments gave a value of just under 2 s (1.85 s with a range from 1.7 to 2.05 s); this has
been factored into the analysis of the results in this thesis.

DRIFTS measurements were made in a geometry orthogonal to the EDE data using a
Digilab FTS 7000 IR spectrometer and a linearised, high sensitivity MCT detector. The
spectrometer provided satisfactory IR intensities at 64 ms per spectrum. Section 2.5.8.1 gives
a brief synopsis of the DRIFTS technique.

In a typical experiment, the uncalcined catalyst sample (ca. 40-50 mg) was loaded into the
DRIFTS cell under a flow of He. All catalysts were pre-treated in situ prior to any
experiment being performed. This entailed heating the sample to 573 K under a flow of
5%H,/He, switching to a flow of 5%0,/He for 10 minutes (or until remaining carbonaceous
deposits have been removed from the catalyst by observing carbon related fragments in the
MS), before switching back to the flow of H; (all at 25 ml min™). After the required reaction
temperature was reached, a flow of He was used to purge the system. After this pre-treatment

of the catalyst the desired gas/gases could be introduced into the system. (Note: This is a
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different pre-treatment procedure than the method used in the microreactor based
experiments [see section 2.5.7], due to continuing experimental method development the
DRIFTS cell based experiments entailed).

EDE measurements were made at the using either an asymmetrically cut (10°) Si [111]
monochromator in Laue configuration or a Si [311] monochromator in Bragg mode.
Detection was made with either the Peltier cooled, phosphor masked CCD camera
(Princeton) or the fast readout FReLLoN CCD camera (total acquisition time ca. 1.5 s and ca.
0.064 s per spectrum respectively). Measurements were made within the top 0.5-1 mm of the
sample bed, and ideally within the first 500 microns as this is the maximum penetration of IR
light onto the systems currently under study. The DRIFTS spectra were obtained
synchronously to the EDE spectra, using identical repetition rates.

I measurements were taken using an analogous noble metal catalyst supported on
alumina placed in an identical BN mount used in the DRIFTS cell. For example, EDE
measurements made for a Swt% Rh catalyst used a Swt% Pt catalyst as the I. Figure 2.17
shows Rh K edge EDE spectra taken for the Swt% RhCI catalyst (under 5%H,/He at room
temperature) using two separate types of Ip: (A) with air (the medium used prior to this
methodology) and (B) with the mentioned ‘dummy’ supported sample. It is clear from the
figure that by using a dummy sample, far superior spectra can be obtained compared to the
widely used medium of air; noted by the significantly improved the signal to noise ratio.
Although not shown by the figure, the analysable data length is considerably increased (from
ca. k = 12 to 14.5 A™) for the same photon flux and integration time. The most likely
explanation for the increase in data quality is that the dummy sample effectively mimics the
homogeneity and microstructure of the sample, particularly the support material that is the

main cause for detrimental scattering effects.
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Figure 2.17: The effects of different modes of normalisation of the EDE experiment showing raw normalised
Rh K edge EDE data obtained with (A) air [(0), and (B) utilising a dummy sample (see main text). The two
spectra were both taken sequentially on the sample maintained under flowing 5% H,/He at 300 K. The

acquisition time for each spectrum was 60 ms.

An external trigger was used to start the experiment, which initiated the acquisition of
EDE, DRIFTS and mass spectrometric data with the introduction of the reactive gas/gases
under investigation all in a synchronous, time-resolved manner. The trigger could also
initiate any sample heating that was required.

Figures 2.18 and 2.19 show the complete apparatus as it would be assembled in a typical
experiment at ID24. Figure 2.18 shows the experiment in its entirety, whilst the DRIFTS cell

apparatus is detailed in figure 2.19, showing its arrangement on the optical bench.
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(a) (b) (c)

Figure 2.18: Photo showing an overview of the experiment; (a) IR spectrometer orthogonal to the X-ray beam,

{(b) optical bench and (c) mass spectrometer.

(c

(a) (b)

Figure 2.19: Photo showing the optical bench comprising of; (a) custom built DRIFTS cell, (b) MCT detector,

(c) shutter where X-rays are admitted into the experimental hutch.

53



Chapter 2 Experimental Methods

2.5.8.1 Overview of the DRIFTS technique

DRIFTS is an experimental technique that allows IR spectra of solid materials to be
obtained when alternative sample preparation methods such as a pressed disc or hydrocarbon
mull held between non-absorbing discs (not a ‘real’ representation of a catalytic bed) are not
a viable option for the experiment and/or the sample itself. A schematic diagram showing the

path of the incident IR beam is given below in Figure 2.20.%
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Figure 2.20: The mirror arrangement used in the DRIFTS cell

The incident beam can interact with the particles of the powdered sample in several ways.
Firstly, the focussed beam can undergo mirror-like surface reflection, termed true specular
reflection. This reflection occurs from the top surface of the particles only, and is a direct
function of the absorptivity and refractive index of the sample. The beam can also undergo
multiple reflections off numerous particle surfaces, the resulting beam emerging at random
angles relative to the incident beam. This process is termed diffuse specular reflectance and
is also related to the refractive index of the sample. The penetration of the incident IR beam
into the particles and the subsequent scatter from the sample matrix is termed true diffuse

reflectance. The resulting IR beam can emerge at any angle relative to the incident beam, but
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as it has interacted with the particles it contains information of the material’s absorption
characteristics. Therefore it is interaction that produces the IR spectrum of the sample.
However, as this process is optically indistinguishable from diffuse specular reflection,
problematical data distortion can arise in certain experiments. DRIFTS data obtained in this

thesis are not significantly affected by these phenomena.
2.6 EXAFS Data analysis
2.6.1 Energy Calibration

The ‘raw’ EXAFS data obtained was calibrated using a foil of the particular k edge being
probed, for example an energy calibrated EXAFS spectrum of a bulk Rh foil was used
calibrate any Rh data obtained. This procedure is explained in the following results chapters.

EXAFS data accumulated may be analysed via two stages. Firstly, the actual EXAFS
spectra must be separated from the background absorption. This is called background
subtraction, and is done via a computer programme by Binsted called PAXAS.” Another PC
based program called EXCURV98 was used to fit the data.*® The program utilises a spherical
wave formalism, which fits the resulting spectrum of yx(k), the intensity, versus k, the

reciprocal space.
2.6.2 PAXAS

PAXAS uses subtraction of the pre-edge background to remove the absorption due to the
spectrometer. Subtraction of the post-edge background removes the absorption due to all the
other elements within the system, for example any anomalous signals stemming from the
monochromator. Therefore a poor post-edge subtraction can dominate the EXAFS features,
resulting in the distortion of the amplitude of the EXAFS oscillations. This leads to
anomalous features at R values less than 1 A in the Fourier transform of the data. It is
therefore the role of the background subtraction to minimise the effect of the peaks or
features at the lower R value range. This is due in principal by setting a ‘window’ in R space

to include only the ‘real’ coordination shells present. An iteration procedure is then
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performed on the variables in the resulting polynomial expression and the next analytical

stage is ready to be performed on the resulting data.
2.6.3 EXCURV98

EXCURV98, as explained above, utilises a spherical wave formalism which stems from
the curved wave theory®' to fit the data. The programme uses a theoretical model of the
EXAFS oscillations, in conjunction with an array of algorithms, to yield structural
information. The phenomenon of the ejected photoelectron wave passing through the
potential of neighbouring atoms causes phaseshifts, which are calculated by ab initio
methods.

The calculations essentially model the surrounding environment of the absorbing atom, using

the nearest neighbouring atom to build the model. The following list describes the major

parameters and limits to EXAFS curve fitting, and also serves as a glossary for some of the

terms used throughout this thesis.

Structural parameters:

NS - The number of shells for which the model is calculated.

N, - The number of atoms in shell n.

Tn - The type of atom in shell n.

Emin - The minimum energy used to calculate the theoretical spectrum.

Emax - The maximum energy used to calculate the theoretical spectrum.

A, - The Debye-Waller factor for shell n, given as 26°, where o is the mean square variation
in interatomic distances.

E¢ - The difference between the calculated Fermi level energy and the known values for the
element.

AFAC - The energy independent amplitude factor that accounts for the reduction in
amplitude to multiple excitations occurring at the central atom. It is different for each
absorbing element, and is obtained from the analysis of model compounds.

Lmax — The maximum angular momentum used in theory calculation.
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The effectiveness of the fit can be measured by discrete values which are regarded as
effective parameters and limits.

When a set of parameters is refined within EXCURVE, a minimum in the Fit Index is
calculated, principally by adding the differences of the experimental and theoretical data
points. Values of the Fit Index should fall between 5x10™ and 8x10™ to be considered a good
fit.

The R-factor is used as an estimation of goodness of fit. It is calculated by the sum of all
the errors between all the data points, giving the result against the experimental curve in
percentage form. The R-factor should not nominally exceed 30%, but some systems such as
dilute systems or the catalysts observed in this study, values of around 45% are acceptable.

DW factors are very dependent on sample and experimental conditions but as a guide the
values should roughly lay between 0.004 and 0.03, the values that are used in this study do
indeed fall into this range. EXAFS correlated factors such as DW and coordination values
should not be refined together (or refined with caution). If such aforementioned parameters
are met during analysis, the accuracy of the first shell coordination distances can be expected
to be + 0.01 A** and of the coordination numbers to fall between * 10%.*** An example of
the results obtained after analysis in EXCURVE is given in figure 2.21; the sample being a
7.5wt% Rh system supported on y-Al,Os.
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Figure 2.21: An example of the results obtained after analysis in EXCURVE (a) k® weighted EXAFS data, (b)
radial distribution curve from Fourier transform of EXAFS, data for (a) and (b) derived from 7.5wt%Rh
supported on y-Al,Os at 673 K (using the microreactor set-up as described in section 2.5.7). Dotted lines

indicate theoretical fit, solid lines are from experimental data.

2.6 Transmission Electron Microscopy

An electron microscope utilises a focused, narrow beam of high-energy electrons which is
directed at a specimen to be analysed. Images of the surface can then be obtained via two
techniques. If the sample is thick, secondary emissions from the surface are used, called
scanning electron microscopy (SEM). For thin samples, the images are formed by passing
electrons through the sample, called transmission electron microscopy (TEM). The maximum
obtainable resolution for an image, defined as the closest spacing between two points that can
be distinguished through the microscope, is directly proportional to the wavelength of the
light impinging on the sample. Electron microscopy therefore has a significant advantage
over conventional light microscopy, as a beam of electrons at 100 keV has a wavelength of
0.0037 nm, compared to around 400 nm for a light microscope. Table 2.2 highlights these

differences.
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Type of microscopy Resolution (nm) | Magnification | Depth of Field (um)
Light (A = 400 nm) 150 10° <1
Electron (for a 100 keV

0.2 10° 10

electron beam)

Table 2.2: Properties of light and electron microscopy

The electron beam used for TEM is generated typically between 100 and 200 keV,
yielding a resolution of ~0.2 nm and a magnification 1x10°. TEM therefore can afford both
ultrastructural and microstructural information on the specimen surface. The primary
electrons that pass through the sample may be transmitted without being deflected, elastically
scattered (i.e. diffracted), or inelastically scattered. Images formed in brightfield mode, for
example, are the result of variable transmittance across the sample surface. This means that
parts of the sample where the ele