
UNIVERSITY OF SOUTHAMPTON 
FACULTY OF ENGINEERING, SCIENCE AND MATHEMATICS 

SCHOOL OF ELECTRONICS AND COMPUTER SCIENCE 

PERFORMANCE ENHANCEMENT OF FREQUENCY 

HOPPING SYSTEMS IN THE PRESENCE OF 

INTERFERENCE 

by 

Sohail Ahmed 

B.B. (Avionics), M. S. E. B. 

A thesis submitted in partial fulfilment of the 

requirements for the award of Doctor of Philosophy 

at the University of Southampton 

August 2007 

SUPERVISORS: 

Professor Lajos Hanzo, Dip lng, MSc, PhD, FIEEE, DSc, FREng 

and Dr. Lie-Liang Yang, MSc, PhD, SMIEEE 

School of Electronics and Computer Science 

University of Southampton, United Kingdom 

© Sohail Ahmed 2007 



"You see things; and you say, 'Why?' But I dream things that never were; and I say, 'Why not?'" 

George Bernard Shaw in "Back to Methuselah" (1921), part 1, act 1. 
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PERFORMANCE ENHANCEMENT OF FREQUENCY HOPPING SYSTEMS IN THE 

PRESENCE OF INTERFERENCE 

by Sohail Ahmed 

Frequency hopping (FH) constitutes a powerful spread spectrum technique historically used for combat­

ting intentional jamming or interference. In FH systems, the carrier frequency is hopped in a pseudo-random 

fashion across a large set of legitimate frequencies under the control of a random sequence generator. This 

perpetual hopping of the transmitted frequency renders the system robust against interference and jamming. 

The motivation of this thesis is to present a study of various performance enhancement techniques used in 

frequency hopping assisted non-coherent M -ary frequency shift keying (MFSK) systems encountering in­

terference or jamming. The first three chapters focus on the performance investigation of FH in the presence 

of jamming, while the enhancement of the multiple access capability of FH is the subject of fourth and fifth 

chapters. 

In Chapter 1, the basic philosophy of frequency hopping is introduced and two main types of FH systems, 

namely slow frequency hopping (SFH) and fast frequency hopping (FFH) are discussed. Furthermore, 

a comparative study of various diversity combining techniques used in FFH assisted MFSK systems is 

presented, when the system is exposed to partial band noise jamming (PBNJ) and multitone jamming (MTJ). 

In Chapter 2, the performance of Reed Solomon (RS) coded SFH-MFSK systems using various low­

complexity erasure insertion (EI) schemes is investigated, when communicating over Rayleigh fading chan­

nels in the presence of MTJ. Three different EI schemes are considered, which are based on the output 

threshold test (OTT), on the ratio threshold test (RTT) and on the joint maximum output-ratio threshold test 

(MO-RTT). The relevant statistics of these EI schemes are investigated mathematically and based on these 

statistics, the performance of the EI schemes is evaluated in the context of error-and-erasure RS decoding 

and compared to the performance of error-correction only decoding. 

In Chapter 3, a novel method of bit error ratio (BER) analysis of product combining (PC) used in 

FFH-MFSK has been proposed. This method employs Mellin transform which is a convenient tool for de­

termining the probability density function of a product of random variables. The relevant decision statistics 

have been derived in semi-closed form when the system operates in a Rayleigh fading channel contaminated 

by PBNJ. Derivation of these statistics facilitates computation of the system's BER. This method facilitates 

for the first time the analysis of the FFH PC receiver using modulation orders higher than 2. 

In Chapter 4, the FFH-MFSK system is considered in a land mobile communication system, where a 



v 

base station (BS) supports multiple users. The ability of a range of diversity combining schemes to combat 

multi-user interference is evaluated. Furthermore, two successive interference cancellation techniques have 

been proposed for multi-user detection at the BS receiver. These techniques employ various reliability 

tests to carry out symbol detection in multiple stages. Our simulation results show that an attractive BER 

performance can be achieved when these techniques are employed in a FFH-MFSK system operating in 

mUltiple access scenarios. 

In Chapter 5, iterative decoding designed for FFH-MFSK is investigated. The soft information generated 

by the FFH demodulator and passed to the outer decoder is derived for various channel models. The con­

vergence behaviour of the iterative scheme is investigated employing Extrinsic Information Transfer (EXIT) 

charts, casting light on the various parameters that influence its iterative gain. Furthermore, a novel inter­

ference cancellation scheme that operates in conjunction with a soft-input-soft-output decoder is proposed. 

Our simulation results demonstrate that this scheme significantly enhances the multiple access capability of 

the FFH system. 

In Chapter 6, the findings of the thesis have been summarised and future research ideas have been pro­

posed. Specifically, a novel ultra-wideband (UWB) system based on multistage FFH is proposed as an 

alternative to the classical impulse-radio UWB systems. This FFH-based UWB scheme allows multiple 

users to access a wide bandwidth and offers the advantages of reduced interference and improved perfor­

mance for a high number of users. Furthermore, in Chapter 5 a FFH-assisted differential space time block 

coded (DSTBC) system has been proposed, which amalgamates the attractive aspects of both the FFH and 

the DSTBC systems, benefitting from both spatial as well as frequency diversity. A few other research ideas 

have also been discussed briefly. 
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C:-l 
Diversity Combining Methods Used in Fast 

Frequency Hopping Systems 

1.1 Introduction 

Over the past few decades spread spectrum (SS) systems have attracted considerable attention in the field 

of wireless communications, owing to their ability to simultaneously support multiple users within a given 

band [2-8]. The family of SS systems has found applications in wireless networks, celIular telephony, 

satellite communications and wide area networks [9-14]. Typical SS systems are characterised by the use 

of a very wide bandwidth, which is significantly wider than that required for narrowband transmission. 

More importantly, all users share the same bandwidth by employing user-specific codes often aimed at 

minimising the inter-user interference. The family of ubiquitous code division multiple access (CDMA) 

schemes, which is based on the SS techniques, is capable of supporting higher number of users than less 

sophisticated multiple access systems, such as frequency division multiple access (FDMA) and time division 

multiple access (TDMA). There are other advantages of SS or CDMA as well. For instance, they provide 

higher immunity to mUltipath effects; in fact, they actively benefit from multipath propagation with the aid 

of diversity combining. They are also more difficult to jam owing to transmission over a wide bandwidth 

and their performance degrades gracefully upon increasing the number of users in comparison to FDMA 

and TDMA [7,8,11-14]. 

The SS systems are broadly categorised into two main types: direct sequence (DS) SS and frequency 

hopping (FH) SS. In DS spreading, the information-bearing signal is multiplied by a spreading code se­

quence consisting of very low-duration chips compared to the symbol interval. The resultant signal is spread 

across a very wide bandwidth at a low power. Consequently, it appears noise-like to receivers which cannot 

despread it since they do not possess knowledge of the specific spreading code. By contrast, the intended 

receiver can decode the information signal with the aid of the knowledge of the DS code sequence. Thus, 

1 
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DS spreading exhibits a certain grade of secrecy as well as efficient use of the spectrum. The family of 

DS-CDMA systems is the more commercially popular type of SS system. In 1993, DS-CDMA was adopted 

for Interim Standard (IS) 95 systems for the third generation cellular systems. It is also likely to find more 

applications in the future generations of wireless communications systems [14]. 

In contrast to the DS-CDMA, in FHSS, the carrier frequency is hopped in a pseudo-random fashion 

across a large set of legitimate frequencies spread over a wide bandwidth. The frequency pattern is controlled 

by a random sequence generator. This perpetual change of the transmitted frequency renders the system 

robust against jamming of the desired signal. Furthermore, since the transmitted signal utilizes a particular 

frequency for a short duration only, the interference to/from another transmitter is experienced for a brief 

interval of time, rendering the FH system attractive in terms of employment in multiuser scenarios. 

Historically, owing to their attractive anti-jamming properties and low probability of interception, FH 

systems were initially employed in military communications [2-5, 15-17]. However, FH systems have 

also been considered as an alternative to DS-CDMA [18-22]. Moreover, they have been considered for 

other applications such as satellite communications [17,23], as an alternative to Ultra Wideband (UWB) 

systems [24] and as personal communications systems [25-27]. 

A number of researchers have carried out the comparison of DS and FH based CDMA systems [21,27-

30]. There are certain advantages that FH has over DS-CDMA. For example, it is far less vulnerable to the 

near-far problem and is more immune to multipath effects [11,28]. Moreover, in [29] it has been argued 

that creating a DS-based synchronous communication system is more challenging compared to a FH-based 

one, because in DS system the synchronization has to be maintained to the level of chip duration, which is 

typically orders of magnitude smaller than a FH dwell interval. Finally, owing to its frequency agility, FH 

is better equipped against noise jamming. However, FH systems are more prone to narrowband interference 

and are less bandwidth efficient. In order to exploit the advantages of both, hybrid systems employing both 

DS and FH have also been investigated [31-33]. 

Fast Frequency Hopping: The number of times a FH system changes its frequency in a second is 

referred to as the hop rate. On the basis of the relation between the hop rate and symbol rate, FH systems 

may be classified into two basic types [2-5,34]. In one of the types, which is referred to as slow frequency 

hopping (SFH), one or several data symbols are transmitted per frequency hop. That is, if Th is the hop 

duration which is defined as the time for which one of the many possible frequencies is transmitted, and Ts 

is the symbol duration, then in SFH systems, we have Ts = LTh and Rh = LRs, where Rh = 11Th and 

Rs = 1 ITs are the hop rate and the symbol rate respectively and L ::; 1. The second type of FH systems is 

constituted by the family of fast frequency hopping (FFH). In FFH, in contrast to SFH, a single data symbol 

is transmitted using several frequencies. Hence, in FFH, the relationship between the hop duration Th and 

symbol duration Ts may still be represented by the same equation of Ts = LTh, but with L > 1. Therefore, 

in FFH, the frequency is hopped L times within one data symbol duration. This process may be viewed as 

the repetition of each symbol L number of times for a total duration of Ts. 
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It can be inferred from its basic definition that a FFH based system has two important advantages over 

a SFH system. The first advantage is that the probability of jamming a FFH signal, or what is generally 

referred to as the probability of interception, is reduced considerably. This is because, the transmitted signal 

uses a certain frequency for a significantly shorter duration of time, compared to the case of SFH. That is, we 

have n « Ts in FFH. Therefore, FFH systems are more robust against so-called follower or repeat-back 

jammers [3]. 

The second advantage of using FFH schemes is that the same symbol is replicated during several hops, 

each of which corresponds to a different time slot and a different frequency. This lends both time and 

frequency diversity to the system and provides the receiver with replicas of the same signal. In fading 

channels, the various replicas of the signal will experience independent fading, if the spacing between 

adjacent FFH frequencies is at least equal to the channel's coherence bandwidth [34]. In this case, there is a 

high probability that at least one of the replicas will suffer from less severe fading as compared to the case 

when there is no diversity. Hence, when the signals received in various hops are combined in the receiver, the 

detrimental effects of the fading channel are considerably reduced. Consequently, diversity reduces the error 

probability under fading conditions. In other words, the signal to noise ratio (SNR) required for achieving 

a certain bit error ratio (BER) is reduced compared to a system dispensing with diversity reception. This 

reduction of the required SNR to achieve a certain BER is usually referred to as diversity gain. The inherent 

time and frequency diversity of FFH systems is also an effective anti-jamming measure. 

The signal energy received during the various hops can, hence, be combined using one of the numerous 

established diversity combining techniques designed for FFH systems [35-45]. It is well known that the 

performance of FFH, especially in the presence of jamming or interference, is dependent upon the type of 

diversity combining scheme employed in the receiver. 

There are certain other advantages of FFH systems. First, they are immune to correlated fading and to 

the problems associated with it. This is because each symbol is transmitted using a different frequency in 

FFH systems, and hence the fading experienced by the FFH symbols becomes uncorrelated, regardless of 

the degree of fading correlation. Consequently, burst errors do not dramatically affect the performance of 

coded FFH systems and hence no channel interleaving is needed. For the same reason, FFH systems are 

almost immune to multipath effects. To elaborate a little further, since a transmitted symbol hops to another 

frequency in every hop interval, copies of the symbol arriving from multiple paths after a delay in excess 

of one hop duration do not interfere with the original signal. However, in this treatise we will focus our 

attention on the advantages FFH systems enjoy by virtue of the inherent diversity. 

Naturally, there are also certain problems associated with the use of FFH systems. Firstly, FFH requires a 

higher bandwidth than an equivalent SFH system. This is because in order to maintain orthogonality between 

FH tones, the bandwidth of a single FH frequency should at least equal the hop rate, which is higher in FFH 

than in SFH. The issue of orthogonality between FH tones will be discussed in greater detail in Section 1.3.1. 

Thus, for a given transmission rate, FFH systems are less spectrally efficient than SFH systems and their 
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bandwidth requirements increase in proportion to their hop rate. Secondly, the implementation of a FFH 

transmitter and receiver requires frequency synthesizers whose switching speed should be able to support the 

hop rate. The higher the number of hops per symbols, the higher is the switching speed that the synthesizer 

should support. The implementation of a frequency synthesizer capable of high switching speeds can be 

challenging. However, it ought to be borne in mind that the hop rate is a function of both the symbol 

rate and the number of hops per symbols. Thus, if the symbol rate is low, the associated hop rate will be 

correspondingly low. 

Lastly, we mention that a range of FH systems have been proposed which are more spectrally efficient 

owing to use of nonorthogonal FH tones [46,47]. However, nonorthogonal FH tones lead to increased 

interference between adjacent tones, thereby yielding inferior error rates. Likewise, phase shift keying 

(PSK) or differential phase shift keying (DPSK) considered in conjunction with FH [18,48-51] impose 

less stringent bandwidth requirements as compared to M -ary frequency shift keying (MFSK) based FH. 

However, PSK systems are coherent by nature while DPSK schemes are suited to slowly fading channels 

only. Hence, FH systems, and in particular the FFH systems in which hop duration is very small, prohibit the 

use of coherently detected modulation schemes and are therefore typically implemented in conjunction with 

noncoherent MFSK. That is because MFSK is typically suitable for fast fading channels or for schemes 

where channel estimation may not be practicable. Therefore, in this treatise unless otherwise stated, we 

assume the employment of MFSK modulation and completely orthogonal FH tones. 

Overview of the Thesis: In this treatise, we will be focusing our attention on the family of FHSS 

systems, with special emphasis on FFH systems. The thesis can be conceptually divided into two parts: the 

first part, consisting of the first three chapters, focuses on the investigation of the performance of SFH and 

FFH in the presence of jamming, while the investigation of FFH communicating in multi-user scenarios is 

the subject of fourth and fifth chapters. In both parts, we will investigate both uncoded as well as coded FH 

systems. A brief overview of all the chapters is given below. 

This chapter presents a comparison of the various diversity combining methods used in FFH assisted 

non-coherent FSK receivers. The structure of the rest of this chapter is as follows. In Section 1.2, a brief 

summary of the state-of-the-art is presented. Section 1.3 contains a description of the FFH assisted MFSK 

transmitter, the corresponding receiver using linear combining, and a discussion on the nature of jamming 

signals typically encountered by FFH systems. Section 1.4 discusses various nonlinear diversity combining 

techniques, briefly highlighting their operating principles. Section 1.5 contains a more detailed discussion, 

complemented by our simulation results, on some of the more important nonlinear diversity combining 

techniques. Finally, Section 1.6 presents a summary of this chapter. 

In Chapter 2, the performance of Reed Solomon (RS) coded SFH-MFSK system using various low­

complexity erasure insertion (EI) schemes is investigated, when communicating over Rayleigh fading chan­

nels in the presence of tone jamming. The relevant statistics of the EI schemes considered are investigated 

mathematically and the performance of the EI schemes is evaluated in the context of error-and-erasure RS 
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decoding and compared to the performance of error-correction only decoding. 

In Chapter 3, a novel method of BER analysis of product combining (PC) scheme used in FFH-MFSK 

systems has been discussed. This method is based on the Mellin transform which assists us in determining 

the probability density function of the product of the received signals during various hops. Relevant statistics 

have been derived in semi-closed form when the system operates in a Rayleigh fading channel contaminated 

by noise jamming. With the aid of these statistics the BER expression of the system can be computed. 

In Chapter 4, the FFH-MFSK is considered in a multiuser communications system. In this scenario, the 

performance of a range of diversity combining schemes is evaluated from the viewpoint of combatting multi­

user interference. Furthermore, two novel interference cancellation techniques are proposed for further 

enhancing the multiple access capability of FFH. 

In Chapter 5, iterative decoding designed for FFH-MFSK is investigated. The soft information gener­

ated by the FFH demodulator and passed to the outer decoder is derived for various channel models. The 

convergence behaviour of the iterative scheme is investigated employing Extrinsic Information Transfer 

(EXIT) charts. Furthermore, a novel interference cancellation scheme that operates in conjunction with 

soft-input-soft-output decoders is proposed. 

Finally, in Chapter 6, our findings are summarised and future research areas are discussed. 

1.2 Review of Previous Works 

This section discusses the contributions of various researchers in the field of diversity combining schemes 

designed for FFH systems combatting jamming. Although, the principles behind the diversity combining 

schemes will be outlined in greater detail later in this chapter, a brief comment about each of them has been 

made in this section. 

One of the earliest notable contributions on FFH diversity combining was provided by Lee et al. [35-37]. 

The researchers analyzed linear combining, noise-normalization combining and clipping based combin­

ing when used in non-coherent binary FSK (BFSK) receivers operating in additive white Gaussian noise 

(AWGN) channel, when exposed to partial band noise jamming (PBNJ). Linear combining constitutes a 

simple summing of the energy detector outputs corresponding to each MFSK tone received during all hops 

of a transmitted symbol. By contrast, in the context of noise-normalization combining, the received en­

ergy components are normalized by the associated noise power received during each hop before they are 

combined, implying that a highly noise-contaminated energy component is de-weighed [36]. Finally, in the 

context of the clipping based combining, energy detector outputs received during all hops are clipped at a 

certain level before combining [36]. Lee et al. [35-37] concluded that whereas linear combining provides 

no diversity gain, noise-normalization and clipping based combining schemes do enhance the achievable 

performance of FFH BFSK receiver in the presence of AWGN and PBNJ. Their analysis, however, as-
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sumed perfect noise power estimation in case of noise normalization combining and perfect clipping level 

information in case of clipping based combining. Robertson et al. [52,53] improved upon the analysis of 

noise-normalization combining when used in an MFSK receiver by taking into account the effect of errors 

in the noise power measurement under various fading conditions. The authors concluded that the perfor­

mance of this receiver is satisfactory against PBNJ even in conjunction with 50% error in the noise power 

estimation. In [54], Li et al. investigated a so-called maximum likelihood diversity combining scheme 

which required the knowledge of received SNR as well as of which hops are jammed. The authors [54] 

however demonstrated that the noise-normalization combining yields performance very close to the maxi­

mum likelihood diversity combining scheme. An analysis of the clipped based combining, also known as 

clipper combiner or soft limiter combiner (SLC) was performed by Yue [48] for FFH operating in multiuser 

scenario. 

Lee et al. [37] also analysed the self-normalization based FFH BFSK receiver albeit under no fading 

conditions and showed that this combining scheme constitutes an effective tool against partial-band noise 

interference. In self-normalization combining, the energy received corresponding to each MFSK tone is 

divided by the sum of the energy detector outputs corresponding to all the MFSK tones for each hop. The 

energy detector outputs thus normalized are combined at the end of all hops. A significant advantage that 

self-normalization combining has over many other schemes is that it does not need side information which is 

required, for example, in the case of clipping based combining and noise-normalization combining. Robert­

son et al. [39, 40] analyzed the self-normalization combining scheme when used in FFH assisted BFSK 

and MFSK under Rician fading conditions in partial band interference. It was shown in these contribu­

tions that while self-normalization combining is quite effective in combatting partial band interference, its 

performance degrades if severe fading is encountered. 

March and Ritcey [55] have contributed by providing the analysis of the order statistics based diversity 

combining method when used in FFH assisted non-coherent BFSK in the presence of PBNJ. In the context 

of this method, the approach used is to sort the energy detector outputs received in all the hops corresponding 

to each MFSK tone in ascending order of their magnitude. This scheme has been found to be very effective 

since it allows to identify jammed hops to a significant extent. 

One diversity combining scheme that has attracted considerable attention is the product combining 

scheme. In the context of product combining, a product of the energy components, rather than the sum 

as in linear combining, corresponding to each MFSK tone received in all the hops is used in detection pro­

cess. In [56-61], various methods have been employed to analyze the FFH-BFSK scheme using product 

combining under various channel conditions contaminated by PBNJ. 

Let us now review some of the contributions in the open literature made towards analysis of various 

diversity combining schemes when FFH operates in the presence of multitone jamming (MTJ). Wang and 

Jiang [65] have analyzed the performance of the linear combining FFH assisted MFSK receiver commu­

nicating in fading channels under multitone jamming. Orr and Rice [70] analyzed the performance of 
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the self-normalization combining FFH-MFSK receiver communicating under multitone jamming. Teh et 

al. [63] have investigated self-normalization combining based BFSK receiver in Rician fading conditions in 

the presence of MTJ, while Wang and Jiang [66] have extended the analysis of this combining scheme to 

MFSK-based FFH receivers. The findings of these authors show that self-normalization combining scheme 

is capable of providing useful performance improvement in the context of FFH assisted non-coherent MFSK 

receivers operating in MTJ. 

Teh et al. [42,71] have compared the achievable performance of linear and clipping based combining 

BFSK receivers, while Chang and Lee [67] analyzed the clipping based combining aided MFSK receiver 

under fading conditions. In mUltiple tone jamming, product combining based BFSK receiver has also been 

analyzed at length by some researchers. Teh et al. have contributed the mathematical analysis for BFSK 

receiver employing product combining, both in AWGN [43] and in Rician fading conditions [64]. Product 

combining scheme is particularly suitable in MTJ because it provides the ability to reject tone interference 

and also because it does not need side information. 

Researcher( s) Contribution Year References 

Modulation Combining Scheme Jamming Type Channel 

Lee et al. BFSK Linear PBNJ AWGN 1984 [35] 

Lee et al. BFSK AGC, SLC PBNJ AWGN 1984 [36] 

Lee et al. BFSK NED PBNJ AWGN 1986 [37] 

Robertson,Ha BFSK NED PBNJ Rician 1992 [39] 

Robertson,Lee MFSK Linear, NED PBNJ Rician 1992 [40] 

Robertson et al. MFSK AGC PBNJ Rician 1992,1998 [52,S3] 

Robertson et at. MFSK RSC PBNJ Rician 1992 [62] 

Huo and Alouini BFSK PCR PBNJ Rayleigh 2000-01 [S9-61] 

Lim et a!. BFSK PCR PBNJ Nakagami 1998 [S7] 

Chang and Tu BFSK PCR PBNJ Rician 200S [58] 

Teh et a!. BFSK NED MTJ Rician 2000 [63] 

Teh etal. BFSK SLC MTJ Rician 1998 [42] 

Teh eta!. BFSK PCR MTJ AWGN 1999 [43] 

Teh et al. BFSK PCR MTJ Rician 2000 [64] 

Teh et at. BFSK PCR PBNJ Rayleigh 1997 [S6] 

Wang, Jiang MFSK Linear MTJ Rician 2000 [6S] 

Jiang, Wang MFSK NED MTJ Rician 2002 [66] 

March, Ritcey BFSK OSC PBNJ AWGN 1989 [5S] 

Chang, Lee MFSK Linear, SLC MTJ AWGN 1994 [67] 

Shen,Su BFSK RSC MTJ Rician 2003 [4S] 

Gulliver, Felstead MFSK Moments PBNJ,MTJ AWGN 1993 [68] 

Gulliver, Felstead MFSK Non-Parametric PBNJ,MTJ AWGN 1995 [69] 
. . . . . . .. .. 

Lmear-Lmear combmmg, NED-Self-normahzatlOn combmmg, SLC-Soft hmIter or cbpper based combmmg, PCR-Product combmmg receIver, 
AGC=Noise normalization combining, OSC=Order statistics based combining, RSC=Ratio statistics based combining, 
Moments=Moments based combining, Non-Parametrie=Non-parametric combining metbod 
PBNJ=Partial band noise jamming, MTJ=Multitone jamming. 

Table 1.1: Summary of contributions of various researchers towards analysis of diversity combining teChniques used 
in FFH assisted MFSK systems to combat jamming. 
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Gulliver et al. [72] proposed new methods for analyzing the linear combining receiver when FFH-MFSK 

operates under the multi tone jamming. Gulliver et al. [44] have also compared performance of various 

diversity combining techniques. Han and Teh have also analyzed the FFH-MFSK receiver using maximum 

likelihood combining [73,74]. In pursuit of better performance under MTJ, Gulliver and Felstead [68] have 

also analyzed the moments based diversity combining methods which involve the moments of various orders 

of the energy detector outputs and some non-parametric methods based diversity combining [69], which use 

sorting of these outputs followed by various operations which will be discussed in detail in Section 1.4. A 

summary of major contributions in the area of diversity combining for FFH systems has been tabulated in 

Table 1.1. 

1.3 FFH Assisted Non-Coherent MFSK System 

Having provided a brief overview of a range of diversity combining techniques, let us now consider FFH­

assisted non-coherent MFSK in more detail. We commence our discourse by outlining the basic philosophy 

of FFH assisted non-coherent MFSK systems in this section. In Section 1.3.1, a brief introduction to the 

principles of FFH-MFSK transmitter in comparison with its SFH counterpart with characterization of the 

corresponding transmitted signal is given. This discussion is followed in Section 1.3.2 by the description 

of the jamming signals. The received signal is characterised in Section 1.3.3, when the transmitted signal 

is contaminated by jamming and corrupted by various channel impairments. The receiver configuration 

designed for detection of the resultant signal is also described in this section. The linear combining scheme 

is discussed in Section 1.3.4 and a brief discussion on some related issues are included in Sections 1.3.5 and 

1.3.6. 

1.3.1 FFH-MFSK Transmitter 

In FH systems, the instantaneous carrier frequency is hopped across a set of legitimate frequencies under the 

control of a pseudo-noise (PN) sequence generator. In FH systems typically non-coherent data modulation 

schemes are employed because the carrier phase is difficult to estimate within the hop duration, which is 

typically a small fraction of the symbol duration. The most common non-coherent modulation scheme used 

in conjunction with FH systems is MFSK. Let us first consider a SFH transmitter using MFSK modulation. 

The operation of a SFH-MFSK transmitter may be understood by referring to Figures 1.1 and 1.2. As shown 

in Figure 1.1, the MFSK modulated signal [34] sm(t) modulates a carrier cos (27f flt) having a frequency fl, 

which is generated by a frequency synthesizer working under the control of a PN sequence. The transmitted 

signal during one symbol duration may be expressed as 

S(t) = V2P PTs (t - iTs - lTh) cos {27f [fm + fd t + CPm + CPl} (1.1) 
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Figure 1.1: Transmitter schematic ofFH SS systems using MFSK data modulation 
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where P is the power of the transmitted signal, 1m is the MFSK tone's frequency, lz is the lth frequency 

in the frequency hopping sequence during the time interval lTh :; t < (l + 1 )Th and Th represents the FH 

dwell interval or the hop duration. Furthermore, in Equation (1.1), PT. ( t) denotes a rectangular signalling 

waveform associated with one symbol duration and 'Pz and 'Pm represent the phases associated with the 

lth hopping tone and the mth MFSK tone, respectively. In this treatise, we will refer to the transmitted or 

activated MFSK tone as the signal tone and all other (M -1) tones as non-signal tones. 

In Figure 1.2, the operating principle of a SFH SS system using MFSK modulation is shown in a graph­

ical form, where it is assumed that the FH system employs six frequency slots for hopping and 8FSK data 

modulation. Furthermore, it is assumed that the FH dwell time Th is twice the MFSK symbol duration 

Ts , i.e. we have n = 2Ts , which implies that two MFSK symbols are transmitted within each FH dwell 

time. The FH pattern used in Figure 1.2 is {I, 3, 2, 6, 4, 5; 1,3,2, ... }, which is a periodic sequence. As 

shown in Figure 1.2, the FH signal transmitted within an MFSK symbol duration constitutes a narrow-band 

signal, whose frequency is determined by the current FH frequency controlled by the FH pattern, while the 

frequency of the current MFSK tone is determined by the transmitted data. 

Now let us consider an FFH system where a single MFSK symbol is transmitted with the aid of several 

FH frequencies. This FFH system has the same transmitter schematic as the SFH system of Figure 1.1. 

However, in this type of FH SS systems, we have L = Ts/Th > 1, where L is an integer which is also 

termed as the diversity order of the system since the value of L detennines the number of times the symbol 

transmission is repeated. In contrast to Equation (1.1), in the context of the FFH-MFSK, the transmitted 

signal during the ith symbol duration may be expressed as 

L-l 

s(t) = L v2P PTh (t - iTs - lTh) cos {27r [1m + iLl t + 'Pm + 'Pz)} (1.2) 

z=o 

where all parameters are the same as in Equation (1.1), but PT
h 
(t) denotes a rectangular signalling waveform 

associated with one hop duration. The corresponding transmitted signal during the lth hop duration 

Sl(t) = v2PPTh (t - iTs -lTh) cos {27r [jm + izl t + 'Pm + 'Pz)}, (1.3) 
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Note that in this treatise we characterise a FFH system with L > 1 number of hops per symbol. Corre­

spondingly, L ::; 1 implies a SFH system. 

The graphical representation of a FFH scheme using six FH slots and 8FSK data modulation is shown 

in Figure 1.3, where we assume that one 8FSK symbol is transmitted using two FH slots, i.e. we as­

sume that Ts = 2Th. The FH pattern used in Figure 1.3 is the same as that used in Figure 1.2, namely 

{1,3,2,6,4,5;1,3,2,···}. 

Orthogonality ofFFH tones: Assuming that L = Ts/Th is an integer, in FFH systems the frequencies 

are designed to be orthogonal for satisfying the zero coherence condition, i.e. 

(2ij 

(1.4) 

where Si(t) and Sj (t) are the signals transmitted during ith andjth hop durations, respectively, and expressed 

in Equation (1.3) and Es = PTs represents the transmitted symbol energy. Therefore, the frequency spacing 

between two frequencies must obey [34] 

n 
fi - fJ' = Th' n = 1,2, ... (1.5) 

FH patterns: {I, 3, 2, 6, 4, 5, 1,3,2,6,4,5, 1,3,2, ... } 

_________________ M ___________ M _______ M ___________________ M _____ _ 

:::: :::: :::: :::: :::: :::: :::: :::: :::: :::: :::: :::: :::: :::: :::: :::: M x l/Ts ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- ---- .. --- ---- ----_________ M ___ M _______ M _______ M ___ M ___ M ___ M _______________ M ____ .. _ 

~m ~mttl1 ~m m~ ~m ~m ~m ~~~~ m~ ~m ~W m~E** T 
_________ ... ___ M_ .. "MM __ M ___ M _______ M .... _M ___ M ___ M ___________ M _____ _ 

Figure 1.2: Graphical representation of SFH SS signals using six frequency slots and 8FSK data modulation, where 
two 8FSK symbols are transmitted within one FH slot, i.e. we have Th = 2Ts . The transmitted symbols 
are given by {2, 6, 6, 3, 3, 5, 8, 4,3,3,6,3,7,5,3, 5}, assuming they take on values from 1, ... ,8. 
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FH patterns: {I, 3, 2, 6,4,5,1,3,2,6,4,5,1,3,2, ... } 

~~~~ ~~~~ ~~~~~ ~~~~ ~~~~ ~~~~ ~~~~ ~~~~ ~~~~ ~~~~ :: 
:::: :::: :::: :::: :::: :::: :::: :::: ::::~ :::: .- -
:::: :::: :::: :::: ::::~ :::: :::: :::: :::: :::: :::: :::: :::: :::: :::: 

Figure 1.3: Graphical representation of FFH (FFH)SS signals using six frequency slots and 8FSK data modulation, 
where one 8FSK symbol is transmitted within two FH slots, i.e. we have Ts = 2Th. The transmitted 
symbols are given by {2, 5, 7, 5, 1, 3, 6, 2}. 

Given a minimum frequency spacing of 11Th, the frequency set of 

(1.6) 

is capable of guaranteeing the creation of an orthogonal MFSK scheme. The bandwidth of one FSK tone B, 

which is also equal to the bandwidth of one hop, is hence given by B = 11Th. 

Spread spectrum bandwidth: The FFH-MFSK signal is hopped randomly over a SS bandwidth of 

Wss which is significantly larger than the signal bandwidth. The ratio Wssl B is generally referred to as the 

FH spreading gain or spread factor. The bandwidth Wss is divided into Nb MFSK bands, each of which is 

divided into M bins corresponding to M FSK tones, where M is the order of modulation. This implies that 

there are a total of M x Nb hopping frequencies. Mathematically, we can say that Wss = M X Nb X B. 

When the transmitted signal hops, it may acquire anyone of the M bins in that band, depending upon which 

FSK tone has been chosen. It should be noted that in this chapter, the term bin corresponds to a frequency 

or tone and frequency band or hop band defines a set of M bins or tones. 

1.3.2 Jamming Signals 

Before we discuss the noncoherent FFH-MFSK receiver, we provide a brief discussion in the section on 

the key types of jamming signals encountered by FH systems. Any undesired signal that happens to be 

present, whether intentionally or not, at the same frequency (or in the same frequency band) as the desired 

transmitted signal constitutes ajamming signal or inteiference. The presence of a jamming signal degrades 
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Figure 1.4: Graphical representation of frequency hopping bands, partial band noise jamming and multiple jamming 
tones; modulation level M = 4, number of FH bands Nb = 4 and number of jamming tones Q = 3 

the achievable perfonnance of a receiver system impairing its ability to correctly demodulate the transmitted 

symbols. The strategy of an intentional jammer is usually to concentrate enough power in one specific 

frequency band or tone and, at the same time, improve the probability of jamming by covering as much of 

the total spread spectrum bandwidth as possible. 

Two important types of jamming/interference will be discussed in this section [2,3,34,38]. The first 

type of jamming is referred to as partial band noise jamming (PBNJ), while the second type is referred to 

as as multitone jamming (MTJ). A graphical representation of the SS bandwidth and the jamming signals is 

shown in Figure 1.4. 

PBNJ: In the context of PBNJ, the jamming signal has typically a flat spectrum similar to that of Gaus­

sian noise, but it may affect only part of the system's bandwidth. The source of noise jamming may be 

intentional as in the case of military communication systems [2-5, 15-17] where enemy jammers try to 

disrupt the friendly communication. But it may be caused by microwave sources and lighting devices op­

erating adjacent to a FH network such as Bluetooth radio system [19,20]. The military communication 

systems usually operate using a significant part of the frequency spectrum. Similarly, a number of commer­

cial FH networks utilize the Industrial Scientific Medical (ISM) band. Thus both types of communication 

systems are susceptible to partial-band or full-band noise from intentional or unintentional jammers. 

The fraction of bandwidth jammed is generally referred to as the jammer's duty factor and is denoted 

by p; hence, pWss is the bandwidth affected by the jamming signal [38]. The fraction p also represents 

the probability of a tone being jammed. When we have p = 1, the entire system bandwidth is affected by 

interference and hence the probability of being jammed is 1, i.e. 100%. If the total noise jammer power is 

denoted by PNJ, then the single sided power spectral density ofPBNJ is PNJ/Wss . 

It can be seen that although increasing p improves the chances of jamming a signal from the jammer's 

point of view, the power of the jamming signal is, however, spread over a larger bandwidth. Consequently, 

the power concentrated on a single frequency is low. Based on the above arguments it may be stated that, 
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from the jammers' point of view, a trade off exists between the jamming duty factor P and the effective 

jamming power, assuming a fixed total jammer power. A high value of p increases the probability of jam­

ming the transmitted signal but the resultant jamming power becomes relatively low. By contrast, using a 

low p reduces the probability of jamming the transmitted signal; however, in this case, more power will be 

concentrated in a specific bandwidth. Generally, an optimum value of p, which is often referred to as the 

worst-case p, denoted by Po, can be chosen in order to result in the worst detection performance and, hence, 

in the highest probability of error for the desired receiver [2,3,34,38,39]. The value of worst-case p depends 

on the signal to jamming power ratio Eb/ N J, the SNR Eb/ No and the diversity order L. It has been shown 

that the value of Po tends to unity as L is increased and as the fading becomes more severe [38,39,75]. 

MT J: In the context of MTJ, the jamming power is concentrated in a few continuous-wave tones instead 

of being spread over a large bandwidth. The frequency of the jamming tone may coincide with that of any 

of the MFSK tones transmitted by the desired transmitter. Again, the MTJ may be intentional or accidental. 

In the former case, the jamming may result from an intentional jammer transmitting continuous-wave tones 

at the same frequency as that employed by the target communications system in order to degrade its perfor­

mance. In the latter case, the interference source may be other users of the same communications network 

or of an adjacent network. 

The number of jamming tones, which is denoted by Q, is an important parameter of MTJ signal that 

aims to jam an FFH assisted MFSK system. Generally, two broad categories of MTJ are defined. The first 

category is referred to as the band MTJ [75,76] and corresponds to the scenario when the jammer distributes 

the jamming tones according to the MFSK band structure and may assign exactly n = 1,2, ... , M - 1 

tones within an MFSK band. In case of the other category of MTJ, known as the independent MTJ [77], 

the jammer spreads the jamming tones all over the SS bandwidth independent of the band structure of the 

MFSK. 

A specific sub-category of band MTJ, which is often referred to as n=l-band MTJ, has been termed as 

the worst-case jamming by Houston [38,75] since it results in the poorest desired signal detection perfor­

mance. In the context of n = I-band MTJ, at the most one jamming tone is present in a band of M FSK 

tones. To elaborate further, whenever an MFSK band is jammed, it will contain exactly n = 1 jamming 

tone in the context of n = I-band MTJ; however, certain bands may not be jammed at all and would con­

tain no jamming tone. This concept can be understood with the aid of Figure 1.4 where 3 of the 4 MFSK 

bands contain one jamming tone each. Thus the MTJ in Figure 1.4 is a case of n=l-band MTJ. It can be 

intuitively seen why n=l-band MTJ is the worst case jamming. This is because it allows the jamming power 

to be spread more or less evenly over the entire hopping bandwidth instead of concentrating it to a narrower 

band. Note that to cause a detection error, the jammer has to coincide its frequency with that of any of the 

non-signal tones. Since each hopping band contains a single signal tone and M - 1 non-signal tones, it 

is wasteful from the jammer's perspective to distribute its power across more than one jamming tones in a 

hopping band. It can be readily seen that 0 :s; Q :s; Nb for n = I-band MTJ and 0 :s; Q :s; Nb X M for 



1.3. FFH ASSISTED NON-COHERENT MFSK SYSTEM 14 

independent MTJ. We will consider only the case of n = I-band MTJ in this chapter, since it constitutes the 

worst-case jamming. 

Although various definitions of the MTJ duty factor have been put forward [75-77], we define it as the 

ratio of the jamming tones to the number of the MFSK bands in the total Wss bandwidth. That is MTJ duty 

factor is given by q = Q/Nb. Thus, q = 3/4 in Figure 1.4. 

Similar to P in case of PBNJ, a high value of q increases the probability of jamming the transmitted 

signal but the resultant jamming power becomes low whereas a low value of q reduces the probability of 

jamming the transmitted signal but results in a higher power being concentrated in the jamming tone. A 

suitable value of Q (from the jammer's perspective) has to be based on an attractive compromise between 

achieving sufficiently high probability of jamming the target hop band and concentrating sufficient power in 

the jamming signal. This specific compromise will correspond to the worst-case q usually referred to as qo, 

the role of which is analogous to the value of Po in PBNJ. The related literature suggests that qo also tends 

towards unity when the fading becomes severe or when the associated diversity order increases [75-77]. 

The distribution of jamming power in MTJ may be contiguous or non-contiguous. In the contiguous 

case, the jamming tones are co-located or, in other words, lie in adjacent slots. Whereas, when tones are 

non-contiguous, they are dispersed randomly and widely over the hopping bandwidth [38]. In Figure 1.4, 

the three jamming tones are non-contiguous in relation to each other. As mentioned previously, in PBNJ, 

the jamming is usually assumed to be contiguous, since it is technically challenging to spread the noise 

jamming power non-contiguously. Furthermore, for the sake of convenience in the analysis, it is generally 

assumed that if one tone is noise jammed in a hop band, then all the other MFSK tones in the hop band are 

also affected by the noise jamming [38]. In other words, the jamming signal completely covers the hop band 

having a bandwidth of M x B. 

In closing we note that there are other types of jamming techniques which often may be deemed to be 

special cases or variations of the MTJ or the PBNJ discussed above. For example, the case of p = 1 in the 

context of PBNJ corresponds to wideband noise jamming. 

1.3.3 FFH Non-Coherent l\1FSK Receiver 

In this section, we discuss the configuration of an FFH assisted non-coherent MFSK receiver employing 

linear combining used for detecting the transmitted signal discussed in Section 1.3.1. Figure 1.5 shows the 

block diagram of such a receiver. If the transmitted signal given by Equation (l.3) passes through a noise­

and interference-free channel, the signal at the input to this receiver during the lth hop of duration Th can be 

expressed as 

Tl(t) = V2P cos {27f [im + itl (t - r) + em}, (1.7) 
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where em is the phase resulting from the joint effects of MFSK and frequency hopping, while 7" is the 

transmission delay. The receiver is made up a bandpass filter (BPF), a frequency de-hopper, M branches 

of the demodulator and finally a decision device [2,34]. The BPF at Wss filters out any frequency that is 

not part of the SS bandwidth. The de-hopper consists of a PN generator, that is identical to and aligned to 

the PN generator used in the transmitter shown in Figure 1.1, a frequency synthesizer and a multiplier. We 

will assume throughout this treatise that the transmitter's and the receiver's frequency hopping sequences are 

perfectly synchronized. When this assumption holds, the de-hopper is able to remove the hopping frequency 

from the received signal. Each of the M demodulator branches corresponds to one MFSK tone and consists 

of a BPF set at that tone frequency, followed by a square-law detector [34] and then a diversity combiner. 

In Figure 1.5, a linear combiner is shown which performs linear summation of the signals received in all 

hops. The M outputs of the diversity combiners constitute the decision variables. The detection decision 

is made on the basis of maximum likelihood principle in favour of the decision variable having the highest 

magnitude [34]. The index of the chosen decision variable, hence, yields the estimate of the transmitted 

symbol. A detection error occurs if magnitude of the decision variable corresponding to any of the non­

signal tones exceeds the one corresponding to the transmitted signal tone. 

The resultant filtered and dehopped baseband MFSK signal corresponding to the mth FSK tone, m = 

0, 1 ... , M - 1, at the input of the square law detector during the lth hop is given by 

(1.8) 

Now let us consider the effects of the presence of AWGN and both types of jamming discussed in Sec­

tion 1.3.2 on the detection process. 
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1.3.3.1 Effects ofPBNJ and AWGN 

If the transmitted signal is corrupted both by AWGN as well as PBNJ, the received signal given in Equa­

tion (1.8) may be expressed in the following modified form as: 

(1.9) 

where nm(t) is zero-mean AWGN having a power a'iv = ENo, No is the one-sided power spectral density 

of the AWGN, FH tone bandwidth is given by E = l/Th and jm(t) is the PBNJ interference which, like 

AWGN, is Gaussian but jamming a portion p of the SS bandwidth Wss. The signal to noise ratio may be 

expressed as E b/ No, where Eb = Es/b is the energy per bit, b = Iog2 M is the number of bits per symbol 

while Es = PTs is the energy per transmitted symbol. Similarly, Eh = Es/ L = PTh may be defined as 

the energy per symbol per hop. 

Let us focus our attention on the energy of the transmitted signal relative to the PBNJ signal. Let PN J 

be the total noise jamming power and N J = PN J /Wss its power spectral density. Then, the jamming noise 

power concentrated on one FH tone is given by [2,3,35-38] 

(1.10) 

The effective signal to jammer power ratio (SJR) is given by Eb/NJ' Now we are in a position to express 

the signal power to total interference (thermal noise plus PBNJ) power ratio in a single FH tone as [35-37] 

(1.11) 

where we have used the relation of E = L/Ts = l/Th. 

Let us now investigate the noncoherent detection of the signal contaminated by PBNJ. In the square­

law detector of Figure 1.5, the received signal is multiplied in parallel by both the sine and cosine of the 

MFSK tone. More precisely, the square law detector consists of two branches, one where the input signal is 

multiplied by J2/Th cos(27f fmt) and the other where it is multiplied by J2/Th sin(27f fmt). The products 

are integrated over the duration of one hop in the two separate correlators as seen in Figure 1.5. Thus, 

assuming that the first tone m = 0 is the transmitted one and using the expression for the dehopped signal 

from Equation (1.9), we can express the output of the cosine based correlator as 

(1.12) 

where nOe and jOe represent the outputs of the cosine based correlator corresponding to the first tone, when 

AWGN n(t) and j(t) respectively are present at its input. Similarly, the output of the correlator correspond-
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ing to the sine branch is given by 

rTh 

ro,s = Jo ro(t)J2/Thsin(27rJot) = J PTh sin eo + nos + jos, (1.13) 

where nos and jos represent the outputs of the sine based correlator corresponding to the first tone, when 

AWGN n(t) and j(t) respectively are present at its input. The sine and cosine components are squared and 

added to yield a variable corresponding to the mth tone during the lth hop, which denoted here by Uml , can 

be expressed as 

0.14) 

where no = n6c + n6s and Jo = j6c + j6s are the AWGN and PBN] components respectively at the 

output of the square-law detectors of Figure 1.5. Equation (1.14) represents the output of the square-law 

detector corresponding to the transmitted signal tone. For the remaining (M -1) square-law detectors that 

correspond to non-signal tones, it can be shown that the output consists of superposition of thermal noise 

and the jamming signal. Thus we have 

(1.15) 

Finally, note that Equations (1.9), (1.14) and (1.15) assume that the noise jamming is present and is inter­

fering with all the M tones of a band. If the band is unimpaired by jamming, the jammer's contribution will 

be absent from both of these equations, resulting in 

(1.16) 

and 

(1.17) 

We can infer from Equations (1.14) to (1.17) that when PEN] is present in the band used by the desired 

signal, the effective noise power spectral density is increased due to the additive nature of the PENJ. In this 

way, the presence of PENJ increases the probability of detection error. However, in the context of FFH 

systems, the probability that all hops experience jamming is low. Therefore in comparison to SFH, FFH 

is more robust against PENJ. Nevertheless, PENJ can still degrade the performance of the FFH receiver 

employing linear combining. 
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1.3.3.2 Effects of MTJ and AWGN 

The MTJ signal is in the form of Q number of continuous wave tones having the same frequency as the M 

MFSK tones. Although tone jamming may not be treated the same way as noise jamming, the concept of an 

equivalent spectral density has been defined in [75]. Let PT J be the total MTJ power and P J = PT J I Q be 

the MTJ power in one of the jamming frequency tones. Then, the effective transmitted signal to jamming 

power is given by [2,3,38,65,66] 

SJR = Eb 
PTJIWss 

Es MNb 1 
-----
b Th QPJ 

EsNb M EhLM 
= ---= 

PJ Q bTh E j qb' 
(1.18) 

where Ej = PJTh is the energy associated with the jamming tone per hop and we have used the relations 

111ss = NbM B = NbM ITh and q = Q I Nb• If a jamming tone corresponds to the same frequency as the 

transmitted MFSK tone, which we assumed as the first tone, then the signal at the input to the square-law 

detector is given by 

(1.19) 

where ej represents the phase associated with the jamming tone frequency. The operations performed by 

the square-law detector on this signal are the same as discussed in the context of PBNJ contaminated signal 

in Section 1.3.3.1. Thus we can express the output of the cosine based correlator as 

TO,c rTh 
Jo To(t)V2/Th cos(27f Jot) 

VPThCOSeO+ VPJThCOSej +noc (1.20) 

and that of the sine based correlator as 

TO,s loTh TO(t) V2/Th sin(27f Jot) 

VPTh sin eo + VPJTh sinej + nos' (1.21) 

Thus, the output of the detector corresponding to the first tone and the lth hop is given by 

(1.22) 

Equation (1.22) represents the output of the square-law detector of Figure 1.5 corresponding to the signal 

tone, corrupted by a jamming tone and AWGN. If the same signal is not contaminated by jamming, the 

output of the square-law detector may be represented by substituting E j = 0 in Equation (1.22), resulting 

in UOI = Eh + no. The output of any square-law detector corresponding to non-signal MFSK tone, cor-
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responding to m > 0, may be represented by Uml = Ej + nm , if corrupted by the jamming tone and by 

UOI = no, if uninterfered by jamming. It can be inferred from the above discussion that a jamming tone is 

more likely to cause detection error in the context of MFSK systems, if the jamming tone coincides with 

one of the non-signal tones rather than with the signal tone. Since the distribution of jamming tones may be 

assumed independent and random, the probability of occurrence of the jamming tone frequency coinciding 

with the signal tone frequency is only 1/ M, while the probability of the jamming tone hitting any of the 

non-signal tones is 1- 1/ M, in the context of n = I-band MTJ. Hence, despite the inherent diversity of the 

FFH system, MTJ can still degrade its performance considerably, thereby necessitating the employment of 

effective anti-jamming measures. 

1.3.4 Linear Diversity Combining 

This section discusses the basic principles of the diversity combiner referred to as the linear diversity com­

biner that forms part of the FFH assisted MFSK receiver shown in Figure 1.5. As mentioned earlier, this 

type of scheme simply adds the outputs of the square-law detectors received in all the hops corresponding 

to a transmitted symbol. Thus for each of the receiver branch corresponding to an MFSK tone, a decision 

variable given by [34,35,44]: 

L-1 

Zm= LUml, 
1=0 

m = 0,1, ... , M - 1 (1.23) 

is obtained upon completing L hops where Uml is the output of the mth square-law detector during the lth 

hop. As mentioned above, the outputs Zm, m = 0,1, ... ,M - 1 of all the M combiners constitute the 

detection decision variables. 

The most attractive property of the linear diversity combining is that its inherent time and frequency 

diversity constitutes an effective tool against frequency selective fading [34]. To elaborate, since in the 

context of FFH, each symbol is transmitted using L different frequencies, hence the signal in each hop 

experiences independent fading, provided two adjacent hopping frequencies are separated by at least the 

coherence bandwidth of the channel [39,40,78]. Consequently, BER performance of the FFH-MFSK system 

is superior to that of SFH-MFSK. We will augment this argument mathematically. Suppose that a BFSK 

modulated signal s(t) is transmitted over a Rayleigh fading channel. Then, the received signal is given by 

r(t) = ae-j & s(t) + n(t) (1.24) 

where a is the Rayleigh distributed attenuation factor, e is the channel-induced phase shift in the transmitted 

signal and n( t) is the Gaussian distributed noise. The probability of error Pb for a non-coherently detected 

SFH assisted BFSK system in Rayleigh fading, which is the same as that of a non-hopping non-coherent 

BFSK scheme, assuming perfect synchronization of hopping between the transmitter and the receiver, is 
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(1.25) 

where Ib = 0:2 Eb/NO is the average signal to noise ratio per bit. By contrast, the probability of error for 

FFH assisted non-coherent BFSK using linear combining in Rayleigh fading is also given by [34] and can 

be expressed as 

Pb(L) = (_l_)L I: (L -1 + k) (1 + Il)k 
2 + Il k=l k 2 + II 

(1.26) 

where Il = Ib/ L is the average signal to noise ratio per diversity path. As can be seen, substituting L = 1 in 

Equation 0.26) gives us Equation (1.25) confirming that no diversity implies SFH system. Proakis [34] has 

shown both mathematically and graphically that the BER expressed by Equation 0.26) for L > 1 is superior 

to that given by Equation (1.25). We can conclude that the frequency diversity resulting from FFH yields 

improvement in the BER performance of MFSK system when communicating in Rayleigh fading channels. 

This conclusion will be verified in Section 1.5.1 with the aid of our simulation results. The comparison of 

the linear combining scheme with self-normalization based scheme will also be presented in Section 1.5.1. 

The results found in the literature show that in the absence of jamming, a linear square law diversity 

combining receiver performs reasonably well [35-37] under fading conditions. However, when jamming or 

interfering signals are present, the performance of FFH assisted MFSK receiver using linear combining is 

degraded. The detrimental effects of PBNJ and MTJ have already been discussed in Section 1.3.3. 

1.3.5 Combining Losses Versus Diversity Gain 

In this section, we will continue our discourse by discussing the advantages and drawbacks of FFH com­

pared to SFH in the context of a non-coherent MFSK system. Proakis [34] has shown that if a signal is 

split into L diverse and independent propagation paths and the signal components received in the L paths 

are then combined coherently in the receiver, no loss of transmitted energy results, provided the estimate 

of the fading parameters (attenuation and phase) are perfect. Such a type of diversity combining, where 

signal components are weighed appropriately by channel coefficients of each path, is referred to as opti­

mum combining. If the said estimates are imperfect, some losses may however result. By contrast, in the 

context of non-coherent detection, no attempt is made to estimate the channel, and estimates of the channel 

coefficients are not available. When signals received over diverse path are combined without weighting, the 

combining method is often referred to as equal gain combining (EGC). Proakis [34] has shown that non­

coherent combining of the signal components received through diverse propagation paths results in losses. 

In other words, EGC yields inferior performance than that afforded by Oc. These losses also occur because, 

the squaring operation seen in Figure 1.5 performed on the received sum of energy and noise in the context 
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of non-coherent MFSK detection enhances the noise power. 

Let us follow this intuitive reasoning with mathematical results. We compare the error probability in 

case of non-coherent MFSK using SFH with the same demodulation system using FFH. It is readily seen 

that error probability of SFH assisted non-coherent BFSK system is identical to that of the non-hopping 

system, assuming perfect synchronization of hopping between the transmitter and receiver. In AWGN , this 

bit error ratio (BER) is given by [34] 

(1.27) 

By contrast, the probability of error for FFH non-coherent BFSK under AWGN can be expressed using [34] 

for non-coherent BFSK to get 

where 

L-1 

Pb(L) = 221-1 e-'"n/2 L en {,z/2)n 
n=O 

_ 1 L-1-n (2L - 1) 
cn -, L . . n. Z 

i=O 

(1.28) 

(1.29) 

It can be verified that Equation (1.28) reduces to Equation (1.27) if we substitute L = 1 in the former. 

Equations (1.27) and (1.28) have been plotted in Figure 1.6. It can be seen from this figure that the BER 

degrades as the diversity order is increased when FFH assisted BFSK communicates in AWGN. We may 

conclude that BER performance of SFH aided non-coherent BFSK is superior to that of the same system 

invoking FFH with linear combining in AWGN. In fact, SFH enjoys this superiority over FFH in the context 

of M-ary FSK with M > 2 [34]. Consequently, we may conclude that no improvement is to be gained 

in the BER performance of non-coherent FSK by using linear diversity combining under conditions of no 

fading. 

Nevertheless, there are certain aspects in which the inherent time diversity of FFH system makes it 

superior to the SFH counterpart. Firstly, diversity constitutes an effective anti-jamming measure. In the 

context of FFH system, the transmitted symbol is repeated in multiple hops and the probability of jamming 

more than one hops is low, since, if probability of jamming a single hop is p, that of jamming all hops of an L 

order diversity system is pL. Hence, when a symbol is transmitted using FFH, there is a high probability that 

at least one of the hops is unjammed. A suitable non-linear diversity combining scheme may be employed 

to further exploit the benefits of diversity. Numerous non-linear diversity combining techniques may be 

invoked for aiding the FFH assisted MFSK receiver to combat PBNJ and MTJ effectively and, hence, achieve 

an improved BER performance compared to that of the SFH system. We will demonstrate in Section 1.5 

with the aid of simulation results that, by employing a suitable diversity combining technique, FFH yields 

superior performance compared to SFH even in A WGN in the presence of jamming. This is because in the 
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Figure 1.6: Degradation of the BER of FFH assisted BFSK in AWGN with increasing diversity order, plotted using 
Equations 0.27) and (1.28) extracted from [34]. 

presence of jamming, the disadvantage of the combining losses in the context of FFH is offset by its superior 

performance against jamming. 

The second advantage that FFH systems enjoy over SFH systems is that the Lth order frequency diversity 

of FFH systems proves to be an effective mechanism in combatting fading. This aspect has already been 

discussed in Section 1.3.4. 

The above-mentioned two advantages of the FFH based system over its SFH aided counterpart results 

in reduced SNR requirement when aiming for a fixed BER in the presence of jamming, which is referred to 

as diversity gain. 

1.3.6 Fixed Hop Rate Versus Fixed Symbol Rate 

Having considered the effects of combining losses and diversity, let us now focus our attention on the 

impact of the hopping rate on the achievable system performance. We know that the number of hops per 

second, referred to as the hop rate, is related to symbol rate in FFH by the relation Rh = LRs. We have 

already mentioned in Section 1.3.5 that under fading conditions, increasing the diversity order L results in 

improvement of achievable BER. Now, if the diversity order has to be increased for the sake of achieving 

better diversity gain, either the hop rate or the symbol rate has to be modified. A variable hop rate may 

be used to achieve a fixed data rate but it was found that this scheme led to some problems [79]. Firstly, 

the total hopping bandwidth is related to hop rate by the relation Wss = M NbiTh. For a fixed hopping 

bandwidth, increasing the hop rate by reducing n to achieve higher diversity will reduce the value of Nb, 

which will render the system more vulnerable to multitone jamming, and especially to n = I-band MTJ. 

Secondly, since the hop rate determines the FSK tone spacing according to B = Rh = 11Th, increasing hop 

rate will make the assumption of a frequency flat channel less valid although, at the same time, it will make 
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the assumption of a slowly fading channel more applicable. Thirdly, having a variable hop rate coupled with 

large number of hops per second makes synchronization more difficult especially in multi-user scenario. 

Due to these reasons, using high diversity orders is prohibitive and attaining low error rates with the advent 

of high diversity gains constitutes a grave technical challenge, in the context of variable hop rate systems. 

These problems of the family of variable hop rate systems can be circumvented by having a fixed hop 

rate and using high diversity orders. Fixed hop rate systems were initially investigated in the context of 

military communication systems [79]. In conjunction with a fixed hop rate Rh, increasing L reduces the 

symbol rate R s, since we have Rh = LRs. Nonetheless, at the cost of decreasing the data rate, one can 

achieve a more reliable transmissions. Most researchers assume having a fixed hop rate [4-31] and in this 

treatise, the same assumption applies. 

1.4 Non-Linear Diversity Combining Techniques 

In this section, a brief introduction to various non-linear combining methods has been provided [5-31]. 

Before we begin, it is relevant to mention that, broadly speaking, there are three main categories of diversity 

combining techniques. This categorization has been done in the context of diversity achieved through other 

means as well, e.g spatial and multipath diversity [80-90]. In the context of the first category, referred to as 

the optimum combining (OC) or maximum-ratio combining (MRC), the signals received in various diverse 

paths are weighed in proportion to the gains of the individual paths before they are combined. This scheme 

is considered to be the optimum, since it caters for the channel impairments imposed on the signal in each 

individual path. However, it requires the knowledge of the channel gains. Another category is referred to 

as the selection or switched combining (SC), in the context of which the receiver chooses the path yielding 

the maximum SNR. This scheme gives reasonably good performance but results in poor performance under 

low SNR conditions. Finally, in the context of EGC, the signals in all the diverse paths are merely summed 

without any weightage. We can see that EGC is another name for linear combining discussed above. In fact, 

majority of the non-linear diversity combining schemes we will consider in this section may be deemed as 

sub-classes of the EGC scheme, since they operate without applying any weights to the various received 

signals. Indeed, some of them do apply various de-emphasis mechanisms but they are not based on the 

knowledge of the channel gains. This is attractive from the viewpoint of implementation in noncoherent 

FFH-MFSK receiver where channel estimation may not be feasible. 

Note that in [54], the authors have investigated a so-called maximum likelihood diversity combining 

scheme which is shown to yield superior performance to all other known diversity combining schemes when 

FFH-MFSK encounters PBNJ. However, besides the side information about the received SNR, this scheme 

requires the knowledge of which hops are jammed. By contrast, our emphasis in this treatise is on low­

complexity schemes. Hence, we will consider only those diversity combining schemes which do not require 

extensive side information, such as the knowledge about which hops are jammed or about the channel gains. 
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Furthermore, it has been shown in [54] that the noise-normalization combining yields performance very 

close to the maximum likelihood diversity combining scheme. 

As discussed in Section 1.3.3, an error in detection decision occurs if the output Zm of the diversity 

combiner, seen in Figure 1.5, corresponding to any of the M -1 non-signal MFSK tones exceeds that cor­

responding to the signal tone, i.e. if the first tone corresponding to m = 0 is transmitted, then a detection 

error occurs if Zm > Zo, m = 1,2, ... , M - 1. In the presence of thermal noise and especially jam­

ming, the probability of this erroneous decision is quite high. Linear combining of various signals received 

from multiple propagation paths results in poor performance, because the receiver has neither any means 

of distinguishing between square-law detector outputs corresponding to jammed non-signal tones and that 

corresponding to unjammed signal tone, nor any method of suppressing the effects of jamming. Now we 

will discuss the methodology employed by non-linear combining methods to combat the effects of jamming 

or interference. 

For each transmitted symbol, after the square-law detector stage of Figure 1.5, the receiver has M x L 

variables corresponding to the M tones and the L hops of a symbol. The combining principle of most 

non-linear diversity combining schemes is that the M x L variables are weighed down before they are 

combined [44]. Thus, the effects of interferences may be reduced before superimposing them. This is 

equivalent to applying a specific function to the variables before adding them. Let one of these variables be 

represented by Uml, m = 0, I, ... ,M - 1, l = 0, I, ... L - 1. Then, the decision metric Zm of a non-linear 

combining scheme is given by [44]: 

L-1 

Zm = L !(Um1 ), m = 0, I, ... , M - 1. (1.30) 
1=0 

As shown in Equation (1.30), the decision metric is not simply the linear sum of all the variables Uml but that 

of some specific function of these variables. We can see from Equations 0.23) and (1.30) that for the linear 

combining receiver, we have !(Uml) = Uml. Alternatively, some diversity combining schemes, such as a 

few order-statistics based and non-parametric schemes (to be discussed in Sections 1.4.7 and 1.4.8), do not 

use the decision variable determined by Equation (1.30) and are instead based on other algorithms applied 

to the variables Um1 . Some of the key non-linear diversity combining techniques have been discussed in 

Sections 1.4.1 to 1.4.9. Figure 1.7 shows schematics of the various diversity combining operations that may 

be performed on the outputs of the M square-law detectors in a FFH assisted MFSK system. The combining 

principles of these schemes have been summarised in Table 1.2. 

1.4.1 Majority Vote Combining 

One of the simplest of all non-linear combining methods is the hard decision majority vote (HDMV) 

based diversity combining. For this scheme, the highest square-law detector output in each hop is assigned 

a logical 1 and the remaining outputs are assigned logical O. The assigned values are added for all L 
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Figure 1.7: Block diagrams of various diversity combiners used in FFH assisted non-coherent MFSK Receiver; Uml 

denotes the square-law detector output corresponding to the mth tone during the lth hop and Zm is the 
decision variable for the mth tone, 

hops corresponding to each MFSK tone. The decision metric given by Equation (1.30) is based on the 

function [44]. 

Uml 2:: Ukl for all k 
(1.31) 

otherwise, k,m=0,1, ... ,M-1, l = 0,1, ... L - 1. 

The summation is equivalent to counting the number of Is corresponding to each frequency tone. Compar­

ison between the MFSK tones is based on the number of logical Is in all the hops. The specific frequency 

tone and the corresponding symbol that achieves the maximum number of logical Is in all hops is assumed 

to be the transmitted one. 

It was reported in [44] that this technique is poor especially under jamming conditions because the 

receiver discards a lot of potentially useful information by making hard decisions i.e., by assigning logical 
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1 to the highest detector output and logical ° to any detector output that has a lower magnitude than the 

maximum. 

A similar diversity combiner scheme proposed in [91] for FFH systems operating in multiple access 

(MA) channels is referred to as the hard limiting majority vote (HLMV) combiner [48,93,94], and can be 

considered as an improved variation of HDMV scheme. In the context of this combining scheme, at the end 

of each hop, the output of a square-law detector is assigned a value of 1, if it exceeds a pre-set threshold or 

0, if it does not. Hence, when employing the HLMV combiner, we have 

{

I U,l>t5 
!(Urnl) = rn -° otherwise, 

(1.32) 
m = 0,1, ... ,111- 1; l = 0,1, ... L - 1, 

where t5 is an appropriately chosen pre-set threshold. At the end of the L hops, the assigned values are 

summed. Thus the decision variable corresponding to each FSK tone can be found by inserting !(Urnl) 

Combining Combining Operation Comments 
Method Function! (U ml) Decision Variable Zrn 
Linear [35] Uml '£t~~l !(Uml) Sum of L outputs 
HDMV [44] 1 for the largest '£t~~l !(Uml) Sum of 

o for others assigned 1 s or Os 
HLMV [91] !(Uml) = 1 if Uml ~ J '£t~~l !(Uml) Sum of 

o otherwise assigned 1 s or Os 
NED [37] Umd '£~=l Uml ,£~~1 !(Uml) Sum of L outputs normalized 

by the sum of M outputs 

AGC [36,52] UmdCJ;'1 '£t~~l !(Uml) Sum of L outputs normalized 
by noise power 

Clipper [44,48] C ifUml ~ C '£t=~l !(Uml) Sum of L clipped outputs 
receiver else Uml 
PCR [44] Uml rrt-l !(Uml) Product of L outputs 

Moments _ l,£J.,,·lUk Moments of outputs rJkm - L 1=0 ml 
based [44,68] 21]~m - rJ4m 4-2M method 

21]rm -1]2m 2-1Mmethod 

Order U1t;;!i,i = 1, ... L Ordering of L outputs 

Statistics ,£Ln U(r) Sum of Ln = L - 1 outputs i=l lmi 
[44,55,92] U(r) Selection of 2nd maximum lmL-l 

U(r) Selection of middle value 
u(r) lmL/2 

lmj '£f=~l !(Umt) OS-NED 
~~.o~ u/;;: 

Nonparametric Ordering of L x M outputs 
[44,69] ri, i = 1, ... Lx M '£f=~l !(Uml) Sum of assigned ranks 

Wi, i = 1, ... Lx M ,£~~l !(Uml) Sum of weighted ranks 

ri,i=l, ... M ,£~~l !(Uml) Ordering of M outputs and 
sum of L ranks 

Ratio Umd max(Uml) '£t~~l !(Uml) Sum of L outputs normalized 
Statistics [44,62] by the largest 

.. . .. .. 
HDMV -Hard deCISIon maJonty vote, HLMV -Hard IImltmg maJonty vote, NED-Self-normalIzatlOn combmmg, 

AGC=Noise-normalization combining, OS-NED=Order statistics-nonnalized envelope detection, PCR=Product combining receiver. 

Table 1.2: Summary of the functions performed on the square-law detector outputs !(Uml) to compute the decision 
variables Zm, in the context of various diversity combining techniques used in FFH assisted MFSK re­
ceIvers. 
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given by Equation (1.32) into Equation (1.30). We will consider HLMV based combining scheme in MA 

application in Chapter 4. 

1.4.2 Self-Normalization Combining 

This class of diversity combining schemes is also referred to as Normalized envelope detection (NED) 

arrangement. When using this combining scheme, for each hop, the output of each square law detector is 

divided by the sum of the outputs of all the M detectors before they are combined for all hops corresponding 

to an M-ary symbol, as seen in Figure 1.7. The corresponding decision function is given by [37,39,40,44]: 

f( U ) - Uml 
ml - ",M-l(U )' 

wm=O ml 

l = 0, 1, ... L - 1, (1.33) 

where Uml represents the outputs of the square-law detectors for the lth hop and mth MFSK tone. The 

decision variable is determined by substituting Equation (1.33) in Equation (1.30). 

The self-normalization process has the effect of reducing the contribution of heavily jammed signal paths 

and thus the jammed signals are de-emphasized. The FFH assisted MFSK receiver using self-normalizing 

diversity combining has been discussed in more detail in Section 1.5.1. 

1.4.3 Noise-Normalization Combining 

In the context of this technique, the outputs of all square-law detectors are normalized by the channel noise 

power which is measured separately for each hop and each MFSK tone, as seen in Figure 1.7, before they 

are summed. The associated decision variable is based on the function [36,44,52,53,95]: 

( ) 
Uml f Uml = -2-' 
(J" ml 

m = 0,1, ... ,M - 1, l = 0,1, ... L - 1, (1.34) 

where (J"!l is the noise power in the lth diversity path of the mth transmitted tone, Uml represents the out­

puts of the square-law detectors for the lth hop and mth MFSK tone and the decision variable is determined 

by substituting Equation (1.34) in Equation (1.30). The FFH assisted non-coherent MFSK receiver based 

on noise-normalization diversity combining is also referred to as automatic gain control (AGe) based re­

ceiver, Owing to the noise-normalization effect, this type of receiver is especially effective in additive noise 

and hence, against PBNJ, it is capable of even outperforming the self-normalization based receiver. How­

ever, this receiver is not very resilient against tone jamming and its performance under MTJ has not been 

considered in the open literature. 

Although this type of diversity combining requires additional information often referred to as 'side 

information', Robertson et al. [53] have shown that the noise power measurement does not have to be very 

accurate for attaining acceptable performance results. Even in conjunction with 50% errors in the noise 

power estimation, the system performance is not much different from that assuming ideal noise estimate. 



1.4. NON-LINEAR DIVERSITY COMBINING TECHNIQUES 28 

However, in general, over-estimation of noise rather than under estimation yields better results [53]. 

1.4.4 Clipped Diversity Combining 

In the context of this technique [36,42,44,67], the outputs of the square-law detectors, seen in Figure 1.7, 

are clipped at a certain value before combining them for all hops. Hence, for the clipped diversity combining 

receiver, the decision variable is based on the function 

for Urnl 2: C 
(1.35) 

otherwise, m = 0,1, ... , M - 1, l = 0,1, ... L - 1, 

where Urnl represents the outputs of the square-law detectors for the lth hop and mth MFSK tone while the 

final decision variable Zrn is determined by substituting Equation (1.35) in Equation (1.30) [42,44,67]. The 

value of C, usually referred to as the clipping threshold, is adjusted during each hop based on the estimate 

of the noise power and fading conditions. The philosophy governing this technique is that since jammed 

signals may appear to have power which might be unrealistically high, any received energy in excess of a 

certain level may be attributable to jamming or interference. This is particularly true in the case of MTJ. It 

has been reported that the clipper receiver is capable of performing as well as the NED based receiver under 

PBNJ and outperforms it in MTJ [36,42,67]. 

In [48], an optimum diversity combiner designed for FFH-MA systems has been derived based on the 

maximum likelihood criterion, which operates on the principle of linearly combining a non-linear function 

of the energy detector outputs. Owing to the complexity of the derived combining scheme, it was sug­

gested [48] that the optimum non-linearity may be approximated by a clipping function, as expressed in 

Equation (1.35). This approximate optimum combiner, which is identical to the clipped diversity combiner 

discussed above, is termed as the soft limiting combiner (SLC) in [48]. In the context of an FFH-MA 

system, the SLC constitutes the best diversity combining scheme proposed in [48, 96-98]. However, the 

SLC requires side information of the SNR and of the number of active users in order to accurately set the 

clipping threshold. The results of [96] demonstrate that even without accurate knowledge of the number of 

active users, the performance of the SLC is not significantly different from that achieved assuming perfect 

side information. However, again, the measurement of the noise power is mandatory in order to accurately 

adjust the clipping threshold. In Chapter 4, we will consider the use of SLC in order to combat multiuser 

interference. 

1.4.5 Product Diversity Combining 

As the terminology suggests, in the context of this type of diversity combining, the decision variable Zrn 

corresponding to each MFSK tone, as seen in Figure 1.7, is obtained by multiplying the outputs of the 
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corresponding square-law detector for all hops, which can be expressed mathematically as [43,44,64]: 

L-l 

Zrn = II (Urnl) , m = 0,1, ... , M - 1, (1.36) 
1=0 

where Urnl represents the outputs of the square-law detectors for the lth hop and mth MFSK tone. The idea 

behind this technique is that the received signal corresponding to a non-signal tone will carry low power in 

at least one of the L hops, with a high probability. Consequently, when the product of the detector outputs 

corresponding to that particular tone for all hops is computed, the decision variable Zrn corresponding to 

the non-signal tone yields a low value. By contrast, in the context of the signal tone, the product of the 

detector outputs generated for all hops will yield a significantly higher value, owing to the presence of the 

signal power in addition to any noise and jamming power. Thus, a correct decision is facilitated using this 

diversity combining scheme. The performance of the product combining receiver (PCR) in the presence of 

MTJ has been discussed with the aid of simulation results in Section 1.5.2, while a complete mathematical 

analysis of this receiver in the presence PBNJ is the subject of Chapter 3. 

1.4.6 Moments Based Diversity Combining Methods 

This class of diversity combining schemes [44,68] utilizes various moments of the outputs of the square-law 

detectors. The pth moment of the detector outputs corresponding to the mth tone is defined as [44,68]: 

L-l 
_ 1" p ~prn - L L.t Urnl , 

1=0 

m = 0,1, ... , M - 1, (1.37) 

where Urnl, m = 0,1, ... ,M - 1, l = 0,1, ... L - 1, represents the outputs of the square-law detectors 

for the lth hop and the mth MFSK tone, as seen in Figure 1.5. The decision variable is then based on 

a particular function of these moments. In the open literature, first, second, fourth and one-half order of 

moments have been suggested and investigated in the context of this scheme. In the context of the so-called 

4-2M method [44,68], the decision variable is given by [68] 

(1.38) 

which is a function of both the second and fourth order moments. In the context of another type referred to 

as 2-1M method, the decision variable can be expressed [68] 

(1.39) 

which is based on both the first and second order moments. It has been shown in the literature [44,68] 

that the 4-2M technique performs well both in partial and full-band noise jamming, but offers modest BER 

performance improvement when the system operates under MTJ. The performance of the 2-1M method is 
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comparable to that of the NED based method when the system operates in PBNJ and significantly better 

than the same technique under MTJ. The performance of the I-112M based diversity combining is slightly 

better than that of the 2-IM technique in MTJ, but slightly worse in PBNJ. Hence, the 2-IM based diversity 

combining method may be considered a suitable choice for use in conjunction with a FFH assisted MFSK 

receiver, in both PBNJ and MTJ environments [44,68]. 

1.4.7 Order Statistics Based Diversity Combining 

In the context of order statistics (OS) based diversity combining [44,55,92], the L outputs of each of the 

M square law detector are first ranked in ascending order of magnitude. The ranked square-law detector 

outputs Uml, m = 0,1, ... , M -1, l = 0, 1, ... L -1, seen in Figure 1.5, may be represented by u~li' where 

i, i = 1,2, ... L, represents the rank of that output in the ordered list. The rank value is typically set to I for 

the smallest and L for the largest of the square-law detector outputs. Mathematically, we have 

U (r) U(r) U(r) U(r) 
mil::; m12::; mI3::;"'" mIL' 

The basic idea behind the ordering is to identify the higher square-law detector outputs, thus aiding in 

identifying the jammed signals. A number of methods have been suggested in literature to generate the 

decision variable following this sorting operation. The decision variable may be based on the selection of 

a particular ranked detector output. Usually the highest detector output is to be avoided [44,55], because 

it is likely to correspond to the jammed tone. Selecting the next highest detector output, instead, has been 

suggested by March and Ritcey [55] in which case the decision metric is given by 

(1.40) 

where max 2[.J is used here to denote the second highest of set of values. The same researchers have 

suggested summing of the first Ln outputs of the L outputs corresponding to each MFSK tone in order to 

determine the decision variable, where Ln < L. In that case, we have [55] 

Ln 

Z - '" U(r) m-~ mli' 
i=l 

m = 0,1, ... ,M - 1, l = 0,1, ... L - 1. (1.41) 

Typically the specific choice of Ln = L - 1 is suggested [55], thus leaving out the highest detector output. 

The selection of the middle value in the set of L outputs has also been suggested in literature [44], whereby 

the decision variable can be expressed as 

Z U (r) 
m - mIL/2' (1.42) 

In the context of order statistics-normalized envelope detection (OS-NED) based diversity combin­

ing [98], self-normalization operation, as expressed in Equation (1.33), is performed on the ordered values. 
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Thus, in the context of the OS-NED, we have [98] 

u(r) 

J(U ) - lmi 
ml - M-l (r)' 

:Z=m=O U1mi 

l = 0,1, ... L - 1, (1.43) 

and the decision variable is determined by substituting Equation 0.43) into Equation (1.30). The ordering 

and normalization in OS-NED result in stronger de-emphasis of the energy detector outputs corresponding 

to the interference-infested tones. Thus, the effects of interferences are substantially reduced. 

The numerous variations of OS based diversity combining yield diversity gain in the context of both 

PBNJ and MTJ, resulting in better performance compared to the linear combining method [44] . However, 

we can see that by rejecting one or more of the signals received in different hops, the receiver based on 

this combining method is discarding a part of the potentially useful received energy. As a result, the BER 

performance of the FFH assisted MFSK system achievable by using this combining scheme is inferior 

to that of the same system using other combining schemes such as self-normalization combining, noise­

normalization combining and clipper based combining [44]. In Chapter 4, OS-NED will be considered for 

use in FFH in multiuser channels. 

1.4.8 Non-parametric Diversity Combining Methods 

Non-parametric diversity combining methods are similar to the family of order statistics method discussed 

in previous section. But, whereas in OS based combining, the detector outputs of L hops corresponding 

to each MFSK tone are ranked in a separate list, thus resulting in M lists of L elements each, in the non­

parametric combining method, all the M x L outputs of the correlators corresponding to M tones and L 

hops per symbol are ranked in a single list. Additionally, the ranked detector outputs are then assigned 

values in proportion to their rank. Thus the ranked square-law detector outputs represented by U/';;i are 

given by [44,69] 

(1.44) 

where Ti represents the ranked value and i = 1,2, ... L x M, represents the indexing variable. 

Following the ranking of the detector outputs, a number of methods have been suggested to generate the 

decision variable [69]. We will discuss briefly some of these methods. 

One of the simplest of the non-parametric combining methods is the rank sum combining [69]. In the 

context of this combining method, the lowest detector output is assigned a value of 1, while the highest is 

assigned a value equal to L x M. In other words, the ranked L x M detector outputs are indexed and their 

values are replaced by their index values. Thus Tl = 1 corresponds to the lowest detector output and and 

T LM = L x M represents the highest detector output amongst all the L x M detector outputs. The decision 

variable corresponding to each MFSK tone is obtained by summing the indexed values assigned to each 

detector output given in Equation (1.44) over the L hops of a symbol. It is worth comparing this philosophy 
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with that of the linear combining where the actual detector output values corresponding to all hops are added 

to arrive at a decision variable corresponding to each tone, whereas in rank sum combining, the index values 

assigned to them are added instead of the actual detector outputs. Hence, the decision function is given 

by [69J 

(l.45) 

and the decision variable Zm is determined by substituting Equation (l.45) in Equation (1.30). 

Here, we will illustrate the concept of rank sum combining with the aid of an example. Suppose that we 

have 4 MFSK tones (4-ary FSK) and 3 hops per symbol (L = 3). Then, corresponding to each transmitted 

symbol we have 12 detector outputs at the end of the three hops. Using the rank sum combining method, we 

construct a list of these 12 values and then rank them in ascending order of their magnitudes. Next, we will 

replace the detector output variables Uml , I = 0,1, ... , L - 1 corresponding to the mth tone by the index 

value they were assigned in the list of 12 we created. Then, the new values corresponding to each MFSK 

tone are summed to get the decision variables Zm. 

In a specific variant of the rank sum combining technique referred to as the list rank sum (LRS) com­

bining, the values assigned to the L x M outputs are not their indices but they are chosen from a list [44,69] 

i.e. 

(1.46) 

where Wi is a weighting factor and its value is different for each of the i values. The decision variable Zm 

is determined by substituting Equation (1.46) in Equation (1.30) similar to the case of rank sum combining. 

The purpose of this multiplicative factor Wi is to provide more weightage to some detector outputs as com­

pared to others. Thus, the detector outputs corresponding to the signals that are likely to be contaminated 

by interference are given less weight in order to de-emphasize them. The multiplicative factor and the list 

values are usually adapted according to the fading and interference conditions during each hop. The effi­

cacy of this method, thus, depends upon reliability of the side information. Amalgamation of this scheme 

with self-normalization combining has also been suggested [69]. This combined method, which is referred 

to as the list rank sum-normalized envelope detection (LRS-NED) first applies the ranking and weighting 

operations, as explained in the context of the LRS technique, and then normalizes them, as follows [69]: 

L-l ( ) '\'" Wi 
Zm = L-.t M ' 

[=0 2::m=1 (Uml ) 

i = 1,2, ... L x M. (1.47) 

In another type of non-parametric combining method, referred to as hop rank sum (HRS) combining, only 

the M values of the square-law detector outputs corresponding to each hop are ranked and their values are 

replaced by their rank (69]. That is, corresponding to each received symbol, we have L lists of M elements 

each. Following this, the assigned index values are summed for all hops. It should be noted that this method 

is different from the OS method discussed in Section 1.4.7 in the context of which the ranking is done 

separately for the L values of each MFSK tone resulting in M lists of L elements each. HRS combining 
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method was suggested in literature [69] because for higher modulation orders and diversity orders, the 

product L x M becomes too large and rank sum combining may become too cumbersome to handle. 

Gulliver and Felstead [69] have shown that, if the side information is reliable, the BER performance 

achieved using non-parametric combining methods under MTJ is superior than that achievable using most 

of the other linear and non-linear combining methods. Rank sum combining and the LRS-NED methods, 

hence, merit consideration. 

1.4.9 Ratio Statistics Based Diversity Combining 

In the context of the ratio statistics based diversity combining method [44,45,62], the output of each square­

law detector, as seen in Figure 1.5, is normalized by the largest value amongst the M values corresponding 

to a particular hop and then the normalized values are summed for all hops. Let max(UI) be the largest of 

the m = 0, 1, ... ,M - 1, values for the lth hop. Thus, according to this method, the decision variable Zm 

is based on the function: 

( ) Uml 
f Uml = max(Uz) , m = 0,1, ... , M - 1, l = 0,1, ... L -1 (l.48) 

and is determined by substituting Equation (l.48) in Equation (1.30), where Uml represents the outputs of 

the square-law detectors for the lth hop and the mth MFSK tone. This type of combining scheme is more 

efficient than the linear combining scheme of Section 1.3.4 in the presence of PBNJ or MTJ. However, the 

BER performance achievable using this scheme is inferior to that using some of the diversity combining 

schemes, which will be discussed in Section 1.5. 

1.4.10 Performance Criteria of Diversity Combining Methods 

In the Sections 1.4.1 to 1.4.9, a range of major non-linear diversity combining methods used in FFH assisted 

non-coherent MFSK receivers have been discussed. Except for the HDMV method, all of the combining 

schemes discussed perform better than the linear combining scheme, discussed in Section 1.3.4, when the 

communication system is subjected to jamming, provided the fading is not severe [44]. The choice of any 

diversity combining technique for use in conjunction with FFH is made based on certain parameters. The 

most important of these parameters is the performance of the combining scheme when the FFH assisted 

MFSK communicates in the presence of interference. Moreover, other factors like performance under fad­

ing conditions and thermal noise, simplicity of implementation and whether or not any side information 

is needed also have to be considered. Each of these factors may become significant depending upon the 

propagation conditions. For instance, there are combining methods such as noise-normalization combin­

ing, clipper based combining and LRS-NED that perform very well in the presence of interference but are 

dependent for successful operation upon the side information concerning the channel and interference con­

ditions [36,44,69]. When side information cannot be made available or is unreliable, some simpler but less 
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efficient methods may have to be favoured. 

1.5 Performance of FFH-MFSK using Non-Linear Diversity Combining 

1 In this section, the performance of two promising non-linear diversity combining schemes will be char­

acterised with the aid of Monte Carlo simulation results. Specifically, the performance of FFH assisted 

non-coherent MFSK receiver using self-normalization combining will be discussed in Section 1.5.1, while 

the same system using product combining is the topic of Section 1.5.2. Further discussions based on the 

open literature related to these two combining methods have also been included along with the relevant 

comparisons. Let us focus our attention on the self-normalization combining scheme. 

1.5.1 Self-Normalization Combining Based FFH .MFSK 

The self-normalization combining scheme may be considered to be a benchmark arrangement in the context 

of diversity combining schemes used in FFH assisted MFSK systems. Although it may not perform as well 

as some of the other diversity combining techniques characterised in Section 1.4 under certain conditions, 

it constitutes an attractive combining scheme because it does not require side information for its operation. 

We will analyze different aspects of this combining scheme in the forthcoming sections. For the purpose 

of all simulations, unless otherwise stated, we have used Eb/NO = 13.35dB in AWGN channel, which 

corresponds to the value of bit energy to noise power spectral density needed to achieve a BER of 10-5 

using BFSK [34J, and slightly higher signal energy, i.e. Eb/ No = 16dB in Rayleigh fading channel. 

1.5.1.1 Performance in the Presence of PBNJ 

Worst-case PBNJ Duty Factor: As discussed in Section 1.3.2, an intentional jammer may use the worst­

case duty factor of PBNJ, termed as Po, which will inflict maximum damage upon the receiver and, hence, 

result in the poorest error rate. This trend is observable in the performance of NED based receiver also. In 

Figures 1.8 and 1.9, the BER of the NED based receiver has been plotted against the PBNJ duty factor p for 

L=2 and increasing values of Eb/NJ under AWGN and uncorrelated Rayleigh fading respectively. It can 

be seen that while p = 1 is the best strategy from the jammer's viewpoint at lower Eb/NJ values, lower 

values of p become preferable as signal to jammer power increases. In other words, it is beneficial for the 

jammer to concentrate its power to as small a fraction of the bandwidth as possible when its power is low 

in comparison to that of the transmitted signal. This trend becomes more clear in the case of contamination 

with AWGN in Figure 1.8, while in Rayleigh fading, it is less pronounced as evidenced by Figure 1.9. We 

can see in Figure 1.9 that for Eb/NJ 2: 25dB the performance of the NED based receiver is nearly constant 

for all values of p. This means that when fading is severe and when jammer signal power is low, full-band 

IThe simulation results of this section are based on reconstructing the range of solutions found in the published work cited in 
Table I. I, in order to calibrate the accuracy of the investigations and infer the generic performance trends. 
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Figure 1.8: BER Pb versus PBNJ duty factor p curves for the self-normalization based FFH assisted non-coherent 
BFSK receiver in AWGN for various values of Eb/NJ and for diversity order of L = 2 at Eb/NO 
13.35dB 

Figure 1.9: BER Pb versus PBNJ duty factor p curves for the self-normalization based FFH assisted non-coherent 
BFSK receiver in Rayleigh fading for various values of Eb/NJ and for diversity order of L = 2 at 
Eb/NO = 16dB 

jamming is more effective. Crepeau [78] has shown that for any fading less severe than that introduced by 

Rayleigh fading channel, a partial band jamming strategy is better from the jammer's point of view. 

Simulation results also confirm that for higher orders of diversity, Po = 1 is the best jamming strategy 

and the worst-case duty factor values for lower diversity orders are lower [37]. Various values of worst-case 

PBNJ duty factor Po for partial band noise jamming of the NED based receiver in both AWGN and Rayleigh 

fading obtained through simulation results have been summarised in Table 1.3. It can be seen from Table 1.3 

that for most values of Eb/ N J in case of Rayleigh fading with L = 3, we have Po = 1. Also, in the case of 

AWGN, Po = 1 for Eb/NJ ::; 4dB when L = 1 whereas po = 1 for Eb/NJ ::; lOdB when L = 3. These 
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Eb/NJ(dB) Po 
L=1 L=3 

AWGN Rayleigh AWGN Rayleigh 
0 1.0 1.0 1.0 1.0 
2 1.0 1.0 1.0 1.0 
4 1.0 1.0 1.0 1.0 
6 0.8 1.0 1.0 1.0 
8 0.4 1.0 1.0 1.0 
10 0.3 1.0 1.0 1.0 
12 0.2 0.8 0.7 1.0 
14 0.09 0.5 0.5 1.0 
16 0.07 0.4 0.3 1.0 
18 0.05 0.3 0.2 0.9 
20 0.03 0.2 0.09 0.8 

Table 1.3: Worst-case duty factor Po values of PBNJ for self-normalization based FFH non-coherent BFSK in con­
junction with L=1 and 3 in both AWGN and Rayleigh fading channel, at Eb/NO = 13.35dB 

observations also imply that wide band jamming is more suitable from jammer's point of view when either 

diversity order is high, signal power is low or fading is severe. 

Diversity Gain: Having studied the effects of the PBNJ duty factor on the NED based receiver, we 

have used the worst-case PBNJ duty factor values in all subsequent simulations. First, let us compare this 

system's achievable performance with that of linear combining FFH assisted BFSK receiver in AWGN from 

the point of view of partial band jamming rejection. In contrast to the linear combining receiver, the NED 

based receiver is capable of providing diversity gain even under no fading conditions. This can be seen 

from Figure 1.10 in which performance of the two types of receivers under worst-case PBNJ namely, using 

worst-case p values for each value of Eb/NJ and L in AWGN, is shown for different diversity orders. As 

can be seen in Figure 1.10, while the performance of the linear combining based BFSK degrades, that of the 

NED based BFSK system improves upon increasing the order of diversity. 

A comparison of the FFH BFSK receiver's performance in conjunction with these two types of diversity 

combining schemes under uncorrelated Rayleigh fading can be seen in Figure 1.11. The figure shows that 

in Rayleigh fading, the attainable performance of both the receivers is much poorer than that in AWGN 

although both types of combining schemes do provide a diversity gain. In fact, the linear combining method 

outperforms the self-normalization combining when Eb/NJ 2: 8dB with L = 2 and when Eb/NJ 2: 16dB 

with L = 4. The fact that the linear combining based receiver provides diversity gain when fading is severe 

has been mentioned in Section 1.3.5. The reason why self-normalization combining is not as powerful as the 

linear combining in Rayleigh fading channels is because, owing to the self-normalization operation in the 

former case, the net signal energy at the output of the diversity combiner is considerably reduced compared 

to the latter case. Moreover, since self-normalization in the NED receiver is basically an anti-jamming 

means, this receiver outperforms the linear combining receiver when signal to jammer power ratio is not 

high. But when Eb/NJ exceeds a certain value, the anti-jamming mechanism becomes almost redundant 

and most of the errors occur due to fading. Therefore at high Eb / N J values, the linear combiner outperforms 

the NED receiver in Rayleigh fading. The performance degradation of the the NED based receiver compared 
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Figure 1.10: BER Pb versus Eb/NJ performance of the self-normalization (NED) and linear combining (Lin) based 
FFH assisted non-coherentBFSK receivers under the worst-case PBNJ in AWGN at Eb/NO = 13.35dB 
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Figure 1.11: BER Pb versus Eb/ N J performance of the self-normalization based (NED) and linear combining (Lin) 
based FFH assisted non-coherent BFSK receivers under the worst-case PBNJ in uncorrelated Rayleigh 
fading at Eb/NO = 16dB 

to the linear combining scheme in Rayleigh fading has been demonstrated by other researchers in [39,63,66]. 

Furthermore, it has been shown that, for less severe fading, as that characterised by Rician channel, the NED 

receiver maintains its superiority over the linear combining receiver [39,40]. 

Figures 1.12 and 1.13 show the advantage of using a high order of diversity in the NED based receiver. 

Due to the fact that non-coherent combining losses also increase upon increasing diversity level, as seen 

in Figure 1.6 and discussed in Section 1.3.5, an optimum diversity order exists for the NED based receiver 

the value of which depends upon the absence or presence of fading and E b/ No value experienced. Thus, 

diversity gain is not attained and instead losses may result by using L greater than the optimum value. 
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Figure 1.12: BER Pb versus Eb/NJ performance of the self-normalization based FFH assisted non-coherent BFSK 
receiver under the worst-case PBNJ in AWGN for increasing diversity order L at Eb/NO = 13.35dB 

Figure 1. 12 shows that although diversity provides performance gain for the NED based receiver in AWGN 

channels, the performance of the receiver associated with L = 6 is poorer than that in conjunction with 

L = 4. Similarly, Figure1.13 shows that under Rayleigh fading conditions, the performance of the same 

receiver using L = 10 is hardly better than that in conjunction with L = 8. Thus, at Eb/NO = 13.35dB, 

in AWGN L=4 (or perhaps L=5) appears to be an attractive design choice, while in Rayleigh fading at 

Eb/NO = 16dB, L = 8 may be deemed as the optimum diversity order. More importantly, it can be 

deduced from these two figures that diversity is more helpful under Rayleigh fading conditions. Hence, the 

optimum value of L is higher for Rayleigh fading than for AWGN. 

The fact that non-linear diversity combining schemes provide diversity gain both in non-fading and 

fading conditions is verified from Figures 1.12 and 1.13 in the context of the NED based receiver. These 

figures also demonstrate that the FFH assisted BFSK receiver employing non-linear diversity combining 

outperforms the SFH based MFSK system, where no diversity, i.e. L = 1 implies SFH. 

Another observation that can be made from Figures 1.10 to 1.13 is that the achievable diversity gain 

does not manifest itself until a certain Eb/ N J is reached. This is because for low values of Eb/ N J, the 

non-coherent combining losses dominate. Thus, the performance curve of NED based receiver shown in 

Figure 1.10 associated with L=2 drops below the curve recorded for L=1 beyond Eb/NJ = 8dB approxi­

mately, and similarly the curve corresponding to L=4 crosses that associated with L=2 when Eb/ N J = 16dB 

approximately. The values of these cross-over points depend upon the diversity order, on the type of chan­

nel and on E b/ No value. Although this has not been depicted in the figures, the results of various re­

searchers [36,37,39,63,66] show that the higher the Eb/No, the lower the Eb/NJ value at which the 

diversity gain dominates the combining losses. 

Modulation Order: It is well-known that the BER performance of FSK system improves with increase 

in modulation order [34]. This is because demodulation and detection decision in FSK receiver is based 
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Figure 1.13: BER Pb versus Eb/NJ performance of the self-normalization based FFH assisted non-coherent BFSK 
receiver under the worst-case PBN] in uncorrelated Rayleigh fading for increasing diversity order L at 
Eb/NO = 16dB 

on the energy received corresponding to all the FSK tones, and increasing modulation order enhances the 

symbol energy by a factor of b = log2 M, where b is the number of bits per symbol and M is the modulation 

order. Hence, energy per symbol is related to energy per bit by the relation: Es = bEb. Consequently, 

increasing the modulation order improves the achievable performance of the NED based receiver [40], as 

shown in Figures 1.14 and 1.15 where the performance of this receiver has been plotted in Rayleigh fading 

channels under worst case PBNJ for various values of modulation and diversity orders. It can be seen 

from these figures that the gain in BER performance achieved through higher value of M becomes more 

significant with increasing diversity order. Thus, the gap between the curves corresponding to M = 4 and 8 

widens when L =4 as seen in Figure 1.15 compared to the case when L = 2 in Figure 1.14. Thus, the use of 

higher modulation order in conjunction with higher diversity level promises significant BER performance 

gain against PBNJ in non-coherent MFSK. 

In summary, the key to achieving good performance using the NED based receiver against PBNJ is to 

maintain a sufficiently high Eb/ No (which is in excess of 13dB), choose an optimum diversity order such 

as L = 2 or 4 in case of AWGN and higher values of L for fading channels, and maintain an appropriate 

value of Eb/NJ. The use of higher L would also force the jammer to adopt a wide-band jamming strategy, 

thus lowering the jammer power as evidenced by the Po values seen in Table 1.3. Furthermore, use of higher 

modulation order also yields improved performance, although the bandwidth requirements also increase. 

1.5.1.2 Performance in the Presence of MTJ 

Let us now focus our attention on the performance of the NED based receiver in the presence of MTJ. We 

present here a brief analysis of this type of receiver under MTJ, focusing our attention primarily on the 
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Figure 1.14: BER n versus Eb/NJ performance of the self-normalization based FFH assisted non-coherent BFSK 
receiver under the worst-case PBNJ in uncorrelated Rayleigh fading with diversity order L and modula­
tion order M as parameters at Eb/NO = 16dB 
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Figure 1.15: BER Pb versus Eb/ N J performance of the self-normalization based FFH assisted non-coherent BFSK 
receiver under the worst-case PBNJ in uncorrelated Rayleigh fading with diversity order L and modula­
tion order M as parameters at Eb/NO = 16dB 

comparison of the system performance under MTJ to that under PBNJ. To begin with, just as in the case of 

PBNJ, worst-case values of q have been determined for Eb/NO = 13.35dB and various values of Eb/NJ 

and L which were summarised in Table 1.4. We can see from the table that qo shows trends similar to Po· 

More specifically, its value tends to be closer to 1 when the fading is severe and the diversity order is high. 

Study of the open literature suggests that MTJ is, in general, more effective than PBNJ in terms of 

degrading any receiver's performance [38,63,65]. Figures 1.16 and 1.17 show the performance of the 

self-normalization BFSK receiver under worst-case PBNJ and MTJ in AWGN and uncorrelated Rayleigh 

fading, respectively. It can be seen from Figure 1.16 that the performance of this receiver under PBNJ is 
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Figure 1.16: BER Pb versus Eb/NJ performance of the self-normalization based FFH assisted non-coherent BFSK 
receiver under worst-case PBN] and MTJ in AWGN at Eb/NO = 13.35dB 

better than that under MTJ in AWGN for L = 1. However, with increasing diversity order and sufficiently 

high signal to jammer noise power ratio, the difference between the two types of jamming is negligible. In 

fact, for L = 2 and 4, the performance under MTJ is slightly superior in comparison to that under PBNJ for 

a wide range of Eb/ N J values. Figure 1.17 shows that the performance of self normalized BFSK receiver 

in uncorrelated Rayleigh fading is similar under worst-case PBNJ and MTJ for all the values of diversity 

orders shown. These results are similar to those recorded by Teh et al. in [63J. 

In Figures 1.18 and 1.19, we have made a similar comparison of the BER performance under worst case 

PBNJ and worst case MTJ for 4-ary and 8-ary FSK respectively. From these figures, we can see a significant 

performance difference for the receiver under the two different types of jamming and MTJ is seen to be 

markedly more detrimental in terms of degrading the BER performance of the receiver. Furthermore, we 

can see that for M = 8, the gaps between the curves corresponding to PBNJ and MTJ are even wider as 

Eb/NJ(dB) qo 
L=1 L=3 

AWGN Rayleigh AWGN Rayleigh 
0 1.0 1.0 1.0 1.0 
2 1.0 1.0 1.0 1.0 
4 0.6 1.0 1.0 1.0 
6 0.5 1.0 1.0 1.0 
8 0.3 1.0 1.0 1.0 
10 0.2 0.9 1.0 1.0 
12 0.09 0.8 0.8 1.0 
14 0.06 0.7 0.4 1.0 
16 0.04 0.6 0.1 1.0 
18 0.02 0.4 0.08 0.9 
20 0.008 0.2 0.06 0.7 

Table 1.4: Worst-case duty factor qo values of MTJ for self-normalized non-coherent BFSK in conjunction with L=1 
and 3 in both AWGN and Rayleigh fading channel at Eb/ No = 13.35dB 
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Figure 1.17: BER Pb versus Eb/NJ performance of the self-normalization based FFH assisted non-coherent BFSK 
receiver under worst-case PBNJ and MTJ in uncorrelated Rayleigh fading of both signal and jammer 
tones, at Eb/NO = 16dB 
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Figure 1.18: BER H versus Eb/NJ performance of the self-normalization FFH assisted non-coherent 4-ary FSK 
receiver under worst-case PBNJ and MTJ in uncorrelated Rayleigh fading of both signal and jammer 
tones, at Eb/NO = 16dB 

compared to that for M = 4, when considering a given diversity order. From Figures 1.16 to 1.19, we 

can conclude that, while for M = 2 both types of jamming are almost equally detrimental against FFH 

assisted FSK, with increasing value of M the detrimental effects of MTJ increase as compared to those 

of PBNJ in degrading the BER of the system. These simulation results agree with the findings of other 

researchers [38,65,66,77]. 

There are two reasons for the increasing detrimental effects of MTJ with increase in modulation order. 

We elaborate these reasons in the context of n = I-band MTJ, which is the worst-case MTJ [38]; the 

extension of the concept to the case of multiple jamming tones is straightforward. Firstly, when the jammer 
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Figure 1.19: BER Pb versus Eb/NJ performance of the self-normalization based FFH assisted non-coherent 8-ary 
FSK receiver under worst-case PBNJ and MTJ in uncorrelated Rayleigh fading of both signal and jam­
mer tones, at Eb/NO = 16dB 

tones coincides with the signal tone, the jammer power, in fact, may aid the correct decisions, since the 

power of the jamming tone is added to that of the desired signal as shown in Section 1.3.3.2. Although the 

phases of the desired signal and the MTJ signal also playa part but they are uniform ally distributed from 0 

to 27r. Conversely, the jamming tone results in detection error when it coincides with one of the non-signal 

tones. For low values of M, the probability of the jamming tone coinciding with the signal tone is high. 

This probability is 112 for BFSK, 114 for 4-ary FSK and 11M for M-ary FSK, assuming the presence of a 

single jammer tone in each MFSK band. Likewise, the probability of jamming tone hitting the non-signal 

tine is 112 for BFSK, 3/4 for 4-ary FSK and (M -l)/M for M-ary FSK, which means that it increases upon 

increasing the value of M. Secondly, a large value of M reduces the total number of hopping bands for a 

fixed SS bandwidth (Nb = Wssl EM) which will, in tum, increase the hit probability given by q = Q I Nb. 

Thus, as the modulation order of FSK system is increased, MTJ becomes more detrimental while the effects 

of PBNJ do not vary. 

In general, the performance of the NED based receiver interfered by MTJ exhibits trends similar to 

that shown under PBNJ, apart from a few differences. As in the case of PBNJ, when FFH assisted MFSK 

communicates in the presence of MTJ, diversity is, as expected, more effective when fading is severe [63, 

66]. Analogous to the case of PBNJ discussed in PBNJ in Section 1.5.1.1, combining losses also come 

into play with diversity combining when the system encounters MTJ. Therefore, an optimum diversity 

order may be determined, the value of which is typically higher for Rayleigh fading as compared to that 

for Rician fading and AWGN. Increasing M to 4 and 8 improves receiver's performance but increasing it 

beyond 8 degrades performance [66]. Hence, optimum modulation order and diversity order have to be 

maintained to effectively combat MTJ in Rician channels, whereas in Rayleigh fading, higher L always 

improves performance against MTJ, although overall performance is poor. 
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Since MTJ signals consist of pure tones which are assumed to be at the same frequency as the hopping 

tones, jamming signals may also experience fading just like the desired signal. Moreover, it is reasonable 

to assume that the fading of jamming tones is independent of that of the desired signal. Teh et at. [63] have 

shown that the performance of most receivers is only moderatley affected by the type of fading experienced 

by the jamming tones. The results shown in Figures 1.16 to 1.19 have been obtained from simulations 

assuming uncorrelated Rayleigh fading of both the signal and the jammer tones. 

1.5.2 Product Combining Based FFH-l\1F'SK Receiver 

As discussed in Section 1.4.5, in the FFH assisted non-coherent MFSK receiver using product combining, 

the product of the outputs of each square-law detectors during all hops is computed to arrive at the decision 

variable, based on which the detection decision is made. The product combining receiver achieves good 

performance against MTJ, which many other receivers do not tolerate as well as they do PBNJ. The reason 

is that because of the multiplication operation, any non-signal branch yields very low value whatever be the 

power of the jamming signal in any of the jammed hops. 

Teh et at. [43,56,64] have analyzed the BER performance of FFH assisted non-coherent BFSK using 

product combining under both MTJ and PBNJ. The researchers have shown that, since it is more robust 

against MTJ, the performance of this receiver is better in worst-case MTJ than in worst-case PBNJ, which 

is in contrast to most other receivers. Its performance has been found to be better than that of the linear 

combining receiver and nearly as good as that of the self-normalizing receiver in MTJ when operating in 

AWGN. Moreover, as compared to many other combining schemes, product combining has the advantage 

of not requiring any side information. Furthermore, a specific drawback of the product combining based 

scheme is that the performance of the system becomes severely degraded, when fading is severe and in 

Rayleigh fading, the performance achieved by this scheme is poorer than that attained using some other 

schemes, such as, for example, self-normalization combining [43,64]. This is because the M decision 

variables Zm, m = 0,1, ... ,M - 1, attain low values when the system operates in Rayleigh fading owing 

to the associated multiplication operation. Note that if one of two multiplicative variables is less than 1, then 

their product becomes lower than the larger of the two. Thus, under severe fading conditions, energy is lost 

owing to the product combining. 

Figure 1.20 compares the achievable performance of the product combining scheme to that of the self­

normalizing scheme when used in FFH assisted non-coherent BFSK under worst-case MTJ in AWGN chan­

nel. The difference in the performance of the two types of receivers corresponding to a diversity order of 

2 is negligible, while when we have L = 4, the product combining scheme results in slightly better BER 

for Eb/NJ ~ lOdB, beyond which the performance of self-normalization based system becomes slightly 

better than its product combining based counterpart. We also note from Figure 1.20 that for a wide range 

of Eb/NJ, the performance achieved by both types of combining schemes corresponding to L = 2 is better 

than that with L = 4, thus indicating that an optimum diversity order also exists for the product combining 
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Figure 1.20: BER Pb versus Eb/NJ performance of the self-normalization (NED) and product combining (peR) 
based FFH assisted non-coherent BFSK receivers under worst-case MTJ in A WGN at Eb / No = 13.35dB 

based non-coherent MFSK system. 

Figure 1.21 makes a similar comparison between the achievable performance of the product combining 

scheme and that of the self-normalizing scheme used in FFH assisted BFSK under worst-case MTJ, in 

conjunction with uncorrelated Rayleigh fading of both the signal and jamming tones. It can be seen from this 

figure that the performance of the product combining receiver is better that of the self-normalization based 

receiver when Eb/NJ ::; 15dB and poorer than it beyond this value of Eb/NJ; however, the performance 

difference is not significant. Assuming the same experimental conditions as in Figure 1.21 but with the 

modulation order increased to 4, the difference in the BER of FFH assisted FSK achieved using product 

combining and self-normalization combining increases, as shown in Figure 1.22. More significantly, this 

difference increases for L = 4 and also, the product combining based receiver achieves better BER than its 

NED based counterpart when Eb/NJ ::; 15dB. 

It is seen from Figures 1.20 to 1.22 that the product combining scheme also results in satisfactory 

performance for the FFH assisted non-coherent FSK system, especially when there is no fading. In Rayleigh 

fading channel, this scheme results in better achievable performance than NED based system for low values 

of Eb/NJ. However, beyond a value of Eb/NJ ~ 15dB, the NED based receiver outperforms the product 

combining based system. 

1.6 Summary and Conclusion 

In this chapter, FH system was introduced and its two main types, namely SFH and FFH, were compared. 

Furthermore, various diversity combining techniques that can be used in conjunction with FFH assisted non­

coherent MFSK receivers have been discussed. The basic principle of diversity combining used in each of 
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Figure 1.21: BER Pb versus Eb/ N J performance of the self-normalizing (NED) and product combining (PCR) based 
FFH assisted non-coherent BFSK receivers under worst-case MTJ in uncorrelated Rayleigh fading of 
both signal and jammer tones at Eb/NO = 16dB 
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Figure 1.22: BER Pb versus Eb/ N J performance of the self-normalizing (NED) and product combining (PCR) based 
FFH assisted non-coherent 4-ary FSK receivers under worst-case MTJ in uncorrelated Rayleigh fading 
of both signal and jammer tones at Eb/NO = 16dB 

these techniques has been discussed briefly. One of these combining schemes, namely the self-normalization 

diversity combining scheme, has been investigated using simulations results given in Figures 1.8 to 1.19 

when used in a FFH non-coherent MFSK receiver under various channel and jamming conditions. Compar­

isons of its performance with that of the linear combining scheme have been given in Figures 1.10 and 1.11. 

A few simulation results have also been provided for the product combining based scheme in Figures 1.20 

to 1.22. These combining schemes have been chosen as representative schemes for detailed investigation 

because of their attractive performance and low complexity. Based on the investigation of these diversity 

combining schemes, generalized conclusions can be drawn about linear and other non-linear diversity com-
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bining schemes, which are summarised below. 

Study of the contributions of a large numbers of researchers summarised and discussed in Sections 1.2 

and 1.4 and results obtained from simulations, given in Section 1.5 demonstrate that: 

1) The jamming duty factor, which is a measure of the fraction of the SS bandwidth affected by the 

jamming, is a key parameter that governs the detrimental effects inflicted by PBNJ or MTJ. 

2) Most of the discussed non-linear diversity combining methods provide appreciable performance gain 

compared to the linear diversity combining method, when the receiver operates in A WGN under the 

influence of interference [44] (Figures 1.10 and 1.11). 

3) Self-normalization, the noise-normalization and the clipped diversity methods rank amongst the best 

diversity combining methods, when used in FFH assisted non-coherent MFSK [39,40,42,44,52]. 

Using these diversity combining schemes, useful BER performance gain for MFSK may be obtained 

and the achievable performance gain increases upon increasing the diversity order (Figures 1.10 to 

1.22). 

4) An optimum value of the diversity order has to be determined for all types of combining schemes, as 

seen in Figures l.11 and l.12 in the context of self-normalization combining. This is because non­

coherent combining losses also come into play in non-coherent MFSK receiver, owing to which little 

performance gain is attained through using high L values. The value of the optimum diversity level 

depends upon the fading conditions and the values of Eb/ N J , Eb/ No and the modulation order. 

5) Due to the associated combining losses, the diversity gain manifests itself only beyond a certain value 

of Eb/NJ, and little performance gain is attained when the signal power is either too low or too high 

in comparison to the jammer power. 

6) Increasing the modulation order of the MFSK system improves the performance of all MFSK re­

ceivers, although in MTJ conditions, a high value of M (M 2': 8) increases the detrimental effect of 

the jamming. Thus, when operating under MTJ, a suitable modulation order, for example 4 or 8, has 

to be chosen [66]. Hence, to achieve the best BER performance in the context of most diversity com­

bining schemes, an intermediate range of the signal to interference power ratio has to be maintained, 

together with the optimum diversity and, in case of MTJ, the optimum modulation order. 

7) The performance of NED based receiver is poor in Rayleigh fading conditions, as seen in Figures 1.11, 

1.13 to 1.15, 1.17 to 1.19, 1.21 and 1.22. Similar trends have been recorded about a number of other 

diversity combining schemes in [39,40]. This is a consequence of the various normalization operations 

performed by the receiver on the received signals when using the non-linear combining methods of 

Section 1.4. Consequently, in Rayleigh fading, the performance improvement of NED combining over 

linear combining scheme is not significant and using linear combining is the better option, when the 

SJR is high enough. The achievable diversity gain is more substantial, however, in Rayleigh fading, 
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as seen for example in Figure 1.13. Moreover, the study of published literature demonstrates that in 

less severe fading conditions, non-linear combining schemes constitute better option than the linear 

combiner [39,40,43,63]. 

The performance ofFFH-MFSK receiver employing various combining schemes under different channel 

conditions have been tabulated in Tables 1.5, 1.6 and 1. 7. 

We have seen in this chapter that although the inherent diversity of FFH systems results in improve­

ment of the MFSK system performance in fading and interference conditions, two areas remain of concern: 

one, performance in severe fading, i.e in Rayleigh fading, is poor, and two, MTJ can severely degrade the 

performance of the FFH assisted MFSK receiver, also prohibiting the use of higher modulation order. To 

circumvent these problems, a suitable diversity combining scheme can be used in conjunction with some 

form of forward error correction coding, if fading is severe [39]. Employing erasure insertion techniques 

has the potential of further assisting in combatting interference in coded FFH-MFSK and is an area which 

merits research [99]. In the next chapter, use of error-and-erasure Reed Solomon decoding is considered 

with SFH assisted MFSK system encountering MTJ and Rayleigh fading. 

SFH (L=1) Linear combining NED combining 

AWGN, L = 2, Eb/NO = 13.35dB 16.1 17.2 14.1 

Rayleigh, L = 4, Eb/N=16dB NA 20.8 20.8 
, 

NA means not achieved. 

Table 1.5: Eb/NJ values in dBs required to achieve a BER of 10-2 by FFH-BFSK receiver encountering PBNJ and 
using various configurations. The results were extracted from Figures 1.10 and 1.11. 

M L=l L=2 L =4 

PBNJ MTJ PBNJ MTJ PBNJ MTJ 

2 NA NA NA NA 20.9 20.9 

4 NA NA 16.2 18.4 13.9 15.0 

8 NA NA 13.6 17.1 11.7 14.5 
, 

NA means not achieved . 

Table 1.6: Eb/NJ values in dBs required to achieve a BER of 10-2 by FFH-MFSK NED receiver encountering 
PBNJ and MTJ, assuming Rayleigh fading channel and Eb/NO = 16dB. The results were extracted from 
Figures 1.17 to 1.19. 

M SFH (L=I) peR NED combining 

AWGN,L=2, 2 17.5 12.8 12.8 

Eb/NO = 13.35dB 

Rayleigh, L = 4 2 NA 21.6 20.9 

Eb/NO = 16dB 4 NA 14.6 15 
, 

NA means not achieved. 

Table 1.7: Eb/NJ values in dBs required to achieve a BER of 10-2 by FFH-lV£FSK receiver encountering MTJ and 
using various configurations. The results were extracted from Figures 1.17 to 1.22. 



~~--------------------------------~ 
Erasure Insertion in RS-Coded SFH MFSK 

Subjected to Tone Jamming 

2.1 Introduction 

In the last chapter, we investigated the anti-jamming capabilities of the uncoded fast frequency hopping M­

ary frequency shift keying (FFH-MFSK) employing various diversity combining schemes. In this chapter, 

we look into another technique of combatting jamming in FH-MFSK. Specifically, we consider how error 

and erasure decoding (EED) can aid SFH-MFSK in mitigating the effects of multitone jamming (MTJ). 

Erasure insertion (EI) implies that, based on certain criteria, a symbol which is deemed to be unreliable 

owing to fading, interference or both is erased. Consequently, the erasure of the unreliable symbols allows 

the decoder to make better decoding decisions [100,101], since, the decoder can correct more errors with 

erasures then it can when employing error-correcting-only (ECO) decoding. 

Since slow frequency hopping (SFH) does not benefit from diversity inherently available to FFH, its per­

formance is severely degraded in the presence of jamming, necessitating the use of some form of forward 

error correction (FEC) [100-105]. In SFH assisted MFSK using Reed Solomon (RS) coding, typically EED 

is employed for enhancing the achievable system performance when encountering interference and/or jam­

ming. Various EI schemes designed for supporting EED in conjunction with SFH assisted MFSK receivers 

have been proposed in open literature [99, 106, 107]. The pioneering contribution on erasure of unreliable 

symbols in MFSK systems was made by Viterbi [106], who suggested the well-known ratio threshold test 

(RTT) based EI scheme. Baum and Pursley [107-109] proposed an EI criterion based on the Bayesian 

method which outperforms Viterbi's RTT [106]. However, the Bayesian method requires the knowledge of 

all of the M FSK decision variables and the associated complexity increases exponentially with M. Su and 

Jeng have considered both the Bayesian and the RTT based methods in conjunction with RS-coded SFH 

assisted MFSK in [96]. When using RS coding, EI can also be achieved by attaching parity-check bits to 

49 
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each of the RS coded symbols [110-112], for checking whether the symbol was correctly received. How­

ever, this type of EI is achieved at the cost of reducing the overall throughput. Furthennore, similar to other 

channel coded schemes, this type of EI degrades the achievable perfonnance in the low SNR region, due 

to the increased redundancy. This is because the increased redundancy reduces the transmitted energy per 

symbol, as a result of which the achievable uncoded error rate increases, which may therefore exceed the 

error-correcting capability of the RS code, when the SNR is low. EI methods have also been employed in 

SFH communicating in multiple access (MA) scenario [109,113-115]. 

In [99], two low complexity EI methods namely, the output threshold test (OTT) and the maximum 

output-ratio threshold test (MO-RTT) have been proposed and investigated, when the RS-coded SFH as­

sisted MFSK system is considered in conjunction with Nakagami-m fading channels in the presence of par­

tial band noise jamming (PBNJ). Like the RTT, these two EI schemes belong to the class of low-complexity 

EI schemes. Specifically, the OTT-based EI observes t~e maximum of the M decision variables, while the 

joint MO-RTT-based EI observes both the maximum and the second maximum of the M decision variables 

of the MFSK demodulator. It has been shown in [99] that the OTT-based EI is resilient against fading, while 

the joint MO-RTT is robust against both fading and PBNJ. Note that the RTT-assisted EI [106] is capable of 

mitigating PBNJ, but it is not particularly resilient against fading. 

It is well recognized that in general tone jamming is more detrimental in tenns of degrading the perfor­

mance of MFSK based communication systems [38]. We verified this fact with the aid of simulation results 

in Chapter 1. However, in literature, the investigation of the SFH assisted MFSK system employing EED 

and encountering both fading and tone jamming has received little attention. Therefore, in this chapter, we 

extend the results of [99] by investigating the performance of the SFH assisted MFSK system when com­

municating over Rayleigh fading channels in the presence of tone jamming. In our analysis three different 

types of low complexity EI schemes are considered, which include Viterbi's RTT [106], as well as the OTT 

and the MO-RTT techniques which were proposed in [99]. The statistics associated with these EI schemes 

are derived, when we assume that both the desired signal and the interfering tones experience Rayleigh fad­

ing. With the aid of these statistics, we then compute the codeword error probability after erasure insertion. 

Finally, the bit error ratio (BER) performance of the SFH assisted MFSK system is evaluated and analyzed. 

We will demonstrate that these EI schemes are capable of providing useful infonnation for improving the 

performance of EED. 

The rest of this chapter is structured as follows. In Section 2.2, we briefly describe the communication 

system, the channel model and the characteristics of the tone jamming. In Section 2.3, the performance of 

the uncoded SFH assisted MFSK system is analyzed, while in Section 2.4, the EI schemes considered are 

discussed and their relevant statistics are derived. Section 2.5 provides a range of perfonnance results and 

finally in Section 2.6 we provide our conclusions. 
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Figure 2.1: Transmitter block diagram of the SFH assisted MFSK system using RS coding 

2.2 System Description 

The system under consideration is similar to that considered in [96]. The block diagram of the transmitter 

for the SFH assisted MFSK system is shown in Figure 2.1. As shown in this figure, after the bit-to-symbol 

mapping, the M -ary data are RS-encoded before MFSK modulation, where the RS encoder converts each 

block of K M -ary information symbols into N coded symbols. We assume that N = M -1 = 2b -1, where 

b = log2 M represents the number of bits per symbol. We also assume that the coded symbols are perfectly 

interleaved. However, we assume in this particular scenario that every symbol is transmitted in a separate 

hop, hence interleaving may be dispensed with. As shown in Figure 2.1, the frequency synthesizer is under 

the control of a pseudo-noise (PN) generator in order to form a sequence of random hopping frequencies, one 

of which is activated during each hop interval of duration Th, for implementation of the frequency hopping. 

Finally, as shown in Figure 2.1, assuming that the mth FSK tone im is activated, the MFSK modulated SFH 

signal may be expressed as: 

s(t) = V2P Rc cos {27r [im + izJ t + 'Pm + 'PI}, (2.1) 

where P represents the power of the transmitted signal, Rc = KIN is the code rate, 11 is the FH frequency 

during the time interval of lTh ::; t < (l + 1 )Th, while Th represents the FH dwell time. Furthermore, in 

Equation (2.1), 'Pi and 'Pm represent the phases associated with the lth FH frequency and the mth MFSK 

tone, respectively, both of which are assumed to be constant within a symbol duration. We assume that 

there is only one hop per symbol, i.e. diversity order L = 1. Thus, we have Th = Ts , which is the symbol 

duration. Furthermore, we assume that bandwidth of one FSK tone B = 11Th, which is the minimum 

frequency spacing required to maintain orthogonality amongst FSK tones and FH tones. Thus, the FH 

signal hops randomly over a total spread spectrum bandwidth of Wss = M NbB, where Nb is the number 

of hop bands each consisting of M FSK tones. 

For each FH tone, the signal given by Equation (2.1) is transmitted over a channel which is modeled as 
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frequency non-selective fading obeying Rayleigh distribution. We assume that the fading is sufficiently slow 

so that its amplitude and phase remain constant within a symbol duration. Moreover, we assume that fading 

is independent for each symbol. Consequently, when assuming Rayleigh fading, the probability density 

function (PDF) of the amplitude attenuation factor is given by [34] 

( ) 
_ 2r -r2/D. 

Pa r - De, r2:0 (2.2) 

where D = E[a2J. 

In addition to the channel's fading, the transmitted signal is also assumed to be interfered by a tone 

jamming signal, which is assumed to have Q equal-power continuous wave tones, each of which has a 

frequency equal to that of one of the M -ary tones. The ratio q = Q / Nb is termed as the jamming duty 

factor of the MTJ signal. We consider the case of n = I-band multitone jamming (MTJ), which has been 

investigated in [75], and is regarded as the worst case tone jamming scenario [38,75]. In the context of this 

type of jamming, as discussed in Section 1.3.2, the intentional jammer places at the most one interfering 

tone in a MFSK band, defined by the bandwidth occupied by the M FSK signalling tones. Furthermore, 

it has been shown and also verified by our simulation results in Section 1.5 that for Rayleigh fading a 

jammer associated with a jamming duty factor of unity causes the most detrimental interference of the FH 

system [76,78]. Then, the above assumptions imply that the number of jamming tones obeys Q = Nb 

or q = 1 and there is exactly one interfering tone in each of the MFSK bands. This also implies that the 

probability that a specific MFSK tone is interfered is given by l/M. The total spread spectrum bandwidth 

is assumed fixed. Moreover, we assume that the intentional jammer has knowledge of the parameters of the 

communication system and, thus, can adjust the number of jamming tones accordingly, keeping the total 

MTJ power fixed. This implies that, if the modulation order M is increased, Q = Nb = Wss/ M B reduces 

allowing the jammer to spread its total power in fewer, higher power tones in comparison with a lower 

modulation order system. We can define the signal energy to jammer power spectral density as [65,75] 

(2.3) 

where Es = PTh = bEb represents the energy per M-ary symbol and Eb is the energy per bit. Furthermore, 

in Equation (2.3), PT J = PJQ is the total MTJ power, PJ is the power of a single MTJ tone, and we also 

define the MTJ power spectral density as N J = PTJ/Wss . Thus, from Equation (2.3) we have [65] 

SJR= EsM 
E· b' J 

(2.4) 

where Ej = PJTh represents the energy of the interfering tone per symbol duration. We further assume that 

the interfering tones also experience Rayleigh fading. Furthermore, the fading processes of the signal and 

interfering tones are assumed to be independent of each other. 

The receiver block diagram of the SFH assisted MFSK system is shown in Figure 2.2. The receiver 
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Figure 2.2: Receiver block diagram of SFH assisted non-coherent MFSK system employing erasure insertion and RS 
decoding. 

consists of a bandpass filter, a frequency de-hopper, a non-coherent MFSK demodulator, a decision device 

and finally an RS decoder. The bandpass filter removes any frequency that falls outside the FH bandwidth 

Wss. The frequency de-hopper consists of a PN generator and a frequency synthesizer that are identical to 

those used in the transmitter shown in Figure 2.1. The frequency de-hopper removes the FH frequency from 

the received signal. As shown in Figure 2.2, following frequency de-hopping, the signal is demodulated 

using a non-coherent MFSK detection scheme, yielding M number of variables at the outputs of the square 

law detectors. These variables are then input to the decision device which, based on the reliability of the 

corresponding symbol, either outputs a symbol based on hard maximum likelihood decision or generates an 

erasure, as will be discussed in Section 2.4. Finally, as shown in Figure 2.2, when the receiver has collected 

N = M -1 symbols of a full RS code, the N symbols are decoded using the error-and-erasure RS decoding, 

in order to recover the K information symbols. 

PDFs of the Energy Detector Outputs: Without loss of generalization, we assume that the first FSK 

tone is activated, which is referred to as the desired signal tone, whereas all the other FSK tones are referred 

to as non-signal tones. Then, after the FH dehopping scheme as shown in Figure 2.2, the signal at the input 

of the square law detectors, when no interference tone is present, can be expressed as 

r(t) = as J2P Rc cos {21l" (fo) t + Os} + na(t), (2.5) 

where as represents the amplitude attenuation factor due to Rayleigh fading, Os includes all the phases in 

the received signal, including those due to FH, carrier modulation and MFSK modulation as well as that 

induced by the fading channel. Furthermore, in Equation (2.5), no(t) represents the AWGN with zero mean 

and double-sided power spectral density of No/2. By contrast when an interference tone coincides with the 

signal tone, the signal at the input of the square law detector may be expressed as 

r(t) = a sJ2P Rc cos {21l" (fo) t + Os} + ajJ2PJ cos {21l" (fa) t + OJ} + no(t), (2.6) 

where aj and OJ are the amplitude attenuation factor and the phase of the MTJ signal, respectively. 

Let us denote the output of the square-law detector corresponding to the signal tone by Uo, when it 
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is uninterfered, and by UO(j) when the frequency of the interfering tone coincides with that of the signal 

tone. Similarly, let Um and Um(j) denote the output of the square-law detector corresponding to the mth 

non-signal tone when it is unaffected by jamming and when it is jammed, respectively. When the interfering 

tone frequency coincides with that of the signal tone, the outputs of the square-law detectors, using our 

discussion in Section 1.3.3.2, can be expressed as 

(2.7) 

and 

m = 1,2, ... ,M - 1, (2.8) 

where nm represents the AWGN imposed on the mth tone, m = 0,1, ... ,AI. By contrast, when the jam­

ming signal coincides with one of the non-signal tones, the output of the square-law detector corresponding 

to the signal tone is given by 

(2.9) 

and that of the square-law detector corresponding to the jammed non-signal tone is 

(2.10) 

Since we assume that both the desired signal and the jamming signal experience independent Rayleigh 

fading, the variables as V RcEsejBs, aj jEjejBj , as well as nm, obey the complex Gaussian distribution. 

Thus, UO(j), Uo, Um and Um(j) in Equations (2.7) to (2.10) respectively, are central Chi-squared distributed 

with double degrees of freedom or exponentially distributed [34J. More specifically, the PDP of UO(j) can 

be expressed as [34J 

(2.11) 

where 2cr5(j) = E[Uo(j)] = OsRcEs + OjEj + No, E[x] represents the estimate of the variable x, while 

Os = E[a~] and OJ = E[a;]. Similarly, the PDP of Um of Equation (2.8) is given by 

m = 1,2, ... , M - 1, (2.12) 

where 2cr~ = E[Um] = No. Similarly, the PDPs of Uo in Equation (2.9) and Um(j) in Equation (2.10) can 

be expressed as 

(2.13) 
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and 

m=I,2, ... ,M-I, (2.14) 

where 2()5 = E[UoJ = DsReEs + No and 2()~(j) = E[Um(j)] = DjEj + No. 

Let us define Ie = DsReEs/No and Ij = DjEj/No. Thus, upon normalizing the decision variables by 

2()~ = No it can be shown that 

y 2: 0, (2.15) 

fUm (y) = exp( -y), y 2: O,m > I, (2.16) 

fuo (y) = 1 : Ie exp [ - 1 : IJ ' y?O (2.17) 

and 

fUm(j) (y) = 1 : Ij exp [ - 1: IJ ' y 2: 0, m > I, (2.18) 

where lej = Ie + Ij. Moreover, we can express Ij in terms of the SNR, given by Eb/NO, and the SJR, 

represented by Eb/NJ . From Equation (2.4), we have 

SNR 
'Y' = D·E·/No = D'M--
IJ J J J SJR' (2.19) 

Having derived the PDFs of the decision variables, let us now derive the corresponding probability of error 

expressions. 

2.3 Error Probability of the Uncoded System 

In order to determine the probability of the symbol error of the uncoded SFH assisted MFSK system in the 

presence of n = I-band MTJ, both the cases of the desired signal tone being jammed as well as that of the 

non-signal tones being jammed need to be considered. Let HI represent the hypothesis that the transmitted 

symbol is detected correctly and Ho denote the hypothesis that the transmitted symbol is detected incor­

rectly, when using hard decisions. The probability of occurrence of these events is denoted by P(HI) and 

P(Ho), respectively. Consequently, the probability Pe of a correct decision can be expressed as 
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M-1 
+~P[UI < UO,U2 < UO"",Um(j) < UO, ... ,UM-l < Un], (2.20) 

where the first term on the right hand side of the above equation corresponds to the scenario when the signal 

tone is jammed while the second term caters for the case when a non-signal jamming tone is jammed. Upon 

substituting the PDFs of Equation (2.15) to Equation (2.18) into Equation (2.20), we arrive at 

(2.21) 

By carrying out the integrations and then invoking the binomial expansion [1], Equation (2.21) can be 

expressed as 

1 M-l (M -1) 1 P. - - -1 n 
c - M ~ () n 1 + n(l + Icj) 

+ ( M - 1) M -2 (M - 2) [ 1 
~ ~(_1)n n l+n(l+ ,c) 

1 + Ij ] (2.22) 

For the specific case of binary FSK, i.e. for M = 2, the above equation is reduced to the simple form of 

Pc = ~ [2 + IC + ICj ] . 
2 2 + Icj 

(2.23) 

The corresponding probability Ps of symbol error can, hence, be expressed as 

Ps = P(Ho) = 1 - Pc· (2.24) 

Finally the BER of the uncoded system can be determined by using the relation 

(2.25) 

Figure 2.3 shows the BER of the uncoded SFH assisted MFSK system, when communicating over 
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Figure 2.3: BER Pb versus Eb/ No performance of SFH assisted uncoded non-coherent MFSK, when communicating 
over Rayleigh fading channels in the presence of n = I-band MTJ at Eb/NJ = lOdE. Pb is computed 
using Equations (2.22), (2.24) and (2.25). 

Rayleigh fading channels, in the presence of n = I-band MTJ. The BER evaluation is based on Equa­

tions (2.22), (2.24) and (2.25) and we have assumed Eb/NJ = lOdB as well as M = 2,4,8,16,32 and 64. 

It can be seen from Figure 2.3 that single tone jamming associated with each MFSK band severely degrades 

the BER performance of the system. Furthermore, the performance of the MFSK system deteriorates as M 

increases, when a jamming tone is present in each MFSK band. This observation has also been reported 

in [38,75, 116J and was also discussed in Section 1.5. From the results of Figure 2.3, it can be seen that the 

MFSK system corresponding to M = 4 achieves the best BER performance for most values of Eb/ No. Note 

however that M = 4 is only optimum under the conditions assumed in Figure 2.3. When other conditions, 

for example other values of Eb/ No and Eb/ N J are considered, the optimum value of M might be different. 

Let us now focus our attention on the RS-coded SFH system. 

2.4 RS-Coded System using Error-and-Erasure Decoding 

In this section, we investigate the performance of the SFH assisted MFSK system when EED is considered. 

Three types of EI schemes are considered, namely, OTT, RTT and MO-RTT [99, 106J. We derive the 

PDFs associated with these EI schemes, in the context of the SFH assisted MFSK system. Based on these 

PDFs, the probability of erasure corresponding to a given EI scheme can be derived. Finally, based on 

the probability of erasures, the probability of codeword EED can be computed. Below we provide a brief 

overview of these EI schemes. 
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2.4.1 Overview of the EI Schemes 

In this section three EI schemes associated with noncoherent M -ary orthogonal demodulation are reviewed. 

Let YI and Y2 denote the maximum and second maximum of the square-law detector outputs Urn, m = 

0,1,2, ... ,M shown in Figure 2.2. Then we have 

(2.26) 

and 

(2.27) 

The principles of the three EI schemes considered are explained below. 

OTT: In the context of the OTT, the decision variable subjected to an erasure insertion is YI , i.e. the 

actual demodulator output is observed. Let jY1 (yIHI ) and jYl (YIHo) be the associated conditional PDFs, 

given that the associated demodulated symbol is correct (HI) and incorrect (Ho), respectively. Let YT be a 

threshold associated with making an erasure decision based on the OTT. Then, if YI .::; YT , the associated 

demodulated symbol should be erased. Otherwise, if YI > YT , the demodulator outputs a RS code symbol. 

The objective of employing this EI scheme is to erase symbols which are rendered unreliable due to deep 

fading. 

RTT: The ratio involved in Viterbi's RTT is defined as the ratio of the maximum to the 'second' maxi­

mum [106J, or equivalently, it can be defined as the ratio of the 'second' maximum to the maximum, which 

can be expressed as 

(2.28) 

Let f>..(rIHI) and f>..(rIHo) be the associated conditional PDFs under the hypotheses of HI and Ho, respec­

tively. Consequently, a pre-set threshold AT can be invoked, in order to erase these low-reliability symbols, 

whenever A 2: AT. This scheme was proposed in [106J to combat interference or jamming. 

MO-RTT: In the context of the joint MO-RTT, the erasure insertion is based on the observation of both 

the maximum YI of Equation (2.26) and the ratio A of Equation (2.28). Specifically, let jYl,>'(Y' rIHI) and 

jYl,>'(Y, rlHo) be the joint two-dimensional (2D) PDFs of the maximum YI and the ratio A associated with 

the MO-RTT, conditioned on both the correct detection and erroneous detection of M-ary symbols. The 

properties of the MO-RTT can be studied with the aid of the 2D PDFs of jy1,>.(y, rIHI ) and jYl,>'(Y, rIHo). 

Consequently, in order to erase the low-reliability RS coded symbols, we assume that YT and AT are two 

thresholds, which activate an EI, whenever we have YI .::; YT and A 2: AT. As we can see, this scheme is an 

integration of both the OTT and the RTT. 
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2.4.2 Statistics of the EI Schemes 

In this subsection, we detennine the expressions for the PDFs of YI in the context of the OTT, of>. = Y2/Yi 

in the context of the RTT as well as the joint PDF of YI and>' = Y2/YI in the context of the MO-RTT, 

when the SFH assisted MFSK system operates in Rayleigh fading in the presence of n = I-band MTJ. With 

the aid of these PDFs, we are then capable of detennining the probabilities of erasures and of errors after 

erasures. Finally, we can compute the probability of error for SFH assisted MFSK employing OTT, RTT 

and MO-RTT aided EED. 

OTT: The PDF of Yi of Equation (2.26), conditioned on the correct decision hypothesis of HI, can be 

derived as follows: 

jYl(YI!HI ) = d~1 P[YI ::; YI!HI ] = P(~I) d~1 P[YI ::; YI,HI ] 

P( ~ tl d~l [ ~ P [Uo(j) = Yi :s Yl, (U m :s UO(j) ):::-~21 
+ (1 - ~) P [Uo = Yi :s Yl, Um(j) :s Uo, (Um :s UO):::-~2,m(Mm II 

P(~Il d~l [~ f fuow (x)dx [[ fu_(y)dyr

1 

+ (1- ~) fo"' fuo(X)dx[[ fU_(j) (Y)dY] [[ fU~(Y)dYr-l (2.29) 

Upon substituting the corresponding PDFs given in Equations (2.15) to (2.18) into the above equation, it 

can be shown that the PDF of YI can be expressed as 

1 1 [ 1 exp ( -YI )(I_e-Y1)M-I 
P(HI)M l+ ,cj l+ ,cj 

+(M-1)_1_ exp ( -YI )(1-e-Yl)M-2[1-exP(1-YI )Jl, (2.30) 
1 + IC 1 + IC + Ij 

where we have P(HI ) = Pc, which was given in Equation (2.22). 

When deriving the PDF jYl (YI!Ho), we should consider the fact that if a non-signal tone is jammed, the 

largest of the square-law detector outputs, i.e. YI , may correspond to either the jammed non-signal tone or to 

one of the unjammed non-signal tones. Hence, the union of all of the following events must be considered: 

1) The signal tone is jammed and Urn = YI , Un < Urn for m, n = 0, 1, ... , M - 1, n =1= m; 

2) A non-signal tone is jammed and 

• Urn = Yl. Urn(j) < Urn, Un < Urn for n =1= m; 

• Urn(j) = YI , Urn < Urn(j) for m =1= m(j). 
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Upon considering all these events, we have 

dId 
jYr (YIIHo) = dYI P[YI :::; YIIHoJ = P(Ho) dYI P[Yi :::; YI, HoJ 

1 d [1 [ M ] P(Ho) dYI M (M - l)P Um = YI :::; Yl, UO(j) :::; Um, (Un:::; Um)n=3,niom 

+ ( M ~ 1 ) { (M - 2)P [Um ~ Yj <; Yh Uo <; Um, Um(j) <; Um, (Un <; Um(j));:'=4,n"m] 

+ P [Um(j) ~ Y1 <; Yl ,Uo <; UmW' (Un <; Um(j));:'~2,n"m(j) J} 1 

~ P(~o) d~l [~(M -1) f fUm (x)dx [[ fUO(jl(Y)dY] [[ fUm (Y)dyr-2 

+ (M ~ 1) {(M -2) f fUm (x)dx [[ fuo(Y)dY] [[ fUm(j) (Y)dY] [[ fUm (Y) dyr-
3 

+ [' fUmw(X)dX[[ fuo(Y)dY] [{ fUm (Y)dyr-'} 1 (2.31) 

Upon substituting the corresponding PDFs into the above equation, we obtain 

fy, (Y1IHo) = P(~o) (M ~ 1) [[1 -exp C ~Y~Jl (1 -e-or-
2 

e-Y, 

+ [1- exp (17~J ] {(M - 2)e-0'(I- e-o, )M-3 [1 -exp C 7~J] 
+ 1: 1'; exp C 7~J (1- e-o, )M-' n (2.32) 

MO·RTT: In order to detennine the joint PDF of YI and Y2 , under the hypothesis HI, the following events 

have to be considered: 

1) The signal tone is jammed, UO(j) = YI, Um = Y2, Un < Um, for m, n = 0,1, ... , M - 1, n =1= m; 

2) A non-signal tone is jammed, Uo = YI and 

• Um(j) = 1'2, Un < Um(j), n =1= m(j). 

Thus, the joint PDF of Y I and 1'2, conditioned on the hypothesis HI can be expressed as 

j Yl,Y2 (Yl, Y2IHI ) = 8Y~~Y2 P [Yi :::; YI, Y2 :::; Y2IHI ] = P(~l) 8Y~~Y2 P [YI :::; YI, Y2 :::; Y2, HI] 

= P(~JJ iiY~~2 [M ~ 1 f fUm(X)dX[t fU,(j)(Y)dY] [[ fUm (Y)dyr-2 
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+ M~ 1 {(M -2) [' fUm (x)dx [1" fuo(Y)dY] [[ fUm(j) (Y)dY] [[ fUm (Y)dyr-3 

+ 1" fUm(j)(X)dX[[' fuo(Y)dY] [[ jUm(Y)dyr-'} 1 (2.33) 

After perfonning the required differentiation, the above equation can be written as 

jy"y, (Y), y,IH,) = P( ~,) ( M~ 1) [fuo(j) (YI )fum (Y') [l Y

' fUm (y)dy r-2 

+ fuo (yJ! { (M - 2) l Y
' fUm(i) (y)dy [1" fUm (y)dy r-3 

X fUm (y,) + fUm(J) (v,) [1'" fUm (Y)dY] M-'} l (2.34) 

Now, let Y = Y1 and A = Y2/Y1 . Then, upon using the expressions for the corresponding PDPs, it can 

be shown that the joint PDP of Y and A, which is the PDP associated with the MO-RTT based EI scheme, 

conditioned on the hypothesis HI. can be expressed as [34,99] 

(
M -1) 1 [1 (-y) -yr(l -yr)M-2 -- y-- exp e-e 

M P(H1 ) 1 + Icj 1 + '"Ycj 

+_1 exp (-=YL) {(M - 2)e-yr [1- exp (~)] 
1 + IC 1 + IC 1 + Ij 

x (1 - e-yr )M-3 + _1_ exp ( -yr ) (1 - e-yr )M-2}]. 
1 + Ij 1 + Ij 

(2.35) 

Por the joint PDP of Yi and Y2 conditioned on the hypothesis H o, we have to consider the following events: 

1) The signal tone is jammed and 

• Um = Y1, UO(j) = Y2, Un < UO(j) for m, n = 0,1, ... , M - 1, n -=I 0, m; 

• Um = Y1, Un = Y2, UO(j) < Un, Uk < Un, for k -=I 0, m, n; 

2) A non-signal tone is jammed and 

• Um = Y1 , Uo = Y2 , Um(j) < Uo, Un < Uo, for n -=I 0, m; 

• Um = Y1, Um(j) = Y2 , Uo < Um(j), Un < Um(j) for n -=I 0, m; 

• Um = Y1 , Un = Y2 , Uo < Un, Um(j) < Un, Uk < Un, for k =1= 0, m, n; 

• Um(j) = Y1, Uo = Y2, Um < Uo, for m -=I 0, m(j); 

• Um(j) = Y1 , Um = Y2 , Uo < Um, Un < Um, for n -=I 0, m. 

Therefore, the joint PDP of Y1 and Y2, conditioned on the hypothesis Ho, can be expressed as 
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= P(~O) iJy~~y, [~(M -l){ f fUo(j)(X)dX[[ fUm (Y)dY] [[ tUm (Y)dyr' 

+ (M - 2) 1'" fUm (x)dx [l' fUm (Y)dY] [[ fUo(j) (Y)dY] [[ !um(Y)dyr-'} 

+ (M~ 1) {f fuo(X)dX{ [[ fUm(j) (Y)dY] [[ IUm(Y)dyr' 

+ (M - 2) [l
Y1 

fUm (Y)dY] [lX fumu) (Y)dY] [lX fUm (Y)dY] M-3} 

+ (M-2) la
Y
2 fUm (x)dx [l

Y1 
fumU) (Y)dY] [lax fuo(Y)dY] [foX fUm(Y)dy]M-3 

+ (M - 2) lY2 fumU) (x)dx[l
Y1 

fUm (Y)dY] [lax fuo(Y)dY] [foX fUm(Y)dy]M-3 

+ (M - 3) la
Y2 

fUm (x)dx [l
Y1 

fUm (Y)dY] [lX fUm(j) (Y)dY] 

X [[ Iu, (y)dy ][ [ fUm (y)dy r' } 1 (2.36) 

After partial differentiation, the above equation can be written as 

1 (M-1) [ [ fY2 ]M-2 
f Yl'y2(YI,Y2IHo) = P(Ho) ~ fUoW(Y2)fUm(YI))O fum(y)dy 

+ (M - 2) fUm (Y2)fum (YI) la
Y
2 fuou) (y)dy [lY2 fUm (Y)dY] M-3 

+ fUO(Y2)fumU) (YI) [fo
Y2 

fUm(Y)dy]M-2 

+ (M - 2)fUo(Y2)fum(yd laiJ2 fUm(j) (y)dy [!aY2 fUm(Y)dy]M-3 

+ (M - 2) fUm (Y2)fum(j) (YI) !aY2 fuo(Y)dy [!aY2 fUm(Y)dy]M-3 

+ (M - 2)fUm (Yl) 1'" !u'(Y)dY{ fUm(j) (y,) [lY
' fUm (Y)dY] M-3 

+ (M - 3) fUm (Y2) 1'" fUm(j) (y)dy [1" fUm (y) dY] M -4 } l (2.3 7) 

Finally, after changing the variables from YI and Y2 to Y and)" = Y2 /YI [34,99], we obtain the corre­

sponding joint PDF, which is the PDF associated with the MO-RTT based EI scheme, conditioned on the 

hypothesis Ho. We have 

(
M - 1) 1 [ 1 ( -yr ) - )M-2 

fy,). (y, r/Ho) = ~ Y P(Ho) e-Y 
1 + 1'cj exp 1 + 'Yej (1 - e yr 

+(M - 2)e-y(r+l) [1 - exp ( -yr.)] (1 _ e- yr )M-3 
1 + 1'cJ 
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+_1_ exp ( -yr ) {_1_ exp (-=!L) (1- e-YT)M-2 
1 + IC 1 + IC 1 + Ij 1 + Ij 

+(M - 2)e-Y [1 - exp (17~j) ] (1 - e-YT )M-3} + (M - 2) [1 - exp C 7~J ] 
x {(1- e-YT )M-3_1_ exp (-=!L) e-YT + e-y _

1 _ exp ( -yr ) (1 _ e-YT )M-3 
1 + Ij 1 + Ij 1 + Ij 1 + Ij 

+(M - 3)e-Y(,+1)(I- e-lI')M-4 [1 -exp (17~J l} ]. (2.38) 

RTT: Finally, we derive the PDFs corresponding to the ratio A = Y2!YI , in the context of the RTT assisted 

EI scheme. These PDFs can be readily obtained from Equation (2.35) and Equation (2.38) by integrating 

them in terms of Y from 0 to 00, yielding 

h(rIHI) = 100 

jY,A(Y' rlHI)dy 

(
M-l) 1 [~2 n(M-2) 1+ ,cj 

= M P(HI) f::a (-1) n [1 + r(n + 1)(1 + Icj)]2 

~ n (M - 3) { 1 + IC 
+(M - 2) f::a (-1) n [1 + r(n + 1)(1 + IC)J2 -

(1 + Ic)(1 + Ij)2 } 
[1 + Ij + r(1 + Ic){1 + (n + 1)(1 + Ij)}J2 

~2 n(M-2) (1+ lc )(I+ , j) ] 
+ ~ (-1) n [1 + Ij + r(1 + 'Yc){1 + n(1 + Ij)}J2 (2.39) 

and 

fA(rllfo) = 100 

jy,,(y,rIHo)dy = (M -1) P(~o) [~( _1)" (M n- 2) 

{ 
1+,cj (1+lc)(I+lj)} 

x [r + (nr + 1)(1 + Icj)J2 + [1 + IC + r(1 + Ij){1 + n(1 + IC)}J2 

(M 2) ~3( l)n (M - 3) {I (1 + Icj)2 
+ - ~ - n [1+r(n+l)J2 - [r+{I+r(n+l)}(I+ ,cj)]2 

1 + IC 1 + Ij 
+ [r + (rn + 1) (1 + I c) J2 + -[r-+-(-:--rn-+-l-:--") ('-I-+-

'

---'j )-=]2 

1 + Ij (1 + Ic)2(1 + 'Yj) 

+ [1 + r(n + 1)(1 + Ij)J2 - [1 + IC + r(1 + ,j){1 + (n + 1)(1 + IC)}J2 

(1 + Ic)(1 + ,j)(2 + IC + ,j) } 
- [(1 + nr)(1 + Ic)(1 + ,j) + r(2 + IC + Ij)J2 

+(M - 2)(M - 3) ~4 (_1)" (M,.;- 4) {[I + r(~ + 1)]' 

(1 + Ic)2(1 + Ij)2 
+ [{I + r(n + 1)}(1 + Ic)(1 + ,j) + r(2 + IC + Ij)J2 
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(2.40) 

2.4.3 Symbol, Word and Bit Error Probabilities 

From the PDFs derived in the previous section, it is straightforward to derive the probabilities of error or 

erasure for a chosen threshold corresponding to a certain EI scheme. The required relations have been 

extracted from [99]. 

We commence with the RTT based EI scheme. Let AT represent a preset threshold corresponding to the 

RTT based scheme. Then, whenever we have A = Y2/Yi ~ AT, the corresponding symbol is unreliable and, 

hence, it is replaced by an erasure. Consequently, the corresponding probability of erasure can be expressed 

as [99] 

(2.41) 

where f>..(rIHl) is given in Equation (2.39) and f>..(rIHo) in Equation (2.40). The error probability after 

erasure insertion, denoted by Pt , can be expressed as [99] 

Pt(AT) = P(Ho) foAT f>..(rlHo)dr 

= P(Ho) [1 -1: f>..(rlHo)dr]. (2.42) 

In a similar manner, corresponding to OTT, if Yl is less than a preset threshold YT, the corresponding 

symbol is replaced by an erasure. The probability of erasure for this specific threshold YT is given by 

(2.43) 

where jYr(YIIH1) is given in Equation (2.30) and jYr(YIIHo) in Equation (2.32). The associated error 

probability after erasure insertion is expressed by 

Pt(YT) = P(Ho) rX) jYr (YIHo)dy 
jYT 

= P(Ho) [1 - fo
YT 

jYr (YIHo)dY] . (2.44) 

Finally, in the context of the MO-RTT, let AT and YT be the preset thresholds. Then, an erasure is 

inserted, whenever we have A ~ AT and Y :s; YT. The probabilities of erasure and error after erasure are 

given by 

(2.45) 
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and 

(2.46) 

where jy,> .. (y, rlHl) is given in Equation (2.35) and jy,)...(y, rlHo) in Equation (2.38). The final expressions 

of Pe and Pt in the context of the three schemes considered are given in Appendix 2.A. 

Having derived the probability of erasure and the probability of random error after erasure, it is possible 

to determine the symbol error ratio of the SFH assisted MFSK system after error-and-erasure RS decoding. 

Specifically, the probability of not decoding the codeword correctly, i.e. codeword error probability Pw can 

be expressed as [99-10 1] 

(2.47) 

where we have jo(i) = rnax{O, N - K + 1 - 2i}. The symbol error ratio, after the error-and-erasure RS 

decoding can be expressed as [117] 

(2.48) 

The BER of the SFH assisted MFSK system employing error-and-erasure RS decoding can be determined 

from the symbol error ratio expression of Equation (2.48) with the aid of Equation (2.25). 

2.5 Analytical Results and Discussion 

Having derived the BER expressions of the RS-coded system employing one of the three EI schemes con­

sidered in this chapter, we are now capable of studying the properties of these EI schemes in the context 

of a SFH assisted MFSK system. Usually, a good EI scheme allows us to choose the thresholds such that 

the maximum possible fraction of the incorrectly detected symbols are erased, while erasing the minimum 

possible number of correct symbols. The PDFs of YI in the context of OTT, of A = Y2/YI in the context of 

the RTT and the joint PDF of YI and A in the context of the MO-RTT are shown in Figures 2.4, 2.5 and 2.6 

respectively, assuming M = 8. These PDFs were computed using Equations (2.30), (2.32), (2.35), (2.38), 

(2.39) and (2.40). 

We can see from Figure 2.4 that when the SFH-MFSK system experiences Rayleigh fading, the values 

of YI tend to be quite low, even when the detection is correct. We also notice in Figure 2.4 that, even when 

the jammer power is low, i.e. at Eb/NJ = 20dB for example, the PDF curves corresponding to HI and 
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Figure 2.4: PDF of the largest square-law detector output Yi in the context of the OTf scheme under the hypothesis of 
HI and Ho in Rayleigh fading channels in the presence of n = I-band MTJ , when assuming an uncoded 
8-ary non-coherent FSK system and Eb/NO = I6dB. The PDFs were computed using Equations (2.30) 
and (2.32). 
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Figure 2.S: PDF of the ratio Y2/YI in the context of the RTf scheme under the hypothesis of HI and Ho in Rayleigh 
fading channels in the presence of n = I-band MTJ, when assuming an uncoded 8-ary non-coherentFSK 
system and Eb/NO = 5dB. The PDFs were computed using Equations (2.39) and (2.40). 

Ho overlap substantially, which implies that it is difficult to set a threshold of Y1 for the OTT, in order to 

distinguish the correctly detected symbols from the incorrectly detected ones. The above observation is 

justified because the OTT is basically an EI scheme designed to combat fading, thus its ability to provide 
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Figure 2.6: Joint PDF of the ratio J:2/YI and Yi in the context of the MO-RIT scheme under the hypothesis of HI 
and Ho in Rayleigh fading channels in the presence of n = I-band MTJ, when assuming an uncoded 
8-ary non-coherentFSK system, at Eb/NJ = IOdB and Eb/NO = 5dB. The PDFs were computed using 
Equations (2.35), and (2.38). 

useful erasures is severely hampered by the presence of interference. In contrast to the OTT of Figure 2.4, as 

shown in Figure 2.5 for the RTT, the PDF curves corresponding to HI and Ho are mainly concentrated in the 

opposite ends of the horizontal axis, when Eb/NJ = 10dB. This observation suggests that if the jamming 

power is not too high, detection errors might occur mostly when A = Y2/YI is high. Consequently, when 

the ratio A = Y2/YI is low, we can have a high confidence that the corresponding symbols are correctly 

detected. However, when Eb/NJ = OdB, as shown in Figure 2.5, the ability of the RTT based scheme 

to separate the correctly detected symbols from the incorrectly detected ones is severely degraded. In the 

context of the MO-RTT based scheme, Figure 2.6 shows that the PDFs corresponding to the hypothesis of 

HI and Ho, are explicitly distinct from each other, although there still exists some overlapping. Hence, 

when using the MO-RTT, a suitable set of thresholds might be employed for erasing the unreliable symbols. 

In Figure 2.7, the probability of erasure corresponding to AT = 0.4 in the context of the RTT has been 

shown based on both analytical and simulation results, when SFH assisted MFSK system communicates 

in a Rayleigh fading channel and is interfered by n = I-band MTJ. The results shown in Figure 2.7 are 

for M = 2, 4 and 8 and indicate that our analytical results of the probability of erasure tally with the 

corresponding simulations results. 

In Figures 2.8 and 2.9, we evaluated the codeword error probability against a range of values of YT and 

AT respectively, for various values of M and the corresponding RS code. The codeword error probability 

in these figures was computed using Equations (2.41) to (2.44) and Equation (2.47). The purpose of these 

plots is to find the optimum threshold in the context of the OTT and the RTT based schemes, required to 

achieve the lowest codeword error probability. Firstly, we can observe in both Figures 2.8 and 2.9 that the 

system corresponding to M = 16 achieves the lowest codeword error probability, while that corresponding 
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Figure 2.7: Comparison of the analytical and simulation results of the probability of erasure Pe(AT) corresponding 
to the RIT for uncoded non-coherent MFSK in a Rayleigh fading channel in the presence of n = I-band 
MTJ, when assuming a threshold of AT=O.4 and Eb/NO = I6dB. Pe(AT) is computed using Equa­
tion (2.41). 

to M = 8 achieves the second best. In Section 1.5 and in the context of Figure 2.3 we have shown that 

while symbol energy increases with increasing M. the degradation inflicted by single tone jamming on 

MFSK system also increases with increasing M. Thus, in the context of the system under consideration, 

increasing the value of M results in conflicting affects on the BER performance. Consequently, in Figure 2.3 

M = 4 is the best option for the MFSK system under single tone jamming and Rayleigh fading conditions 

at Eb/NJ = lOdB. In RS-coded system, there is another important factor, namely the error correction 

capability of the RS code given by t = N2K. In the context of the RS-coded system, using a higher value 

of M implies a high error correcting capability, when the code rate K/N is a constant [34]. Thus, for the 

codes chosen in Figure 2.8 and 2.9, we have t = 1 when M = 8, t = 3 when M = 16, t = 5 when M = 32 

and t = 11 when M = 64. Consequently, the combined effects of interference, transmitted symbol energy 

and error correcting capability result in the observation that the system corresponding to M = 16 achieves 

the best performance, when using error-and-erasure aided RS-decoding. 

It is noteworthy from Figures 2.8 and 2.9 that the value of optimum threshold, in the context of both the 

OTT and RTT, varies with the values of Eb/NJ, Eb/NO and M. Furthermore, in a similar fashion, it can 

be shown that, in the context of the MO-RTT, there exist optimum values of the thresholds of AT and YT, 

which result in the best system performance employing error-and-erasure aided RS-decoding. 

In Figure 2.10, we evaluated the BER of the RS-coded SFH assisted MFSK, when it employs OTT 

based EI and when assuming optimum values of the thresholds for each value of Eb/ N J and M. For the 

sake of comparison, the corresponding BER when using ECO decoding has also been shown. The results of 

Figure 2.10 show that for all values of M, error-and-erasure RS-decoding outperforms the ECO decoding. 

However, the BER improvement of the error-and-erasures decoding is noteworthy only when the jammer 
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Figure 2.8: Codeword error probability Pw versus OTf threshold YT for RS-coded SFH assisted non-coherentMFSK 
using the OTf, when communicating over a Rayleigh fading channel in the presence of n = I-band MTJ 
at Eb/NJ = 20dB, Eb/NO = I6dB and various values of M. Pw is computed using Equation (2.47) in 
conjunction with Equations (2.43) and (2.44). 
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Figure 2.9: Codeword error probability Pw versus RTf threshold AT for RS-coded SFH assisted non-coherent MFSK 
using RTf, when communicating over a Rayleigh fading channel in the presence of n = I-band MTJ at 
Eb/NJ = 20dB, Eb/NO = I6dB and various values of M. Pw is computed using Equation (2.47) in 
conjunction with Equations (2.41) and (2.42). 

power is sufficiently low. Specifically, as seen in Figure 2.10, EI assisted performance is noticeably better 

than that using no erasures only when Eb/NJ exceeds approximately 12dB in case of M = 8, 14dB in 

case of M = 16 and 16dB in case of M = 32. Furthermore, when the signal to jamming power ratio is 

sufficiently high, i.e. for example when Eb/NJ exceeds 20dB, a higher performance gain can be achieved, 

especially in the case of M = 32, owing to the higher error correcting capability of the RS(31,20) code 

used. 



2.5. ANALYTICAL RESULTS AND DISCUSSION 70 

100~-------.-------,--------.--------,--______ ,-______ ~ 

~ 

M = 8,RS(7,4) 

M = 16, RS(15, 8) 

10-6 
- Error - and - erasure decoding 
-I- Error - correcting - only decoding 

10-7~-------7------~~------~------~~------~------~ o 30 

Figure 2.10: BER Pb versus Eb / N J performance of RS-coded SFH assisted MFSK system using the OTT based EI 
for Eb/ No = I6dB, when communicating over Rayleigh fading channels in the presence of n = I-band 
MTJ and when assuming optimum thresholds. Pb is computed using Equations (2.48) and (2.25). 
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Figure 2.11: Comparison of the BER Pb versus Eb / N J performance of the RS-coded SFH assisted :MFSK system 
using OTT, RTT and MO-RTTbased EI for Eb/No = I6dB, when communicating over Rayleigh fading 
channels in the presence of n = I-band MTJ and when assuming optimum thresholds. Pb is computed 
using Equations (2.48) and (2.25). 

Finally, in Figure 2.11 we show our BER performance comparison for the RS-coded SFH assisted MFSK 

system, when employing the three different types of EI schemes considered in this chapter. We can see from 

the results of Figure 2.1/ that the BERs of the three types of EI schemes are hardly distinguishable from 

each other when Eb/NJ is relatively low, i.e. for example when Eb/NJ ::; 20dB. By contrast, when 

Eb/NJ is sufficiently high, i.e. for example when Eb/NJ ~ 25dB, both the OTT and MO-RTT based 

systems outperform the RTT based system. The reason for this observation can be explained as follows. 

For the system studied, we considered both Rayleigh fading as well as single tone jamming whose effect 
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is dependent upon the value of Eb/NJ. As we have discussed in Section 2.4, the OTT based EI erases any 

symbol that is deemed unreliable due to severe fading, while the RTT based EI aims to erase unreliable 

symbols owing to interference. Figure 2.11 shows that both these EI schemes result in a similar BER 

provided that the Eb/NJ is less than a certain value, which is approximately I8dB in case of M = 8, 24dB 

in case of M = 16 and 27dB in case of M = 32. Beyond these values of Eb/NJ, the OTT based EI 

outperforms the RTT based EI, regardless of the choice of M. This is because when the jamming power 

is low, the effects of interference are reduced and, hence, most errors are imposed by the Rayleigh fading. 

Finally, the MO-RTT based EI is marginally better than both the OTT and RTT based EI, especially for 

M = 32, since it exploits the joint information provided by the OTT and the RTT. However, for the system 

under consideration, the BER performance resulting from the MO-RTT based EI is very close to that of the 

OTT. 

In order to show the associated performance differences in detail, the minimum achievable BER values 

using 16-ary FSK have been summarised in Table 2.1, in the context of the RTT, OTT and MO-RTT based 

EI schemes. It is noteworthy from Table 2.1 that when Eb/NJ is relatively low, i.e. 15 or 20 dB, and Eb/NO 

is relatively high, i.e. 20 or 25 dB, the RTT outperforms the OTT. For all other values of Eb/NJ and Eb/NO 

shown in Table 2.1, the OTT performs better than the RTT based EI scheme. This observation implies that 

when thermal noise power is high, the OTT based scheme is more effective than the RTT based scheme. 

2.6 Conclusion 

In this chapter, we have for the first time mathematically analyzed the BER performance of the RS-coded 

SFH system using MFSK modulation, assuming that the SFH assisted MFSK signals are transmitted over 

Rayleigh fading channels in the presence of n = I-band MTJ. Three different types of EI schemes have 

been investigated which are based on the OTT, the RTT and the MO-RTT. We have derived the PDFs of 

the variables invoked in these EI schemes which were given in Equations (2.30), (2.32), (2.35), (2.38), 

(2.39) and (2.40). Then, the probability of erasure and probability of random error after erasure have been 

derived as seen in Equations (2.49) to (2.54). Finally, we computed the codeword error probability and the 

BER of the RS-coded system, using Equations (2.47), (2.48) and (2.25), when employing any of these EI 

schemes. From our analysis and results we found that n = I-band MTJ using a duty factor of unity severely 

degrades the BER performance of the SFH assisted MFSK receiver, especially when the transmitted signal 

experiences Rayleigh fading. However, with the aid of error-and erasure RS decoding assisted by one of the 

three EI schemes considered in this chapter, the system performance can be significantly improved, provided 

that the jamming power is not excessively high. Since Rayleigh fading is the most hostile type of fading and 

n = I-band MTJ is the worst case of jamming, it can be expected that the performance of the SFH assisted 

MFSK system employing these EI schemes will be better in less severe conditions. It was demonstrated 

that the OTT based EI is efficient in terms of erasing erroneous symbols affected by fading and thermal 

noise, while the RTT based EI is effective from the point of view of erasing incorrect symbols inflicted by 
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Table 2.1: Comparison ofBER achieved by RS-coded SFH I6-ary FSK using various EI schemes, when subjected to 
Rayleigh fading and n = I-band MTJ BER values are computed using Equations (2.48) and (2.25). 

Eb/NJ Eb/NO Minimum BER 

(dB) (dB) RTT OTT MO-RTT 

15 5 0.196845 0.19082 0.19082 

10 0.0794641 0.07266 0.07259 

15 0.0503719 0.048873 0.048778 

20 0.0444911 0.045427 0.04432 

25 0.043019 0.04448 0.043019 

20 5 0.1682 0.16022 0.16005 

10 0.01828 0.014816 0.014718 

15 0.0028153 0.0026626 0.0025726 

20 0.0016041 0.0017065 0.0015004 

25 0.0013616 0.0014783 0.0012826 

25 5 0.1618 0.15215 0.15193 

10 0.0089072 0.0064891 0.0064363 

15 0.00012875 0.00010024 9.8246e-5 

20 1. 6447e-5 1.5894e-5 1.2825e-5 

25 1. 1437e-5 9.237ge-6 7.3238e-6 

30 5 0.16093 0.15022 0.14999 

10 0.00759135 0.0053956 0.0053506 

15 3.55648e-5 2.0125e-5 1.9863e-5 

20 2. 11812e-7 1.7064e-7 1.6061e-7 

25 3.6384ge-8 2.6517e-8 1.9652e-8 

interference. Therefore, when the jamming power is low, the OTT usually outperforms RTT. By contrast, 

the RTT proves to be superior to the OTT when the jamming power is relatively high. Since the MO-RTT is 

constituted by the amalgam of the OTT and the RTT based EI schemes, it always outperforms both the OTT 

and the RTT, although the corresponding performance is typically very close to that of one of these two. 

In terms of complexity, OTT and RTT are comparable, since both of these EI schemes require to compute 

one variable each, which is the maximum in case of the OTT-based scheme, while the ratio of the maximum 

and the second maximum of the M decision variables is considered when RTT-based EI is involved. In order 

to achieve minimum possible BERs, optimum thresholds YT and AT corresponding to these variables will 

also have to be recorded for a wide range of system parameters such as SNR, M and code configurations. 

Since MO-RTT involves erasure decisions based on both of the above variables, its complexity is twice that 

of the OTT and the RTT-based schemes. However, despite imposing increased complexity, the MO-RTT 

based scheme does not yield significant performance improvement compared to OTT and RTT as seen in 

Figure 2.11. Hence, the OTT and the RTT based schemes offer more attractive design alternatives. 

The performance of the three schemes is summarised in Tables 2.2 and 2.3. 
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BER=1O-3 BER=10-4 

ECO decoding OTT-based EI ECO decoding OTT-based EI 

M = 16, RS(l5,8) 24dB 21.1dB NA 24.3dB 

M = 32, RS(31,20) 22.9dB 21.8dB 27.6dB 24.1dB 
NA means "Not achieved". 

Table 2.2: Eb/NJ values required by theECO and the orr based E1 decoding schemes to achieve BERs of 10-3 and 
10-4 when employed in RS-coded SFH-MFSK receiver communicating over a Rayleigh fading channel in 
the presence of n = I-band MTJ, assuming Eb/NO = 16dB. The values are extracted from Figure 2.10. 

BER=10-5 BER=1O-4 

RTT OTT MO-RTT RTT OTT MO-RTT 

M = 16, RS(15,8) 30dB 28.3dB 28.2dB 24.4dB 24.3dB 24.2dB 

M = 32, RS(31 ,20) 26.2dB 26.2dB 26.1 dB 24.1dB 24.1dB 24.1dB 

Table 2.3: Eb/NJ values required by various EI schemes to achieve BERs of 10-4 and 10-5 when employed in RS­
coded SFH-MFSK receiver communicating over a Rayleigh fading channel in the presence of n = I-band 
MTJ, assuming Eb/NO = I6dB. The values are extracted from Figure 2.11. 

2.A APPENDIX: Derivation of Pe and Pt 

In this appendix, we provide the final expressions for the probability Pe of erasure and the probability Pt of 

error after erasure, in the context of the three schemes considered. 

RTT-based EI Using binomial expansion [1J and inserting relevant expressions for the PDFs from 

Equations (2.39) and (2.40) in Equations (2.41) and (2.42), we get 

Pe(AT) M - 1 [~2( It (M - 2) { 1 [1 1] 
~ f;:o - n l+n I+AT(I+n)(l+ fcj) -1+(l+n)(l+ fcj) 

1 + fj [1 1] 
+ 1 + n(l + fj) 1 + fj + AT(1 + fc)[1 + n(1 + fj)] - 1 + fj + (1 + fc)[1 + n(l + fj)] 

1 + fC [1 1 ] 
+ 1 + n(1 + I' c) 1 + fC + AT(1 + fj)[1 + n(1 + I' c)] - 1 + fC + (1 + fj)[1 + n(1 + I' c) 

+ (1 + fej) [II} 
1 + n(1 + fcj) 1 + fej + AT[1 + n(l + fcj)] - 2 + fej + n(1 + fcj) 

+ (M - 2) ];(-1)" (M,;- 3) { I! n [1+ AT(!: n)(I+ 1',) - 1+ (1+ !)(1+ 1',); 

(1 + fj)2 [ 1 
1 + (1 + n)(1 +fj) 1 +fj + AT(1 + fc)[1 + (1 + n)(l + fj) 

1 + fj + (1 + fe)[11 + (1 + n)(1 + fj)JJ 

1 + fj [1 1 ] 
+ l+n(l+ f j) l+ f j+AT[I+n(l+ fj )] - 2+ fj +(1+n)(I+ f j) 

+ 1 + fC [1 1] 
1 + n(l + I' c) 1 + fC + AT[1 + n(l + fe)] 2 + fe + (1 + n)(1 + I' c) 
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1 [1 1] 
+ l+n I+AT(I+n)(I+ ,j)-I+(I+n)(I+ I j) 

(1+lj)(I+lc)(2+,cj) [ 1 
n(1 + Ij)(1 + IC) + (2 + Icj) (1 + ,j)(1 + IC) + AT[2 + Icj + n(1 + ,j)(1 + IC)] 

- (1 + ,j)(1 + IC) + 2 + ~Cj + n(1 + Ij)(1 + IC)] 

(1 + Ic)2 [ 1 
1 + (n + 1)(1 + IC) 1 + IC + AT(1 + ,j)[1 + (n + 1)(1 + IC)] 

1 ] 1[ 1 1] 
- 1+lc+(I+lj)[I+(n+1)(1+,c)] +1+n I+AT(1+n) -2+n 

(1 + Icj )2 [II} 
- 1 + (1 + Icj) (1 + n) 1 + Icj + AT[(1 + n)(1 + Icj) + IJ - 1 + (2 + n)(1 + Icj) 

+ (M _ 2)(M _ 3) I=\-lt (M - 4) { (1 + Ic)2(1 + Ij)2 
n=O n 2 + Icj + (1 + n)(1 + Ic)(1 + Ij) 

x [(1 + Ic)(l + ,j) + AT[2 + I:j + (1 + n)(1 + Ic)(1 + Ij) 

- (1 + Ic)(1 + ,j) + [2 + ICjl + (1 + n)(1 + Ic)(1 + Ij)] 

1 [1 1 ] (1 + Ic)2 
+ l+n I+AT(I+n) - 2+n -1+(n+l)(I+ Ic) 

[ 
1 1 ] (1+ l j)2 

X 1 + IC + AT[1 + (1 + Ic)(1 + n)] - 2 + IC + (1 + n)(1 + IC) - 1 + (n + 1)(1 + ,j) 

x [1 +~; + ATl1 +\1 + ,;)(1 + nil - 2 + ~j + (1 ~ n)(l + ~;)l } 1 (2.49) 

and 

M -1 [~2 (M - 2) { 1 + I 
Pt(AT) = ----x1 ~(_I)n n l+n(I~/c) 

x [1: ,c -1+IC+AT(I+~j)[I+n(I+lc)] 
(1 + Icj) [ 1 1 ]} 

+ 1 + n(1 + Icj) 1 + Icj - 1 + Icj + AT[1 + n(1 + lej) 

M -3 (M _ 3) { 1 1 
+ (M-2) ~(-lt n l+n[I-I+AT(l+n)(I+ l j)] 

(1 + ,j) [ 1 1 ] 
1 + n(1 + ,j) 1 + I) 1 + Ij + AT[l + n(1 + Ij)J 

1 + IC [ 1 1 ] 1 [1 1 ] 
+ 1 + n(1 + IC) 1 + IC - 1 + IC + AT[1 + n(l + Ic)J + 1 + n - 1 + AT(1 + n) 

(1 +,j)(l + Ic)(2+,cj) [ 1 
n(1 + ,j)(1 + IC) + (2 + Icj) (1 + Ij)(1 + IC) 

- (1 + Ij)(1 + IC) + AT[2 ~ Icj + n(l + ,j)(1 + IC)]] 

(1 + Ic)2 [1 1 ] 
- 1 + (n + 1)(1 + IC) 1 + IC - 1 + IC + AT(1 + Ij)[1 + (n + 1)(1 + IC)] 
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(1 + Icj? [II} 
1 + (1 + n)(1 + Icj) 1 + Icj 1 + Icj + AT[I + (1 + n)(1 + Icj) 

+ (M _ 2)(M _ 3) 1=4 ( -It (M - 4) { (1 + Ic)2(1 + Ij)2 
n=O n 2 + ICj + (1 + n)(1 + Ic)(1 + Ij) 

x [(1 + Ic)~1 + Ij) - (1 + Ic)(1 + Ij) + AT[2 + I:j + (1 + n)(1 + Ic)(1 + Ij)] 

1 [1 1] (1 + Ic)2 
- 1 + n - 1 + AT(1 + n) + 1 + (n + 1)(1 + IC) 

[ 
1 1 ] (1 + Ij )2 

X 1 + IC - 1 + IC + AT[1 + (1 + n)(1 + IC)] - 1 + (n + 1)(1 + Ij) 

x [1: ,; - 1+ ,; + AT 11+\ 1+ n)(1+ ,;)1] } l (2.50) 

OTT-based EI Likewise, by inserting relevant expressions for the PDFs from Equations (2.30) and 

(2.32) into Equations (2.43) and (2.44), we get 

Pe(YT) = J:.-[1=l(_I)n(M-I) 1 [I_exp(-YT[I+n(I+Icj)])] 
M n=O n 1 + n(I + Icj) 1 + Icj) 

+ (M -1) 1=2 ( _1)n (M - 2) { 1 [1 _ exp (-YT[I + n(I + IC)])] 
n=O n 1 + n(I + IC) 1 + IC 

_ 1 + Ij [1- exp (-YT [2 + Icj + n(I + Ic)(1 + Ij)])] 
2 + Icj + n(I + Ic)(1 + Ij) (1 + IC) (1 + Ij) 

+ n! 1 [1- exp ( - YT(n + 1))] + 1 + n(~ + Ij) [1- exp (-YT(1::~~ +Ij)])] 

_ 1 + Icj [1 _ exp (-YT[I + (1 + n)(1 + ICj )])] 
1 + (1 + n)(1 + Icj) 1 + Icj) 

I+Ic [1 (-YT[2+ Icj +n(I+Ic)(I+Ij)])]} 
- 2 + ICj + n(I + Ic)(1 + Ij) - exp (1 + Ic)(1 + Ij) 

M-3 (M 3) { 1 
+ (M - 1) (M - 2) 20 ( _1)n :: n + 1 [1 - exp ( - YT (n + 1) ) ] 

_ 1 + Ij [1- exp (-YT[I + (1 + n)(1 + Ij)])] 
I+(I+n)(I+Ij) I+Ij 

_ 1 + IC [1- exp (-YT[I + (1 + n)(1 + IC)])] 
I+(I+n)(I+Ic) I+Ic 

+ (1 + Ij)(1 + IC) 
2 + Icj + (n + 1)(1 + Ic)(1 + Ij) 

x [1 - exp (-YT[2 + Icj + (n + 1)(1 + Ic)(1 + Ij)])] }] (2.51) 
(1 + Ic)(1 + Ij) 

and 
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x n: 1 [1 - exp ( - YT(n + 1))] + 1 + n(~ + Ij) [1 - exp (-Y
T

[1 : :~~ + Ij)J)] 

_ 1 + Icj [1 _ exp (-YT (1 + (1 + n)(1 + ICj)J)] 
1 + (1 + n) (1 + I cj ) 1 + I cj 

1 + IC [1 (-YT[2 + Icj + n(1 + Ic)(1 + Ij)J)]} 
- 2 + Icj + n(1 + Ic)(1 + ,j) - exp (1 + Ic)(1 + Ij) 

M-3 (M 3){ 1 + (M - 2) ~ ( -1) n n- n + 1 [1 - exp ( - YT (n + 1))] 
_ 1 + Ij [1 _ exp (-YT [1 + (1 + n)(1 + Ij)J)] 

1+(I+n)(I+'"'fj) 1+ , j 

_ 1 + IC [1- exp (-YT [1 + (1 + n)(1 + Ic)J)] 
1+(I+n)(I+,c) 1+ ,c 

+ (1 + Ij)(1 + IC) 
2 + Icj + (n + 1)(1 + Ic)(1 + Ij) 

x [1 - exp (-YT [2 + ICj + (n + 1)(1 + Ic)(1 + Ij)J)] }]. 
(1 + Ic)(1 + ,j) 

(2.52) 

MO-RTT-based EI Finally, by inserting relevant expressions for the PDFs from Equations (2.35) and 

(2.38) into Equations (2.45) and (2.46), we get 

M -1 [~2 (M - 2) { 1 + 'Y 
Pe(YT,AT) = ~ ~(_I)n n l+n(I~,c) 

1 (-YT(AT(1+1'j)[l+n(l+1'c)]+1+1'c]) 1 (-YT (1+1'j)[1+n(1+1'c)l+1+1'c]) 

[ 
- exp (1+1'c) (1+1'j ) - exp (H1'c (1+1'j) ] 

x AT(1 + ,j)[1 + n(1 + IC)] + 1 + IC - (1 + Ij)(1 + n(1 + IC)] + 1 + IC 

1 (-YT(AT[1+n(1+1'cj)]+1+1'Cj]) 1 (-YT[2+n(1+1'Cj)+1'Cj]) 
+ 1 + Icj [- exp l+1'cj - exp 1+1'cj ] 

1 + n(1 + Icj) AT[1 + n(1 + Icj)J + 1 + Icj 2 + n(1 + Icj) + Icj 

1- (-YT[HAT(1+n)(1+1'Cj)J) 1- (-YrfH (Hn)(H1'cj)l) 
1 [exp (H1'cj) exp (1+1'cj) ] 

+ 1 + n 1 + AT(n + 1)(1 + Icj) - 1 + (n + 1)(1 + Icj) 

1 (-YT(AT(1+1'C)[1+n(H1'j )]+H1'j]) 
+ 1 + Ij [- exp (H1'j)(H1'c) 

1 + n(1 + ,j) AT(1 + Ic)(1 + n(1 + Ij)J + 1 + Ij 

1 - ex (-YT [(1+1'C) [1+n(H1'j )]+1+1'j 1) } 
P (H1'j )(H1'c) ] 

(1 + IC) [1 + n(1 + ,j)] + 1 + Ij 

+ (M-2) ~\_lt(M-3){ 1+
,c 

n=O n 1 + n(1 + IC) 

1- (-YT[AT[l+n(l+1'c)l+l+1'cJ) 1- (-YT[2+n(H1'c)+1'c)) 

[ 
exp 1+1'c exp 1 +1'c ] 

x AT[1 + n(1 + IC)] + 1 + IC - 2 + n(l + IC) + IC 

1 (-YT[AT[l+n(l+1'j)l+l+1'i]) 1 (-YT(2+n(H1'j)+1'jJ) 
1 + Ij [- exp 1+1'j - exp l+1'j ] 

+ l+n(I+,j) AT[I+n(I+ l j)J+l+ 'j - 2+n(1+lj)+,j 
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1 (-YT[AT[2+"Ycj+n(H"Yc)(H"Yj)]+(H"Yc)(H"Yj)]) 
(1 +Ij)2(1 + Ie) [ -exp (H"Yc) (H"Yj) 

1 + Ij + (1 + Ie) [1 + n(1 + Ij)] AT[2 + lej + n(1 + le)(1 + Ij)] + (1 + le)(1 + Ij) 

1- ex (-YT [2+"Ycj+n(H"Yc)(H"Yj)+(H"Yc)(1+"Yj)]) 
p (1+"Yc) (1+"Yj ) ] 

[2 + lej + n(1 + le)(1 + Ij)] + (1 + Ie) (1 + Ij) 
2 1 (-YT[AT[2+"YCj+n(H"Yc)(H"Yj)]+(H"Yc)(H"Yj )]) 

(1 + Ie) (1 + Ij) [ - exp (H"Yc) (H"Yj ) 

1 + Ie + (1 + Ij)[1 + n(1 + Ie)] AT[2 + lej + n(1 + le)(1 + Ij)] + (1 + le)(1 + Ij) 
1- (-YT[2+"YCj+n(1+"Yc)(1+"Yj)+(l+"Yc)(1+"Yj)]) 

exp (1+"Yc) (1+"Yj) ] 

[2 + lej + n(1 + le)(1 + Ij)] + (1 + le)(1 + Ij) 
1 (-YT AT(H"Yj)[1+(1+n)(l+"Yc)]+H"Yc ) 

(1 + le)2 [- exp (H"Yc H"Yj) 

1 + n(1 + Ie)] AT(1 + Ij)[1 + (1 + n)(1 + Ie)] + 1 + Icl 

1 _ (-YT[(1+"Yj)[1+(1+n )(1+"Yc)]+1+"Yc]) 
exp (1+"Yc) (1+"Yj ) ] 

(1 + Ij)[1 + (1 + n)(1 + Ie)] + 1 + Icl 

1- (-YT[HAT(n+1)(1+"Yj)]) 1- (-YT[H(n+1)(H"Yj)]) 
+ 1 [exp 

(H"Yj) exp (1+"Yj) ] 

n + 1 1 + AT(n + 1)(1 + Ij) 1 + (n + 1)(1 + Ij) 

+ _1_[l-exp ( -YT[I+AT(n+1)]) _ l-exp ( -YT[2+n])] + (I+ Iej )2 

n+1 I+AT(n+l) 2+n l+n(I+ Iej ) 

1 (-YT[AT[H(n+l)(1+"Ycj )]+l+"Ycj]) 1 (-YT[(n+l)(1+"YCj)+2+"Ycj ]) 

[ 
- exp H"Ycj - exp 1 +"Ycj ] 

X AT[1 + (n + 1)(1 + lej)] + 1 + lej - (n + 1)(1 + lej) + 2 + lej 

1 (-YT[HAT(l+n)(1+"Yc)]) 1 (-YT[H(1+n )(1+"Yc)]) + 1 [ - exp (H"Yc) - exp (1+"Yc) ] 

l+n l+AT(n+l)(I+Ie) l+(n+l)(I+ Ie ) 
1 (-YT[AT(l+"Yc)[1+(l+n)(1+"Yj )]+1+"Yj]) 

(1 + Ij )2 [- exp (1+"Yc) (l+"Yj ) 

- 1 + (1 + n)(1 + Ij)] AT(1 + Ie) [1 + (1 + n)(1 + Ij)] + 1 + Ij 

1 _ (-YT (1+"Yc)[1+(1+n )(H"Yj )]+1+"YjJ) } 
exp (H"Yc) H"Yj ] 

(1 + Ie) [1 + (1 + n)(1 + Ij)] + 1 + Ij 

+ (M - 2)(M - 3) ~\_l)n (M n- 4) { 
X _1_[l-exp ( -YT[I+AT(n+l)]) _ l-exp( -YT[2+n])] 

n + 1 1 + AT(n + 1) 2 + n 
1 (-YT [AT[1+(n+l)(l+"Yc)]+l+"Yc]) 

(1 + le)2 [ - exp l+"Yc 

1 + n(l + Ie) AT[1 + (n + 1)(1 + Ie)] + 1 + Ie 

1 (-YT [(n+l) (H"Yc)+2+"Yc] ) 
- exp l+"Yc ] (1 + Ij)2 

(n+1)(I+ Ie )+2+ Ie l+n(1+Ij) 

1- (-YT[AT[l+(n+1)(l+"Yj )]+1+"Yj ]) 1- (-YT [(n+l)(1+"Yj)+2+"Yj]) 

[ 
exp 1+1" exp HI" ] X J J 

AT[l + (n + 1)(1 + Ij)] + 1 + Ij - (n + 1)(1 + Ij) + 2 + Ij 

(1 + le)2(1 + Ij)2 
2 + lej + (1 + n)(l + le)(l + Ij) 
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1 (-YT[AT[2+/cj +(n+1)(1+/c)(1+/j )]+(l+,c)(l+,j )]) 
[ - exp (1+/c)(l+/j) 

(2.53) 

and 

= P(Ho) _ M -1 [~2(_I)n (M - 2) { 1 
M n=O n 1 + n(l + '"'Ie) 

1 (-YT AT(H/j)[1+n(1+/c)]+1+/c) 1 (-YT (H/j)[1+n(1+/c)]+1+/c ) 

[ 
- exp (1+/c (1+/j - exp (1+/c (1+/j) ] 

X AT(1 + '"'Ij)[l + n(l + '"'Ie)] + 1 + '"'Ie - (1 + '"'Ij)[l + n(l + '"'Ie)] + 1 + '"'Ie 

1- (-YT[AT[1+n(1+/cj)]+1+/Cj]) 1-' (-Yr[2+n(1+/cj )+/cj ]) } 
+ 1 + '"'Iej [exp l+,cj exp 1+/cj ] 

1 + n(l + '"'Iej) AT[l + n(l + '"'Iej)] + 1 + '"'Iej - 2 + n(l + '"'Iej) + '"'Iej 

+ (M_2)~3(_1)n(M-3){ 1 + '"'Ie 
n=O n 1 + n(l + '"'Ie) 

1 - (-YT[AT[Hn(l+,c)]+l+,cl) 1 _ (-YT[2+n(1+/c)+/c]) 

[ 
exp l+,c exp l+/c J 

X AT[l + n(l + '"'Ie)] + 1 + '"'Ie - 2 + n(1 + '"'Ie) + '"'Ie 

1 (-YT[AT[1+n(1+/j )]+1+/j ]) 1 (-YT[2+n(1+/j )+/j]) 
1 + '"'Ij [- exp l+,j - exp 1+/j J 

+ 1 + n(l + '"'Ij) AT[l + n(l + '"'Ij)] + 1 + '"'Ij 2 + n(l + '"'Ij) + '"'Ij 
1 (-YT [Ar[2+/cj +n(1+/c) (l+/j )]+(1+/c)(1+/j )]) 

(1 + '"'Ij)2(1 + '"'Ie) [ - exp (1+/c) (l+/j) 

- 1 + '"'Ij + (1 + '"'Ie) [1 + n(l + '"'Ij)] AT[2 + '"'Iej + n(l + '"'Ie) (1 + '"'Ij)] + (1 + '"'Ie) (1 + '"'Ij) 
1 _ (-YT[2+/cj+n(1+/c)(1+/j)+(l+/c)(1+/j)]) 

exp (1+/c)(1+/j) ] 

[2 + '"'Iej + n(l + '"'Ie) (1 + '"'Ij)] + (1 + '"'Ie) (1 + '"'Ij) 
1 (-YT [AT [2+,cj+n(1 +/c) (l+/j )]+(1+/c) (1+/j )]) 

(1+'"'Ie)2(1+'"'Ij) [ -exp (1+/c) (1+/j) 

- 1 + Ie + (1 + '"'Ij)[l + n(l + '"'Ie)] AT[2 + '"'Iej + n(l + '"'Ie) (1 + '"'Ij)] + (1 + '"'Ie)(l + '"'Ij) 
1 _ (-YT [2+/Cj +n(1+/c) (1+/j )+(l+/c) (l+/j )]) 

exp (l+/c)(l+/j) J 
[2 + '"'Iej + n(1 + '"'Ie) (1 + '"'Ij)] + (1 + '"'Ie)(l + '"'Ij) 

1 (-YT[AT(l+/j )[l+(l+n)(l+/c)]+l+/c]) 
(1 + '"'Ie) 2 

[- exp (1+/c)(l+/j) 

1 + n(l + '"'Ie)] AT(l + '"'Ij)[l + (1 + n)(l + '"'Ie)] + 1 + '"'Icl 
1 _ (-YT[(l+/j)[l+(l+n)(1+/c)]+1+/c]) 

exp (H/c)(1+/j) ] 

(1 + '"'Ij)[l + (1 + n)(l + '"'Ie)] + 1 + '"'Icl 
1 (-YT[1+AT(n+1)(1+/j )]) 1 (-YT[1+(n+1)(1+/j )]) 

+ 1 [ -exp (l+/j) -exp (l+/j) J 
n + 1 1 + AT(n + 1)(1 + '"'Ij) 1 + (n + 1)(1 + '"'Ij) 

_1_ [1 - exp ( - YT[l + AT(n + l)J) _ 1 - exp ( - YT[2 + n])] + (1 + '"'Iej)2 

+ n+1 1+AT(n+1) 2+n l+n(l+'"'Iej) 



2.A. APPENDIX: DERIVATION OF FE AND FT 79 

1 - (-YT[AT[H(n+l)(H'Ycj)]+H'Ycj ]) 1- (-YT[(n+l)(H'YCj)+2+'YCij )} 

[ 
exp l+'Ycj exp H'Ycj ] 

X AT[l + (n + 1)(1 + I'cj)] + 1 + I'cj - (n + 1)(1 + I'Cj) + 2 + I'cj 

+ (M - 2)(M _ 3) ~4(_1)n(M,;:- 4) { 
x _l_[l-eXp ( -YT[1+AT(n+1)]) _ 1-exp ( -YT[2+nJ)] 

n + 1 1 + AT (n + 1) 2 + n 

1 (-YT[AT[H(n+l)(H'Yc)]+l+'YcJ) 
(1 + I'c)2 [- exp l+'Yc 

1 + n(l + I'c) AT[l + (n + 1)(1 + I'c)] + 1 + I'c 

1 (-YT [cn+l) (H'Yc)+2+'Yc] ) 
-exp H'Yc ] (1+l'j)2 

(n+1)(1+l'c)+2+l'c l+n(l+l'j) 

1- (-YT[AT[1+(n+l)(H'Yj)]+H'Yj]) 1 _ (-YT [(n+l)(H'Yj)+2+'Yjj) 

[ 
exp H'Y' exp H'Y' ] X J J 

AT[l + (n + 1)(1 + I'j)J + 1 + I'j (n + 1)(1 + I'j) + 2 + I'j 
(1 + I'c)2(1 + I'j)2 

2 + I'cj + (1 + n)(l + I'c)(l + I'j) 
1 _ (-YT [AT [2+'Ycj +(n+l) (H'Yc) (l+'Yj )]+(l+'Yc) (l+'Yj )J) 

[eXp 
(H'Yc)(H'Yj) 

(2.54) 



~~--------------------------------~ 
Mellin Transform Based Performance 

Analysis of a FFH-MFSK Receiver Using 

Product Combining in PBNJ 

In this chapter, we continue our investigation of the FH systems combatting jamming. More precisely, 

we now analyze the bit error ratio (BER) performance of fast frequency hopping assisted (FFH) M -ary 

frequency shift keying (MFSK) using product combining (PC). PC scheme constitutes an efficient yet low­

complexity diversity combining technique that can be employed in FFH-MFSK receivers to combat the 

detrimental effects of partial band noise jamming (PBNJ) or multitone jamming (MTJ). In Section 1.4, 

we discussed the basic principles of the PC in the context of FFH-MFSK system. In Section 1.5.2, we 

demonstrated using simulation results that the PC receiver is capable of attaining useful BER performance 

gain, when the system is operating in a channel contaminated by multitone jamming (MTJ). In this chapter, 

we propose a novel approach to the analysis of this receiver system, which is based on the Mellin trans­

form [118J. More explicitly, using this approach, the probability density function (PDF) of the PC output is 

expressed in a closed form. Based on the resultant PDF, the BER of the FFH-MFSK PC receiver operating 

in Rayleigh fading channel is evaluated analytically. We consider both a jamming free channel and a sce­

nario when the transmitted signal encounters partial band noise jamming (PBNJ). We will demonstrate that 

the Mellin transform considerably simplifies the analysis of the PC receiver, and for the first time allows the 

BER analysis of the FFH-MFSK PC receiver having lvl > 2. 

3.1 Review of Previous Works 

Owing to its useful anti-jamming properties, the PC receiver of Section 1.4 has attracted considerable re­

search attention. The main challenge in the analysis of the PC receiver is that the PDF of a product of 
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random variables has to be derived, in order to compute the symbol error ratio. In [43,56,58,64,119,120], 

the authors have analyzed the product combining based FFH binary frequency shift keying (BFSK) receiver 

under various fading and jamming conditions, employing the characteristic function (CF) [34] of the energy 

detector outputs and using the natural logarithm to convert the product into summation, for the sake of de­

riving the PDF of the PC output. The technique used in [57] is similar to that employed in [43], although the 

operation of the system has been considered in Nakagami-m fading channel. The problem associated with 

the natural logarithm based approach is that closed form expressions for the PDF of the PC output cannot 

be readily obtained. Consequently, the symbol error probability is expressed using a double integral, when 

BFSK is considered. For M -ary FSK, the corresponding expressions are expected to be more complicated, 

involving multiple integrals. 

Let us elaborate on this point using the relevant expressions for the PDF of the PC output and for 

the symbol error probability. In the context of the CF and the natural logarithm based method employed 

in [43,56,58,64,119], if 

denotes the PC output, we have 

L-1 

Zm = II Uml 
1=0 

L-1 

InZm = L InUml, 
1=0 

(3.1) 

(3.2) 

where Uml denotes the energy detector output and m = 0, 1, ... , M -1. Hence, the PDF ofln Zm is derived 

in terms of the PDFs of the In Um1 using the CF method [34,56,57]. Thus, we have 

L-1 

¢(In Zm) = II ¢(In Uml), (3.3) 

1=0 

where ¢(x) denotes the CF of x. The PDF of InZm can then be obtained from its CF [34]. To determine the 

PDF of the PC output Zm from the PDF of In Zm, further mathematical steps are involved. For the sake of 

BER calculation, the symbol error probability is derived in the context of MFSK based schemes using the 

relation [34]; 

(3.4) 

given that m = 0 is the transmitted tone. For BFSK, i.e for M = 2, the relation given by Equation (3.4) 

is equivalent to finding the probability that (Zl > Zo). The natural logarithm based method of [56,57] 

instead finds the probability that (In Zl > In Zo). Alternatively, some simpler technique may be invoked, 

such as finding the probability that In(Zl - Zo) > 0 [57], thus obviating the need to find the PDF of the PC 

output Zm. However, for modulation orders greater than 2, the analysis invloves M > 2 decision variables 

and no similar short cut may be applied. Thus, if M > 2 is considered, Equation (3.4) would consist of 4 

integrals. This is the reason that the natural logarithm method [56,57] has not been applied to modulation 
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orders greater than 2. 

In [59,61], the employment of Fox's H-functions was proposed to derive the PDFs of the PC output 

and the BER of the FFH-BFSK PC receiver. H-functions [59J constitute a family of general functions 

incorporating numerous functions such as exponential, Bessel and hypergeometric functions, which may be 

expressed as special cases of the H-function. In their analysis, the authors of [59,61J have exploited the fact 

that a product of H-functions is also an H-function [121J and the BER is expressed in tenns of Meijer's 

G-function [122J, which has also been expressed in the fonn of a computationally convenient infinite series. 

This method has been applied to BFSK only, targetting the probability that (ZI/Zo > 1), since only two 

decision variables are involved. For such a simple case, an expression involving H-functions and Meijer's 

G-functions can be fonnulated. However, for M > 2, the relevant expressions become intractable and this 

method has not been extended to M > 2. Moreover, as reported by the authors of [59-6l], the H-function 

may not be readily invoked for the sake of deriving the PDF of the PC output, when more generalized forms 

of fading, such as Rician and Nakagami model, are considered. 

The authors [60, 61J have also employed another technique which consists of generalized F-variates for 

the sake of deriving the corresponding BER expressions. However, this latter method is more computation­

ally demanding. 

In this chapter, we employ the Mellin transfonn [121, 123J to analyze PC aided FFH-MFSK. The Mellin 

transform of a random variable is related to its PDF and, like Laplace and Fourier transfonn, it is an integral 

transfonn. It has been shown in [121, 123J that the Mellin transfonn of a product of random variables is the 

product of the Mellin transfonns of the individual random variables. This fact allows us to derive the PDF 

of the PC's output which can in tum be used to determine an expression characterising the symbol error 

probability of the system. It will be shown that the proposed Mellin transform based technique substantially 

simplifies the BER analysis of the PC FFH-MFSK system and hence facilitates for the first time the analysis 

of M -ary FSK based FFH PC receiver for M > 2. Furthennore, none of the above-mentioned methods [56, 

57, 61J allows a convenient way of expressing the PDF of the PC output in a closed or semi-closed fonn. 

By contrast, the Mellin transform method does provide this convenience, thereby providing further insights 

into the system's behaviour. 

The remainder of this chapter is structured as follows. In Section 3.2, the system under consideration is 

briefly described. In Section 3.3, the proposed Mellin transfonn based technique is discussed and both the 

relevant statistics as well as the corresponding BER expression are derived, when the FFH-MFSK receiver 

employs square-law detection and operates in a jamming-free, Rayleigh fading channel. In Section 3.4, the 

proposed technique is employed for the derivation of the relevant statistics, when the FFH-MFSK receiver 

employs envelope detection and the channel is additionally contaminated by PBNJ. Analytical results are 

discussed and compared with simulation results for both Sections 3.3 as well as Section 3.4 separately. 

Finally, in Section 3.5, our conclusions are presented. Furthennore, in Appendix 3.A, we provide a brief 

discussion on the Mellin transform, elaborating its definition, the inverse transfonn, its various applications 
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Figure 3.1: Receiver schematic of the FFH-MFSK system using square-law detection and PC 

and its relationship to other integral transforms. 

3.2 System Description 

83 

The system considered is similar to that in [56] and [61], except that in this chapter we consider an M­

ary FSK system, where we have M ~ 2. The block diagram of the FFH-MFSK transmitter is shown 

in Figure 1.1, where the MFSK signal modulates a carrier generated by a frequency synthesizer, which 

is controlled by a pseudo-noise (PN) generator in order to implement frequency hopping. The transmitted 

frequency of the hopped signal may assume anyone of a set of legitimate frequencies, which are determined 

by a random L-tuple address output by the PN generator, where L is the number of frequency hops per 

symbol. Hence, the FH frequency is changed L times within each symbol duration. Thus, the hop or chip 

interval Th is related to the symbol interval Ts by the relation Th = Ts/ L. Correspondingly, the bandwidth 

occupied by the signal transmitted during each FFH chip interval is approximated by that of its main spectral 

lobe occupying Rh = liTho The frequency separation between adjacent frequency tones is assumed to be 

Rh. Thus, the orthogonality of the FFH frequencies is maintained. 

The channel is modeled as flat Rayleigh fading channel for each of the transmitted frequencies. We 

assume that the frequency separation between adjacent signalling frequencies is higher than the coherence 

bandwidth of the channel. Therefore, all FH tones conveying the same symbol experience independent 

fading. 

The block diagram of the FFH M-ary FSK receiver is shown in Figure 3.1 which is constituted by 

a bandpass filter, a frequency de-hopper, M branches of the noncoherent MFSK demodulator and finally 

a decision device. The bandpass filter of Figure 3.1 removes any frequencies that fall outside the spread 

spectrum bandwidth Wss. The de-hopper consists of a PN generator, which is identical to and aligned with 

the PN generator, as well as a frequency synthesizer and a multiplier. The de-hopper de-spreads the received 

signal by exploiting the knowledge of the transmitter's unique FFH address. Each of the M demodulator 
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Figure 3.2: Schematic of the methodology employed for derivation of BER 

branches corresponds to an MFSK tone and consists of a square-law detector, followed by a PC, as seen in 

Figure 3.1. 

3.3 BER Analysis with Square-Law Detection 

In this section, we employ the Mellin transform to derive the BER of the system shown in Figure 3.1. The 

transmitted signal experiences Rayleigh fading, but does not encounter any kind of jamming or interference. 

The methodology followed to derive the BER expression is outlined in Figure 3.2, where the energy detector 

may either be a square-law detector or an envelope detector. In this section, we assume the employment of 

square-law detector as seen in Figure 3.1. From the POFs of the square-law detector outputs, we derive their 

Mellin transforms, which yield the Mellin transform of the PC output and consequently its inverse transform 

gives the POF of the PC output. Finally, the POFs of the PC outputs are employed to compute the symbol 

error ratio (SER) and the BER. 

3.3.1 Derivation of PDF of PC Output 

We assume witout loss of generality that the first of the M tones is activated by the transmitter. It can be 

shown that the POF of the square-law detector output corresponding to the signal tone normalized by the 

noise variance is given by [34,61J 

fuoz(x) = -1-1-exp [- _x_J = aexp(-ax), 
+ 'Yh 1 + 'Yh 

x 2: 0, (3.5) 

where 'Yh = "lsi L is the signal to noise power ratio (SNR) per hop, "Is = EslNo is the SNR per symbol, Es 

is the transmitted symbol energy and a = 1 1(1 + 'Yh). Similarly, corresponding to all the undesired tones 

m = 1,2, ... ,M -1, the POF of the square-law detector output, which is normalized by the noise variance, 

is given by 

fumz(x) = exp(-x), x 2: O,m > 1. (3.6) 

Mellin transforms: Next, we derive the Mellin transforms of the POFs of the square-law detector outputs 

given by Equations (3.5) and (3.6). In Appendix 3.A, we provide a brief discussion on Mellin transform 

and discuss some of its properties that are relevant to our application. From the definition of the Mellin 
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transform given by Equation (3.76), the Mellin transforms of the PDFs given by Equations (3.5) and (3.6) 

characterising the variables Uo and Um, m = 1,2, ... ,M - 1 respectively, may be expressed as 

and 

M[fuOI(X),Z] = 100 

xZ-1fUoJx)dx = a 100 

exp(-ax)xZ-1dx 

= aa-Zf(z) = a1-Zf(z) 

M[jUml (y), z] = r(z), m = 1,2, ... , M - 1, 

(3.7) 

(3.8) 

where r(.) denotes the Gamma function [1], and the results of Equations (3.7) and (3.8) have been obtained 

using the transform tables [124]. 

It has been shown that the Mellin transform of the product of random variables is equal to the product of 

the Mellin transforms of the individual random variables [121,123]. In Appendix 3.A, we also demonstrate 

how this property of the Mellin transform can be intuitively derived from its relationship with the Fourier 

transform. Thus, if Zm, m = 0,1, ... ,M - 1, represents the output of the mth PC shown in Figure 3.1, 

which is given by 

L-l 

Zm = II Uml, m = 0, 1, ... ,M -1, 
1==0 

then, with the aid of [121], we arrive at 

L-l 

M[jzm(Y),z] = II M[jUml(X), z], m = 0,1, ... , M-1. 
1==0 

(3.9) 

(3.10) 

Since the faded random variables in all hops are independent and identically distributed (Ud), from Equa­

tion (3.10) we have 

(3.11) 

Consequently, with the aid of Equation (3.7), for the desired signal tone we have 

(3.12) 

while, from Equation (3.8) for the non-signal tones, we have 

(3.13) 

Inverse Mellin transforms: Having derived the Mellin transforms of the decision variables, which are the 

PC outputs as seen in Figure 3.1, let us now investigate the inverse Mellin transform, which is introduced in 
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Appendix 3.A. 

The PDF of Zm, m = 0, 1, ... , M - 1 can be obtained as the inverse Mellin transfonn of the expressions 

given in Equation (3.12) and (3.13). Thus, from the definition of the inverse Mellin transform given in 

Equations (3.80) and from Equations (3.12) and (3.13), we have 

(3.14) 

and 

m = 1,2, ... , M - 1. (3.15) 

From the Residue theorem [118,121,125], we know that the complex integral at the right-hand side of the 

above equations can be computed by summing the residues of the integrand associated with all its poles. 

Thus, we have 

(3.16) 

and 

(3.17) 

where R[.Jj represents the residue at the jth pole of the integrand and the summation is carried out over all 

possible values of j. The PDF of Zo and Zm, m = 1,2, ... , M - 1, can be detennined numerically from 

Equations (3.16) and (3.17) by using a symbolic mathematics based software, such as Maple or Mathemat­

ica, invoking the appropriate function for finding residues of any integrable expression. However, it is more 

insightful to derive analytical expressions for Equations (3.16) and (3.17), which we do now with special 

emphasis on Equation (3.16). 

For the sake of computing Equation (3.16), we have to investigate the poles and residues of the integrand 

seen in Equation (3.14). It can be readily seen that there are no poles contributed by the terms y-Z and 

aL(l-z), and all poles are contributed by rL(z). Furthermore, it can be shown with the aid of [1, 122, 125] 

that the function r( z) has an infinite number of poles at z = - j for j = 0, 1,2, .... The residue of r(z) at 

z = -j can be obtained by evaluating [r(z)(z + j)] at z = -j. Now, it transpires from [1,125] that 

7r 
r(z)r(l - z) = . ( ) 

sm 7rZ 
(3.18) 

Thus, we can write 

r(z)(z + j) = 
7r(z + j) 1 
sin( 7rz) r(l - z) 
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and 

7r(z+j) (-l)j 
sin(7r(z + j)) r(l - z) 

. (-l)j 
r(z)(z + J )/(z=-j) = -.,-, 

J. 

which, by definition, gives us the residue of r (z) at z = - j. 
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(3.19) 

(3.20) 

Now, rL(z) has an Lth-order pole at each integer value of z = -j. We know from [1,121,125] that if 

a function M (z) has L-order poles at z = - j, then its residue at this value of z is given by 

1 d
L

-
1 

[ ] R(z=_j) = (L _ I)! dzL- 1 M(z)(z + j)L . (3.21) 

Consequently, the PDP of Zo can be expressed from Equation (3.16) as 

(3.22) 

If we let U(z) = (aLy)-Z and V(z) = rL(z)(z + j)L, then by using Leibnitz' rule [1] for higher order 

derivatives of a product of functions, we get 

L 00 L-1 ( ) [ ] fz (y) = a '" '" L - 1 U(r)(z)V(L-1-r)(z) 
o (L-1)' L.."L.." r .' . j=O r=O (z=-J) 

(3.23) 

where u(r)(z) and v(r)(z) denote the rth derivatives ofU(z) and V(z), respectively. 

The rth derivative of U can be readily found by writing 

(3.24) 

yielding 

(3.25) 

Hence, the rth derivative ofU(z), when evaluate at z = -j, can be expressed as 

(3.26) 
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In order to derive an expression for the rth derivative ofV(z) = fL(z) (z+ j)L, we first express V(z) as [61J 

V(z) = 

-

where we have used the relation [122J 

fL(Z + j + l)(z + j)L 
(z + j)L(z + j - l)L ... zL 

fL(z + j + 1) 

n{=l (z + j - k)L' 

f(z + j + 1) = (z + j)! = (z + j).(z + j - 1) ... z.f(z). 

When evaluated at z = -j, V(z) can be readily expressed as 

1 (_l)jL 
V(z)l(z=_j) = [(-l)j(j!)]L = (j!)L . 

Note that we can also arrive at the same expression by raising Equation (3.20) to the Lth power. 

Next, we note that we have [61J 

dV(z) = V( )d[ln V(z)] 
dz z dz ' 

(3.27) 

(3.28) 

(3.29) 

(3.30) 

Moreover, d[lnf(z)]/dz = 'ljJ(z) holds, where 'ljJ(.) is the Psi function [1]. Thus, inserting Equation (3.27) 

in Equation (3.30), it can be shown that 

d~~Z) =V(1)(Z)=LV(Z)['ljJ(Z+j+1)- t(Z+:-k)]' 
k=l 

(3.31) 

Consequently, we have 

'L j 
(1) , _ (-1)) [ _,,_1_] 

V (z)l(z=-)) - L (j!)L 'ljJ(1) ~ (-k) , (3.32) 

where 'ljJ(1) ~ -0.5772156649, which equals the negative of the Euler's constant [IJ. 

The higher order derivatives of V(z) can be derived from Equation (3,31). Thus, we have 

(3.33) 

Using Leibnitz' rule [IJ in the context of Equation (3.31), we arrive at 

vic)(z) ~ L{ ~ (r ~ 1) vit)(z),pic-l-t)(z + j + 1) 

- ~ (r ~ 1) V1t)(z) t ::'~l~t [(z + ~ _ k)l } 
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L{ ~ (r -l)V(t)(Z)(_1)r-t(r -1- t)! ~ [ 1 ] 
t=o t 6 (z + j + 1 + k y-t 

~ (r -l)V(t)(z) ~ (_1)r-t-l } 
~ t ~(z+j-k)r-t ' 
t=o k=l 

(3.34) 

where we have used the rth derivative of'lj;(x) given by [1] 

(3.35) 

When V( r) (z) is evaluated at z = - j, we have 

vee) (z)I(.~_j) = L{ ~ (r ~ I) vet) (z)I(.~_j) (-1}"-t(r - 1 - t)! t, [(I + ~)"-t 1 

+ ~ (r ~ I)V(t)(z)I(.~_j) ~ (k)~-t }. (3.36) 

As can be seen in Equation (3.36), all derivatives ofV(z) at z = -j can be evaluated recursively from previ­

ous, i.e. lower order, derivatives. Moreover, we note that V(O) (z) = V(z), which is given by Equation (3.27) 

and by Equation (3.29), when evaluated at z = -j. 

Having derived the expressions for all the derivatives of V(z) given by Equation (3.36) as well as those 

ofU(z) given by Equation (3.26), the PDF of Zo can be determined from Equation (3.23). The PDF of Zm, 

m> 0 can also be determined from the same equation, by letting a = 1 in Equation (3.26). 

3.3.2 SER Expressions 

Finally, having derived the PDFs of the PC outputs, the probability of symbol error can be evaluated as [34] 

Correspondingly, the BER can be determined using the relation [34] 

R _ M/2 P 
b- M-l S 

Alternatively, we can express the probability of symbol error as [34] 

(3.37) 

(3.38) 

(3.39) 
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where FZm (Yo) is the cumulative distribution function (CDF) of Zm, m > 0, which is given by 

(3.40) 

CDF of Zm: From [118,124], we know that the Mellin transform of the integral of a function can be 

evaluated using the relation 

M [lU f (x )dx, z J = - ~ M [J (x), z + 1]. 

Hence, from Equation (3.13) we have 

1 L 
M[Fzm (yo), z] = --r (z + 1). 

z 

Upon taking the inverse Mellin transform according to Equation (3.80), Equation (3.42) yields 

(3.41) 

(3.42) 

(3.43) 

In Appendix 3.B, we employ the method used in this section to derive a convenient expression for Equa­

tion (3.43). Therefore, symbol error probability can also be computed using Equation (3.39), which involves 

only one integration rather than two integrations, as seen in Equation (3.37). 

3.3.3 Analytical Results and Discussion on Performance in Jamming-free Channel 

In this section, we present the analytical results of the PDF and BER expressions derived in Sections 3.3.1 

and 3.3.2, when the FFH-MFSK PC receiver invokes square-law detection while communicating in a 

Rayleigh fading channel. The PDFs and CDF given by Equations (3.23) and (3.93) respectively have to 

be evaluated numerically. Note that the infinite series seen in Equations (3.23) and (3.93) should be con­

vergent in order to allow the computation of the PDF from a finite number of terms. It has been found that 

residues for j :::; 25 are sufficient for computing the PDF and the BER sufficiently accurately. Furthermore, 

it is evident that the infinite series seen in Equation (3.36) converge and hence the upper limit can be replaced 

by a finite computationally manageable integer. 

In order to perform the infinite integration seen in Equations (3.37) or (3.39), plotting the PDFs fzo (y) 

can assist us in finding the value of Zo at which the PDF converges. In Figure 3.3, we have plotted the PDF 

of the PC output corresponding to the desired signal tone for FFH-4FSK, assuming E b/ No = lOdB and 

various values of the diversity order. Note that the case when we have L = 1 implies no diversity and is 
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Figure 3.3: The PDF of the PC output, corresponding to the desired signal tone for FFH 4-ary FSK communicating in 
Rayleigh fading channel, assuming Eb/NO = lOdB and various values of L. The PDF is computed using 
Equation (3.23). 
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Figure 3.4: The PDF of the PC output, corresponding to the desired signal tone, for FFH 4-ary FSK communicating 
over a Rayleigh fading channel, assuming L = 2 and various values of Eb/NO. The PDF is computed 
using Equation (3.23). 

equivalent to the PDF of the square-law detector output. It can be seen from Figure 3.3 that the PDF curve 

becomes flatter and its tail gets longer upon increasing the values of L. This is expected, because owing to 

the multiplication invoked in the combiner, there is a non-zero probability of Zo attaining high values, if L 

is high. Thus for high values of L, the PDF converges slowly. 

The effects of both the SNR and the modulation order M on the PDF of the product combiner output 

corresponding to the desired signal tone are shown in Figures 3.4 and 3.5, respectively. As expected, the 

results of Figures 3.4 and 3.5 show that the convergence of the PDF is slow, when either SNR or M is 
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Figure 3.5: The PDF of the PC output, corresponding to the desired signal tone, for FFH M -ary FSK communicating 
over a Rayleigh fading channel, assuming L = 2, Eb/NO = lOdB and various M values. The PDF is 
computed using Equation (3.23). 

1.2,---------------------, 

1 ( __ 

0.8 1/ 
FzJyo) I 

0.6 I 

i 0.4 ! 

I 

0.2 

o 10 

---L=2 
----------- L = 6 

20 30 40 50 

Yo 

Figure 3.6: The CDF of the PC output, corresponding to the non-signal tone, for FFH 4-ary FSK communicating over 
a Rayleigh fading channel, assuming Eb/NO = lOdB and L = 2 and 6. The CDF is computed using 
Equation (3.93). 

high, because both parameters may result in high symbol energy and, consequently, high expected combiner 

output value. Note in Figures 3.4 and 3.5, however, that the effect of increasing the modulation order on the 

shape of the PDF is not as significant as that of the SNR. 

Thus, the evaluation of the PDF from Equation (3.23) is computationally cumbersome for large values 

of M, Land SNR. An influential factor that facilitates the numerical evaluation of the BER is the fact that 

the CDF of the combiner output for non-signal tones rapidly approaches unity, as seen in Figure 3.6, which 

is valid for all values of L. Thus, while using Equation (3.39), FZm (Yo) can be replaced by 1 beyond a 
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Figure 3.7: Comparison of the analytical and simulation results of the BER Pb versus Eb/NO performance of FFH 
4-ary FSK PC receiver communicating over a Rayleigh fading channel, assuming various values of L. 

certain value of Yo for the sake of approximate computation of the symbol error rate. In other words, we 

may modify Equation (3.39) as 

(3.44) 

[ ]

M-l 
where ZOi and ZOt are arbitrarily chosen values of Zo, such that FZm (yo) :=::;j 1 at Zo > ZOi and ZOt 

is an appropriate substitute for +00. 

Using the approximation seen in Equation (3.44), in conjunction with Equations (3.38), (3.93) and 

(3.23), we have evaluated the SER and the BER and plotted it in Figure 3.7 for M = 4 and in Figure 3.8 

for M = 32, assuming various values of L. It can be seen from these figures that our analytic technique is 

fairly accurate and the results obtained match the simulation results for most values of the SNR in the range 

below 15 dB. For M = 32 and L = 4 in Figure 3.8, the BER value at Eb/ No = 15dB obtained analytically 

slightly differs from the corresponding simulation result. This inaccuracy accrues from the approximation 

invoked in Equation (3.44), as explained above. Another reason for the inaccuracy of these results is that 

the computation of the SER at high values of L incurs higher-order differentials, which result in round­

off errors involved in the computation of Equations (3.23) and (3.93). In Figure 3.9, both analytical and 

simulation results are provided for the BER of the system assuming L = 4 and various values of M. We 

observe that except for a slight difference for.!l1 = 64 at Eb/No = 15dB, all analytical results tally with the 

corresponding simulation results. In general, for Eb/ No ;::: 20dB, accurate computation of BER is difficult 

and some precision has to be sacrificed. Some values of the BER at Eb/ No = 20dB, assuming various 
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Figure 3.8: Comparison of the analytical and simulation results of the BER Pb versus Eb/ No performance of FFH 
32-ary FSK PC receiver communicating over a Rayleigh fading channel, assuming various values of L. 
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Figure 3.9: Comparison of the analytical and simulation results of the BER Pb versus Eb/No performance of FFH 
M -ary FSK PC receiver communicating over a Rayleigh fading channel, assuming L = 4 and for various 
values of M. 

modulation and diversity orders are listed in Table 3.1. As the results suggest, the BER values obtained 

analytically differ from the simulation results, for high M and L values, for example, when we have M = 2 

and L = 5 or M = 4 and L = 4. 
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Table 3.1: Comparison of the analytical and simulation based BER results for the FFH-MFSK PC receiver communi­
cating over a Rayleigh fading channel, assuming Eb/NO = 20dB and various values of M and L. 

M L BER 

Analytic Simulation 

2 2 0.00266 0.00266 

2 3 0.001018 0.001013 

2 4 0.0004747 0.004628 

2 5 0.000331 0.000259 

4 2 0.001121 0.0010895 

4 3 0.0003013 0.00028983 

4 4 0.0001042 9.5066e-5 

3.4 BER Analysis with Envelope Detection in PBNJ 

In Section 3.3, we derived expressions for the PDFs of the PC outputs, when the FFH-MFSK receiver 

employs square-law detection. In Section 3.3.3, we observed that the tail of the PDF of the PC becomes 

very long, prohibiting numerical integration of the PDF when high diversity orders or high SNR values are 

involved. Since envelope detection [34] may also be employed in noncoherent MFSK demodulator with 

no change in the system's BER performance and since the square-root operation is likely to result in a 

narrower range of the detector output as compared to when square-law detection is employed, we now opt 

for envelope detector in FFH-MFSK PC receiver. Therefore, in this section, we derive all the metrics of 

Section 3.3 considering envelope detection of the FFH-MFSK signal instead of square-law detection in the 

PC receiver. Hence, the receiver schematic is given by Figure 3.10, while the envelope detector is elaborated 

with a schematic in Figure 3.11 [34]. 

Furthermore, since our ultimate objective of employing PC is to combat some form of jamming or inter-
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Figure 3.10: Receiver schematic of the FFH-MFSK system using envelope detection and PC 
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Figure 3.11: The schematic an envelope detector tuned to frequency fo. 

ference, we consider a channel contaminated by PBNJ. Hence, we assume that in addition to the AWGN, the 

transmitted signal encounters a PBNJ signal having single-sided power spectral density of NJ. We assume 

that the PBNJ signal jams a fraction ° ::; p ::; 1 of the total spread spectrum bandwidth Wss. We also 

assume that the PBNJ signal is contiguous and hence all M FSK tones of a particular band are jammed, if 

the jamming signal is present in that band. Thus, the probability that a band or a tone is jammed is given 

by p, while the probability that the band is not jammed is (1 - p). Our analysis method remains the same 

as that outlined in Figure 3.2. We outline the PDFs of the envelope detector outputs and employ the Mellin 

transform for deriving the PDFs and CDFs of the PC's outputs. Finally, these PDFs and CDFs will assist us 

in computing the BER [34,56]. 

3.4.1 Derivation of PDF of PC Output 

When the signal suffers from Rayleigh fading, the output of the noncoherent envelope detector is also 

Rayleigh distributed [34]. Therefore, assuming that the first of the M tones is activated by the transmitter, 

it can be shown that the PDF of the envelope detector's output signal Uml, m = 0,1, ... , M - 1, l = 

0, 1, ... , L - 1, corresponding to the desired signal tone, when the transmitted signal is jammed by PBNJ 

is given by [34, 61] 

x 2: 0, (3.45) 

where 'Yht = bEb/(NTL) is the signal to interference plus noise ratio (SINR) per hop, NT = No+ NJ / p, Eb 

is the transmitted energy per bit and b is the number of bits per symbol. Furthermore, in Equation (3.45) the 

(j) in the subscript explicitly indicates that the tone suffers from PBNJ and 0"6 = RhNO and O"} = RhN J / P 

represent the variance of the AWGN and the PBNJ, respectively. By contrast, when the signal is not jammed, 

the corresponding PDF can be expressed as [34,61] 

x 2: 0, (3.46) 
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where 'Yh = bEb/ (NoL) is the signal to noise ratio (SNR) per hop. Similarly, the corresponding expressions 

for the PDFs of the undesired tones of m = 1,2, ... ,M - 1, are given by [34,61] 

x (_x2) 
fumlU) (x) = 2(0"5 + O"J) exp 2[0"5 + O"J] , x ~ O,m > 0 (3.47) 

and 

x (-x) fUml (x) = 20"5 exp 20"5 ' x ~ O,m > O. (3.48) 

Therefore, the Mellin transforms of the PDFs given by Equations (3.45) to (3.48) may be expressed 

using Equation (3.76) as [121,124,126,127] 

M[JuOl(j) (x), z] = a~-Z)/2r(z/2 + 1/2), (3.49) 

M[JuOl (x), z] = a(1-z)/2r(z/2 + 1/2), (3.50) 

M[fumlu) (x), z] = (3~1-Z)/2r(z/2 + 1/2), m> 0 (3.51) 

and 

M[JUml (x), z] = (3(1-z)/2r(z/2 + 1/2), m> 0, (3.52) 

where we have aJ = 1/[2(0"5 + O"J)(l + 'Yht)], a = 1/[20"5(1 + 'Yh)] , IlJ = 1/[2(0"5 + O"J)] and (3 = 1/20"5' 

Assuming that P out of the L hops of a symbol are jammed, the output of the mth PC, m = 0, 1, ... , M - 1, 

seen in Figure 3.1 may be expressed as 

p-l L-p-l 

Zm = IT Um1(j) IT Uml. (3.53) 

1=0 1=0 

Since signals in all hops are independent, the Mellin transform of the mth PC's output, given that P out of 

the L hops are jammed, may be expressed as 

(3.54) 

where fzm (Ymlp) represents the PDF of the mth PC output, m = 0,1, ... , M - 1. Consequently, from 

Equations (3.49), (3.50) and (3.54), we have for the desired signal tone 

(3.55) 
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while from (3.51) and (3.52) for the undesired (nonsignal) tones, corresponding to m > 0, we have 

(3.56) 

Then, using Equation (3.80), the PDF of Zo can be generated as the inverse Mellin transform of Equa­

tion (3.55), yielding 

(3.57) 

We now invoke the change of variable technique and replace (z + 1)/2 by z in the above equation, since 

this does not affect the path of integration [121]. Hence, after further simplification, we have 

(3.58) 

Upon applying the residue theorem [118,121,125,126,128] to Equation (3.58), we have 

fzo(Yo/p) = LR[2Y6-2Zcxj(1-Z)a(L-P)(1-Z)rL(z)] . 
j (z=-j) 

(3.59) 

Next, following the method employed in Section 3.3, we have 

_ U'.)a Yo L-p 2 -z L . L 2 - P L-p 00 dL-1 [ ] 
fzo(Yo/p) - (L _ I)! ~ dzL-1 (cxja Yo) r (z)(z + J) (z=-j)' 

(3.60) 

LettingU(z) = (cxjaL- PY5)-Z and V(z) = rL(z)(z+j)L and using Leibnitz' rule [1,126], Equation (3.60) 

may be expressed as 

(3.61) 

where u(r) (z) and v(r) (z) denote the rth derivatives ofU(z) and V(z), respectively. Then, it can be readily 

shown that we have 

(3.62) 

and 

(3.63) 
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while, following the same method used in Section 3.3, we arrive at 

and 

(_l)jL 
V(Z)/(z=_j) = (j!)L 

VC') (z}lc.~-j) = L{ ~ (r ~ 1) vCt) (z}b~-j) (-l}H(r - 1 - t)! ~ [(1 + ~}H 1 
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(3.64) 

+ ~ (r ~ l)v(t)(z}lc,~_j) t (k}~-t }. (3.65) 

Hence, the PDF of Zo, conditioned on the assumption that p out of the L hops are jammed, can be determined 

from Equation (3.61), while the PDF of Zm, m > 0 can be similarly expressed as [1,121,125,126,128] 

where 

(3.67) 

and 

(3.68) 

3.4.2 SER Expressions 

Given the PDFs fzo(Yo/p) and fzm (Ym/P), the SER, conditioned on the assumption that pout ofthe L hops 

are jammed by PBNJ, is given by [34] 

(3.69) 

Using the conditional SER, the overall average SER may be computed using [56] 

L 

Ps = L (L)PP(l_ p)L-pps(p). 
p=o p 

(3.70) 

Given the SER, the corresponding BER can be determined using Equation (3.38). 

Alternatively, we can express the conditional symbol error probability as [34] 

(3.71) 



3.4. BER ANALYSIS WITH ENVELOPE DETECTION IN PBNJ 100 

where FZm (yolp) is the CDF of Zm, m > 0, conditioned onp out ofthe L hops being jammed. An analytical 

expression, similar to that derived in Appendix 3.A for square-law detected signal, can also be derived for 

FZm (yolp) which in this case is given by 

F ( I) = _ /3j/3L-
P

yO ~ ~ (L - 1) [u(r) ( )v(L-l-r) ( )] 
Zm Yo P (L _ 1)1 ~ ~ r mO Z m Z . ' 

j=O r=O (z=-J) 
(3.72) 

where 

(3.73) 

and 

(3.74) 

Furthermore, in (3.72) we have Vm(z) = V(z)/(z - 1), while its rth order differential may be expressed, 

using Leibnitz' rule [1], as 

(r) . __ ~ (r) (t) . (r - t)! 
Vm (z)l(z=-J) - ~ t V (z)l(z=-J) (1 + jy-t+1 ' (3.75) 

where V(t) (z) I(z=-j) is given by Equation (3.65). Given FZm(yoIP), Ps(p) can also be computed using 

Equation (3.71). 

3.4.3 Analytical Results and Discussion on Performance against PBNJ 

In this section, we validate our analysis detailed in Sections 3.4.1 and 3.4.2 using analytical results and 

discuss the achievable performance of the FFH-MFSK PC receiver invoking envelope detection while com­

municating in a Rayleigh fading channel. As discussed in the context of Section 3.3.3, the integrations 

seen in Equations (3.69) and (3.71) are performed numerically. Moreover, the technique of truncating the 

PDF or CDF discussed in the context of Equation (3.39) may also be applied. Using Equation (3.61), we 

portray the PDF of the PC's output corresponding to the FFH-MFSK signal tone in Figure 3.12, assuming 

M = 4, L = 3 and 5 and Eb/ No = 10dB in the absence of jamming. The PDF of the PC's output assuming 

square-law detection has also been shown using results from Section 3.3.1. It can be seen in Figure 3.12 that 

beyond a certain value of PC's output, envelope detection of the received signal leads to smaller area under 

the tail of its PDF compared to square-law detection. The high probability of encountering high PC output 

values for square-law detection are due to its squaring operation. By contrast, as observed in Figure 3.12, 

the PDF has a more limited dynamic range, when envelope detection is employed. Since accurate numerical 

integration in Equation (3.69) and (3.71) requires the truncation of the PDF at a point where it becomes 

negligible, the employment of envelope detection facilitates the numerical computation of the BER. 
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Figure 3.12: The PDF of PC output for both square-law and envelope detection of desired tone, for a FFH aided 4-ary 
FSK PC receiver, communicating over an interference-free Rayleigh fading channel, assuming L = 3 
and 5 and Eb/NO = lOdE. The PDFs have been computed using Equations (3.23) and (3.61). 

Using Equations (3.38), (3.70) and (3.71), in conjunction with Equations (3.61) and (3.72), the effects 

of increasing the diversity order on the system BER Pb has been characterised in Figure 3.13. In this figure, 

the parameters of M = 8, p = 0.1 and Eb/NO = 20dB have been assumed. This figure demonstrates 

that increasing the value of L enhances the achievable diversity gain, which results in an improved BER. 

Figure 3.13 also demonstrates that our analytical results match the simulation results, although we note in 

Figure 3.13 that at L = 5, the analytical results slightly deviate from the simulation results, especially when 

Eb/ N J approaches 20dB. The reason for this inaccuracy is that having a high diversity order prevents the 

accurate computation of Equation (3.61), (3.66) and (3.71), as explained in Section 3.3.3. 

In Figure 3.14, we have plotted the BER for M = 32, L = 3, Eb/NO = 20dB and for various values 

of the PBNJ duty factor p. We note from this figure that the BER performance of the system using M­

ary FSK follows similar trends to those reported in the context of BFSK in [61]. Specifically, as seen in 

Figure 3.14, p = 1 results in the worst BER performance, and hence for p < 1 a better BER performance 

is recorded. This observation demonstrates that PBNJ associated with a duty factor of unity constitutes the 

worst-case jamming scenario in Rayleigh fading. This result is in agreement with previous results on FFH­

BFSK PC systems designed for combatting PBNJ [56,57,61]. However, note that under less severe fading 

conditions or in A WGN, the value of worst case duty factor may be less than unity, as reported in numerous 

contributions, including [35-37,39,40,78]. Note also in Figure 3.14 that as the signal power increases in 

comparison to the jammer power, the performance of the system becomes less sensitive to p. 

We also note in Figure 3.14 that the analytical results pertaining to p = 0.01 slightly deviate from 

the corresponding simulation results. The reason for this difference is that at a low PBNJ duty factor, the 

effective jammer power encountered in a jammed hop increases, contributing to the increased magnitude of 
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Figure 3.13: Comparison of the analytical results of (3.70) and the simulation results of the BER Pb versus the E b/ N J 

performance of a FFH aided 8-ary FSK PC receiver communicating over a Rayleigh fading channel, 
assuming Eb/NO = 20dB, P = 0.1 and various L values. 
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Figure 3.14: Comparison of the analytical results of (3.70) and the simulation results of the BER Pb versus the Eb/NJ 
performance of a FFH aided 32-ary FSK PC receiver communicating over a Rayleigh fading channel, 
assuming L = 3, Eb / No = 20dB and various values of the PBNJ duty factor p. 

the received signal. Thus, in this scenario the resultant PC output may become high and the area under the 

tail of its PDF may increase. Consequently, under these conditions, the computation of the PDFs and the 

BER using Equations (3.61), (3.66) and (3.71) may be less accurate. 
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Figure 3.15: BER Pb versus PBNJ duty factor performance of a FFH aided l\1FSK PC receiver communicating over 
a Rayleigh fading channel, assuming L = 4, Eb/NO = 20dB and various values of the M and Eb/NJ. 

In a nutshell, it has been observed in our investigations that the computation of the BER becomes 

challenging for L > 5, for low values of the jamming duty factor as well as for Eb/ N J and Eb/ No > 20dB 

in conjunction with high M, and hence some numerical precision may have to be sacrificed. 

Having validated our analysis using Figures 3.13 and 3.14, we further illustrate the effects of the PBNJ 

duty factor on the achievable system performance by plotting the BER against p in Figure 3.15 for M = 8 

and 64 as well as for Eb/NJ = 10,15 and 20dB. This figure confinns that p = 1 constitutes the worst­

case PBNJ. Furthermore, we note in Figure 3.15 that for the relatively high value of Eb/NJ = 20dB the 

effect of the jammer duty factor is not as significant as it is when Eb/NJ = lOdB is used. Thus the BER 

curves corresponding to Eb/NJ = 20dB are significantly flatter than those for Eb/NJ = lOdB. This is 

understandable because when jammer power is low in comparison to the signal power, the duty factor has 

little influence on the communication system's performance. Another important observation inferred from 

Figure 3.15 is that the lower the duty factor value, the less dramatic the effect of the jammer power on the 

BER. More specifically, observe in Figure 3.15 that at low values of the PBNJ duty factor, for instance at 

p ~ 0.01, the BER values recorded are limited to a narrower range, almost regardless of the SJR value 

considered. This is because since p = 1 is the worst-case duty factor, at lower p values, the jammer power 

becomes less effective. 

Let us now portray our BER results for various values of the modulation order in Figure 3.16, where 

the parameter values of L = 3, p = 0.1 and Eb/NO = 20dB have been assumed. The results of this 

figure demonstrate that the performance of the system improves, as the modulation order is increased. This 

result is in agreement with our prior knowledge in the context of M-ary systems [34]. However, only a 
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Figure 3.16: BER Pb versus Eb/ N J performance of a FFH aided MFSK PC receiver communicating over a Rayleigh 
fading channel, assuming L = 3, Eb/NO = 20dB, P = 0.1 and various M values. 
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Figure 3.17: BER Pb versus Eb/ N J performance of a FFH aided MFSK PC receiver communicating over a Rayleigh 
fading channel, assuming p = 1, M = 2 and 16, Eb/NO = 15 and 20dB, and various L values. 

modest performance improvement is observed in Figure 3.16 upon increasing M beyond M = 16. Thus, 

for the sake of striking a good balance between the achievable performance improvement and the bandwidth 

expansion imposed, M = 8 or 16 constitutes a beneficial trade-off in the context of the system considered. 

Next, we quantify the system performance against worst case PBNJ, which corresponds to p = 1, as 



3.4. BER ANALYSIS WITH ENVELOPE DETECTION IN PBNJ 

.c a.. 

100 r----------,-----------,-----------.----------~ 

EtlNJ=10dB 

--+-- EtlNJ=15dB 
10-4~========~====~--~--------J---------~ 

o 5 10 15 20 

EtiNo (dB) 

105 

Figure 3.18: BER Pb versus E b/ No performance of a FFH aided MFSK PC receiver communicating over a Rayleigh 
fading channel, assuming L = 5, p = 0.1, Eb/NJ = 10 and 15dB, and various M values. 

mentioned above in the context of Figures 3.14 and 3.15. In Figure 3.17, we plot the BER against Eb/Nj 

for p = 1 and for both A1 = 2 and M = 16, as well as for various SNR values. Our first observation 

in Figure 3.17 is that the attainable diversity gain is low, when worst-case jamming is encountered, espe­

cially when E b/ No is also low. This observation becomes more explicit upon comparing Figure 3.17 and 

Figure 3.13, where p < 1 is assumed and consequently increasing the value of L results in a significant 

BER improvement. By contrast, we observe in Figure 3.17 that initially no diversity gain is attained, but it 

becomes more apparent beyond Eb/Nj ~ 10dB. For instance, for M = 2 and Eb/No = 20dB, the system 

using L = 6 outperforms L = 4 and L = 5, when Eb/Nj exceeds 15dB. This trend has been reported in 

the context of all FFH-MFSK diversity combining receivers [35-37,39,40,56], and it may be attributed to 

the noncoherent combining losses, which limit the diversity gain at a low signal power. We also observe 

in Figure 3.17 that the achievable diversity gain is significant in case of M = 16, while corresponding to 

BFSK there is hardly any benefit in using higher values of L, especially at Eb/NO = 15dB. This observation 

demonstrates that, as expected, having an increased modulation order M typically yields a higher diversity 

gain. Another observation that we make from Figure 3.17 is that the SNR has a significant effect on the 

attainable BER performance of the system. 

In order to further characterise the effect of the SNR on the achievable system performance, we plot the 

system's BER against Eb/ No for L = 5 as well as for various M and SJR values in Figure 3.18. Comparing 

Figure 3.18 with Figures 3.13 and 3.17, our earlier observation that the SNR has a substantial impact on 

system's BER is confirmed. More specifically, we note that while in Figure 3.13 the BER corresponding to 

a particular value of L is limited to a narrower range of SJR values spanning from 0 to 20dB, in Figure 3.18 
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the BER varies with the SNR over a significantly wider range. The reason for the more substantial impact 

of the SNR on the system's BER is that the detrimental effect of jammer power is limited by another factor, 

namely by the PBNJ duty factor, as discussed in the context of our discussion on Figure 3.15 above. By 

contrast, the AWGN is imposed on the transmitted signal under all conditions and thus imposes a more 

substantial effect on the BER. 

3.5 Conclusion 

We have used the Mellin transform to analyze the PC receiver used in a FFH-MFSK system, operating in 

a Rayleigh fading channel, assuming both an interference-free scenario as well as a channel contaminated 

by PBNJ. Employing the proposed Mellin transform based technique, the PDF and CDF of the PC output 

was determined in semi-closed forms, given in Equations (3.23) and (3.93) for the jamming-free channel 

and in Equations (3.61), (3.66) and (3.72) for the PBNJ-contaminated channel. With the aid of the PDFs 

and CDFs, the SER and the BER of the system was evaluated analytically using Equations (3.37), (3.39), 

(3.69), (3.70) and (3.71), thus enabling for the first time the analysis of this receiver for M > 2. The 

proposed technique has been shown to be accurate and the analytical results obtained match the simulation 

results for most practical values of the modulation order, for diversity order L ::::; 5, for PBNJ duty factor 

and for Eb/No ::::; 20dB. For large values of M, L, Eb/NO and Eb/NJ, the PDF of the combiner output 

corresponding to the desired signal tone becomes flatter and converges slowly, resulting in less accurate 

computation ofthe BER. We also observed that in contrast to the square-law detection, envelope detection in 

the MFSK demodulator leads to a narrower dynamic range of the PC outputs, thus facilitating the numerical 

integration of the PDF of the PC outputs, which is needed for the SER computation. Hence, for the scenario 

where the signal encounters PBNJ, we opted for envelope detector based demodulator. 

Our analytical results demonstrate that effect of the PBNJ is greatly governed by its duty factor and 

that the PBNJ having a jamming duty factor of unity results in the worst-case jamming scenario for the 

FFH-MFSK system communicating over Rayleigh fading channels. Moreover, the BER performance of the 

system improves, as either the modulation order or the diversity order is increased. An important observation 

made through our results is that significantly greater diversity gain can be achieved from FFH if higher 

modulation order is employed. In Tables 3.2 and 3.3, we have summarised the performance of the PC 

receiver in PBNJ by listing the Eb/NJ values required to maintain a BER=1O-3, when assuming various 

system parameters. 

The proposed method can readily be applied to a scenario, where the channel is interfered by MTJ. Fur­

thermore, the channel that we assumed in our analysis was modeled on Rayleigh fading channel. In general, 

the Nakagami-m and the Rician models present more generalized and versatile models than the Rayleigh 

channel. Fortunately, the Mellin transforms of the PDF of the energy detector output also exist [124], when 

the transmitted signal experiences Rician or Nakagami-m fading. This observation suggests that the analysis 
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of the FFH-MFSK receiver using PC in more generalized fading conditions may also be possible. 

Having investigated the anti-jamming capabilities of FH systems in this and the previous two chapters, 

we now focus our attention on the mUltiple access capabilities of FFH in the next chapter. 

Eb/No = 20dB Eb/NO = 15dB 

L 4 5 6 4 5 6 

Eb/NJ 16.1 15.1 14.4 NA 20 18.2 
.. " NA means Not achieved . 

Table 3.2: Summary of the Eb/ N J values in dBs required for FFH-MFSK PC receiver to achieve a BER of 10-3 , 

when communicating over a Rayleigh fading channel, assuming M = 16, P = 1, Eb/NO = 20 and 15 dB 
and various L values. The results were extracted from Figure 3.17. 

M 4 8 16 32 64 

Eb/NJ 19.6 16.8 15.5 14.3 13.9 

Table 3.3: Summary of the Eb/NJ values in dBs required for FFH-MFSK PC receiver to achieve a BER of 10-3
, 

when communicating over a Rayleigh fading channel, assuming L = 3, p = 0.1, Eb/NO = 20dB and 
various M values. The results were extracted from Figure 3.16. 

3.A APPENDIX: A Brief Discussion on Mellin Transform 

In this appendix, we discuss the Mellin transform and its various properties. The Mellin transform of a 

function J(x) is defined as [118,121] 

M[J(x),z] = 1000 

xZ-1J(x)dx (3.76) 

In terms of probability theory, the Mellin transform of a random variable uniquely determines its PDF and 

is defined based on its PDF. Specifically, if the function J(x) represents the PDF of a random variable, then 

the Mellin transform of the random variable, or alternatively that of its PDF, is given by Equation (3.76). 

Mellin transform has been employed in the solution of boundary value problems [123], summation of 

harmonic sums [123,129,130], searching and sorting algorithms [123,130], analysis of asymptotes [129], 

besides a myriad of other analyses. It is especially suited to the solution of functional equations involving 

scaling functions such as [129,131]: 

J(x) = a(x) + o:J(px) + (3J(qx), (3.77) 

where 0:, (3, p and q are constants and a(x) is a known function. Such equations are often encountered in 

search algorithms [123,130]. Mellin transform allows us to convert such equations into algebraic form and 

thus recover J (x). Due to these reasons, Mellin transform has found a number of applications in classical 

mathematics [130,132], physics [123,130], communication protocols [130,133], signal analysis [134-136], 
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Figure 3.19: The strip of analyticity of Mellin transform lies between -Cl and -C2 

image processing and pattern recognition [131,137, 138J, voice coding [139, 140J etc. 

Existence of the Mellin transform: It is relevant here to discuss the existence of the Mellin transform 

of a function, as given by Equation (3.76). Let J(x) be a continuous function from ° to 00 such that 

(3.78) 

where 0 (.) is Landau symbol [129J denoting asymptotic 1 value. The Mellin transform exists for any complex 

number z in the the region -Cl < Re(z) < -C2, which is referred to as the strip of analyticity ofthe Mellin 

transform of J(x) and denoted by (-cr, -C2) [118,129]. 

Examples: Let J(x) = l~X' Then, from Equation (3.78), the asymptotic values of J(x) are: 

1 

l+x 
1 

l+x 
O(x-1), x -7 00. 

(3.79) 

Thus, the strip of analyticity of the Mellin transform of J(x) is (0,1). Similarly, for the function e-x
, 

the strip of analyticity is (0,00). A simpler way of perceiving the concept is that the strip of analyticity 

corresponds to the range of values of z for which the Mellin transform of the function exists. For example, 

the Mellin transform of J(x) = l~X is si:7rz [124J, which is valid in the range (0,1). Similarly, the Mellin 

transform of J(x) = e-x is r(z), which is valid in the range (0,00). The concept of strip of analyticity is 

depicted in Figure 3.19. 

Inverse Mellin transform: Having expressed the condition of existence of the Mellin transform, let us 

lWe say that lex) = o (g(x) ) as x -+ Xo, if there is a constant C such that /l(x)/ ::; C/g(x)/ for x very close to Xo [129]. 

The value of the constant C depends upon how close to Xo we wish the bound to hold. 
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discuss how a function can be recovered from its Mellin transform. If the Mellin transform exists and is 

continuous in the strip of analyticity discussed above, then the inverse Mellin transform is defined as [118, 

121] 

1 jC+ioo 
f(x) = -2 . x-z M[f(x), z]dz, 

7f2 c-ioo 
(3.80) 

where i = A and the integration is along any line parallel to the imaginary axis and lying within the strip 

of analyticity [121]. 

Relationship with other Integral Transforms: It is readily evident that Mellin transform is related to 

the two other more popular types of integral transforms, namely the Laplace and the Fourier transforms. For 

example, if we replace x = et in Equation (3.76), we get 

M[J(x = et ), z] = 100 

et(z-l) f(et)d(et ) 

1: etz f(t)dt, (3.81) 

which is evidently the double-sided Laplace transform of the f(t). We conclude that the Mellin transform 

of f(e X
) can be viewed as the Laplace transform of the x. Similarly, by making a replacement x = ejw 

in Equation (3.76), it can be shown that a similar relationship exists between the Mellin transform and the 

Fourier transform, i.e. the Mellin transform of f(e X
) is the Fourier transform ofthe x. Note that the Fourier 

transform is a special case of Laplace transform. Conversely, the Fourier transform of f (In x) is in fact the 

Mellin transform of x. 

Note that in [43,56,64], in order to derive the PDF of the PC output, the researchers have employed the 

CFs and used natural logarithm to convert the product into sum of random variables. Now since, the CF is 

akin to the Fourier transform of a random variable, we emphasize that the Mellin transform allows us to use 

the same approach as that employed in [43,56,64], but in a more convenient manner. We elaborate this point 

further by supposing that C is a random variable that is a product of two random variables A and B. We can 

transform the operation of multiplication into addition by taking the natural logarithm. Thus, we have 

In(C) = In(A) + In(B). (3.82) 

We know that the CF of the sum of two variables is the product of the CFs of the two variables [34]. Thus, 

E[ln(C)] = E[ln(A)]E[ln(B)] (3.83) 

where E[.] denotes the CF. Using the results of Equation (3.81), we may express Equation (3.83) in terms 

of the Mellin transforms as 

M[C] = M[A]M[B], (3.84) 
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which means that the Mellin transform of the product of the random variables equals the product of their 

Mellin transforms. The same principle can be extended to a product of any number of random variables. 

In [121], it has been shown that the PDF of product of random gamma, beta and gaussian variables can 

be expressed in the form of Fox's H-function, or in the form of Meijer's G-function which is a special case 

of H function. In [59,61], the PDF of the PC output is also expressed both in terms of Fox's H-function and 

Meijer's G-function. This observation and the fact that the Mellin transform of the product of independent 

random variables is equal to the product of the Mellin transform of the random variables suggests that Mellin 

transform is also closely related to Hand G functions. In fact, our approach in this chapter demonstrates 

that, for the sake of determining the PDF of the PC output, use of the Mellin transform is a much simpler 

technique than that involving Hand G functions [59,61]. 

3.B APPENDIX: Derivation of CDF of Zm 

In this appendix, we derive the CDF of Zm outlined in Equation (3.43). Based on our analysis considered in 

Section 3.3.1, we note that rL(z + 1) in Equation (3.43) has poles at z = -j, for j = 1,2, .... Moreover, 

the single pole at z = 0 contributed by the term 1/ z falls outside the path of the integration as seen in 

Figure 3.19. Let Vml(z) = rL(z + I)(z + j)L = zLrL(z)(z + j)L. Then, following the procedure used to 

derive Equation (3.27), we have 

and from Equation (3.29), we have 

Furthermore, let 

rL(Z + j + 1) 
Vml(Z) = rrj - I ( + . _ k)L' 

k=1 Z J 

zLrL(z)(z + j)LI(z=_j) 

. L(-l)jL (_l)L(j+1) 
(-J) (j!)L - [(j _ l)!]L . 

1 L . L Vml(Z) 
Vm(z) = -r (z + l)(z + J) = . 

z z 

(3.85) 

(3.86) 

(3.87) 

By using Leibnitz' rule [1] in the context of Equation (3.87), the rth derivative ofVm(z) can be expressed 

as 

= ~ (r)v(t) (z)~ [~J 
~ t ml dzr - t z 
t=O 

~ (r) V(t) (z) (_1)r-t(r - t)! 
~ t ml (z)r-Hl' 
t=o 

(3.88) 
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which, when evaluated at z = -j, yields 

(r) _ ~ (r) (t) (r - t)! 
Vm (z)l(z=-j) - - ~ t V m1 (z)l(z=-j) (j)r-t+1 . 

(3.89) 

In Equation (3.88), the tth derivative ofVm1 (z) can be expressed from Equation (3.85), using Leibnitz' rule 

and the technique employed in deriving Equation (3.34), as 

(3.90) 

which yields 

(t) ( ) Vm1 Z I(z=-j) 

(3.91) 

Finally, if we write Um (z) = Yo z
, we have 

(3.92) 

Hence, we can express Equation (3.43) as 

1 L - 1 (r) (L-1-r) 00 L-1 ( ) 
(L _ 1)! ~ ~ r Um (z)l(z=-j) Vm (z)l(z=-j), (3.93) 

where V~) (z)l(z=-j) can be obtained from Equation (3.89) and U~) (z) I(z=-j) can be obtained from Equa­

tion (3.92). 
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Single User- and Multi-User Detection in 

FFH Systems 

Having investigated the performance of FFH-MFSK under various jamming conditions in Chapters 1 to 3, 

we now tum our attention to its ability to support multiple users. Specifically, we investigate its performance 

when employed in cellular applications. FFH based code division multiple access (CDMA) offers an attrac­

tive alternative to the direct sequence (DS) CDMA philosophy [18,21,22,49,91,141]. Various researchers 

have shown that FFH aided CDMA exhibits advantages over DS-CDMA in terms of the relative immunity 

to near-far problem and ease of chip level synchronization [29,91,141]. The BER performance of a single 

user in a multiple access (MA) system is dependent upon the system's capability to suppress the interference 

imposed by other users [91, 141]. The better this interference suppression capability, the larger the number 

of users the system is capable of supporting. From the perspective of interference suppression, the choice 

of an appropriate diversity combining scheme is an important consideration in the design of a noncoherent 

FFH assisted MFSK receiver [98,142]. In this chapter, we investigate a number of diversity combining 

schemes discussed in Chapter 1 and some interference-suppression techniques for employment in FFH-MA 

systems. 

4.1 Introduction 

The system under consideration is a land mobile communication system that supports multiple users through 

a base-station (BS). We study the use of the considered combining schemes in the uplink only, i.e. the mobile 

user to the BS scenario. In the uplink scenario, from the viewpoint of one particular user's reception, the 

signals transmitted by all other users are treated as narrowband interferences. Narrowband interference 

imposed by other users is the main source of performance degradation in FFH-MA systems [143], because 

as we have discussed in Section 1.3.3.2, an interference tone is likely to cause detection error whenever its 

frequency coincides with any of the non-signal tones. If all users share the same number M of FH tones, the 

112 
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probability of an interference tone hitting one of the non-signal tones is (M - 11M), which is quite high. 

Additionally, owing to the mobility of the users and multipath effects which are characteristics of an urban 

cellular communication scenario, the signals transmitted by the transmitters experience fading [34]. For the 

uplink, the signals transmitted by various users follow independent paths and the channel can be modelled 

in a way that all users' signals can be assumed to undergo independent fading. 

The receiver in the BS consists of a bank of conventional FFH noncoherent MFSK receivers, one receiver 

for each mobile user. Two strategies of detection can be adopted in the BS receiver. One strategy assumes 

that each receiver acts in a stand-alone fashion and makes independent detection. This type of detection 

scheme is referred to as Single User Detection (SUD) [91,142]. However, the BS receiver has knowledge of 

the frequency hopping addresses of all users. When this knowledge is exploited and all receivers make joint 

detection, the process is often referred to as Joint Detection or Multi-user Detection (MUD) [93,143,144]. 

The SUD is applicable to ad hoc networks as well, besides cellular applications, whereas the MUD may only 

be applied in cellular systems or in networks supported by BSs. We will consider both types of detection 

separately in this chapter. 

This chapter is structured as follows. The FFH-MA system employing hard-limiting majority vote com­

bining (HLMV), which is the conventional combining scheme [93], will be discussed in detail in Section 4.2. 

The employment of various combining schemes for SUD will be treated in Section 4.3. Specifically, lin­

ear [35], self-normalization [37], HLMV [93,94], soft limiter [142], product and order statistics-normalized 

envelope detection based diversity combining schemes [44] are considered. A brief discussion on each of 

these combining schemes has been included in Section 1.4. The comparison of various diversity combining 

schemes is based on the achievable BER versus the number of simultaneous users supported. It is shown in 

Section 4.3.1 using simulation results that although some of the combining schemes considered result in an 

inferior performance compared to the optimum soft limiting combiner, they offer the advantage of achiev­

ing an acceptable interference suppression performance without requiring side information. In Section 4.4, 

we consider various methods of MUD that may be employed by the BS receiver. After briefly reviewing 

the more popular MUD schemes proposed in the published literature, in Section 4.4.1 we propose two new 

MUD schemes which are based on successive interference cancellation and employ both the clipped and 

product combining schemes of Section 1.4. The performance of the proposed MUD scheme is discussed 

using a comparison with Fiebig's scheme [141] with the aid of simulation results in Section 4.4.3. Finally, 

we present our conclusions in Section 4.5. 

4.2 System Description 

In this section we briefly describe a MA system employing FFH-MFSK. The system under consideration is 

a land mobile communication system consisting of a single cell serving multiple mobile users with the aid 

of a single BS, as considered in [48]. All the users communicate with each other through the BS, with the 
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M-ary data Xk 

Transmitted 
FFH signal 
Sk(t) 

I---.{X}----. 

Figure 4.1: Transmitter schematic of the FFH-MA system using MFSK modulation 

aid of FFH-MFSK signals. 
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The schematic of a FFH-MFSK transmitter is shown in Figure 4.1. As discussed in Section 1.3, in an 

FFH system, each symbol is transmitted using L chips or hops, where L > 1. The hop or chip interval n 
is related to the symbol interval Ts by the relation Th = Tsl L. Hence, if the data is transmitted at a rate of 

Rb bits per second and Rs is the symbol rate, then the hop rate is given by Rh = RsL = RbLlb, where 

b = 10g2 M is the number of bits per symbol. In a FFH-MA system, the kth user, k = 1,2, ... ,Nu, Nu 

being the total number of users sharing the system bandwidth, is assigned a unique and random L-tuple 

address denoted by ak = [ak(O), ak(l), ... ,ak(L - l)J output by the PN generator, where ak(l) E GF(M), 

l = 0,1, ... ,L - 1, and GF(M) represents a Galois field of M number of elements. The frequency fk(l) 

of the hopped signal for the kth user in the lth hop may assume anyone of the M legitimate values and is 

chosen by output of the operation given by [91] 

(4.1) 

where 1 denotes a unit vector of length L, Xk is the M -ary symbol to be transmitted by the kth user and 

E9 denotes addition in the GF. Note that we have Xk, ak(l), Sk(l) E GF(M). The components of Sk are 

passed to an MFSK modulator, where an MFSK tone is chosen for transmission determined by the value 

of Sk(l) during the lth hop of duration Th. The MFSK modulated signal is transmitted after modulating a 

carrier of frequency fe. The transmitted signal for the kth user during the lth hop can be expressed as 

(4.2) 

where P is the transmitted power and Bk(t) is the phase introduced by the MFSK modulation and frequency 

hopping. 

We assume that the bandwidth occupied by the signal transmitted during each FFH chip interval is 

approximated by that of its main spectral lobe occupying Rh = 11Th. The frequency separation between 

adjacent frequency hopping tones is also assumed to be Rh. Thus, the orthogonality of the FFH frequencies 

is maintained. Hence, if Wss is the spread spectrum bandwidth which consists of M tones of Rh bandwidth 

each, we have 

(4.3) 
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Furthermore the spectral efficiency, which is a measure of the bit rate supported by the MA system per unit 

bandwidth, of the system under consideration is given by [141] 

(4.4) 

where Rb is the transmission rate in bits/second supported by the FFH-MA system for each user. 

Note that the transmitter depicted in Figure 4.1 is different from that shown in Figure 1.1. The transmitter 

shown in Figure 4.1 is characterised by a spread spectrum bandwidth Wss consisting of M tones only which 

are shared by all the users. By contrast, the system shown in Figure 1.1 would result in up to L separate 

bands of M FSK tones each, since as seen in Equation (1.2), the transmitted FFH signal corresponding to 

the system of Figure 1.1 has a frequency given by fm + fz, m = 0, 1, ... ,M -1, l = 0,1, ... ,L -1. Since, 

bandwidth efficiency is of prime importance in MA systems, the system of Figure 4.1, which was proposed 

in [91,93] for MA applications, is preferred over the one shown in Figure 1.1. 

Note that the user addresses generated by Equation (4.1) may either be random or optimum [93,143], 

where the latter implies that during L hops, a specific user's signalling tone coincides with that of another 

user in only one FSK frequency. This results in less interference than that inflicted when random address 

scheme is used. Fiebig [141] has shown that there is negligible difference between the performance achiev­

able using random and optimum address schemes, provided that sufficiently large values of M and Nu are 

used. In this chapter, we assume having random address schemes, and also replace additions in the GF with 

modulo-M addition for ease of analysis. 

The channel may be modeled by any of the classic fading models such as Rayleigh, Rician or Nakagami­

m for each of the transmitted frequencies. We opt for Nakagami-m model since it fits a wide range of 

practical channel conditions. We assume that the frequency separation between the adjacent signalling 

frequencies is higher than the coherence bandwidth of the channel and thus, each signalling tone experiences 

independent fading. Moreover, the fading envelopes experienced by the various users are also independent 

of each other. 

When a particular user transmits a signal to the BS, the signals transmitted by all the other (Nu - 1) 

users can be modeled as continuous-wave interfering tones. We assume a chip-synchronous system, where 

the chip transitions of all users are aligned. This may be achieved by the transmissions of periodic clock 

alignment signals from the BS to all users [97]. Furthermore, perfect power control is assumed such that the 

power of all the signals received by the BS from all users is equal. Thus, the signal rk(t) for the kth user 

received at the BS can be modeled as 

Nt u 

rk(t) = hsSk(t - T) + I: hjlj(t) + net), 
j=l 

(4.5) 

where Sk(t) is the transmitted signal as expressed in Equation (4.2), T is the propagation delay, Ij(t) denotes 
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the interference signal transmitted by the jth interferer and N{; ::; Nu -1 is the number of active interferers. 

Furthermore, hs = aseiBs and hj = ajeiBj are the channel gains, as and aj are the fading envelopes 

and Bs and Bj are the corresponding phases. Finally, in Equation (4.5), n(t) is the AWGN of one-sided 

power spectral density No. Note that for our subsequent investigations, we assume that all the users are 

simultaneously active and thus we have N{; = Nu - 1. 

HLMV Combining: Next we discuss the conventional FFH-MFSK receiver employing HLMV 

combining which has been traditionally employed in FFH-MFSK receivers operating in MA chan­

nels [91,93,94]. The schematic of the receiver corresponding to the transmitter of Figure 4.1 is shown 

in Figure 4.2, which is slightly different form that shown in Figure 1.2, since in Figure 4.2 the dehopping 

process follows the noncoherent MFSK detection. In the recever, the carrier frequency is removed, and the 

signal is detected by a conventional non-coherent MFSK demodulator consisting of a bank of M square-law 

detectors, which was detailed in Section 1.3.3. The output of the square-law detector in Figure 4.2 is the 

energy present in the corresponding tone during the particular hop of duration Th. At the end of a symbol 

period of duration Ts , the outputs of the M square-law detectors can be represented by a time-frequency 

(T-F) matrix R of (M x L) number of statistics, as seen in Figure 4.2. More explicitly, the element Rml of 

this matrix represents the output of the mth detector during the lth hop. 

In a conventional HLMV combining based FFH receiver [93], each element of the matrix R is compared 

with a preset threshold. If the energy detector output exceeds that threshold, a logical 1 is assigned to the 

corresponding element; else, a logical 0 is assigned. Thus, as seen in Figure 4.2, we create another matrix 

R(th) of logical Is and Os, whose elements are defined by 

(th) {I Rml '2 6 R l = 
m 0 otherwise, 

(4.6) 
m = 0, I, ... M - 1; l = 0, I, ... L - I, 

where 6 is a pre-set detection threshold. We have used the superscript (th) in the term R(th) to indicate that 

this matrix is obtained by threshold test of R, as indicated in Figure 4.2. 

Next, dehopping is performed using Modulo-M subtraction, as shown in Figure 4.2, such that we have 
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Figure 4.3: An example of FFH-MFSK detection using HLMV combining. (a) Transmit T-F matrices of the three 
users. The 8-ary symbols transmitted by the three users are denoted by the letters A, Band C, respectively. 
(b) Received matrix R at the energy detectors' output and the thresholded matrix R(th). InR(th), a logical 
1 inserted as a result of the threshold test defined in Equation (4.6) is denoted by an X. (c) Dehopped T-F 
matrices D(k), k = 1,2,3 of the three users. 

a de-hopped matrix n(k) for the kth user, whose elements are given by 

m, n = 0,1, ... , M - 1; l = 0, 1, ... , L - 1. (4.7) 

The decision device shown in Figure 4.2 selects the specific row having the highest number of entries of 

logical 1 in n(k). The corresponding symbol, i.e. the index of the row with the highest number of non-zero 

entries is deemed to be the transmitted symbol. The scheme above described is often termed as majority 

vote combining, which was also discussed in Section 1.4. Furthermore, since we applied a threshold test as 

expressed in Equation (4.6), we refer to this combining scheme as the hard limiting majority vote (HLMV) 

combining. In the event when more than one rows have the largest number of non-zero entries, a decision 

ambiguity results and one of the candidate rows has to be chosen at random [91]. 

The demodulation operation described above can be understood with the aid of Figure 4.3, which shows 
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an 8-ary FFH-MFSK system, associated with L = 4 and Nu = 3. In this figure, we consider an example 

in the context of which the three users, denoted by A, Band C, are assumed to transmit symbols 1,4 and 7 

respectively and have the user addresses of [7,6,2,4], [0,5,4,1] and [3,7,1,2], respectively. Thus the hopping 

pattern of the first user A can be determined by using Equation (4.1) and is given by 

[1,1,1, 1J EB [7,6,2, 4J = [0,7,3, 5J. (4.8) 

Similarly, the hopping patterns for the users Band C are given by [4,4,4, 4J EB [0,5,4, 1J = [4,1,0, 5J and 

[7, 7, 7, 7J EB [3, 7, 1, 2J = [2,6,1, OJ, respectively. As explained above, the hopping patterns of the three 

users are mapped to frequency tones given by im, m = 0,1, ... ,M - 1. The resulting transmit matrices 

for the three users are shown in Figure 4.3(a), where a tone transmitted by each user is indicated by the 

corresponding alphabet. As shown in Figure 4.3(a), the hopping pattern [0,7,3,5] of user A translates into 

the tones [fo, 17, is, i5] to be transmitted in the four hops. Similarly, the frequency patterns for the users B 

and C during the current symbol interval are [14, h, io, i5] and [12, i6, II, io], respectively. 

Figure 4.3(b) shows the corresponding received matrix R, which represents the outputs of the energy 

detector, and the thresholded matrix R(th) of Figure 4.2. In the absence of noise and fading, as seen in 

Figure 4.3(b), the received matrix R is seen to be merely a superposition of the transmit matrices of Fig­

ure 4.3(a). In such a idealistic channel, 8 = ° may be chosen as the detection threshold seen in Equa­

tion (4.6). Consequently, in the matrix R(th) of Figure 4.3, an X in the (m,l)-th element indicates the 

presence of a logical 1 corresponding to that tone, while a blank element indicates a logical 0. 

The three matrices D(k), k = 1,2,3 obtained by dehopping the R(th) of Figure 4.3(b), using each user's 

address, as expressed in Equation (4.7), are shown in Figure 4.3(c). We can see in Figure 4.3(c) that in each 

user's dehopped matrix, a complete row appears corresponding to the transmitted symbol. Thus, since user 

A transmitted symbol 1, row 1 has an X in each element in D(l). Similarly, row number 4 in D(2) and 

row number 7 in D(3) are complete. By contrast, where an X appears in other elements of all the dehopped 

matrices, as seen in Figure 4.3(c), they can be identified as induced by interferences because they do not 

constitute a full row. Hence, the decision device seen in Figure 4.2 can readily select the correct symbols in 

the considered example by selecting the indices of the complete rows of the dehopped matrices. 

In such idealistic channels as considered above, the only source of error is the interference imposed by 

other users. When the number of simultaneous users is high, spurious entries may arise and they might 

contribute towards creation of a full row. In case of communication through both fading- and noise­

contaminated channels, suitable value of 8 has to be chosen that minimizes the probability of both false 

alarm (an incorrect detection when no signal is present) and deletions (missed detections). In such cases, 

there is non-zero probability that none of the rows becomes complete. We explain the phenomena of false 

alarms and deletions using Figure 4.4, in which the same example as considered in Figure 4.3 is assumed but 

now with the additional assumption that the channel is contaminated by noise and fading. In Figure 4.4 (a), 
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Figure 4.4: An example ofFFH-MFSK detection using HLMV combining operating in noise-contaminated and fad­
ing conditions. The same system is assumed as in Figure 4.3, apart from two deletions, denoted by '-' 
and two false alarms, denoted by X", in the thresholded matrix R(th) as seen in (b). Consequently, the 
dehopped matrices in sub-figure (c) are different from those in Figure 4.3(c). 

the transmit matrices and the received matrix R are same as in Figure 4.3 (a). However, the elements of 

R in Figure 4.4 represent the outputs of the energy detector which may consist of AWGN in addition to 

the energy transmitted by various users. Additionally, AWGN is present in all tones represented by the 

empty elements of R of Figure 4.4(b). Moreover, note that R(th) seen in Figure 4.4(b) is different from 

the corresponding matrix in Figure 4.3(b). Let us assume that, for the threshold test to be performed on 

R, as defined in Equation (4.6), we choose a specific value of the threshold such that two deletions occur, 

one corresponding to the element m = 2, l = 0 and the other corresponding to m = 3, l = 2 of R(th). In 

Figure 4.4(b), the deletions are represented by the symbol '-'. To elaborate on this point further, we have as­

sumed that the signals transmitted corresponding to the elements of m = 2, l = 0 and m = 3, l = 2 suffered 

so much fading that they do not exceed the preset threshold and are consequently discarded, as governed 

by Equation (4.6). Similarly, we also assume that two false alarms occur in the tones corresponding to the 

elements m = 4, l = 2 and m = 3, l = 3 in R(th) of Figure 4.4(b), where the symbol X" indicates a 

logical 1 resulting from a false alarm. Evidently, a false alarm may be a result of the noise level exceeding 
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the preset threshold. Now, when the matrix R(th) of Figure 4.4(b) is dehopped by the three users we obtain 

the matrices D(k), k = 1,2,3 shown in Figure 4.4(c). We can see that these matrices are different from the 

corresponding dehopped matrices shown in Figure 4.3(c), as a consequence of the assumed false alarms and 

deletions. However, as seen in Figure 4.4(c), the row corresponding to the symbol transmitted by user B is 

unaffected. By contrast, the row corresponding to the symbol transmitted by user A, i.e. the row indexed 1 

in D(l) of Figure 4.4( c), is not complete but still has the largest number of entries in D(1). Thus, despite the 

presence of noise and fading, the receiver corresponding to user A will be able to make the correct decision. 

This is an advantage offered by the diversity, since the probability that all hops of a symbol experience false 

all arms or deletions is typically low. However, we observe that in D (3) of Figure 4.4( c), two rows, i.e. rows 

number 2 and 7, have three entries each, whereas the actual transmitted symbol is 7. Thus, the decision 

device in the receiver corresponding to user C is faced with an ambiguity, which may result in an error with 

a probability of 0.5 for the current symbol, since two rows have the highest number of entries. Therefore, we 

have shown using the example depicted in Figure 4.4 that noise and fading may result in incorrect detection 

in the FFH-MA HLMV receiver in MA channel. 

The problem with HLMV combining is that it discards useful information by mapping the received sig­

nal to logical Is and as, as seen in Equation (4.6). In Section 4.3.1, we will analyze the BER performance 

of this scheme along with that of some other diversity combining schemes, and we will show how AWGN, 

fading and MA interference adversely affect the attainable system performance. We will also show that the 

product combining, order statistics-normalized envelope detection and the soft limiting combining schemes 

constitute better options than the HLMV system described above, when communication in channels cor­

rupted by the above contaminations is considered. 

4.3 SUD Using Various Diversity Combining Schemes 

In the previous section, we have described the principles of the FFH-MA system using conventional HLMV 

based detection [91]. In this section, we investigate the performance of the FFH-MA system employing 

a range of diversity combining schemes. In the open literature, only a few combining schemes have been 

considered for use in FFH-MA systems. Specifically, based on the maximum likelihood criterion, Yue [48] 

has derived an optimum combining scheme and approximated it with a soft limiting combiner (SLC) . This 

combiner operates on the principle of clipping the outputs of the energy detectors, if they exceed a preset 

threshold, before performing linear combining. This clipped combining scheme is the same as that discussed 

in the context of a single user scenario in Section 1.4. In [48, 142] Yue showed that the SLC outperforms 

both the HLMV and the linear combining schemes. However, adapting the clipping thresholds at the energy 

detectors' output according to the SNR is required for the sake of clipping at the most suitable level and thus 

transmission of side information is required in the FFH-MFSK receiver employing a SLC. In [97,145], the 

optimum SLC derived in [48] has been analyzed under Rician fading conditions and it has been shown that 

even without setting accurate clipping thresholds, the achievable performance gain is substantial. 
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Figure 4.5: Schematic of the BS receiver employing single user FFH-MFSK detection for Nu users. BPFs have not 
been shown. 

In [98], the employment of various diversity combining schemes that do not require side information 

has been considered in a MA scenario. However, an explicit comparison of the schemes considered with 

the classic hard limiting [91] or the bench-mark SLC [48] was not included in their contribution. In this 

section, the achievable performance of various diversity combining schemes that may be used in FFH­

MFSK systems for combatting the MA interference is investigated based on simulation results. Specifically, 

the HLMV [91], the SLC [48], the self-normalization (also known as NED) [98], the product combining 

receiver (PCR) [44] and the order statistics-normalized envelope detection (OS-NED) [98] based diversity 

combining schemes are considered. All these schemes were discussed in Section 1.4 in terms of their anti­

jamming capability. Now we investigate their ability to combat MA interference. 

One of the most important performance parameters in the analysis of MA systems is the number of si­

multaneous users supported, since this determines the achievable spectral efficiency of the system as defined 

in Equation (4.4). Thus, our metric for the comparison of the diversity combiners is the BER achieved, when 

a given number of users is supported. A Nakagami-m fading channel is assumed, which is a realistic and 

flexible model of the mobile radio channel. 

Before discussing the proposed schemes, we briefly explain the principle of SUD using Figure 4.5, 

where a schematic of the FFH-MFSK MUD receiver employed in the BS is shown. As seen in Figure 4.5, 

the energy detection stage is common for all users. After this stage, the received signal, captured in the form 

of a matrix R, is passed in parallel to a bank of Nu receivers each comprising of a de-hopper, a diversity 

combiner and a decision device. The dehopper consists of a PN sequence and a modulo-M subtractor, as 

shown in detail in Figure 4.6. Note that all receivers differ from each other in only the PN addresses, which 

is unique for each user. Moreover the final detection decision is made separately by each receiver without 

exchange of any information among them. 

Now, consider the receiver schematic shown in Figure 4.6 for the noncoherent FFH-MFSK system em-
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Figure 4.6: Receiver schematic of the FFH-:MFSK system, using one of the many possible diversity combining 
schemes, for the kth user, k = 1,2, ... , Nu. BPFs have not been shown. 

ploying any of the diversity combining schemes considered, other than the HLMV. Comparing this system 

with that shown in Figure 4.2, we observe that in Figure 4.6 the threshold test is not applied to the received 

matrix R. Thus, in the context of HLMV, as shown in Figure 4.2, the dehopping is performed on the matrix 

R(th) and the decision is made on the matrix D(k), where the elements of both these matrices are logicall 

or O. By contrast, as shown in Figure. 4.6, the dehopping is performed on the matrix R whose elements con­

sist of the energy detected by the square-law detectors. Additionally, we have a diversity combiner before 

the decision device seen in Figure 4.6. Thus the HLMV combining is now replaced by one of the diversity 

combining schemes that we consider in this section. In the context of the diversity combining schemes that 

we consider, the de-hopped matrix U(k) is related to the received matrix R by 

m, n = 0,1, ... , M - 1; l = 0,1, ... , L - 1. (4.9) 

Furthermore, in the context of the diversity combining schemes considered, at the output of the diver­

sity combiner of Figure. 4.6, we have a vector Z(k) = [Zo, Zl, . .. , ZM-l] of length M for the kth user. 

The element Z$/:) of this vector represents the output of the diversity combiner and the decision statistic 

corresponding to the mth tone, where m = 0,1, ... ,M - 1. The decision device in Figure. 4.6 chooses the 

largest of the Z(k) and maps it to a corresponding value in 0, ... ,M -1, which represents the estimate ofthe 

M-ary symbol transmitted by user k. The decision variable Zm, generated in the context of single user sce­

nario, when various diversity combining schemes are employed has already been discussed in Section 1.4. 

The same methodology applies in the present MA scenario. 

4.3.1 Simulation Results of Various Diversity Combining Schemes 

In this section we discuss the achievable performance of various diversity combining schemes, when the 

FFH-MFSK system operates in a MA scenario and is subjected to Nakagami-m fading. It is customary to 

fix the hopping bandwidth Wss to the data rate Rb ratio Wss / Rb and optimize the remaining parameters, i.e. 

M and L, in order to achieve the best possible BER and '17 [98,141]. We assume having W ss / Rb = 128 for 

all subsequent investigations, unless otherwise stated. As an example, for a single user, the corresponding 
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Figure 4.7: The BER Pb versus number of users performance for various diversity combining schemes when em­
ployed in a FFH-MFSK system communicating over a Nakagami-m fading MA channel, assuming 
Eb/NO = 20dB, L = 12, M = 64 and m = 1. 

bandwidth efficiency given by Equation (4.4) is 11128 bit/sIHz, while for 128 users, 'T} = 1bit/sIHz would 

be achieved. Thus, for a fixed Wss / Rb, the spectral efficiency of the system depends only on the number of 

users supported. From Equation (4.3), we have 

(4.10) 

Since, the objective of this treatise is to compare the performance of various diversity combining schemes, 

we arbitrarily opt for having M = 64, which gives L = 12 for Wss / Rb = 128. 

In Figure 4.7, we have plotted the BER or the probability of bit error Pb against the total number of users 

for the linear, the HLMV, the SLC , the NED, the PCR and the OS-NED based diversity combining schemes 

of Section 1.4. The results portrayed in this figure correspond to m = 1, which is equivalent to a Rayleigh 

fading channel, and Eb/No = 20dB, where Eb is the transmitted energy per bit. The results of Figure 4.7 

show that the achievable performance of the linear combining scheme and the NED of Section 1.4 is poor, 

although when the number of users is low, for example when we have Nu = 10, their BER curves drop 

relatively sharply. Moreover, Figure 4.7 shows that the performance of the SLC is the best among the ones 

investigated, while the BER performance of the HLMV, the PCR and the OS-NED is similar to each other 

and inferior to that of the SLC. 

In Figure 4.8, the BER performance of the SLC, the HLMV, the PCR and the OS-NED based combining 

schemes is shown for two more E b/ No values, namely for 10 and 15 dB. It can be deduced from the results of 

Figures 4.7 and 4.8 that the HLMV scheme is more sensitive to the SNR than the other schemes considered. 
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Figure 4.8: The BER Pb versus number of users performance for various diversity combining schemes when em­
ployed in a FFH-:MFSK system communicating over a Nakagami-m fading MA channel, assuming 
L = 12, M = 64, m = 1 and Eb/NO as a parameter. 

Thus, as seen in Figure 4.8, for Eb/ No = 10 and 15dB the performance of the HLMV is inferior to that of 

the PCR and the OS-NED, which is in contrast to the case when Eb/ No = 20 was assumed in Figure 4.7. 

The results of Figure 4.9 show the effects of having different Nakagami fading parameters m on the 

performance of the diversity combining schemes which were considered in Figure 4.8. As expected, the 

performance of all the schemes is inferior when m = 1.5 is assumed compared to that corresponding to 

m = 10. Furthermore, Figure 4.9 shows that the performance of the SLC is superior to those of the other 

schemes for both the m values, while that of the OS-NED is the next best. 

In Figure 4.10, the effects of increasing the diversity order on the performance of the SLC, the PCR and 

the OS-NED schemes are shown_ With M fixed at 64, an increase in L results in a corresponding increase 

in the Wss / Rb ratio. Thus, we have Wss / Rb = 192 and 256 for L = 18 and 24, respectively. As seen in 

Figure 4.10 for increasing values of L, the performance of all the schemes improves and, for all L values, 

the SLC results in the best performance among the schemes shown. 

In Figure 4.11, the effects of increased modulation order, which implies an increase in the number of 

hopping tones, on the performance of three schemes is shown. In conjunction with L = 12, an increase 

in M results in a corresponding increase in the W ss / Rb ratio. Thus, we have W ss / Rb ~ 219 and 384 for 

M = 128 and 256, respectively. As seen in Figure 4.11, for increasing values of M, the performance of all 

the schemes improves. This is primarily a benefit of a reduction in the probability of interference, when a 

high number of signalling tones is available. Note in Figure 4.11 that the SLC significantly benefits from 

having an increased M value and its BER curve drops well below those of the other two schemes shown for 
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Figure 4.9: The BER Pb versus number of users performance for various diversity combining schemes when em­
ployed in a FFH-MFSK system communicating over a Nakagami-m fading MA channel, assuming 
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Figure 4.10: The BER H versus number of users performance for various diversity combining schemes when em­
ployed in a FFH-MFSK system communicating over a Nakagami-m fading MA channel, assuming 
Eb/No = 15dB, m = 1, M = 64 and L as a parameter. 

a high number of users, for example when we have Nu = 50 and 60. 

In Figure 4.12, the achievable BER corresponding to three different diversity combiners is plotted 

against the SNR for Nu = 30 users. The results of Figure 4.12 indicate the significance of using opti-
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a FFH-MFSK system communicating over a Nakagami-m fading MA channel, assuming Nu = 30, 
L = 12, M = 64 and m = 1. 

mum clipping thresholds in the context of the SLC. When a fixed threshold is employed in conjunction with 

the SLC for all SNR values, as seen in Figure 4.12, the performance of the SLC degrades so much that even 

the PCR and the OS-NED outperform it for Eb/No values in excess of 22dB or less than 13dB. 
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4.4 MUD Employing Various Diversity Combining schemes 

Having investigated a number of diversity combining schemes in the context of SUD in Section 4.3, in this 

section we focus our attention on joint detection or MUD techniques employed in the up-link of FFH-MA 

systems, i.e. in a mobile to the BS scenario. The conventional BS receiver system employs a separate re­

ceiver corresponding to each user, where each receiver is the same as that used in SUD, typically employing 

HLMV combining discussed in Section 4.2, although any other combining schemes, such as those discussed 

in Section 1.4 and Section 4.3, may be employed. By virtue of possessing the knowledge of all users' ad­

dresses, the BS receiver can be designed to carry out detection in multiple stages, cancelling the symbols 

detected in one stage from the detection process in the subsequent stages, thereby reducing the interference 

constituted by already detected symbols. This process of iterative interference cancellation is referred to as 

successive inteiference cancellation (SIC) [143]. 

Quite a few SIC techniques applicable to FFH-MA system employing HLMV based combining have 

been proposed in the published literature. Some of the more important ones of these contributions have been 

summarised in Table 4.1. Most of the SIC techniques proposed for FFH-MFSK employ HLMV combining. 

Therefore, the concepts discussed in Section 4.2 are relevant in the following discussion. 

Timor [146, 147] proposed MUD methods based on interference cancellation exploiting the algebraic 

properties of the users' optimal addresses in a noise-free channel. Mabuchi et. al [148] proposed a BS 

receiver that may be termed as a maximum likelihood receiver. In the context of their proposed method, 

candidate received matrices are created from all symbols which, based on the number of entries in the 

corresponding row, can potentially be the correct symbols. All the candidate matrices are compared to 

the original received matrix and the specific candidate matrix that matches the original matrix in most 

number of entries is chosen as the correct one. This scheme, although promising in terms of its achievable 

performance, can be computationally demanding if either the number of users or the modulation order is 

high. Fiebig [143] proposed a more practical method of interference cancellation. This method consists 

of multiple SIC stages during each of which only the symbols having full unambiguous rows are selected 

for detection. In the following stages, the interference resulting from symbols that are thus successfully 

detected are erased. This scheme yields useful performance gains, although a specific drawback of this 

scheme is that the cancellation of interferences may result in erasures of undetected symbols also, if a 

cancelled symbol and an undetected symbol happen to invoke the same FSK tone. To circumvent this 

problem, Halford and Pearce [144] proposed a scheme that improved upon Fiebig's method [143]. They 

suggested exploiting the knowledge of the symbol energy to avoid cancelling those signals that resulted 

from collisions - a term describing the event in which two users transmit the same tone. This scheme results 

in a performance improvement over Fiebig's method [143]. However, the proposed scheme [144] was 

investigated in a non-fading channel only. Evidently, this scheme's efficacy is limited in fading channels, 

because under fading conditions, the received symbol energy cannot be determined sufficiently accurately. 

Fiebig [149] proposed another interference cancellation method which the author referred to as the reduction 
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of candidate matrices CREC) algorithm and which identifies interference signals from the desired signal by 

exploiting the knowledge of the addresses of all users. Fiebig [149J applied the REC method in an idealistic 

noise-and fading-free scenario (interference-only channel) and showed that, under these conditions, the 

method is near-optimum. Kozick and Sadler [150J modified the REC method and applied it to a Rayleigh 

fading channel for attaining useful performance gains. 

A neural network based solution to this problem has also been proposed in [151J, while lItis et. ai. 

proposed a least squares estimation based technique for interference rejection in FFH systems. However, 

the schemes proposed in these contributions [151, 152J are basically SUD methods since they do not perform 

joint detection of all users. Some more contributions have been made in the area of MUD for FFH in [153-

156J, which are, however, variations of the schemes proposed in [143, 148,149]. 

As mentioned above, most of the abovementioned MUD methods using SIC have been applied to HLMV 

based systems [143,144, 146-150J. Motivated by the promising performance gains that some of the com­

bining schemes yield compared to the HLMV combining, as seen in Section 4.3, here we propose two novel 

MUD methods, which employ clipped and product diversity combining schemes. These SIC schemes are 

based on the principle proposed by Fiebig's method [143J, with appropriate adaptation according to the 

clipped and product diversity combining schemes. 

4.4.1 Proposed SIC Schemes 

In this section, we propose two MUD schemes employing product combining and clipped combining as 

well as SIC. Note that a MUD based receiver may also be represented by the schematic of Figure 4.5, 

although in the context of MUD there is information exchange between various receiver branches, as we 

will demonstrate in the proposed SIC-based MUD schemes. 

In the context of the proposed SIC schemes, the detection process consists of multiple stages. In each 

stage, not all but the more reliable symbols are detected, as seen in Figure 4.13. To determine the reliability, 

we propose a test which is based on Viterbi's ratio threshold test CRTT) [106J and which will be explained 

in the forthcoming sections. After the more reliable symbols have been successfully demodulated at the 

Contribution Researcher( s) Year References 

Algorithm Combining Channel 

scheme 

Multistage decoding of FFH addresses HLMV Nonfading Timor 1980-81 [146,147] 

Maximum likelihood HLMV Nonfading Mabuchi et. al. 1995 [148] 

Multistage SIC HLMV Rayleigh Fiebig 1996 [143] 

REC scheme HLMV Nonfading Fiebig 1996 [149] 

Improvement of Fiebig's SIC scheme [143] HLMV Nonfading Halford and Pearce 2000 [144] 

Improvement of Fiebig's REC scheme [149] HLMV Rayleigh Kozick and Sadler 2000 [150] 

Table 4.1: Summary of important contributions of various researchers towards investigation of MUD in FFH-MFSK 
systems 
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Figure 4.13: Schematic of the FFH-MFSK receiver of the kth user k = 1,2, ... , Nu, employing SIC in the context 
of MUD in a BS receiver. BPFs have not been shown. 

end of one stage, the received time frequency matrix R, shown in Figure 4.13, is modified by erasing the 

signal contributions of the already detected symbols. Therefore, due to these erasures, in the next stage 

of detection, number of interferences are reduced, allowing more confident demodulation of the hitherto 

undetected symbols. Although, the proposed SIC schemes may lead to potential cancellation of undetected 

symbols, we will show that they result in useful performance gains and outperform the HLMV based system 

employing Fiebig's method [143J, which we will refer to in the foregoing discussions as the Fiebig's scheme. 

Moreover, in Section 4.4.2, we propose a method of modifying the proposed SIC schemes in order to 

circumvent the problem of inadvertent cancellations. 

In the subsequent sections, we highlight the methods employed in the proposed schemes and then ana­

lyze their performance with the aid of simulation results. Each method consists of a conventional detection 

(CD) stage and mUltiple SIC stages. It has been assumed in our subsequent discussions that all transmit­

ted signals experience independent frequency-flat Nakagami-m fading. All the other assumptions made in 

Sections 4.2 and 4.3 hold in the subsequent analysis. 

4.4.1.1 Clipped Combining Aided SIC 

The first proposed scheme, which we refer to as the SLC-SIC arrangement, employs clipped diversity com­

bining or SLC and is discussed below with the aid of Figures 4.13 and 4.14, where an example of interference 

cancellation is shown. The values assumed in this example are the same as those assumed in Figure 4.3. 

The basic algorithm used in the SLC-SIC scheme is also depicted in the form of a flowchart in Figure 4.15. 

1) In the received (M x L)-dimensional matrix R at the output of the energy detectors, seen in Fig­

ure 4.13, the element Rml, m = 0,1, ... ,M - 1, L = 0,1, ... ,L -1 represents superposition of the 

signal energy transmitted by up to Nu users and the AWGN received in the mth tone during the lth 

hop. The received signals are separately dehopped by each receiver using the corresponding unique 

address, as defined in Equation (4.9), resulting in the matrix U(k) for the kth user. The dehopped 

matrices are shown in Figure 4. 14(b). 

2) Clipped combining is performed on the dehopped signals, resulting in M decision variables, for each 
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Figure 4.14: An example of interference cancellation in the proposed SIC schemes. The same system is assumed as in 
Figure 4.3. Blank elements of all the matrices indicate the presence of AWGN only. (a) Received M x L 
matrix R. The symbols transmitted by the three users, generated using Equation (4.1), are denoted by the 
letters A, Band C, respectively. (b) Three de-hopped matrices U(k) k = 1,2,3 corresponding to the three 
users, generated using Equation (4.9). An X in an element denotes the presence of transmitted signal in 
the corresponding tone and hop. (c) Modified received matrix R(1), generated using Equation (4.18), 
after cancellation of all entries owing to symbol 4 of user B, which is assumed to have been successfully 
detected after diversity combining and RTT. (d) Dehopped matrices of users A and C generated by 
invoking Equation (4.9) on R(1). 

of the user. The process of clipping can be expressed as a function 10 performed on U(k) such 
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Figure 4.15: Flowchart of the algorithm invoked in the SLC-SIC scheme, proposed in Section 4.4.1.1 in the context 
of the kth receiver 

that [48] 

(k) {C f(Uml ) = (k) 
Uml 

for U(k) > C 
ml -

otherwise, m = 0,1, ... M - 1, l = 0,1, ... L - 1 
(4.11) 
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where C represents an appropriately chosen clipping threshold. The decision variable for the kth user 

is given by 
L-l 

Z~) = L f(U;:Z)), m = 0, 1, . .. M - 1. (4.12) 
1=0 

3) To determine the reliability of the detected symbols, the following test is performed for each of the 

users. Let Y?) be the largest and y2(k) be the second largest of all the M decision variables Z(k) 

corresponding to the kth user. Thus, if we use max[.J to denote the largest and max 2[.J to denote the 

second largest, we have 
(k) _ (k) (k) (k) 

Y1 - max[Zo , Zl , ... , ZM-1J 

and 
(k) _ (k) (k) (k) 

Y2 -max2[Zo ,Zl "",ZM-1J· 

Next, we define the ratio of the largest to the second largest of the M decision variables as 

(k) 
).,(k) = 1'1 

(k) , 
Y2 

which should be as high as possible for the sake of reliable decision. Now, if we have 

)., (k) > )., (ee) 
- T ' 

(4.13) 

(4.14) 

(4.15) 

(4.16) 

where ).,~e) is an appropriately chosen threshold in the context of the clipped combining, then we 

establish that the symbol is reliable. This statistic is based on the RTT [106] which is a reasonable 

measure of whether a symbol is reliable or not. The reliable symbols are demodulated using the 

conventional maximum likelihood principle. That is, if the jth user's symbol, j = 1,2, ... , Nu 

satisfies the above mentioned RTT, then XJd) is the estimate of the jth user's symbol, where XJd) is 

the index of max[Z(j)J, and m, XY) = 0,1, ... , M - 1. If a user's symbol fails to meet the RTT, 

we assume that it has been corrupted by fading, interference or both and hence cannot be reliably 

detected. Therefore its detection is deferred till later stages. If all users' symbols pass the test, the 

detection process for the considered symbol is complete. On the other hand, if no user passes the test, 

we choose only the pth user's symbol for demodulation and subsequent erasure, such that 

p= 1,2, ... Nu· (4.17) 

4) If some but not all symbols are reliably detected, proceed with the 8th stage of SIC, where 8 = 1,2, ... 

and we use 8 = ° to indicate the CD stage. We also define R(s) as the modified form of R at the 8th 

stage. By this definition, we have R = R(O). The 8th stage, 8 2: 1, consists of the following steps: 

(a) In the 8th stage, the matrix R(s-l) is modified by cancelling the signals which correspond to all 
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the symbols that were reliably detected in Step 3. Specifically, if Xk(d) is the detected symbol 

of the kth user, then, after the interference cancellation operation, we have 

(s) {o for m = Xk(d) E9 ak(l) R -
ml - (s-l) . 

Rml otherwIse, m = 0, 1, ... M - 1, 1 = 0, 1, ... L - 1. 
(4.18) 

(b) Repeat step 1 for the R(s) matrix for all users whose symbols have not been detected so far. 

Specifically, the dehopped matrices in the 8th SIC stage, which we denote by U(k,s), are obtained 

using R(s) and can be expressed for the kth user as 

m, n = 0, 1, ... , M - 1; (4.19) 

1 = 0,1, ... ,L - 1; k = 1,2, ... ,Nu - Nbd
) , 

where Nbd
) denotes the number of users whose symbols have already been detected in the pre­

vious stages. 

(c) Repeat step 2 for U(k,s), where k = 1,2, ... , Nu - Nbd
). Specifically, perform clipped diversity 

combining defined by the following equations: 

{ ~(k'S) 
ml 

for u;;t) 2: C 

otherwise, 

m = 0,1, ... M - 1; 1 = 0,1, ... L - 1; 

_ N (d) k - 1,2, ... , u - Nu . 

The decision variable of the kth user is given by 

L-l 

Z~) = L !(U;;t\ 
1=0 

(d) 
m = 0,1, ... M -1,k = 1,2, ... ,Nu - Nu . 

(4.20) 

(4.21) 

Note that the values of the decision variable vector Z(k) of kth user in the 8th SIC stage replace 

its values in the (8 - 1 )th stage. 

(d) Repeat step 3 for Z(k), where k = 1,2, ... ,Nu - Nbd
) by computing )..(k) as defined in Equa­

tion (4.15) and performing the RTT given by Equation (4.16). Thus, for the 8th SIC stage, the 

symbols to be demodulated and erased for subsequent stages are decided, as outlined in step 3 

above. 

The SIC operations, consisting of Steps 4(a) to (d), can be continued until all users' symbols meet the 

RTT condition or, until a pre-defined number of stages NSIC have been completed. In the latter case, 

all remaining symbols in the last stage are detected in the conventional manner, without carrying 

out the RTT. In Figure 4.14, we assume that symbol 4 of user B satisfies the RTT and is hence 

demodulated and erased from the matrix R to obtain a modified matrix R(I) shown in Figure 4. 14(c). 
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Note in Figure 4. 14(a) and (c) that by erasure of symbol B, one of the entries of user A is also erased 

in R(1). 

In summary, the idea behind this scheme is to demodulate only those symbols, which are considered 

reliable, and then erase the transmissions resulting from the demodulated symbols for subsequent stages of 

detection. The advantage of this scheme is that erasures of reliable symbols lead to reduced interference 

for those symbols that are detected in subsequent SIC stages. However, a disadvantage of this scheme is 

that erasures may also result in removal of undetected symbols, if they happen to coincide with the detected 

symbols, as seen in Figure 4. 14(a) and (c). Consequently, such inadvertent erasures can result in propagation 

of decision error. As will be shown in Section 4.4.3, the overall benefit of using this SIC scheme is improved 

BER. Moreover, in Section 4.4.2, we will illustrate a method of circumventing this problem to a considerable 

extent, which aids in further improving the BER performance. 

4.4.1.2 Product and Clipped Combining Aided SIC 

The second SIC scheme that we propose employs both the product combining and clipped diversity combin­

ing schemes discussed in Section 1.4. Specifically, in the CD stage, product combining is employed, while 

in the subsequent stages of SIC, clipped diversity combining is used. Except for the product combining 

invoked in the CD stage, this scheme is identical to the SLC-SIC scheme proposed in Section 4.4.1.1. This 

difference between the two SIC schemes can be observed by comparing the flowcharts in the Figure 4.15 for 

the SLC-SIC scheme and Figure 4.16 for this scheme, which we refer to as the PC-SLC-SIC arrangement. 

Note that Figure 4.14 also applies to this scheme. The detection process invoked in the context of the 

PC-SLC-SIC scheme consists of the following steps: 

1) Again, the detection process commences by setting up the received time-frequency (M x L) matrix R 

shown in Figure 4.13. The received signals represented by Rare dehopped by each receiver separately 

using the unique address corresponding to a particular user, resulting in the matrix U(k) for the kth 

user, which is defined in Equation (4.9). 

2) Product combining is performed on the dehopped signals of each user, resulting in the vector Z(k) of 

M decision variables for the kth user during a symbol duration. Specifically, the decision variable 

generated in the context of product combining for the kth user is given by [44] 

L-1 
Z(k) = 11 U(k) 

m ml' m = 0,1, ... , M - 1. (4.22) 

1=0 

3) Next, the RTT is performed on the M decision variables Z(k) by computing A (k) for the kth user as 

outlined in Equation (4.15). Then, if the condition of 

A (k) > A (pc) 
- T (4.23) 
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Figure 4.16: Flowchart of the algorithm invoked in the PC-SLC-SIC scheme, proposed in Section 4.4.1.2, in the 
context of the kth receiver 

is satisfied, where A~c) is an appropriately chosen threshold for the product combining scheme, then 

it is concluded that the user's symbol is reliable, which is demodulated in the conventional maximum 

likelihood rule discussed in Section 4.4.1.1. If all users pass the RTT, the detection process for that 

symbol is complete. If a user's symbol fails the RTT, its detection is delayed until later SIC stages. If 
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no user passes the RTT, we choose only that particular user's symbol for demodulation which has the 

maximum value of A(k) for all k = 1,2, ... ,Nu, as shown in Equation (4.17). 

4) If some but not all symbols are reliably detected, proceed with the 8th stage of SIC, where 8 = 1,2, ... 

and 8 = ° refers to the CD stage. Moreover, we define R(s) as the modified form of R in the 8th 

stage. Therefore, we have R = R (0). The 8th SIC stage, 8 2': 1, consists of the following steps: 

(a) The matrix R(s-l) is modified by cancelling the signals that correspond to all the symbols that 

were reliably detected in the previous stage. Specifically, if Xk(d) is a detected symbol at the 

end of the (8 - l)th SIC stage, then the interference contributed by Xk(d) is removed by using 

the scheme described by Equation (4.18) to obtain R(s). 

(b) The matrix R(s) is dehopped as defined in Equation (4.19) to obtain U(k,s), where k = 

1,2, ... ,Nu - Nbd
) matrices, and Nbd

) is the number of users whose symbols have already 

been detected. 

(c) Clipped combining is performed on U(k,s), k 

tions (4.20) and (4.21). 

(d) 
1,2, ... , Nu - Nu ' as defined by Equa-

(d) RTT is carried out on the decision variables Z~), m = 0, 1, ... ,M - 1 obtained in the 8th SIC 

stage for all the (Nu - Nbd
)) users, by computing A (k) as explained in step 3 above. Specifi­

cally, if A (k) 2': A~c), where A~c) is an appropriately chosen threshold for the clipped combining 

scheme, then it is decided that the user's symbol is reliable and is demodulated in the conven­

tional manner, as explained in step 3 above. If a user's symbol fails to meet the RTT, its detection 

is deferred until later SIC stages. If all users pass the test, the detection process for that symbol 

is complete. If no user passes the RTT, we choose only that user's symbol, which has the max­

imum value of A (k) for all k = 1,2, ... ,Nu - Nit) for demodulation and subsequent erasure, 

as defined in Equation (4.17). 

As in the case of SLC-SIC, the SIC stages can be extended until all symbols are reliably detected or 

until we have 8 = NSIC. 

The advantage of using product combining in the CD stage is that due to the multiplicative operation, 

difference between the correct and incorrect decision variables is quite large. This factor allows a convenient 

demarcation of the maximum and the second maximum in terms of setting threshold for RTT as given in 

Equation (4.23). 

Fiebig's scheme: Here, for the sake of comparison, we briefly describe the proposed method as applied 

to the HLMV combining scheme of Section 4.2. We refer to this scheme as Fiebig's scheme since it is 

identical to the method proposed by Fiebig in [143]. This scheme can be described by the following steps: 

1) The matrix R(th) is dehopped by each receiver separately using its own unique address as defined in 

Equation (4.7). This process results in the n(k) matrices, where k = 1,2, ... ,Nu. 
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2) For each user, a single row with the highest number of entries in n(k) is chosen in order to estimate the 

transmitted symbol as explained in Section 4.2. If there are more than one rows with the same value 

of the highest number of entries (i.e. an ambiguity exists) for a particular user, the decision for that 

particular user's symbol is delayed until subsequent SIC stages. Moreover, in case of ambiguity about 

a specific user's symbol, the rows having the maximum number of non-zero entries in that particular 

user's D(k) matrix are identified and labelled them as ambiguity rows. If all users's symbols contain 

ambiguities, the detection process is completed by randomly choosing one row from all ambiguous 

or candidate rows for each user. If no ambiguity exists in any user's symbol, the detection process is 

successful and complete. 

3) Steps 1 and 2 constitute the CD stage first introduced in Section 4.2. If some but not all user's symbols 

are successfully detected, we proceed with the sth SIC stage, s = 0,1,2, .... We define R(th,s) as 

the modified form of R(th) in the sth stage. By this definition, we have R(th) = R(th,O). The sth SIC 

stage consists of the following steps: 

(a) In the sth SIC stage, the matrix R(th,s-l) is modified by cancelling the signals, which correspond 

to all the symbols that were reliably detected in the previous stage (step 2). Specifically, if Xk(d) 

is the detected symbol, then, after the interference cancellation operation, we have 

R(th,s) _ { ° for m = Xk(d) EB ak(l) 
ml - (th,s-l) . _ _ 

Rml otherwIse, m - 0,1, ... M - 1, l - 0,1, ... L - l. 
(4.24) 

(b) Step 1 is repeated on the matrix R(th,s) for each user whose symbol has yet not been detected, 

resulting in D(k,s) for the kth user. 

(c) From amongst the rows which were identified as ambiguity rows in the matrix D(k) during the 

CD stage (Step 2), an unambiguous row in D(k,s) having the maximum number of non-zero 

entries is chosen to estimate the transmitted symbol, as explained in Section 4.2. In case an 

ambiguity about a particular user's symbol still remains, its detection is deferred till later SIC 

stages. 

The process can be repeated till all symbols are reliably detected or closed when s = NSIC. 

Note that in the context of Fiebig's scheme [143], during each stage, choice of the maximum entries row 

is made from amongst those rows which were decided as candidate rows in the CD stage. Thus knowledge 

of the decisions made in CD stage is retained. This knowledge is useful because erasure of detected symbols 

may result in erasing of undetected symbols also, if there are collisions. 

Here, based on the foregoing discussions, we underline some key differences between the proposed SIC 

schemes and Fiebig's SIC scheme [143]. Firstly, in the context of Fiebig's scheme described above and 

introduced in [143], a user's symbol is chosen for detection if it results in one unambiguous row with the 
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largest number of non-zero entries. By contrast, the reliability test in the proposed SLC-SIC and PC-SLC­

SIC schemes is the RTT. Secondly, in Fiebig's method [143], if all users's symbols lead to ambiguities, the 

detection process is stopped by choosing at random one row corresponding to each user's dehopped matrix 

D(k). By contrast, in the proposed SLC-SIC and PC-SLC-SIC schemes, if all users' symbols fail the RTT, 

the one user with the highest value of ,\ (k) is selected for detection and interference cancellation, as shown 

in Equation (4.17). 

We observe that the achievable performance of the proposed SIC schemes is dependent upon the specific 

choice of the RTT threshold values determining which symbols are reliable. Too Iowa threshold would allow 

relatively unreliable symbols to be passed. By contrast, too high a threshold will result in a larger number of 

SIC iterations, thereby increasing the complexity of the detection process; an unnecessarily high threshold 

may also lead to rejection of some symbols that are sufficiently reliable. Since, the SLC of Section 1.4 is 

invoked in both schemes, appropriate clipping threshold values also have to be determined. Consequently, 

for the SLC-SIC scheme, two thresholds, while for the PC-SLC-SIC, three thresholds are required. The 

value of the RTT threshold depends upon all factors that govern the magnitude of the energy received in 

a tone. These factors include the modulation order, the diversity order, the received SNR. the number of 

users, transmitted symbol energy and the fading conditions. For the purpose of determining the optimum 

thresholds. the SNR may be estimated to a reasonable degree of accuracy by computing a running average of 

the received AWGN power over a large number of received samples, while all of the remaining parameters 

are known at the receiver. Thus a look-up table may be maintained at the receiver, which stores the optimum 

values of C and RTT thresholds for various settings of the system parameters. We assume in this contribution 

that the received SNR is accurately known at the receiver. 

4.4.2 Partial Cancellation Based SIC Schemes 

The interference cancellation method in the proposed SIC schemes may be modified to circumvent the 

problem of inadvertent cancellations of undetected symbols. According to the modified SIC scheme, Equa­

tion (4.18) in the context of both the SLC-SIC scheme and the PC-SLC-SIC scheme may be modified to 

yield 

(8) {6cR~? for m = Xk(d) EB ak(l) R -
ml - (8-1) . 

Rml otherWise, m = 0,1, ... M - 1, I = 0,1, ... L - 1, 
(4.25) 

where 6c• 0 < 6c < 1, is referred to as the cancellation coefficient. The reason for employing a cancellation 

coefficient 6c in Equation (4.25) is as follows. Suppose that we have 6c = 0 in Equation (4.25), which 

reduces it to Equation (4.18), implying a scenario where the signals corresponding to the reliable symbols are 

completely cancelled. It can be observed from our discussion of the SIC schemes that complete cancellation 

of the symbols which were declared reliable in a specific stage may lead to inadvertent cancellation of the 

hitherto undetected desired symbols, if two users happen to transmit the same FFH tone, that is when we 

have Xk(d) EB ak(l) = Xj EB aj(l),j, k = 1,2, ... , Nu,j i- k. This unintentional cancellation might lead to 
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erroneous decisions and to subsequent propagation of decision errors, especially in the PC receiver where 

multiplication of the signals is employed. In order to avoid the resultant propagation of errors, we assume 

having a nonzero value of be, i.e. we have 0 < eSc < 1, so that the signal is only partially cancelled in 

the next SIC stage and hence the potentially unwanted cancellations are avoided. Note also that be = 1 

implies no cancellation which corresponds to conventional detection. It has been demonstrated through our 

simulation results that choosing be = 0.2 for Eb/NO values below 10dB and be = 0.1 for Eb/NO values 

above 10dB yields the best compromise in terms of BER results for most values of system parameters 

and fading conditions. In [154] a similar technique of partial cancellation was proposed, which employed 

a cancellation coefficient that was adapted based on the value of the fading parameter corresponding to 

a specific hop and MFSK tone. This technique would require the pilot-assisted estimation of the fading 

envelope [154] and therefore may become overly complicated for practical implementation. Hence, we 

modify the partial cancellation mechanism of [154] by employing a near-fixed cancellation coefficient seen 

in Equation (4.25), thus creating a low-complexity SIC scheme. 

We will refer to the proposed SIC schemes as 'Modified SLC-SIC' and the 'Modified PC-SLC-SIC' 

schemes, when they invoke partial cancellation as expressed by Equation (4.25) as opposed to the full 

cancellation of Equation (4.18). 

4.4.3 Simulation Results of Various SIC Schemes 

In this section we present simulation results of the BER performance of the SIC schemes proposed and dis­

cussed in Section 4.4.1, when the FFH-MFSK system operates in a frequency-flat Nakagami-m fading MA 

channel. We provide comparison of the proposed schemes with Fiebig's scheme [143]. For each SIC scheme 

under consideration, following the CD stage, a maximum of three SIC stages per symbol have been allowed, 

after which the detection process is concluded, i.e. we have NSIC = 3. Additionally, optimum detection 

thresholds b, clipping thresholds C and the RTT thresholds A~e) and )..~e) , as defined in Equations (4.6) 

and (4.11) and discussed in Section 4.4.1 respectively, have been employed in all simulations. 

In Figure 4.17, we have plotted the BER achievable by the SIC schemes under consideration, i.e. by 

the SLC-SIC, the PC-SLC-SIC schemes and Fiebig's scheme [143], against the number of active users N u . 

The corresponding BER results achievable using HLMV and SLC in conventional detection (CD) mode, 

i.e. without SIC, have also been shown. In Figure 4.17, the Eb/NO value was set to 25dB, the fading 

parameter m = 1 implying Rayleigh fading and M = 128 and L = 7 have been assumed. We can see from 

Figure 4.17 that as expected all SIC schemes outperform the CD schemes. Moreover, the SLC-SIC and the 

PC-SLC-SIC schemes outperform Fiebig's scheme when we have Nu < 45. For a high number of users, 

Fiebig's scheme performs slightly better than the other two SIC schemes, although for Nu 2:: 60 the BER 

achieved by all three SIC schemes considered in Figure 4.17 is excessive for practical use. We also observe 

from Figure 4.17 that the performance of the PC-SLC-SIC scheme is poorer than those of the other two SIC 

schemes when Nu is high. However, when we have Nu < 45, the PC-SLC-SIC scheme performs better 
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Figure 4.17: BER Pb versus number of users performance for various conventional detection (CD) and SIC schemes 
employed in a FFH-MFSK system communicating over a Nakagami-m fading MA channel, assuming 
L = 7, M = 128, m = 1 and Eb/NO = 25dB. 

.Q 

c.. 

100 r-----~-----r----~------~----~----_.------r_----~ 

10.2 

10.3 

~ HLMV(CD) 

"'X'" SLC (CD) 

--+- Fiebig's scheme 

... -+... SLC-SIC 

..... +-.... PC-SLC-SIC 
10.5 L __ L-_---1 __ ---L __ --L_-==========:!.J 

o 1 0 20 30 40 50 60 70 80 

Number of users Nu 

Figure 4.18: BER Pb versus number of users performance for various conventional detection (CD) and SIC schemes, 
employed in a FFH-MFSK system communicating over a Nakagami-m fading MA channel, assuming 
L = 7, M = 128, m = 1 and Eb/NO = 15dB. 

than the other two schemes. 

In Figure 4.18, the same comparisons have been carried out as those shown in Figure 4.17, but assum-
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ing Eb/NO = 15dB. We can observe in Figure 4.18 that when the SNR is relatively low, the performance 

of Fiebig's scheme degrades more dramatically compared to those of the other two SIC schemes. Conse­

quently, it can be observed from Figure 4.18 that the performance of the Fiebig's is no longer better than 

that of the SLC-SIC scheme at high values of Nu, which is in contrast to the scenario of Figure 4.17, when 

the SNR was high. We have already demonstrated in Section 4.3.1 that the HLMV based diversity com­

bining scheme is more sensitive to noise and yields a good performance only when the SNR is sufficiently 

high. This observation has been endorsed by comparing the results shown in Figures 4.17 and 4.18, since 

Fiebig's scheme employs HLMV combining. Furthermore, in Figure 4.17, we observed that the PC-SLC­

SIC scheme performs better than the SLC-SIC scheme for a wide range of Nu values. In Figure 4.18, we 

can observe that the PC-SLC-SIC scheme yields poorer performance results than the SLC-SIC, apart from 

when we have Nu = 10. Comparison of the results plotted in Figures 4.17 and 4.18 thus show that the 

PC-SLC-SIC scheme is more sensitive to the SNR encountered than the SLC-SIC scheme. 

In Figures 4.19 and 4.20, the BER performance for the systems under consideration has been portrayed 

for two more values of the Nakagami fading parameter m. Specifically, in Figure 4.19 m = 1.5 and in 

Figure 4.20 m = 10 was assumed. In both these figures, Eb/NO = 15dB has been assumed and the 

remaining parameters are the same as those assumed in Figure 4.17. Since, increased values of m imply 

less severe fading in the context of the Nakagami model, as expected the performance of all the SIC and 

CD schemes improved, as seen by comparing Figures 4.19 and 4.20 with Figures 4.17 and 4.18. We also 

observe from these two figures that PC-SLC-SIC significantly benefits from reduced fading intensity. Thus, 

if we compare the results of Figures 4.l9 and 4.20 to those shown in Figure 4.18, where the same SNR 

value is assumed, we observe that when m = 1.5 is assumed in Figure 4.19, the PC-SLC-SIC scheme 

outperforms the SLC-SIC scheme for low values of Nu. Furthermore, when we have m = 10 in Figure 4.20, 

the PC-SLC-SIC scheme yields better BER performance than the other two SIC methods considered almost 

regardless of the value of N u. The significantly improved performance of the PC-SLC-SIC scheme recorded 

under mild fading conditions indicates that this scheme is sensitive to fading. This observation can be 

explained by considering the multiplication operation involved in product combining; under severe fading 

conditions, the product of energy detector outputs may acquire very low values, thus resulting in increased 

probability of detection error. By contrast, under less severe conditions, more accurate demarcation of 

reliable and unreliable symbols is facilitated in the product combining receiver with the aid of the RTT. 

For the sake of characterizing the effect of the SNR on the performance of the considered SIC schemes, 

we have plotted their achievable BER against the SNR in Figure 4.21, when we have M = 64, L = 6, 

Nu = 15 and Nakagami parameter of m = 3 has been assumed. Also shown are the performance of the SIC 

schemes employing partial cancellations, which are labelled as the 'Modified SLC-SIC' and the 'Modified 

PC-SLC-SIC' schemes. We observe from Figure 4.21 that the difference between the performance of the 

Fiebig's scheme and the proposed SIC schemes is reduced at high Eb/ No values, indicating that the Fiebig's 

scheme performs better in the high-SNR region. We also observe the amongst the unmodified SIC schemes, 

PC-SLC-SIC scheme yields the best performance. This is because Nakagami parameter of m = 3 implies 
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employed in a FFH-l\.1FSK system communicating over a Nakagami-m fading MA channel, assuming 
L = 7, M = 128, m = 1.5 and Eb/NO = 15dB. 
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Figure 4.20: BER Pb versus number of users performance for various conventional detection (CD) and SIC schemes 
employed in a FFH-l\.1FSK system communicating over a Nakagami-m fading MA channel, assuming 
L = 7, M = 128, m = 10 and Eb/NO = 15dB. 

less severe fading which favours the PC-SLC-SIC scheme as we observed in Figure 4.20 as well. Finally 

we observe in Figure 4.21 that modified SIC schemes yield further improvement in performance, which 
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Figure 4.21: BER Pb versus Eb/NO performance for various conventional detection (CD), SIC and the modified SIC 
schemes, employed in a FFH-MFSK system communicating over a Nakagami-m fading MA channel, 
assuming L = 6, M = 64, m = 3 and Nu = 15. 

is more significant in case of the SLC-SIC scheme whose modified version yields a further 4dB of gain 

at BER=1O-4. Thus, at this BER value, the modified SLC-SIC scheme is superior to the Fiebig's scheme 

by more than 7dB. We also observe that the performance of the modified PC-SLC-SIC scheme is not as 

significantly improved over the unmodified PC-SLC-SIC scheme as that of the modified SLC-SIC scheme 

is in comparison to its unmodified counterpart. The reason for this is that the fixed cancellation threshold 6c 

does not suit the PC-SLC-SIC scheme which involves product combining in the first stage and SLC in the 

subsequent stages of detection. 

Another factor that governs the performance of the SIC schemes is the number of SIC stages required 

to achieve the lowest possible BER at a given set of M, L, Nu and Eb/ No values. In Table 4.2, we have 

listed some values of the lowest possible BER achievable using the considered SIC schemes along with 

the number of SIC iterations required. In Table 4.2, the parameter NSIC,av denotes the average number of 

SIC stages needed to achieve the lowest possible BER. Note that although a maximum of three SIC stages 

are allowed, for low values of Nu, the lowest possible BER is achieved at a significantly lower value of 

Ns1c,av, for all the schemes considered. This observation is readily understandable, because when there 

is less interference or noise, more symbols are likely to pass the RTT discussed in Section 4.4.1, resulting 

in fewer SIC stages. We also note from the results seen in Table 4.2 that at low SNR and high value of 

Nu, a larger number of stages are necessitated to achieve the minimum BER. The results listed in Table 4.2 

demonstrate that the SLC-SIC scheme is also attractive from the perspective of reduced complexity, since 

it achieves the lowest possible BER at a low value of NSIC,av, especially when the SNR is high. From the 
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same viewpoint, the performance of the PC-SLC-SIC scheme is inferior to that of the SLC-SIC scheme but 

better than that of Fiebig's scheme. 

Nu Eb/NO Fiebig's scheme [143] SLC-SIC PC-SLC-SIC 

(dB) BER Ns1c,av BER Ns1c,av BER NSIC,av 

20 25 2.40882e-5 1.656 2.6355ge-6 0.5946 2.12913e-6 1.0342 

20 15 0.00332699 2.947 0.000296844 1.941 0.000523414 1.936 

40 25 0.001005 2.70 0.000841 1.064 0.00057852 2.334 

40 15 0.0265562 2.955 0.0107515 2.635 0.0161537 2.716 

60 25 0.010733 2.9856 0.0174295 1.989 0.0280861 2.94 

60 15 0.102039 2.831 0.0862992 2.607 0.113554 2.954 

Table 4.2: Comparison of the achievable BER and the average number of SIC stages required by the FFH-MFSK 
MA arrangement using various SIC schemes for communicating over a Rayleigh fading channel, assuming 
L = 7, M = 128 

Detection Scheme Spectral efficiency 'TJ (Bits/sIHz) 

m=l m=lO 

BER=1O-3 BER=10-4 BER=10-3 BER=1O-4 

SUD 

HLMV 0.0625 0.014 0.1875 0.133 

OS-NED 0.094 0.014 0.195 0.14 

PCR 0.094 0.014 0.1875 0.13 

SLC 0.109 0.028 0.203 0.152 

MUD 

Fiebig's scheme [143] 0.12 0.016 0.27 0.195 

SLC-SIC 0.195 0.117 0.297 0.23 

PC-SLC-SIC 0.18 0.109 0.336 0.266 

Table 4.3: Comparison of the spectral efficiencies, in bits/sec/Hz, achieved by various SUD and MUD schemes cor­
responding to BERs of 10-3 and 10-4 when employed in FFH-MFSK communicating over Nakagami­
m fading MA channels, assuming Eb/NO = 15dB. The spectral efficiencies are computed using Equa­
tion (4.4), and the various parameter values are extracted from Figures 4.7 to 4.12 and Figures 4.17 to 
4.20. 

4.5 Conclusion 

We have comparatively studied the performance of a range of diversity combining schemes in terms of 

their ability to combat MA interference, when they are used in a FFH-MFSK system communicating over 
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SIC Scheme Eb/No (dB) 

BER=lO-3 BER=lO-4 

Fiebig's scheme [143] 15 21.2 

SLC-SIC 13.3 18.5 

PC-SLC-SIC 12.8 17.4 

Modified SLC-SIC 11 l3.8 

Modified PC-SLC-SIC 11.4 15.1 

Table 4.4: Comparison of the E b/ No values in dBs required by the various SIC schemes in order to achieve BERs 
of 10-3 and 10-4 when employed in FFH-MFSK communicating over Nakagami-m fading MA channels, 
assuming M = 64, L = 6, Nu = 15 and m = 3. The Eb/No values are extracted from Figure 4.21. 

Nakagami-m fading channels. Both SUD and MUD employing the considered combining schemes in the 

uplink were analyzed. 

In the context of SUD, the various diversity combining schemes discussed in Section 1.4 were consid­

ered in a MA scenario. Our simulation results shown in Figures 4.7 to 4.12 demonstrate that the optimum 

SLC proposed in [48J and outlined in Section 1.4, outperforms all the other schemes highlighted in Sec­

tion 4.3. The linear and the NED based combining schemes of Section 1.4 offer little advantage in terms of 

suppressing the MA interference. Two other schemes, namely the OS-NED and the PCR, offer useful per­

formance gains in comparison to the conventional HLMV scheme introduced in Section 1.4.1 and, although 

their performance remains inferior to that of the optimum SLC, they constitute attractive design options. 

This is because, unlike the SLC and the HLMV, they do not require the assistance of side information. 

Furthermore, in the absence of a reliable noise power estimate, the OS-NED and the PCR outperform the 

SLC. 

For MUD, in Section 4.4.1 two novel interference cancellation schemes were proposed that were derived 

from Fiebig's SIC scheme for the HLMV based systems [143]. One of the proposed schemes invokes 

the SLC, while the other uses product combining in the CD stage and the SLC in the SIC stages. Our 

simulation results given in Figures 4.17 to 4.21 and listed in Table 4.2 show that the SLC-SIC and the PC­

SLC-SIC schemes yield better performance than Fiebig's scheme, for most values of the system parameters. 

By contrast, Fiebig's scheme constitutes the better design option when the number of active users is high 

as seen in Figures 4.17 and 4.18. However, under conditions of high number of simultaneous users, the 

achieved BER is too high, rendering the system unsuitable for any practical application. Moreover, as seen 

in Figures 4.17 to 4.21, Fiebig's scheme is more sensitive to the received SNR than the other two SIC 

schemes considered and its BER performance is more adversely affected, when the SNR is low. When SNR 

is not high, the SLC-SIC yields a better performance than the other two schemes. The PC-SLC-SIC scheme 

is the better design option, when the number of active users is low - less than about half of the modulation 

order - provided that the SNR value is high enough, as is evident from the Figures 4.17 to 4.21. Moreover, 

the PC-SLC-SIC scheme yields the best performance when the fading is less severe, as can be observed 
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in Figures 4.19 and 4.20. The SLC-SIC scheme is also attractive in terms of attaining the lowest possible 

BER using the least number of SIC stages. From this viewpoint, the PC-SLC-SIC scheme is also better 

than Fiebig's scheme. Finally, we also proposed a method of partial cancellation instead of full cancellation 

in the context of the SLC-SIC and the PC-SLC-SIC schemes in Section 4.4.2. The proposed SIC schemes 

employing partial cancellations yield a further performance improvement without any complexity overhead. 

A specific drawback of the PC-SLC-SIC is that for achieving its best possible BER performance, three 

different values of thresholds have to be set. By contrast, the SLC-SIC scheme requires setting of two 

threshold values while Fiebig's scheme requires just one detection threshold to be set to optimum value. 

In summary for most values of system parameters that are of practical interest, our proposed SIC schemes 

proposed in Section 4.4.1 constitute better design options than the SIC scheme based on the conventional 

HLMV combining, which is the most prominent SIC scheme proposed in the open literature [148] to [150] 

for operation under fading conditions. The SLC-SIC and the PC-SLC-SIC schemes are capable of sup­

porting higher number of users for a given BER. Alternatively, for a given number of users, the proposed 

schemes yield a lower BER than Fiebig's scheme [143]. Furthermore, for ease of analysis, in our investi­

gation we have assumed a synchronous communication system exercising perfect power control. However, 

the proposed SIC schemes are readily applicable to asynchronous systems as well as to those dispensing 

with power control. 

The spectral efficiencies achieved by the various diversity combining scheme as well as by the MUD 

schemes considered in this chapter have been listed in Table 4.3. Similarly, the SNR values required by 

various SIC schemes discussed in Section 4.4 to achieve BERs of 10-3 and 10-4 are given in Table 4.4. 

We note in Table 4.4 that the modified SLC-SIC scheme yields a Eb/ No gain of 7.4 dB over Fiebig's 

scheme [143]. 

Having investigated the achievable performance of uncoded FFH in MA channels, we will consider its 

performance in similar channels when assisted by soft decision decoding in Chapter 5. 



~:;------------------------------~ 
Iterative Decoding and Soft Information 

Aided Interference Cancellation in FFH 

Multiuser System 

It has been widely reported that soft decision decoding (SDD) has the potential of significantly enhancing 

a communication system's BER performance. In this chapter, we investigate various means of employ­

ing a FFH-MFSK system in conjunction with a soft-input-soft-output (SISO) channel decoder, in order 

to determine how much performance improvements may be achieved using SDD in FFH-MFSK scheme. 

More explicitly, we analyze a FFH-MFSK system employing SDD and iterative decoding (ID) both in an 

interference-free as well as in an MA channel. We derive soft information to be passed from the FFH-MFSK 

demodulator to the SISO decoder, assuming Rayleigh as well as Nakagami-m fading channels. Employing 

EXtrinsic Information Transfer (EXIT) charts [157,158], we analyze the extrinsic information exchange 

between a FFH-MFSK demodulator and a SISO decoder and investigate techniques of achieving arbitrarily 

low BERs at low SNRs. 

Furthermore, we propose a method of invoking SDD assisted interference cancellation in a FFH-MFSK 

scheme operating in MA channels. In Chapter 4, we proposed two successive interference cancellation (SIC) 

schemes which operated on the principle of mUltistage detection. The basic principle employed in these SIC 

schemes was that during each stage, the most reliable symbols are selected so that in subsequent stages, 

the interference contributed by them may be removed. In the context of these schemes, the reliability of a 

symbol was assessed using Viterbi's ratio threshold test (RTT) [106]. More specifically, a particular symbol 

was declared reliable if the ratio of the maximum to the second maximum of its M decision variables 

exceeded a preset threshold. It is well-known that SISO channel decoders are capable of generating a 

posteriori information about reliability of the channel encoded symbols. In this chapter, we look at means 

of exploiting the soft a posteriori output of the SISO decoder operating in conjunction with the FFH-MFSK 
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demodulator, in order to test the reliability of symbols and then to perform SIC of the reliable symbols. 

5.1 Introduction 

In Table 5.1, the key contributions dedicated towards investigation of turbo or SDD-aided MFSK, SFH­

MFSK and FFH-MFSK based schemes have been summarised. The concept of iterative soft information 

exchange between an M-ary orthogonal demodulator and a SISO decoder was initially proposed in [159]. 

Valenti et. al [160,161] used the term bit interleaved coded modulation (BICM), while employing binary 

channel coding in conjunction with M-ary noncoherent orthogonal modulation and also employed EXIT 

charts to gain insights into the ID process. EXIT charts constitute useful semi-analytical tools which were 

proposed by ten Brink [158] for the analysis of the convergence behaviour of iteratively decoded schemes. 

This analytical tool, however, has not been applied to FH-assisted schemes. 

A plethora of work has been contributed towards the research of joint MUD and SISO decoding de­

signed for direct sequence code division multiple access (DS-CDMA) [162,163]. The basic idea behind 

soft-cancellation assisted iterative MUD, also referred to as turbo MUD [163] is to carry out demodula­

tion/decoding in multiple stages. More specifically, in coherently detected DS-CDMA, estimates of the 

dispersive channel are generated, which facilitate the cancellation of the interference imposed by the re­

liably decoded symbols on the composite multiuser signal. This remodulated signal estimate can then be 

subtracted from the received signal. By contrast, FH systems are typically employed in conjunction with 

noncoherently detected MFSK. Thus, in the context of FH-MFSK the lack of knowledge concerning the 

channel conditions prohibits the employment of classic SIC based MUD schemes typically employed in 

DS-CDMA [164]. Consequently, the idea of joint decoding and MUD has attracted limited attention as far 

as FFH-MFSK systems are concerned. However, the concept of iterations between the demodulator and the 

SISO decoder in order to improve channel estimation and anti-jam performance in coherent slow-FH have 

been considered [102-104]. The reasons for this trend might be the difficulty of deriving soft information 

from the received signal in the context of noncoherent FFH-MFSK as well as the challenge of the subse­

quent exploitation of the soft information forwarded by the SISO decoder to the demodulator. Some diverse 

sub-optimum soft metrics, however, have been proposed in [115,165,166] for employment in noncoherent 

slow- and fast-FH. 

In the context of combatting multi-user interference, Fiebig and Robertson [171] employed soft decision 

decoded convolutional, turbo and RS codes, although no attempt was made to exploit the decoder's soft 

output. Park and Lee [175] extended the work reported in [171] employing conventional ID. In the context 

of SFH-MFSK, Sharma et al. [114,115] introduced the idea of iterations between the demodulator and the 

decoder in MA channels, employing erasures as well as hard and soft decision decoding with RS codes. A 

simplifying assumption stipulated in the above contributions [114,115] is that the receiver has the knowledge 

of exactly which FH band involves a hit, a term implying the event when two users transmit in the same FH 
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Contribution Researcher( s) Year References 

Channel encoder/decoder Modulation Channel 

Turbo coding MFSK Rayleigh Chayat 1996 [167] 

Concatenation of RS code and TCM SFH-MFSK MA,PBNJ Rahman and Elhakeem 1990 [168] 

RS and convolutional codes SFH-MFSK AWGN,PBNJ Frank and Pursley 1996 [169] 

Convolutional codes FFH-MFSK Rieian, PBNJ Theodoss and Robertson 1996 [170] 

RS, convolutional and turbo codes FFH-MFSK Rayleigh, MA Fiebig and Robertson 1999 [171] 

Convolutional, TCM and Turbo codes MFSK AWGN Durand et at. 2000 [172] 

Joint MUD and channel decoding 

HDD ofRS codes SFH-MFSK Rayleigh, MA Sharma et at. 2001 [114] 

SDD of RS Turbo codes SFH-MFSK Rayleigh, MA Sharma et at. 2003 [115] 

Sub-optimum soft metries 

Convolutional codes SFH-MFSK AWGN,PBNJ Pouttu 1996 [173] 

Convolutional codes FFH-MFSK AWGN,PBNJ Su and Chang 1994 [165] 

Convolutional code SFH-BFSK Rayleigh, MA Kim and Cheun 2003 [174] 

Turbo codes SFH-MFSK MA Perie et at. 2005 [166] 

SISO concatenation of demodulator and channel decoder 

Turbo codes MFSK Rayleigh Liang and Stark 2000 [159] 

As above with EXIT chart analysis MFSK Rayleigh Valenti and Cheng 2005 [161] 

Convolutional and turbo codes FFH-MFSK Rayleigh, MA Park and Lee 2001 [175] 

Table 5.1: Summary of important contributions of various researchers towards analysis of soft decoded noncoherent 
MFSKlSFH-MFSKIFFH-MFSK systems 

band of MFSK tones. This assumption may not be valid in the context of FFH based MA systems. 

In this chapter, we employ EXIT charts for analysis of a FFH-MFSK system employing ID both in 

an interference-free as well as in an MA channel. We characterise the proposed ID scheme using binary 

convolutional code. Soft information to be passed from the FFH-MFSK demodulator to the SISO decoder 

has been derived, assuming both Rayleigh as well as Nakagami-m fading channels. The EXIT chart based 

analysis will aid us in determining the specific factors that influence the achievable iterative gain. Moreover, 

it assists us in suggesting specific methods of improving the BER performance of ID assisted FFH-MFSK. 

In this chapter, we also propose a novel MUD scheme designed for FFH-MFSK that invokes joint SIC and 

SISO decoding for mitigating the effects of multiuser interference. In the receiver, we employ clipped or 

soft limiter combining as well as interference cancellation based on the a posteriori information fedback 

from the SISO decoder to the FFH-MFSK demodulator. 

The rest of this chapter is structured as follows. In Section 5.2, the system under consideration is briefly 

described. In Section 5.3, the conventional ID process between the FFH-MFSK demodulator and a binary 

convolutional channel decoder is considered. Furthermore, soft metrics appropriate for both Rayleigh as 
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Figure 5.1: Block diagram of the convolutional encoded FFH-MFSK transmitter, for the kth user, k = 1,2, ... , Nu. 

well as Nakagami-m fading channels are derived and the ID process is investigated using EXIT charts. In 

Section 5.4, some techniques for improving the achievable ID gain are discussed using EXIT charts. The 

SIC scheme using SISO decoding has been discussed in Section 5.5. Finally, in Section 5.6, we present our 

conclusions. 

5.2 System Description 

The FFH-MFSK system considered consists of a single cell serving multiple users with the aid of a BS and 

utilising a spread spectrum bandwidth Wss. The transmitter schematic of the proposed system is depicted 

in Figure 5.1. All users' binary data are encoded by a binary convolutional code before bit interleaving. 

We will consider both the Recursive, Systematic Convolutional (RSC) as well as the non-recursive, Non­

Systematic Convolutional (NSC) codes in this chapter. Following bit interleaving, the encoded bits are 

converted to M-ary symbols as shown in Figure 5. 1. The kth user, k = 1,2, ... , Nu, is assigned a unique 

and random L-tuple FH address denoted by ak = [ak(O), ak(l), ... ,ak(L - 1)], which is output by the PN 

generator, where ak(l) E GF(M), l = 0,1, ... ,L - 1, L is the number of frequency hops per symbol and 

GF(M) represents a Galois field having M elements. The frequency of the the kth user's hopped signal in 

the lth hop may assume any of the M legitimate values and is chosen according to 

(5.1) 

where 1 denotes a unit vector of length L, Xk is the symbol to be transmitted by the kth user and EB denotes 

addition in the Galois field. The components of Sk are passed to a MFSK modulator, where a MFSK tone 

is chosen for transmission which is determined by the value of Sk(l) during the lth hop of duration Th · 

The channel is modeled by either uncorrelated Rayleigh or uncorrelated Nakagami-m frequency-flat 

fading for each of the transmitted frequencies. We assume that each signalling tone can be assumed to 

experience independent fading. Moreover, the fading envelopes experienced by the various users are also 

independent of each other. Furthermore, the transmitted signals are corrupted by A WGN having a single­

sided power spectral density of No. Furthermore, all assumptions pertaining to MA channels stipulated in 

Section 4.2 also apply in the system considered. 
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Figure 5.2: Block diagram of the FFH-MFSK receiver for the kth user, employing iterative decoding 

The BS employs a bank of FFH-MFSK receivers, each of which is synchronised to one user. If single 

user detection (SUD) is employed, each receiver works in isolation and independent of other receivers. Al­

ternatively, multiuser detection (MUD) may be employed, in the context of which all receivers exchange 

information about reliable symbols. In Section 5.5, we propose and investigate one such MUD scheme 

that is based on SIC in conjunction with SISO decoding. The schematic of one user's receiver is shown 

in Figure 5.2, where we assume that the FFH demodulator is in synchronism with the FFH modulator of 

the transmitter. After carrier demodulation, a bank of M square-law detectors detect the energy received in 

each MFSK tone. The outputs of the detectors are dehopped and combined over L hops using SLC [48]. 

The set of M diversity combiner outputs constitutes the demodulator output, which is exploited to derive 

the soft information to be passed to the SISO decoder. The block labelled 'LLR Computation' in Figure 5.2 

computes symbol probabilities from the received signal, converts them to Log-Likelihood Ratios (LLRs) 

and performs the inverse operations. Next, either the conventional extrinsic information exchange between 

the FFH-MFSK and outer SISO decoder is invoked, or the ID assisted SIC scheme is employed for can­

celling the multiuser interference (MUI). The conventional ID scheme is discussed in Section 5.3, while the 

proposed SIC scheme is detailed in Section 5.5. 

Notations: Note that in our discussions we use the notations PM,a, PM,p and PM,e for the a priori, 

a posteriori and the extrinsic symbol probabilities of the demodulator, respectively. The corresponding 

notations for the channel decoder are PD,a, PD,p and PD,e. By contrast PM,a(Xk = nlZ) represents the a 

priori probability of the nth symbol only, n = 0, 1, ... ,M -1. Moreover, a bold symbol denotes a set of M 

variables, for example Z = [Zo, Zl, ... ) Z M -1] denotes a set of M diversity combiner outputs, while P M,a 

represents the set of M a priori symbol probabilities at the demodulator output. Likewise, AM,a, AM,p and 

AM,e denote the a priori, a posteriori and extrinsic LLRs of the demodulator, while IM,a, IM,p and IM,e 

represent the associated mutual informations. The corresponding metrics for the outer decoder are denoted 

by AD,a, AD,p and AD,e and ID,a, ID,p and ID,e. When the LLR of a particular bit is involved, we use a 

notation such as AM,a (i) for the ith bit. Finally, the superscript (k) of a symbol signifies that the particular 

variable pertains to the kth user, k = 1,2, ... ,Nu. 
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5.3 Conventional Iterative Decoding for FFH-MFSK 

The iterative soft information exchange between an M -ary orthogonal demodulator and a SISO binary 

decoder has been considered in [159,160,176]. We apply this concept in the context of the proposed FFH­

MFSK receiver and refer to it as the SUD-ID scheme, where the term SUD implies that no attempt has been 

made to detect jointly all users' symbols. We will derive in Section 5.3.1 the soft information passed by 

the FFH-MFSK demodulator to the SISO decoder, assuming both Rayleigh as well as Nakagami-m fading 

channels. In Section 5.3.2 we will investigate the extrinsic information exchange between the demodulator 

and the decoder with the aid of EXIT charts. In Section 5.3.3, we will present our simulation results of the 

SUD-ID scheme and verify the EXIT chart predictions made in Section 5.3.2. 

5.3.1 Derivation of Soft Information 

In the conventional SISO decoding scheme seen in Figure 5.2, the demodulator inputs the LLRs [177] 

of the received signal to the decoder. The LLR corresponding to the ith received bit bi of the kth user, 

k = 1, 2, ... , N u is given by [177] 

(k) . _ [P(b i = 1)] 
AM,p('t) - log P(b

i 
= 0) , (5.2) 

where P(.) denotes the probability of an event. Since M-ary modulation scheme is employed, the LLRs 

have to be derived from the received M -ary symbol probabilities. More specifically, we need the probability 

that symbol n = 0, ... , M - 1 was transmitted, given that signal vector of Z(k), seen in Figure 5.2, is 

received at the outputs of the M diversity combiners. This probability is given by 

(5.3) 

where p(k)(Z(k) /Xk = n) is the PDF of the received signal Z(k) given that the nth symbol Xk = n is 

transmitted, p(k)(Xk = n) is the a priori probability of the symbol X k = n, while p(k)(Z(k») is the 

probability of receiving signal Z(k) which is given by 

M-l 

p(k) (Z(k») = L p(k) (Z(k)/Xk = n)p(k)(Xk = n). (5.4) 

n=O 

The probability given by Equation (5.4) is a constant for a given signal Z(k). Moreover, for equiprobable 

symbols, p(k)(Xk = n) = 11M. Hence, the PDF p(k)(Z(k)/Xk = n) constitutes sufficient statistics for 

estimating the probability p(k) (Xk = n/Z(k»). 

In the context of the system considered, the signal Z(k) represents the set of M outputs of the diversity 

combiners seen in Figure 5.2. For independent fading of the received signals in M branches, the PDF 
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p(z(k)IXk = n) is given by [160] 

M-l 

p(Z(k)IXk = n) = fzn(xnlXk = n) IT fzj(xjlXk = n), 
j=O,ji'n 

where fZn (xn) represents the PDF of the nth diversity combiner output, n = 0, 1, ... ,M - 1. 
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(5.5) 

In order to derive the PDFs of the diversity combiner outputs, we first consider the PDFs of the square­

law detector outputs after dehopping, as seen in Figure 5.2. Although the signal transmitted by one user is 

interfered by other active users' signals, it is technically challenging to derive the PDF of the square-law 

detector output considering all possible combinations of the interfering tones. Hence, we assume a simplistic 

interference-free channel and attempt to extract the soft information from the channel observations based 

on idealistic conditions. Furthermore, it can be argued that if the interference imposed by a large number 

of other users is considered, the received signal becomes so random that no useful information about the 

expected value of the received signal can be provided by the demodulator for the decoder. By contrast, the 

PDF based on an interference-free channel is likely to provide more useful information about the expected 

values of the symbols. Moreover, although clipped combining is employed in the receiver, we perform the 

forthcoming analysis assuming linear combining, i.e. without clipping. This assumption has been stipulated 

to further simplify our analysis and is supported by the observation that clipping is merely an operation 

performed for the sake of reducing effects of interference. Hence, our analysis may result in sub-optimal 

soft information but, as we will show in Section 5.3.3, appreciable performance can be achieved using this 

approach. 

5.3.1.1 Soft Information in Rayleigh Fading Channel 

In this section, we derive the soft information passed by the FFH-MFSK demodulator to the SISO decoder, 

assuming that the transmitted signal experiences Rayleigh fading. Assuming that the nth FSK tone is trans­

mitted, it can be readily shown that, for independent Rayleigh fading of the FSK tones, the PDF of the 

noise-normalized square-law detector output Unl corresponding to the kth user, if Xk = n is the transmitted 

symbol in the Zth hop, is given by [34] 

Yn > 0, (5.6) 

where ih = bRcEb/(LNo) is the SNR per hop, Rc is the code rate, Eb is the transmitted energy per bit and 

b is the number of bits per symbol. 

Similarly, for all the non-signal tones, j = 0,1, ... , M - 1,j =I- n, the corresponding PDF is given by 

° :::; Yj :::; 00. (5.7) 
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In order to derive the PDF of the diversity combiner output, we employ the characteristic function (CF) 

approach [34]. The CF of the PDF given in Equation (S.6) is readily shown to be [34] 

"'u (WIXk = n) = in (x)eJWYndy = -----100 1 

'f' nl 0 Vnl n 1- Jw(l + "Yh) , 
(S.8) 

where J = vCT. Since the signals in all hops are i.i.d., the CF of the linear combiner output is given 

by [34] 

(S.9) 

Next, the PDF of Zn can be derived from the CF, yielding 

(S.lO) 

Similarly, for all the non-signal tones, we have 

j = 0,1, ... , M - 1,j =1= n. (S.l1) 

Inserting Equations (S.10) and (S.11) in Equation (S.S), we have 

We can see in Equation (S.12) that for any of the nth symbol, n = 0,1, ... , M - 1, all the terms except the 

last exponential are common. Since, the computation ofLLRs in Equation (S.2) requires logarithm of the bit 

probabilities, we ignore the common terms as a normalization factor and express the normalized probability 

p(k)(Z(k)IXk = n) as 

(S.13) 

We note that the soft metric given by Equation (S.13) bears similarity to that derived in [160,161]. The 

only differences are that the one derived in [160,161] is for envelope detection of MFSK signals while we 

assumed square-law detection in this analysis and also, in Equation (S.13) "Yh signifies SNR per hop. 

Inserting Equation (S.13) in Equation (S.3), we can derive normalized symbol probabilities. The bit 
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probabilities can be derived from the symbol probabilities using the following relation [159,171]: 

M/2-1 

PM,p(b i = O/Z(k)) = L PM,p(Xk = n/Z(k)), 
t . 

n=t+l2i J2\ i=0,1, ... ,log2M-l, (5.14) 
t=o 

where l x J denotes the largest integer less than or equal to x. The corresponding probability of (bi = 1) is 

given by PM,p(bi = l/Z(k)) = 1 - PM,p(b i = O/Z(k)). Finally, the LLRs for the kth user are computed 

using Equation (5.2). 

5.3.1.2 Soft Information in Nakagami-m Fading Channel 

Next, we characterise the soft demodulator output, assuming that the transmitted signal experiences 

Nakagami- m fading. Assuming that the nth tone, n = 0,1, ... , M - 1, is transmitted, the linear com­

biner's output conditioned on the received SNR is then non-central Chi-square distributed with 2L degrees 

of freedom [34]. Consequently, the PDF of the noise-normalized combiner output, may be expressed as 

(5.15) 

where/, = /'h 'L.tc/ at, al is the Nakagami-m distributed attenuation factor during the lth hop and h-l(.) 

is the modified Bessel function of the first kind of (L - l)th order. For the jth non-signal tone, j = 

0,1, ... , M - 1, j =I n, the linear combiner output is central Chi-squared distributed with 2L degrees of 

freedom [34], and the corresponding PDF is given by 

(5.16) 

In order to derive the unconditional PDF of Zn, the expression given by Equation (5.15) has to be averaged 

over the PDF of "I, which can be derived from the PDF of al. Since al is Nakagami-m distributed, its PDF 

is given by [34] 

_ m -mt2/0 2t2m
-

1 
( )m 

fal (t) - r(m) De, (5.17) 

where m is the Nakagami fading parameter, and D = E[atJ. Consequently, it can be shown that "II = /'hat 

is Gamma distributed and its PDF can be readily derived, with the aid of [34], yielding 

__ r __ m -mrhh m-l ( )m 
IYl (r) - r (m) /'h e . (5.18) 

The CF of the PDF in Equation (5.18) may be readily expressed as [34] 

1 
¢'Yl (w) = (1 - JW/'h/m)m' 

(5.19) 
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Since the signals in all hops are U.d. the CF of the r is given by [34J 

(S.20) 

From the above CF, we can derive the PDF of the random variable r which is given by 

J ('y) = r m e-m"fhh. 
mL-l ( )mL 

"f r(mL) rh (S.21) 

Now, the unconditional PDF fzn (Xn/Xk = n) may be derived by averaging Equation (S.15) over [O,ooJ 

using the PDF of r given by Equation (S.21). Consequently, we have 

(S.22) 

Upon applying a suitable change of variable, the above equation may be expressed with the aid of [122J as 

(S.23) 

where 1>(a, b, c) is the hypergeometric function [1, 122J. Note that for m = 1, it can be shown with the aid 

of the relation [1 J 

""(L L rhXn) _ ( rhXn ) '±' , ,-- -exp --
1+ rh 1 + rh 

(S.24) 

that Equation (S.23) reduces to the corresponding expression derived for Rayleigh fading channels in Equa­

tion (S.lO). 

Inserting Equations (S.23) and (S.16) into Equation (S.5), and after minor simplifications, we arrive at: 

Again, we can see in Equation (S.2S) that for any of the nth symbol, n = 0,1, ... , M -1, all the terms except 

for the hypergeometric function term are common. Consequently, the normalized probability p(Z(k) /Xk = 

n) may be expressed as 

(S.26) 
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which can also be expressed as [122] 

(5.27) 

Inserting Equation (5.27) into Equation (5.3), we can derive the nonnalized symbol probabilities. 

For ease of computation, the hypergeometric function may be written in the fonn of an infinite series 

given by [122] 

00 (L(1 - m)) i 

<f? (L(1 - m), L, -'Yhxn) = L . i [-,,(hXn] , 
m + 'Yh i=O (Lkt! m + 'Yh 

(5.28) 

where (a)i = a(a+ 1) ... (a+ k -1) = (a+i -1)!j(a -I)! is the Pochammer function [122]. For negative 

integers, we have (-a)i = (-I)i(a)!j(a - i)!. Note in Equation (5.28) that for m > 1, the infinite series is 

reduced to a finite one, consisting of L(m - 1) tenns. 

In the foregoing analysis, we noted that the knowledge of the received SNR is required to compute 

symbol probabilities from Equations (5.13) and (5.27). In noncoherent systems, especially FFH-MFSK, 

accurate estimation of the channel during a hop interval which is typically a fraction of the symbol interval 

may not be practicable. However, the SNR may be estimated to a reasonable degree of accuracy by com­

puting a running average of the received AWGN power over a sufficiently large number, say 20, of received 

samples. We assume in this foregoing discussions that the received SNR is accurately known at the receiver. 

5.3.2 EXIT Chart Based Analysis 

Having derived the soft infonnation generated by the FFH-MFSK demodulator, we can now investigate the 

convergence behaviour of the SUD-ID scheme and detennine the factors that influence its iterative gain. 

In this section, we employ EXIT charts for the analysis of the convergence behaviour of the iteratively de­

coded FFH-MFSK receiver. EXIT charts were proposed by ten Brink [157,158] as a semi-analytical tool for 

predicting the convergence behaviour of iterative decoding by examining the evolution of the input/output 

mutual infonnation (MI) between the inner and outer decoders of a concatenated scheme in successive 

iterations. We will employ this tool for analyzing the convergence behaviour of the iterative demodula­

tion/decoding scheme discussed in Section 5.2. 

The application of the EXIT charts is conditioned on the validity of two assumptions: 

1) the a priori LLR values are fairly uncorrelated. 

2) the PDF of the a priori LLR values is Gaussian. 

The first assumption can be satisfied by using sufficiently large interleaver lengths. The second assumption 

is verified by plotting the histogram of the outer convolutional decoder's extrinsic LLR output which was 
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indeed found to be Gaussian. 

We now examine the MI transfer characteristics of the FFH-MFSK in the following section. 

5.3.2.1 Transfer Characteristics of the FFH-MFSK Demodulator 

As discussed in Section 5.3.1, using the channel's output observations, the demodulator generates the a 

posteriori information AM,p and subtracts the a priori information AM,a from it to produce the extrinsic 

information AM,e' During the first ID iteration, AM,a = 0 since SISO decoder's output is not available. 

Based on the above assumptions, the a priori information AM,a can be modelled as an independent Gaussian 

variable nA having a variance of O"~. Thus the a priori information AM,a may be written as [158] 

(5.29) 

where x E {+1,-1} represents the interleaved bits and /-LA = 0"~/2, since AM,a is Gaussian distributed. 

Consequently, its conditional PDF is given by 

(5.30) 

The MI JM,a = J(X; AM,a), 0 < JAM < 1, between the outer decoded and interleaved bits x and the LLR 

values AM,a is given by [158] 

(5.31) 

Inserting Equation (5.30) into Equation (5.31), we have 

1 100 ((~-0"~X/2)2) _, JM,a = 1 - y'27T exp - 2 10g2[1 + e ]dc;-. 
27T0" A -00 20" A 

(5.32) 

In order to highlight the dependence of JM,a on O"~, we introduce the following abbreviation [158]: 

J(O") A JM,a(O"A = 0") 

lim J(O") = 0, lim J(O") = 1, (j > O. 
CT -->0 CT-->OO 

(5.33) 

Figure 5.3 shows a plot of J(O") as a function of 0". Since J(O") is monotonically increasing, its inverse 

exists and is given by 

(5.34) 

The extrinsic MI at the demodulator's output is a function of both the a priori input and the channel 
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Figure 5.3: Mutual information IM,a or J(O') as a function of 0' A, evaluated using Equation (5.32) 

SNR. Thus we define the demodulator's transfer characteristics as [158] 

(5.35) 

Similar to Equation (5.32), we have 

(5.36) 

where PE represents the PDF of the extrinsic output. Note that no restrictions are imposed on PE [158]. 

Next, we outline the method used to evaluate the transfer characteristics of the FFH-MFSK demodulator. 

1) Using Equation (5.34), (J' A is evaluated as the inverse of the particular value of IM,a where the extrinsic 

transfer characteristics are to be evaluated. 

2) The resultant value of (J' A is used for generating LLR value AM,a with the aid of Equation (5.29), 

which is applied as the a priori input to the FFH-MFSK demodulator. 

3) The extrinsic LLR value AM,e of the demodulator is evaluated by subtracting the a priori input from 

the demodulator's a posteriori output AM,p, yielding 

(5.37) 

4) Finally, the MI IM,e = I(X; AM,e) between the outer encoded and interleaved bits x and the LLR 
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values AM,e is evaluated using Equation (5.36), employing the PDF PE of the extrinsic output. This 

requires the determination of the distribution P E using a histogram-based approximation obtained 

through Monte Carlo simulation. Alternatively, we can employ a simpler method discussed below. It 

was shown in [178] that the MI between equiprobable bits X and their respective LLR values A for 

symmetric and consistent LLR values 1 simplifies to 

J(X; A) 1 -1:00 

p(AJX = 1) log2[1 + e-A]dA 

= 1 - EX=l {log2[1 + e-AJ} , (5.38) 

where p(.) represents the PDF of the LLR values and E represents the expected value. By invoking the 

ergodicity theorem in Equation (5.38), namely by replacing the expected value by the corresponding 

time average, the MI can be evaluated for a sufficiently large number of samples N using the following 

relation: 

1 N 
J(X; AM,e) = 1 - EX=l {log2[1 + e-AM,e]} ~ 1- N L log2 [1 + e-x(n)AM,e(n)], 

n=l 

(5.39) 

where N denotes the number of coded bits in one block. 

The MI transfer characteristics of the FFH-MFSK demodulator recorded for transmission over a 

interference-free Nakagami-m fading channel characterised by fading parameter of m = 3 is shown in 

Figure 5.4 for various M values, assuming L = 1 and Eb/NO = 6dB. This figure demonstrates that for 

M = 2, i.e. for BFSK, the EXIT curve is a horizontal line, indicating that the BFSK based demodulator 

will yield no improvement in its output extrinsic MI, upon increasing the a priori MI. Thus, no iterative gain 

is expected from the BFSK demodulator if it is employed as depicted in Figure 5.2. By contrast, as shown 

in Figure 5.4, for higher M values not only do the EXIT curves emerge from a higher point on the Y-axis, 

but they are also steeper. This observation indicates that a relatively higher iterative gain is expected from 

MFSK demodulator, using higher M value. 

In Figure 5.5, the MI transfer characteristics of the FFH-MFSK demodulator communicating in a 

Nakagami-m MA channel, characterised by fading parameter of m = 1, are shown for M = 16, 

Eb/ No = 15dB, Nu = 4 and assuming various L values. This figure demonstrates that the extrinsic 

MI of the FFH-MFSK demodulator improves as L is increased, indicating the benefits of diversity. How­

ever, we also observe in Figure 5.5 that the EXIT curves lose their slope upon increasing L, which implies 

that the attainable iterative gain is expected to be low at higher L values. Moreover, plotting the MI transfer 

characteristics yields further insights into the system's expected BER performance. For example, Figure 5.5 

demonstrates that very little additional diversity gain is expected by increasing L beyond 4 for the system 

using the set of parameters considered. Thus, the EXIT chart aids us in predicting the achievable BER 

IThe LLR values are symmetric if their PDF is symmetric, i.e. p( -~IX = 1) = p( ~IX = 0). Furthermore, all LLR values 
with symmetric distributions satisfy the consistency condition [178]: p( -~IX = x) = e-Ax,p( ~IX = x). 
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Figure 5.4: Extrinsic information transfer characteristics of a FFH-MFSK demodulator in uncorrelated Nakagami-m 
fading channel, assuming various M values. 

performance without performing the bit-by-bit Monte-Carlo simulations. 

5.3.2.2 Transfer Characteristics of the Convolutional Decoder 

Let us now investigate the EXIT characteristics of the outer channel decoder seen in Figure 5.2. The FFH­

MFSK demodulator's extrinsic output AM,e becomes the a priori input AD,a for the convolutional decoder. 

The extrinsic information transfer characteristics of the convolutional decoder, being independent of the 

E b/ No value, depend only on its a priori input and hence may be written as 

ID,e = TD(ID,a), (5.40) 

where ID,a = I( C; AD,a) denotes the MI between the outer channel coded bits c and the LLR values AD,a. 

Similarly, ID,e = I(C; AD,e) denotes the MI between the outer channel coded bits c and the extrinsic LLR 

values AD,e at the decoder's output. 

The procedure of evaluating the transfer characteristics of the convolutional decoder is similar to that 

used for the demodulator and is summarised below: 

1) Using Equation (5.34), (7 A is evaluated as the inverse of the particular value of ID,a, where the transfer 

characteristics are to be evaluated. 

2) With the aid of Equation (5.29), the value of (7 A is used for generating the LLR value AD,a, which is 
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Figure 5.5: Extrinsic information transfer characteristics of a FFH-MFSK demodulator in uncorrelated Rayleigh fad­
ing channel, assuming various L values. 

applied as the a priori input AD,a to the decoder. 

3) The extrinsic LLR value AD,e of the demodulator is evaluated by subtracting the a priori input from 

the decoder's a posteriori output AD,p, yielding 

(5.41) 

4) Finally, the mutual information of ID,e = I(C; AD,e) between the outer encoded bits c and the LLR 

values AD,e is evaluated using the following relation: 

1 N 
I(C; AD,e) = 1 - E{log2[1 + e-AD,e]} ~ 1 - N I)og2 [1 + e-c(n)AD,e(n)]. 

n=l 

(5.42) 

Figure 5.6 shows the extrinsic information transfer characteristics of various half-rate outer RSC codes, 

characterised by different constraint lengths v and octal generator polynomials (G, Gr ). This figure demon­

strates that for ID,a > 0.5, RSC codes having higher constraint lengths converge faster upon increasing 

ID,a' This is because RSC codes having higher constraint lengths exhibit a better minimum free distance 

than those associated with shorter constraint lengths [177]. 
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Figure 5.6: Extrinsic information transfer characteristics of various RSC codes, having different constraint length (v) 
and generator polynomials (G, Gr ). 

5.3.2.3 EXIT Charts of the System 

Let us now exploit the EXIT characteristics of the FFH·MFSK demodulator and the SISO convolutional 

decoder to analyze the exchange of MI across the entire schematic of Figure 5.2. This is carried out by 

plotting the transfer characteristics of the two components of Figure 5.2 in the same plot in order to generate 

the EXIT chart. The channel decoder's extrinsic information ID,e becomes the a priori input IM,a to the 

demodulator, while the demodulator's extrinsic information IM,e becomes the channel decoder's a priori 

input ID,a. Accordingly the axes of the Figure 5.6 are swapped in order to obtain the EXIT chart shown 

in Figure 5.7, where we have M = 64, L = 3 and various Eb/No values. Furthermore, in Figure 5.7, 

the EXIT curves of both the NSC and of the RSC codes characterised by the octal generator polynomial 

of (7,5) are also shown. The system communicates over an interference·free, Rayleigh fading channel, 

characterised by Nakagami parameter of m = 1. Based on the lessons of [158], in order for the exchange 

of MI between the demodulator and decoder to converge successfully at a specific Eb/ No value, their EXIT 

curves at that Eb/No value must intersect only at the (1,1) point. If this condition is satisfied, then a so 

called open convergence tunnel [158] appears between the demodulator's and decoder's extrinsic MI curves. 

By contrast, if they intersect at any point before the (1, 1) point in the EXIT chart, this implies that no further 

evolution of extrinsic MI is possible and hence the channel decoder may not be able to decode the encoded 

bits. If, however, the demodulator EXIT curve intersects the decoder curve at a point infinitesimally close 

to ID,e = 1.0, an arbitrarily low BER might stilI be achieved. Consequently, the EXIT chart of Figure 5.7 

suggests that at Eb/ No ;:::;:i 9dB, an arbitrarily low BER might be attained. 



5.3. CONVENTIONAL ITERATIVE DECODING FOR FFH·MFSK 

ttl 
0" 
Q, 
:;f 

M=64,L=3,Nu=1 ,EtlNo=4,5,6, 7,B,9dB,m=1 

0.8 

0.6 

0.4 
..... /' 

..- " ... "" 
..... /" 

... // ,. / 
0.2 . ,/ 

! / 
i 
i 

RSC decoder 
NSC decoder 
Demodulator O'----L-_-C=======:::::J 

o 0.2 0.4 0.6 O.B 

164 

Figure 5.7: EXIT chart of convolutionally coded FFH-MFSK demodulator, when communicating over uncorrelated 
Rayleigh fading channel, assuming various Eb/NO values. EXIT curves of both the RSC and the NSC 
codes are shown. 

It was stated in [179, 180] that to achieve near-zero BER at an SNR close to the system capacity, the 

convergence tunnel should be as narrow as possible. This is because the area of the tunnel is characteristic 

of the SNR discrepancy from the binary erasure channel (BEC) capacity. There is experimental evidence 

of similar conclusions for Rayleigh channels as well. Hence, an important observation that can be inferred 

from the EXIT chart of Figure 5.7 is that at Eb / No ~ 9dB, a large area appears between the EXIT curves 

of the demodulator and the channel decoder, which implies that this performance is far from capacity. 

We also observe in Figure 5.7 that for the same constraint length of v = 3 the EXIT curve of the RSC 

decoder is steeper than that of the NSC decoder in the range of 0.2 to 0.8. Hence, the demodulator's EXIT 

curve intersects the RSC decoder's curve at lower MI value, indicating that due to the low-gradient nature of 

the FFH-MFSK demodulator's EXIT curves, this modulation scheme may be more beneficially concatenated 

with the NSC code than with the RSC code. We will verify this conclusion using the corresponding BER 

results in Section 5.3.3. 

The effects of increasing MUI on the evolution of the FFH-MFSK demodulator's MI are depicted in 

Figure 5.8, where we assume various values of number of users Nu. As expected, with increased MUI, re­

SUlting from high number of users, the demodulator MI degrades and the corresponding MI curves originate 

from lower points on the Y-axis. However, the slope of the curves increases as Nu increases suggesting 

more degradation of the BER performance but better achievable iterative gain at high Nu values. The valid­

ity of our EXIT chart analysis, corresponding to the scenario supporting Nu = 6 users, is also confirmed by 

recording the actual MI points at the output of the demodulator and the outer decoder during each decoding 

iteration and then plotting them in Figure 5.8. We observe that the iterative trajectory more or less follows 
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Figure 5.8: EXIT chart and ID trajectroy ofNSC coded FFH-MFSK demodulator, when communicating over uncor­
related Nakagami-m fading channel, assuming various number of users Nu. 

the EXIT curves. The slight mismatch observed is owing to having finite interleaver length employed in the 

actual iterative operation, in contrast to the infinite interleaver length inherently assumed in the theoretical 

EXIT chart analysis. 

5.3.3 Simulations Results and Discussion on the ID Scheme 

In this section we present our BER performance results for the SUD-ID assisted FFH-MFSK scheme seen 

in Figure 5.2. The performance of the scheme will be evaluated, when it is operating in a frequency­

flat Nakagami-m fading MA channel. In our simulations, unless otherwise stated, we employ the system 

parameter values listed in Table 5.2. 

We commence our investigations by considering the SUD-ID scheme's performance in an interference­

free channel, characterised by Nu = 1. In Figure 5.9, the BER versus SNR performance of the SUD-

Channel code NSC 

Generator polynomial (octal) (7,5) 

Code rate Rc 0.5 

Constraint length v 3 

Interleaver type Random 

Interleaver size 24000 bits 

Table 5.2: List of parameters values used in the simulation results of Figures 5.9 to 5.24. 
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Figure 5.9: BER versus EbjNO performance of the HDD and ID based schemes employed in FFH-MFSK SLC re­
ceiver communicating over a Nakagami-m fading interference-free channel. 

ID scheme invoking various number of ID iterations has been shown, assuming L = 3, M = 16 and a 

Nakagami fading parameter of m = 1.5. The performance of FFH-MFSK using hard decision decoding 

(HDD) has also been shown. The results of Figure 5.9 demonstrate that the SDD scheme, labelled as SUD­

ID with NID = 0 in the figure, outperforms the HDD by about 2dB at BER= 10-3 , validating the soft 

information derived in Section 5.3.1 and demonstrating the benefits of exploiting SDD. Hence, in case of 

the SDD-based schemes, when the MI becomes sufficiently reliable at high enough SNR, the BER drops 

relatively rapidly as compared to the HDD case. The results of this figure also demonstrate that an overall 

gain of about 1.7dB is obtained at BER= 10-5 by invoking NID = 2 iterations, although only a modest 

iterative gain is achieved after the 2nd iteration. Moreover, we observe that the NSC code remains superior 

to its RSC counterpart, regardless of the number of iterations invoked, thus confirming the accuracy of our 

EXIT chart analysis of Figure 5.7. Therefore, in our subsequent results, we opt for using the NSC code. 

Let us now evaluate the SUD-ID scheme, when the system encounters MA interference. In Figure 5.10, 

the BER versus Eb / No performance of the SUD-ID scheme invoking various number of iterations in an MA 

channel has been shown, where we assume M = 16, L = 7, the Nakagami fading parameter of m = 2.5 

and Nu = 8. The results of Figure 5.10 demonstrate that the SUD-ID scheme with NID = 0 outperforms 

the HDD based scheme by about 2dB at BER= 10-2 . Hence, even in an MA channel the soft information 

derived in Section 5.3.1 yields a useful SNR gain over the HDD based scheme, although it was derived 

based on simplifying assumptions. The results of this figure also demonstrate that an additional gain of 

about 4.5dB over the scheme characterised by NID = 0 iterations is obtained at BER= 10-3 by invoking 

N/ D = 4 iterations, but there is modest iterative gain after the 4th iteration. Therefore, in the subsequent 
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Figure 5.10: BER versus Eb/NO performance of the HDD and ID based schemes employed in FFH-MFSK SLC 
receiver communicating over a Nakagami-m fading MA channel. 
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Figure 5.11: BER versus Eb/NO performance of the SUD-ID scheme employed in FFH-l\1FSK SLC receiver com­
municating over a Nakagami-m fading MA channel, assuming various M and Nu values. 

results we will employ N J D = 4 iterations. More importantly, we observe that at SNR values in excess of 

12dB, the achievable iterative gain becomes negligible after the second iteration, resulting in an error floor 

in the high-SNR region. This observation is consistent with our EXIT chart results of Figure 5.7, which 
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predicted that the attainable iterative gain is reduced at high SNRs. Another important observation made 

from Figure 5.10 is that as compared to the interference-free scenario discussed with the aid of Figure 5.9, 

the iterative gain becomes higher when MA interference is imposed. This observation verifies the prediction 

of Figure 5.8, in which we observed that increased MUI leads to improved iterative gain. 

In Figure 5.11 the BER versus SNR performance of the SUD-ID scheme is shown for various values 

of M. Since the number of users supported by a FFH-MFSK scheme is a function of the available number 

of MFSK tones and, hence, of the modulation order M, we assume Nu = M/2 for the sake of ensuring 

approximately similar BER performance for each of the M values considered. We observe in Figure 5.11 

that, beyond a certain value of SNR, greater iterative gain is attained when using a higher modulation order. 

Hence, although the system using M = 32 is inferior to those using M = 8 and 16 when NJD = 0 is 

assumed, the iterative gain yielded by NJD = 4 iterations more than compensates for this difference of 

performance, at SNR values characterised by Eb/NO > lOdB. Similarly, the system using M = 16 yields 

inferior performance compared to that using M = 8 at NJ D = 0, but the former outperforms the latter when 

NJD = 4 iterations are invoked. This result supports our EXIT chart results of Figure 5.4 which predicted 

a higher iterative gain for higher M values. 

5.4 Precoder Aided FFH-lVIFSK 

The EXIT chart analysis conducted in Section 5.3 has demonstrated that only modest iterative gain is pos­

sible using MFSK based schemes, because the demodulator's MI transfer curve has low gradient and con­

sequently it intersects the channel decoder's MI transfer curve before reaching the (1,1) point in the EXIT 

chart. With the introduction of diversity the performance is expected to improve but the problem of residual 

BER persists. In this section we investigate one effective means of circumventing this problem. It is well 

known that the channel may be rendered recursive by incorporating a unity-rate precoder between the chan­

nel encoder and the modulator of Figure 5.1 [181-184]. The precoder imposes memory upon the channel, 

thus rendering it recursive2. 

In Figure 5.12, the schematic of a unity-rate precoder assisted FFH-MFSK transmitter and a possible 

implementation of the corresponding receiver is shown. The rate-I encoder's generator polynomial may 

be expressed as 1/(1 + D). In the receiver, the demodulator generates soft information, as discussed in 

Section 5.3.1, and passes it to the rate-I decoder which carries out the ID process in conjunction with the 

outer convolutional decoder. Hence, in Figure 5.12 the a priori, a posteriori and the extrinsic information of 

the rate-I decoder are labelled as Ap,a, Ap,p and AP,e, respectively. The corresponding mutual information 

will be denoted by IP,a Ip,p and IP,e respectively, in the forthcoming EXIT chart analysis of the precoded 

system. 

2Recursivity in this context implies that the channel has an infinite impulse response. 
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Figure S.12: Block diagram of the precoder assisted convolutional encoded FFH-J\1FSK system, where the FFH­
J\1FSK demodulator is as shown in Figure 5.2. 

5.4.1 EXIT Charts of Precoder Aided System 

The EXIT chart of the precoder assisted system seen in Figure 5.12 is shown in Figure 5.13. For comparison, 

the MI transfer characteristics of the FFH-MFSK demodulator, when used in the configuration of Figures 5.1 

and 5.2 is also shown. We can observe in Figure 5.13 that corresponding to the a priori input value of 0, the 

fp,e of the rate-1 decoder emerges from a lower value than fM,e of the demodulator, as seen on the Y-axis 

on the left of the chart. However, at higher values of the a priori input, the extrinsic MI of the rate-1 decoder 

starts to rise more rapidly, as evidenced by the dramatic change in the gradient of its curve. Hence, observe 

that for M = 16, while the EXIT curve of the demodulator intersects the outer decoder's curve, that of the 

rate-! decoder runs almost parallel to it. This property of the precoder assisted system stems from its ability 

to impose recursivity on the channel. Furthermore, it indicates that while the precoder assisted system might 

exhibit inferior BER performance as compared to the one operating without the precoder during the initial 

ID iterations, after a certain number of iterations, the former becomes capable of outperforming the latter. 

Furthermore, the rate-l decoder's EXIT curves do indeed reach the (IE, fA) = (1,1) point. 

Let us now investigate the influence of MUI on the precoded system. In Figure 5.14, a comparison has 

been made between the effect of precoding on a system communicating in interference-free channel and 

one encountering MUL For the sake of a fair comparison we keep the area between the demodulator/rate-

1 decoder and the outer decoder's EXIT curves approximately the same. Thus, for an interference-free 

channel, we opted for the system parameters of L = 3 and E b/ No = 8dB while when a total of Nu = 6 

users are communicating, we chose L = 7 and Eb/NO = 13dB. The first observation that we make about 

the EXIT chart of Figure 5.14 is that for the system operating without precoder the demodulator's EXIT 

curve has a higher slope when MUI is present than when there is no interference. We have already seen 

in the context of Figure 5.8 that increased MUI leads to steeper MI curve. Hence, as the a priori input 
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Figure 5.13: EXIT chart of NSC coded and precoder assisted FFH-MFSK system, when communicating over uncor­
related Rayleigh fading channel, assuming precoder of memory 1 and M = 2 and 16. 
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value improves, the demodulator's EXIT curve corresponding to the system contaminated by MDI crosses 

over the one for the interference-free system. By contrast, when the system is precoded, the EXIT curve 

recorded for the system encountering MDI remains inferior to the one operating in an interference-free 

channel. A possible solution to this problem is to include the FFH-MFSK demodulator in the ID process, 

thereby allowing extrinsic information exchange amongst the demodulator, the unity-rate decoder and the 

outer decoder. Investigation of this 3-stage concatenation scheme constitutes our future work. 

5.4.2 Iteratively Decoded Irregular Variable Length Coding and Precoder Aided FFH­

MFSK 

In order to demonstrate how the inner rate-l decoder and an outer decoder may be beneficially concatenated 

for attaining a high performance, we now investigate the serial concatenation of precoder-aided FFH-MFSK 

with an outer irregular variable length coding (IrVLC) scheme3. 

EXIT chart analysis [158] has opened avenues towards the investigation and performance improvement 

of iteratively decoded communication systems. A significant contribution made in the field of ID with the 

aid of EXIT charts is the introduction of irregular convolutional coding (IrCC) [185-187]. An IrCC consists 

of multiple sub-codes, each having a different code rate, which are used to encode specific fractions of 

the source block. By optimally choosing the code rates of the IrCC component codes and the associated 

fractions of the input block, the convergence of the ID process may be achieved at low SNRs. In analogy to 

IrCC (IrCC) [185], the family of so-called IrVLCs [188] employs a number of component VLC codebooks 

having different coding rates [189-192] for encoding particular fractions of the input source symbol stream. 

We will investigate the proposed scheme in a Rayleigh fading channel contaminated by partial band noise 

jamming (PBNJ). With the aid of EXIT charts [158], the appropriate lengths of these fractions may be 

chosen in order to shape the inverted EXIT curve of the IrVLC codec, so that it does not cross the EXIT 

curve of the inner channel codec. In this way, an open EXIT chart tunnel may be created even at low values 

ofSNR. 

Joint source and channel coding We consider Ks = 16-ary source symbol values that have the prob­

abilities of occurrence that result from the Lloyd-Max (LM) quantization [193] of independent Laplacian 

distributed source samples. More explicitly, we consider the 4-bit LM quantization of a Gaussian source. 

Note that these occurrence probabilities vary by more than an order of magnitude between 0.0023 and 

0.1616. These probabilities correspond to entropy or average information values between 2.63 bits and 8.74 

bits, motivating the application of VLC and giving an overall source entropy of E = 3.47bitsNLC symbol. 

In the transmitter shown in Figure 5.15, the source symbol frame s comprises of J 4-bit source symbols 

having Ks = 16-ary values {Sj}j=l E [1 ... K]. These source symbols are decomposed into N v number 

of components {Sil };:~1' where we opted for N v = 16 in the case of the IrVLC-FFH-MFSK scheme and 

3This work is based on collaboration with the coauthors of the publication no. 10 in the Section titled 'List of Publications' of 
this thesis; this collaboration project provided me access to the required VLC codes. 
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Figure 5.15: Schematic of the IrVLC- and VLC-based schemes employed in conjunction with FFH-MFSK. In the 
IrVLC coded scheme N = 16, whilst N = 1 in the VLC-coded scheme. 

N v = 1 in the case of the VLC-based scheme. The number of symbols in the source symbol frame s that 

are decomposed into the source symbol frame component Sll is specified as JT!, where we have j1 = J in 

the case of the VLC-based scheme. By contrast, in the case of the IrVLC-based scheme, the specific values 

of {JT!} ;:::'1 may be chosen in order to shape the inverted EXIT curve of the IrVLC codec so that it does not 

cross the EXIT curve of the precoder, as will be detailed below. 

Each of the N v number of source symbol frame components {Sll };;::'1 is VLC-encoded using the corre­

sponding codebook from the set of N v number of VLC codebooks {VLCT!} ;:::'}' having a range of coding 

rates {RT!};:::'l E [0,1], satisfying 

(5.43) 

where aT! = JT! / J is the particular fraction of the source symbol frame coded by the nth sub-code and R 

is the average code rate of the VLC or the IrVLC scheme. The specific source symbols having the value 

of k E [1 ... Ksl and encoded by the specific VLC codebook VLCT! are represented by the codeword 

VLCT!,k, which has a length of IT!,k bits. The JT! number of VLC codewords that represent the JT! number 

of source symbols in the source symbol frame component Sll are concatenated to provide the transmission 

frame component Ull = {VLCT!,sjn }f~"=l' 

Owing to the variable length of the VLC codewords, the number of bits comprised by each transmission 

frame component Ull will typically vary from frame to frame. In order to facilitate the VLC decoding of 

each transmission frame component u ll , it is necessary to explicitly convey its length IT! = ~f:=l IT!,sjn 

to the receiver with the aid of side information. Furthermore, this highly error-sensitive side information 

must be reliably protected against transmission errors. This may be achieved using a low rate block code or 

repetition code, for example. For the sake of avoiding obfuscating details, this is not shown in Figure 5.15. 

FFH-MFSK modulation: The N v number of transmission frame components {ull
};:::,} are concate­

nated at the transmitter, as shown in Figure 5.15. The resultant transmission frame u has a length of 

~;:::'1 IT! bits. Following the interleaver, the transmission frame u is precoded and the precoded bits are 

converted to M-ary symbols [171], which are transmitted by the FFH-MFSK modulator of Figure 5.15, as 
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Figure 5.16: Extrinsic information transfer characteristics of the rate-l decoder in Rayleigh fading channel, assuming 
various values of the precoder memory. 

discussed in Section 1.3.1. 

The Channel: The channel is assumed to be a frequency-flat Rayleigh fading medium for each of the 

transmitted frequencies. The transmitted signal is also corrupted by AWGN and a PBNJ signal having 

single-sided power spectral densities of No and Nj, respectively. We assume that the PBNJ signal jams a 

fraction 0 ~ p ~ 1 of the total spread spectrum bandwidth Wss. We also assume that the PBNJ signal is 

contiguous and hence all the M FSK tones of a particular band are jammed, if the jamming signal is present 

in that band. Thus, the probability that a band or a tone is jammed is given by p, while the probability that 

the band is not jammed is (1 - p). 

FFH-MFSK demodulation: The receiver schematic is also shown in Figure 5.15, where the FFH­

MFSK demodulator is identical to that discussed in Section 1.3.3, except that clipped combining is per­

formed as expressed by Equations (1.35) and (1.30) [71]. After FFH-MFSK demodulation and derivation 

of soft information discussed in Section 5.3.1, the a posteriori probabilities (APP) SISO unity rate decoder 

and the outer decoder perform iterative decoding, as shown in Figure 5.15. 

The MI transfer characteristics of the unity-rate decoder recorded for various values of precoder memory 

are shown in Figure 5.16. It can be seen that the as the precoder's memory is increased, the EXIT curves 

become steeper. Moreover, in contrast to the demodulator, the rate-l decoder's EXIT curves do indeed reach 

the (1,1) point in Figure 5.16, implying that the precoder allows the iterative decoding to converge to an 

arbitrarily low BER. In our subsequent analysis, we opt for a memory 3 precoder. 
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VLC decoding: Since N v number of separate VLC encoders are employed in the transmitter, N v num­

ber of separate VLC decoders are employed in the corresponding receiver seen in Figure 5.15. In parallel 

to the composition of the bit-based transmission frame u from Nv number of VLC components, the a 

priori LLRs Av,a(u) are decomposed into Nv number of components, as shown in Figure 5.15. This is 

achieved with the aid of the explicit side information that we assume for conveying the number of bits In 

in each transmission frame component un. Each of the N v number of VLC decoders is provided with the 

a priori LLR sub-frame Av,a(un ) and in response it generates the a posteriori LLR sub-frame Av,p(un ), 

n E [1 ... NvJ. These a posteriori LLR sub-frames are concatenated in order to provide the a posteriori 

LLR frame Av,p(u), as shown in Figure 5.15. 

During the final decoding iteration, Nv number of bit-based MAP VLC sequence estimation processes 

are invoked instead of single-class APP SISO VLC decoding, as shown in Figure 5.15. In this case, each 

transmission frame component un is estimated from the corresponding a priori LLR frame component 

Av,a(un). 

System parameter design and Results: Next we characterise the IrVLC- and VLC-based schemes 

with the aid of EXIT charts. We opted to employ N v = 16 component VLC codebooks {VLcn};;~l 

having approximately equally spaced coding rates in the range [0.2,0.95J in our proposed IrVLC-FFH­

MFSK scheme. In each case, we employ a Variable Length Error Correcting (VLEC) codebook [189] that 

is tailored to the source symbol values' probabilities of occurrence described above. By contrast, in the 

VLC scheme, we employ just Nv = 1 VLC codebook, which is identical to the VLC codebook VLC lO 

of the IrVLC scheme, having a coding rate of R = 0.5. Note that this coding rate results in an average 

interleaver length of J . E / R bits. In Figure 5.17 we provide the inverted EXIT curves that characterise 

the bit-based APP SISO VLC decoding of the above-mentioned VLC codebooks, together with the rate-

1 decoder's EXIT curves at Eb/NO values of 5.7 and 5.9 dB, assuming an interference-free, uncorrelated 

Rayleigh fading channel. 

Figure 5.17 also shows the inverted EXIT curve of the IrVLC scheme. This was obtained as the appro­

priately weighted superposition of the Nv = 16 component VLC codebooks' inverted EXIT curves, where 

the weight applied to the inverted EXIT curve of the component VLC codebook VLCn is proportional to 

the specific number of source symbols employed to encode In [185]. Using the approach of [185], the 

values of {In };;~1 given in Figure 5.17 were designed so that the IrVLC coding rate matches that of our 

regular VLC scheme, namely 0.5. Furthermore, we ensured that the inverted IrVLC EXIT curve did not 

cross the rate-l decoder's EXIT curve at Eb/NO of 5.7dB. We note that only 4 of the 16 VLC components 

are indeed chosen by the algorithm of [185] to encode a non-zero number of source symbols. As shown in 

Figure 5.17, the presence of the resultant open EXIT chart tunnel implies that an infinitesimally low BER 

may be achieved by the IrVLC-FFH-MFSK scheme for Eb/NO values above 5.7dB. By contrast, an open 

EXIT chart tunnel is not afforded for Eb/ No values below 5.9dB in the case of the benchmarker VLC-based 

scheme. 
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Figure 5.17: Inverted VLC EXIT curves and rate-! decoder's EXIT curves, assuming an interference-free, uncorre­
lated Rayleigh fading channel. 

Analogous to the IrVLC design of Figure 5.17 created for the interference-free channel, we have also 

designed an IrVLC code for the Rayleigh fading channel contaminated by PBNJ, assuming Eb/NJ = 

lOdB and p = 0.1. The values of r, n = 1, ... ,16 optimized for this particular jammed channel are 

[0 0 a 0.24 0 0 a 0.22 a 0.03 0 0.5 0 0 a OJ x ], 

The EXIT characteristics were verified by carrying out the ID process of Figure 5.15 and recording 

the MI values at the output of the inner and outer decoders, as seen in Figure 5.18. We observe that the 

iterative trajectory more or less follows the EXIT curves of the inner and outer IrVLC decoder, confirming 

the accuracy of our EXIT chart analysis. 

The performance predictions of Figure 5.17 are verified by the BER versus Eb/ No simulation results of 

Figure 5.19, where we assume Eb/NJ = 10dB and p = 0.1, when the transmitted signal encounters PBNJ. 

We observe that, as predicted by the EXIT chart of Figure 5.17, the IrVLC scheme achieves an arbitrarily 

low BER at Eb/NO values in excess of 5.7 dB in interference-free channels and at 6.6dB in the channels 

contaminated by PBNJ. The corresponding Eb/NO values for the VLC-based scheme are 5.9 and 6.9 dB. 

We also observe that both of the precoded systems, namely the VLC and the IrVLC-based schemes, yield 

superior performance compared to the system operating without the precoder, attaining a Eb/NO gain of 

approximately 7dB at BER of 10-4 in the jammed channel. The BER improvement over the system using 
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Figure 5.18: IrVLC and rate-l decoder's EXIT curves as well as decoding trajectory, assuming an interference free, 
uncorrelated Rayleigh fading channel. 
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Figure 5.19: BER versus Eb/NO performance of the VLC and IrVLC based schemes, in jammed as well as an 
interference-free, uncorrelated Rayleigh fading channels. Eb/NJ = 10dB and p = 0.1 is assumed 
in the jammed channel. 

no precoder is achieved at the cost of an increased complexity imposed by the increased number of decoding 

iterations. For example, the IrVLC-based scheme requires 80 iterations to reach convergence at 6.6dB in 

the jammed channel. Naturally, the number of iterations can be significantly reduced by raising the Eb/ No 
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value by as little as 0.1 or 0.2dB. 

5.5 Soft-SIC Scheme 

In Sections 5.3 and 5.4, we investigated the conventional ID assisted FFH-MFSK system using EXIT chart 

analysis and proposed various means of improving the achievable iterative gain. We demonstrated in Sec­

tion 5.3 that the iterative gain attained by the FFH-MFSK scheme assisted by conventional ID is not sig­

nificant, especially at high SNR values and diversity orders. Similarly, the precoded scheme investigated in 

Section 5.4, although attractive in channels contaminated by PBNJ, does not yield appreciable performance 

improvements in the presence of MUI. These observations motivate us to employ SISO assisted SIC in 

FFH-MFSK to combat detrimental effects of MUI. 

It is well-known that the SISO decoder provides soft information about the reliability of the encoded bits 

and hence about the received symbols. Therefore, it is intuitive to surmise that some form of interference 

cancellation based on the SISO decoder's output may be employed for mitigating the detrimental effects 

of MDI. In this section, we propose a novel scheme which invokes SIC with the aid of soft output of the 

decoder. The basic philosophy of this scheme is that the demodulator exploits the soft information fed 

back by the decoder in order to cancel the interference imposed by reliable symbols. The reliability of the 

symbols is quantified in terms of the a posteriori symbol probabilities at the SISO decoder output. In the 

subsequent stage of detection and decoding, the interference imposed by symbols declared reliable in the 

previous stage is removed. The basic principle of the SIC scheme is the same used in [143,194,195] and also 

exploited in our schemes proposed for uncoded FFH-MFSK in Chapter 4. However, in the context of this 

soft information based SIC scheme, the SISO decoder assists the demodulator in testing the reliability of the 

symbols. The reliability test is devised on the principle ofViterbi's RTT [106], although in the context of our 

soft SIC scheme, the RTT is invoked on the received symbol probabilities instead of on the demodulator's 

outputs. 

We will investigate the proposed concept in the context of two different system configurations, in order 

to demonstrate that the proposed algorithm is applicable both to binary and non-binary coding scheme, as 

well as to various types of diversity combining schemes. More specifically, in the first configuration, the 

FFH-MFSK is convolutionally encoded and the receiver employs SLC. This configuration is identical to 

the one considered in Section 5.2 and the SIC scheme employing this configuration will be elaborated in 

Section 5.5.1. The second configuration employs nonbinary low density parity check (LDPC) coding [196-

198] and product combining in the receiver. The SIC scheme employed in this configuration is the subject 

of Section 5.5.2. 
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Figure 5.20: Block diagram of the FFH-MFSK receiver, corresponding to the kth user, k = 1,2, ... , Nu, invoking 
SISO decoding and Soft-SLC-SIC scheme. 

5.5.1 Soft-SLC-SIC Scheme 

Let us now outline the proposed algorithm in the context of the first configuration which we refer to as the 

Soft-SLC-SIC scheme. The block diagram of the kth FFH-MFSK receiver invoking SISO decoding and 

Soft-SLC-SIC scheme is seen in Figure 5.20. The algorithm is also outlined in the form of a flowchart in 

Figure 5.21. The system is the same as that described in Section 5.2 and all the assumptions of Section 5.2 

apply here, except that the BS receiver employs SIC based MUD. 

1) As seen in Figure 5.20, the matrix R hosting the square-law detector outputs is separately dehopped 

by each receiver using the corresponding unique user address, resulting in the matrix U(k), k = 

1,2, ... ,Nu, for the kth user. The dehopping process may be expressed as 

U~~) = Rnl, given p = n8 ak(l), n,p = 0, 1, ... ,M -1;l = 0,1, ... ,L-1. (5.44) 

2) Clipped combining or SLC is performed on the dehopped signals of Figure 5.20, resulting in M 

decision variables for each of the users. The clipping operation may be expressed by [48] 

(k) _ { C, 
f(Unl ) - (k) 

Unl , 

ifU~7) ~ C 

otherwise, 
(5.45) 

where C represents an appropriately chosen clipping threshold. The decision variable recorded after 

clipped combining for the kth user is given by [48] 

L-1 

Z~k) = L f(U~~)), n = 0,1, ... , M - 1. (5.46) 

l=O 

3) From the diversity combiner outputs of Figure 5.20, the soft information, as derived in Section 5.3, 

is passed as a priori input to the SISO decoder. The extrinsic information A ~:e for the kth user is 

obtained from the a posteriori output of the SISO decoder by subtracting the a priori input from it, 

yielding AD(k) = AD(k) - AD(k) . The extrinsic information AD(k) is then fed back as the demodulator's ,e ,p ,a ,e 
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Figure 5.21: Flowchart of the Soft-SLC-SIC algorithm, proposed in Section 5.5.1, for the kth user, k = 1, 2, ... , Nu. 
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a priori input A r;) a' This ID process between the serially concatenated FFH-MFSK demodulator and , 

the outer SISO decoder may be invoked NID number of times, NJD = 0,1, .... Upon completing 

NID such iterations, the SISO decoder generates the a posteriori LLRs A~:p, which are then con­

verted to equivalent bit probabilities and then to symbol probabilities PD(k) , using the relation [171J ,p 

b-I 

P(Xk = n) = II P(bi ), (5.47) 
i=O 

where (xh denotes the modulo-2 value of the integer x. 

4) Next, as seen in Figure 5.20 a reliability test of all users' symbols is carried out. Specifically, if 

the ratio of the second largest to the largest of the M number of a posteriori probabilities P~:p 

corresponding to a symbol is less than a predefined threshold ET, that is, if we have 

(k) 
E(k) = max2 [P D,pJ 

max [p(k) J 
D,p 

(5.48) 

then the symbol is declared reliable, else it is deemed unreliable. Intermediate estimates of the reliable 

symbols are then generated from the a posteriori symbol probabilities using conventional hard deci­

sions. Specifically, if the kth user's symbol, k = 1,2, ... ,Nu satisfies the reliability test given in the 

inequality (5.48), then Xk(e) is the estimate of the kth user's symbol, where Xk(e) = 0,1, ... , M -1, 

is the index of the maximum of p~) . Note that this estimate is performed only for the sake of can-,p 

cellation of interference, as explained in the following step. The actual decoded bits are obtained at 

the end of SIC stages through the final hard decoding process. If no user passes the test, we ear­

mark that specific user's symbol for subsequent erasure, which has the lowest value of E. The symbol 

probabilities PM(k) corresponding to the reliable symbols are stored. ,p 

5) If some but not all symbols are declared reliable, we proceed with the 8th stage of SIC, where 8 = 
1,2, .... We also define R(s) as the modified form of R at the 8th stage, as seen in Figure 5.20. The 

8th stage of the SIC, 8 2': 1, consists of the following steps: 

(a) The matrix R(s-I) is modified by partially erasing the elements representing the signals, which 

correspond to all the symbols that were declared reliable in the (8 - 1)th stage (Step 4). Hence, 

if Xk(e) is the estimated symbol of the kth user, then, after interference cancellation, we have 

(s) {eScR~-I) for n = Xk(e) E9 ak(l) R -nl - R(s-I) h' nl ot erwlse, 
(5.49) 

where eSc, ° < eSc < 1, represents a suitably chosen cancellation coefficient. 

(b) Dehopping is performed on the modified received matrix R(s) as expressed by Equation (5.44) 

in Step 1 above. 
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(c) Clipped combining is performed on the new dehopped matrix as expressed by Equations (5.45) 

and (5.46). 

(d) Given the new diversity combiner outputs, the symbol probabilities are derived, as discussed 

in Section 5.3. Note that in each SIC iteration, corresponding to the symbols already declared 

reliable, we use the symbol probabilities P~p generated during the specific SIC stage in which 

they were declared reliable. For the remaining unreliable symbols, new values of symbol prob­

abilities are obtained. The symbol probabilities are converted to equivalent bit probabilities and 

the corresponding LLR values A~p are passed to the SISO decoder as its a priori input, which 

generates improved a posteriori LLRs AD(k) . The a posteriori LLRs are then converted to equiv-,p 

alent bit probabilities and then to the symbol probabilities PD(k) [171]. Also note that we have ,p 

NJD = ° in each of the 8th SIC iteration, where 8 2: 1. 

(e) Next, the reliability test given in Step 4 and inequality (5.48) above is performed using the new 

symbol probabilities P~:p to earmark reliable symbols for subsequent cancellation. 

6) The SIC iterations which include Steps 5 (a) to (e) above may be continued until the affordable 

number N SIC of SIC iterations have been completed, at the end of which, convolutional hard decoding 

is performed using the symbol probabilities P~ and LLRs A~ obtained at the end of last SIC ,p ,p 

iteration. 

We refer to this SIC scheme as Soft-SLC-SIC(NJD, NSIC) in order to emphasize the number of ID and 

SIC iterations employed. The reason for employing a cancellation coefficient 6c in (5.49) is explained in 

Section 4.4.2. 

We note that in the context of the proposed Soft-SLC-SIC scheme, the SISO decoder does not provide 

soft feedback to the demodulator in the conventional iterative decoding sense [160, 161]; however, the a 

posteriori information from the decoder is used to determine which symbols are reliable, thus effective 

interference cancellation is facilitated. A difference between the uncoded SLC-SIC scheme proposed in 

Chapter 4 and the Soft-SLC-SIC scheme is that in the former the detection is carried out on a symbol-by­

symbol basis, while in the later, although reliability test is performed on a symbol-by-symbol basis, the final 

decoding is done on the complete code block after all SIC iterations have been completed. 

5.5.2 Soft-PC-SIC Scheme 

In this section, we extend the idea of SISO assisted SIC to product combining (PC) [44] and employ non­

binary LDPC codes [196-200] instead of binary convolutional encoding, which creates a purely symbol­

based M -ary scheme. More explicitly, the M -ary symbols are encoded using LDPC codes over GF( q). 

Furthermore, by employing non-binary LDPC coding, we can process symbol probabilities in the receiver, 

instead of LLRs, which allows us to dispense with conversion from symbol probabilities to LLRs and 

vice versa. Moreover, since a FFH-MFSK modulated symbol is transmitted in L different frequencies, 
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Figure 5.22: Block diagram of the FFH-MFSK system for the kth user, k = 1,2, ... , Nu, employing non-binary 
LDPC channel coding and Soft-PC-SIC scheme in the receiver. 

the channel appears uncorrelated to the transmitted signal and therefore no interleaving of the symbols is 

needed. Hence, the proposed system is eminently suitable for low-delay applications. Finally, since it is 

challenging to derive the soft metrics for the PC receiver, we propose a sUb-optimum metric for deriving the 

required symbol probabilities from the diversity combiner's outputs. We will compare the performance of 

the proposed SIC scheme with that invoking SUD and conventional ID between the SISO decoder and the 

FFH-MFSK demodulator. 

The family of LDPC codes, originally devised by Gallagher [196, 197], have attracted a lot of attention 

in the last few decades owing to their simple decoding structure and near-capacity performance. In [201] 

LDPC codes over GF(q) were proposed and have been shown to outperform binary LDPC codes [199]. 

Nonbinary LDPC codes may be used with M -ary and multilevel modulation scheme. 

In the transmitter, all users' A1-ary symbols are encoded by a nonbinary LDPC code [199], as shown 

in Figure 5.22. The encoded M-ary symbols are modulated using a FFH-MFSK modulator as discussed in 

Section 5.2. All the assumptions made in Section 5.2 also apply. 

Suboptimum Soft Metric: A number of suboptimum soft metrics have been proposed for the family 

of noncoherent MFSK based systems [165,166,174]. Most of these metrics derive the LLR values from the 

detectors' outputs. In order to employ a soft metric for our proposed SIC scheme, it should be based on the 

symbol probabilities rather than on the LLRs, because our test of symbols is based on the symbol proba­

bilities. Hence, we invoke a soft metric which is derived by self-normalization of the diversity combiners' 

outputs. This soft metric was also discussed in [174,202], although it has not been employed for the PC 

receiver before. In the context of this metric, the a posteriori symbol probability corresponding to the nth 

PC output of the kth user is given by 
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(k) ZAk
) 

PM,p(Xk = n) = ",~-1 Z~k)' 
LtJ=O J 

n = 0, 1, ... , M - 1, (5.50) 

where Z(k) represents the set of M PC outputs for the kth user, seen in Figure 5.22. 

The non-binary LDPC decoder accepts the set of M symbol probabilities PY:) from the demodulator, ,p 

subtracts the a priori input from its a posteriori symbol probabilities p~) to yield the extrinsic output, ,p 

which may be fed back to the demodulator as its a priori symbol probabilities, for further assisting the 

demodulator to improve its soft information output. In conventional ID, this exchange of soft information 

between the demodulator and decoder may be invoked a number of times [177]. We will refer to this 

conventional scheme as SUD-ID scheme. 

The SIC algorithm: Let us now outline our proposed Soft-PC-SIC algorithm. This scheme is iden­

tical to the Soft-SLC-SIC scheme except for the product combining instead of the clipped combining and 

nonbinary LDPC coding replacing the convolutional coding. The algorithm is outlined below: 

1) As seen in Figure 5.22, the M x L order matrix R is separately dehopped by each receiver using the 

corresponding unique user address, resulting in the matrix U(k), k = 1,2, ... ,Nu, for the kth user. 

The dehopping process is expressed by Equation (5.44). 

2) PC is performed on the dehopped signals of Figure 5.22, resulting in M decision variables for each 

of the users. The decision variable recorded after PC for the kth user is given by [44] 

L-1 
Z(k) = II U(k) 

n nl ' n = 0,1, ... , M - 1. (5.51) 

1=0 

3) From the PC outputs of Figure 5.22, the set of lYJ symbols probabilities pYJ,p' derived using Equa­

tion (5.50), are passed as a priori input to the SISO decoder. The LDPC decoder and the demodulator 

may exchange extrinsic symbol probabilities with each other, the extrinsic output of one being used 

as the a priori input for the other. This process may be repeated NI D number of times, at the end of 

which the LDPC decoder generates the a posteriori symbols probabilities P~:p" 

4) Next, as seen in Figure 5.22, a reliability test of all users' symbols is carried out. Specifically, if 

the ratio of the second largest to the largest of the M number of a posteriori probabilities P~:p 
corresponding to a symbol satisfies Equation (5.48), then the symbol is declared reliable, else it is 

deemed unreliable. The reliable symbols are estimated from the a posteriori symbol probabilities 

P~:p using conventional hard decisions, as explained in Section 5.5.1. 

5) If some but not all symbols are declared reliable, we proceed with the 8th stage of SIC, where 8 = 

1,2, .... We also define R(s) as the modified form of R at the 8th stage, as seen in Figure 5.22. The 

8th stage of the SIC, 8 2: 1, consists of the following steps: 
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(a) The matrix R(s-I) is modified by partially erasing the elements representing the signals, which 

correspond to all the symbols that were declared reliable in the (8 - l)th stage (Step 4). More 

specifically, if Xk(e) is the estimated symbol of the kth user, then, the process of interference 

cancellation is given by Equation (5.49). 

(b) Dehopping is performed on the modified received matrix R(s) as expressed by (5.44) in Step 1 

above. 

(c) Product combining is performed on the new dehopped matrix as expressed by Equation (5.51). 

(d) Given the new diversity combiner outputs, the symbol probabilities are derived using Equa­

tion (5.50). In each SIC iteration, corresponding to the symbols already declared reliable, we 

use the symbol probabilities P~p generated during the specific SIC stage in which they were 

declared reliable. For the remaining unreliable symbols, new values of symbol probabilities are 

obtained. The symbol probabilities are passed to the SISO decoder as its a priori input, which 

generates improved a posteriori symbol probabilities P};:p [171]. Also we have NJD = 0 in 

each of the 8th SIC iteration, where 8 2: 1. 

(e) Next, the reliability test given in Step 4 above is performed using the new symbol probabilities 

P~:p in order to earmark reliable symbols for subsequent cancellation. 

6) The SIC iterations can be continued until the affordable number NSIC of SIC stages have been com­

pleted, following which LDPC hard decoding is performed using the symbol probabilities obtained at 

the end of last SIC stage. 

Analogous to the case of the Soft-SLC-SIC scheme discussed in Section 5.5.1, we refer to this scheme 

as the Soft-PC-SIC(NJD,NsIC)' 

5.5.3 Simulation Results and Discussion on the SIC Schemes 

In this section we present our BER performance results for the the SIC schemes proposed in Sections 5.5.1 

and 5.5.2, when they are employed in a FFH-MFSK system operating in a frequency-fiat uncorrelated 

Nakagami-m fading MA channel. We will evaluate these SIC schemes with the aid of comparison with 

the corresponding scheme employing SUD. 

We commence our performance analysis with the Soft-SLC-SIC scheme of Section 5.5.1. In our sim­

ulations, optimum clipping thresholds C and the test thresholds E, defined in Section 5.5.1, have been em­

ployed. Furthermore, unless otherwise stated, we employ the system parameter values listed in Table 5.2. 

Finally, since the optimum cancellation threshold values vary with the fading channel conditions which 

are not known in the context of the system considered, we opt for employing fixed cancellation thresholds 

for various ranges of SNR values. Specifically, we employ Oc = 0.2 for Eb/NO < 5dB, Oc = 0.15 for 

5 :S Eb/NO :S 10dB and Oc = 0.1 for Eb/No > lOdB. 
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Figure 5.23: BER versus Eb/No performance of the Soft-SLC-SIC and SUD-ID schemes employed in FFH-MFSK 
SLC receiver communicating over a Nakagami-m fading MA channel. 

In Figure 5.23, the BER versus SNR performance of the SUD-ID scheme, which was discussed in Sec­

tion 5.3, is compared with that of the proposed Soft-SLC-SIC scheme invoking various number of SIC 

iterations NSIC following NID = 4 conventional iterations. In this figure we assume L = 6, M = 16, Nak­

agami fading parameter of m = 2.5 and Nu = 8. Also shown is the performance of the SUD-ID scheme 

in a single-user or interference-free scenario, employing identical system parameters, except that L = 3 is 

used because we discovered that no further diversity gain is achieved in interference-free channel beyond 

this diversity order. Figure 5.23 demonstrates that by employing the Soft-SLC-SIC scheme, the BER perfor­

mance can be improved over the SUD-ID scheme employing NID = 4 conventional iterations. Specifically, 

in the 2nd SIC iteration, shown by the curve labeled as Soft-SLC-SIC( 4,2), a gain of approximately 1.5dB 

is achievable over the SUD-ID scheme with NID = 4 iterations at BER= 10-5 . Furthermore, as seen in 

Figure 5.23, the third SIC iteration yields negligible performance improvement. Hence, in the next result we 

opt for using the Soft-SLC-SIC(4,2) configuration. We also observe that the Soft-SLC-SIC(4,2) scheme's 

performance is inferior to the single-user performance by approximately 4dB at BER= 10-5 . 

The SUD-ID and the Soft-SLC-SIC schemes are compared in terms of their BER versus number of 

users performance in Figure 5.24, where we assume two different channel conditions, one characterised by 

Nakagami fading parameter of m = 5, while the other scenario assumes m = 1 which is equivalent to 

Rayleigh fading. We observe that the Soft-SLC-SIC scheme's performance is superior to that of the SUD­

ID scheme using NID = 4 iterations especially at low values of Nu , where the SUD-ID scheme suffers 

from an error floor because the iterative gain drops at lower values of Nu. We also observe in Figure 5.24 

that when the fading becomes less severe, as characterised by m = 5, the difference between the BER 
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Figure 5.24: BER versus number of users performance of the Soft-SLC-SIC and SUD-ID schemes employed in FFH­
MFSK SLC receiver communicating over a Nakagami-m fading MA channel. 

performance of the two schemes becomes less significant. This observation indicates that the proposed 

scheme is particularly useful under conditions of severe fading. 

Let us now focus our attention on the performance of the Soft-PC-SIC scheme proposed in Section 5.5.2. 

We have invoked LDPC code constructed over GF(l6) and consequently results are shown for M = 16 only. 

Unless otherwise stated, we employ the parameter values listed in Table 5.3 for the simulations on the Soft­

PC-SIC scheme. 

Note that in our discussion we represent the number of internal iterations of the LDPC decoder as NIN 

and the number of iterations between the decoder and the demodulator in the context of conventional ID as 

NID, while the number of SIC iterations is denoted as NSIC. Moreover, it has been found that be = 0.3, 

which was defined in Section 4.4.2 yields optimum results for a wide range of SNR values in the context of 

the Soft-PC-SIC scheme. 

Channel code LDPC code over GF(16) 

Code rate Re 0.5 

Modulation order M 16 

Code clock length 24000 bits (6000 4-bits symbols) 

Table 5.3: List of parameters values used in the simulation results of Figures 5.25 to 5.29. 

We commence with the Soft-PC-SIC(O,NsIC) configuration to highlight the effect of SIC iterations only. 

Figure 5.25 shows the BER versus SNR performance of the Soft-PC-SIC and SUD-ID scheme, assuming 
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Figure 5.25: BER versus Eb/ No performance of non-binary LDPC coded FFH 16-ary FSK PC receiver communicat­
ing over a Rayleigh fading channel, assuming various LDPC, outer and SIC iterations. 

L = 7 and Nu = 8 as well as Rayleigh fading associated with Nakagami paremeter of m = 1. As a 

benchmarker, the single user (interference-free) performance of the FFH-MFSK scheme with NJD = 1 

is also included. The results of Figure 5.25 demonstrate that at our target BER of 10-5, the Soft-PC-SIC 

scheme yields approximately 3dB gain compared to the SUD-ID system using NJD = 0 iteration, and about 

IdB gain over that using NJD = 2 iterations. We also note that the conventional ID process results in no 

iterative gain after NID = 1 iteration. This is because in the absence of interleaver not much iterative 

gain is obtained. By contrast, the Soft-PC-SIC scheme yields BER improvements even in the NSIC = 3 

iterations. Therefore, in the subsequent discussions, unless otherwise specified, we employ NSIC = 3 of 

the SIC scheme and NJD = 1 of the SUD-ID scheme. 

In Figure 5.26, we consider the BER versus SNR performance of the two schemes considered for various 

values of the Nakagami parameter m. As expected, upon increasing m, the performance of both systems 

improves, although the SNR gain is not significant. This might be because the soft information employed, 

given by Equation (5.50), does not take into account the channel conditions. Moreover, we observe in 

Figure 5.26 that the performance difference between the SUD and the SIC scheme is retained for all m 

values considered. 

In Figure 5.27, we consider the BER versus number of users performance of the schemes under con­

sideration, where we assume L = 5, Nakagami parameters of m = 1 and 10 as well as Eb/NO = 15dB. 

We observe that the Soft-PC-SIC scheme performs significantly better than the SUD-ID scheme in terms of 

supporting more users at a given BER value. 



5.5. SOFT-SIC SCHEME 188 

L=7,NU=8,N1N=4 

10° 

10-1 

10-2 

a: 
10-3 LU 

!Xl 

10-4 
-- SUD-ID,N1D=1 

Soft-PC-SIC(0,3) 

10-5 + m=2.5 
x m=5 
)I( m=10 

10-6 

0 2 4 6 8 10 12 

Et/No (dB) 

Figure 5.26: BER versus Eb/ No performance of non-binary LDPC coded FFH 16-ary FSK PC receiver communicat­
ing over a Nakagami-m fading channel, assuming various m values. 

In Figure 5.28, we demonstrate the performance gains attained by the proposed Soft-PC-SIC scheme for 

various number of LDPC iterations. We assume a Nakagami parameter of m = 2.5, while the remaining 

system parameters are the same as in Figure 5.25. We observe that upon increasing the number of LDPC 

iterations, further BER improvements are yielded by the SIC scheme, indicating that as expected an in­

creased number of LDPC iterations results in an improved a posteriori output of the SISO decoder, thereby 

assisting in the SIC operations. Hence, at the cost of increased complexity incurred in invoking more LDPC 

iterations, a combination of LDPC and SIC iterations can yield improved BER performance. 

Finally, in Figure 5.29, we show the BER versus SNR performance of the Soft-PC-SICCl,3) configura­

tion in comparison with those of the other configurations considered in this study. It can be seen that the 

Soft-PC-SICCt,3) outperforms the Soft-PC-SICCO,3) configuration. We conclude that, assisted by NJD = 1 

outer iteration, the SIC scheme is further improved and now yields a gain of nearly 1 dB over the SUD-ID 

scheme and of about 0.5 dB over the Soft-PC-SICCO,3) arrangement at BER of 10-5 . However, we also note 

that when NIN = 12 LDPC iterations are employed, the difference between the Soft-PC-SICCO,3) and the 

Soft-PC-SIC(1,3) arrangements is not significant. The reason for this is that when employing a higher num­

ber of LDPC's inner iterations, the decoder's a posteriori output is sufficiently improved thereby rendering 

the additional outer iteration nearly insignificant. 
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Figure 5.27: BER versus number of users performance of non-binary LDPC coded FFH 16-ary FSK PC receiver 
communicating over a Nakagami-m fading channel, assuming various m values. 
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Figure 5.28: BER versus Eb/ No performance of non-binary LDPC coded FFH 16-ary FSK PC receiver communicat­
ing over a Nakagami-m fading channel, assuming various number of LDPC iterations NJ N. 

5.6 Conclusion 

We have investigated ID-assisted FFH-MFSK invoking SLC as well as binary convolutional coding and 

derived the soft information to be passed from the demodulator to the channel decoder, when operating 
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Figure 5.29: BER versus Eb/NO performance of non-binary LDPC coded FFH 16-ary FSK PC receiver communicat­
ing over a Nakagami-m fading channel, using the SUD-ID and two configurations of the Soft-PC-SIC 
scheme. 

in Nakagami-m fading MA channels. We employed EXIT charts to gain insights into the parameters that 

influence the achievable iterative gain, as well into the convergence behaviour of the ID scheme. We also 

proposed a novel MUD scheme that invokes SIC in conjunction with SISO decoding. The contributions and 

conclusions of this chapter are summarised below: 

1) The soft information derived in Section 5.3 to assist SDD of the coded scheme is based on the assump­

tion of an interference-free channel and linear combining. It may, therefore, be termed as sub-optimal 

for the scenario considered, which assumes clipped combining aided detection over MA channels. 

However our results shown in Figures 5.9 to 5.10 demonstrate that useful performance improvements 

may be achieved over a HDD based scheme, despite using this sub-optimal soft information. The soft 

information has been derived for the Nakagami-m channels, which cater for a wide range of fading 

conditions. 

2) Our EXIT charts depicted in Figures 5.4 to 5.8 provide interesting insights. More specifically, we 

found that NSC codes are more suitable than RSC codes for serial concatenation with MFSK based 

schemes. Secondly, iterative gain is generally low for MFSK based system but it improves upon 

increasing the modulation order M, although it drops at high SNR values. Likewise, a higher diversity 

order yields better performance but it results in a lower iterative gain. Finally, increased number of 

users deteriorates the attainable performance, but results in a higher iterative gain. Some of the EXIT 

chart predictions were also verified by our BER results. 
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3) We also discovered in Section 5.4 that by employing a unity-rate precoder in the convolutionally 

encoded FFH-MFSK, the EXIT curve of the corresponding unity-rate decoder can be tailored to a 

great extent to match that of an outer decoder. We demonstrated this by serially concatenating a 

precoder assisted FFH-MFSK with both a VLC and an IrVLC coding scheme achieving arbitrarily 

low BERs at low SNR values in a Rayleigh fading channel contaminated with PBNJ. Our simulation 

results showed that the precoder aided VLC and IrVLC schemes yield an SNR gain of more than 3dB 

over the system not employing a precoder. Furthermore, the IrVLC scheme yields a further gain of 

up to O.3dB over the VLC scheme. 

4) We demonstrated our SIC algorithm by implementing it in two types of configurations. In the first 

configuration, a Soft-SLC-SIC scheme was proposed in Section 5.5.1 which invoked clipped com­

bining (SLC) in convolutionally encoded FFH-MFSK. Our BER results shown in Figures 5.9 to 5.11 

demonstrate that the SUD-ID scheme suffers from error floor in the high-SNR region and when Nu 

becomes low. By contrast, the proposed Soft-SLC-SIC scheme is capable of significantly enhancing 

the achievable performance of the FFH-MFSK receiver, as seen in Figures 5.23 and 5.24. The Soft­

SIC scheme invoking only NSIC = 2 iterations yields a gain of nearly 1.5dB over the conventional 

SUD-ID scheme, at BER of 10-5 . The performance gain achieved by the proposed Soft-SLC-SIC 

scheme is attained at the cost of increased complexity, which, however, is quite modest since only 2 

NSIC iterations are needed over and above the conventional NID iterations. Some additional com­

plexity is also incurred because the MUD requires the FFH addresses of all users. However, this does 

not constitute a serious challenge at the BS receiver. 

The second configuration of the proposed SIC scheme, referred to as the Soft-PC-SIC scheme, was 

investigated in Section 5.5.2. It consisted of nonbinary LDPC coded FFH-MFSK employing prod­

uct combining and SISO assisted SIC in the receiver. Our results shown in Figures 5.25 to 5.28 

demonstrate that the proposed Soft-SIC scheme is capable of substantially enhancing the achievable 

performance of the FFH-MFSK receiver. Our Soft-PC-SIC scheme outperforms the conventional 

SUD-ID scheme and yields iterative gain for up to three SIC iterations, while the conventional SUD 

scheme yields no further BER improvement after the first outer iteration. An advantage of this partic­

ular configuration is that no symbol interleaving is necessary, rendering the system eminently suitable 

for low-latency applications, such as voice transmission. 

The performance of the schemes discussed in this chapter have been summarised in Tables 5.4 and 5.5. 
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Detection Scheme Spectral efficiency 'TJ (Bits/slHz) 

(Convolutional m= 1 m=5 

coded) BER=1O- 3 BER=1O-4 BER=1O- 5 BER=1O- 3 BER=1O-4 BER=1O- 5 

SUD-ID, NJD = 0 0.27 0.22 0.175 0.41 0.344 0.29 

SUD-ID, NJD = 4 0.584 0.54 0.487 0.734 0.687 0.662 

Soft-SLC-SIC(4,2) 0.594 0.562 0.537 0.74 0.69 0.675 

Table 5.4: Comparison of the spectral efficiencies, in bits/sec/Hz, achieved by the SUD and SIC schemes correspond­
ing to BERs of 10-3 ,10-4 and 10-5 , when employed in convolutionally encoded FFH-MFSK commu­
nicating over Nakagami-m fading MA channels assuming Eb/NO = 15dB. The spectral efficiencies are 
computed using Equation (4.4) and the various parameter values are extracted from Figure 5.24. 

BER Convolutional coded Nonbinary LDPC coded 

4 LDPC iter 12 LDPC iter 

SUD-ID Soft-SLC-SIC SUD-ID Soft-PC-SIC SUD-ID Soft-PC-SIC 

NJD =0 NJD =4 (4,2) NID =0 NID =4 (1,3) NID =0 NID =4 (1,3) 

10-3 14.5 9.9 9.6 11.6 10.9 10.3 10.2 9.4 9.2 

10-5 NA 12.2 10.7 13.3 11.8 11.1 11.3 10.6 9.8 

" " NA means Not achieved . 

Table 5.5: Comparison of the Eb/ No values in dBs required by various schemes in order to achieve BERs=1O-3 and 
10-5 when employed in FFH-MFSK communicating over Nakagami-m fading MA channels, assuming 
M = 16, L = 7, Nu = 8 and m = 2.5. The Eb/No values are extracted from Figures 5.23, 5.26 and 5.29. 
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Summary and Future Work 

In this thesis, numerous techniques have been investigated that may be employed both in FFH and SFH 

systems to combat jamming and multi-user interference. In this chapter, we summarize our findings, high­

lighting the novel aspects of the work. Furthermore, we briefly discuss a number of aspects of FFH systems, 

where future research work can be potentially carried out. 

6.1 Summary and Novelty 

Chapter 1 of this thesis provided an overview of the basic philosophy of frequency hopping and a com­

parative study of various diversity combining techniques used in FFH-MFSK operating in various jamming 

and fading conditions. This chapter was based on a study of the state-of-the-art and on simulation results 

characterising the more popular diversity combining schemes proposed in the published literature. Study of 

the open literature about this area and our simulations results given in Section 1.5 demonstrate that: 

1) Most of the non-linear diversity combining methods used in FFH-MFSK provide a valuable perfor­

mance gain in comparison to SFH (characterised by L = 1, implying no diversity) and to the linear 

diversity combining method, when the receiver operates in an AWGN channel under the influence 

of jamming. This performance gain is achieved by virtue of the various operations performed in the 

non-linear diversity combining schemes to suppress the degrading effects of the jamming. Our results 

summarised in Tables 1.5, 1.6 and 1.7 demonstrate that using a self-normalization based combining 

scheme results in a signal-to-jammer-ratio (SJR) gain of up to 1.8dB when encountering partial band 

noise jamming (PBNJ) and a gain of up to 4.3dB when combatting multitone jamming (MTJ) over 

the SFH system at BER of 10-2. By contrast, the performance of the linear combiner based receiver 

deteriorates upon increasing the diversity order in AWGN channels. 

2) At low SNR or SJR values, noncoherent combining losses dominate the diversity gain. Hence, the 

diversity gain manifests itself only beyond a certain value of Eb/NJ , as seen in Figures 1.10 to 1.13. 

193 
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3) Increasing the modulation order of the MFSK system improves the performance of FFH-MFSK re­

ceivers, although when combatting MTJ, a high value of M (M 2: 8) increases the detrimental effects 

of the jamming as well, as seen in Figures 1.18 and 1.19. Thus, when operating under MTJ, a suitable 

modulation order, for example 4 or 8, has to be chosen [66]. 

4) The performance of the self-normalization based combining scheme is poor in Rayleigh fading con­

ditions, as seen in Figures 1.11, 1.13 to 1.15,1.17 to 1.19,1.21 and 1.22. This is a consequence of 

the normalization operation performed in the NED receiver on the received signals. Consequently, 

in Rayleigh fading, using linear combining is a better option than self-normalization combining for a 

wide range of system parameter values. 

In Chapter 2, the performance of RS-coded SFH-MFSK systems using various EI schemes was inves­

tigated, when communicating over Rayleigh fading channels in the presence of n = I-band MTJ. More 

specifically, we considered the OTT, the RTT and the MO-RTT based EI schemes [99,106]. This work may 

be viewed as an extension of the study reported in [99]. However, our contribution in Chapter 2 is novel 

in the sense that while the RS-coded SFH-MFSK system was assumed to be interfered by PBNJ in [99], 

we focused our attention on the operation of the system when combatting MTJ. We have derived closed 

form expressions for the relevant statistics involved in EI using the above-mentioned schemes. Thus, the 

BER calculation and subsequent performance evaluation of the system is facilitated. Our analytical results 

demonstrate that: 

1) Using error-and-erasures decoding (EED) based on one of the considered EI schemes a SJR gain of 

up to 3.5 dB can be achieved over the error-control-only (ECO) decoding at the BER of 10-4 , as seen 

in Table 2.2. 

2) As observed in Table 2.3, under the conditions considered, MO-RTT can yield a maximum SJR gain 

of 1.8dB over the RTT based scheme at BER of 10-5, while the performance of OTT is very close to 

that of the MO-RTT arrangement. However, with suitable choice of the modulation order and code 

rates, all three schemes are capable of attaining approximately similar performance, with a Eb/ N J 

difference of less than O.5dB between them. 

3) The considered schemes may be categorized into the family of low complexity schemes. Moreover, 

while the OTT and the RTT involve similar levels of complexity, the MO-RTT has twice the complex­

ity of the other two. 

In Chapter 3, a novel BER analysis technique designed for product combining (PC) scheme used in the 

FFH-MFSK system was proposed. This method employs Mellin transform [118], which is a convenient tool 

for determining the PDF of a product of random variables. Our method proposed in Chapter 3 allows for 

the first time the derivation of the PDF of PC outputs in semi-closed form and hence facilitates the analysis 

of FH M -ary FSK receivers using PC in conjunction with M > 2. The analysis was performed assuming 
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both an interference-free Rayleigh fading channel as weII as for system contaminated by PBNJ. The Mellin 

transform method has been found to be attractive since it can find application wherever the PDF of a product 

of random variables is involved. 

In Chapter 4, we focused our attention on the multiple access (MA) capability of FFH. Both single-user 

and multi-user detection were considered. Some of the presented simulation results are novel in the sense 

that we have provided a comparative analysis of a range of diversity combining techniques when employed 

in FFH-MA system. As evidenced by our simulations results given in Figures 4.7 to 4.11 and summarised 

in Table 4.3, we found in the context of single-user detection (SUD) that: 

1) Clipped or soft limiter combining (SLC) yields the best performance amongst the schemes considered, 

whereas the HLMV scheme conventionaIIy considered in FFH-MA systems [93,143,146] attains a 

comparable performance to SLC only when the SNR is sufficiently high (in excess of 25dB). 

2) Both SLC and HLMV combining require estimation of the received SNR in order to set appropriate 

thresholds. By contrast, the PC receiver and the OS-NED are two attractive design options, since they 

do not require any side information, although their performance is inferior to the SLC scheme. 

Two novel successive interference cancellation (SIC) techniques were also been proposed in Chapter 4. 

One of the proposed schemes invokes the SLC, while the other uses PC in the first stage and SLC in the 

subsequent SIC stages. Although the basic philosophy governing these schemes is based on the method 

proposed in [143], the proposed schemes are novel since they perform multistage detection of the symbols 

based on reliability tests using the RTT [106]. Our simulation results given in Figures 4.17 to 4.21 and 

summarised in Tables 4.3 and 4.4 demonstrated that 

1) The proposed SIC schemes yield an attractive BER performance improvement as compared to Fiebig's 

scheme [143], which is considered to be a benchmark SIC scheme for FFH-MFSK systems in the 

published literature. Our results summarised in Table 4.4 show that the proposed schemes are capable 

of yielding an SNR gain of up to 7.4dB over Fiebig's scheme [143] at a BER of 10-4 . The spectral 

efficiencies of various SUD and SIC schemes for uncoded FFH-MFSK have been summarised in 

Table 6.1. 

2) The proposed schemes have an attractive low complexity. As seen in Table 4.2 on average the pro­

posed schemes do not impose an additional complexity, quantified in terms of the number of SIC 

iterations involved, despite outperforming Fiebig's scheme [143]. 

Finally in Chapter 5, iterative decoding designed for FFH-MFSK is investigated assuming various 

fading and mUltiple access (MA) channels. More specifically, we have investigated the serial concatenation 

of the FFH-MFSK demodulator with a soft-input-soft-output (SISO) decoder. Our findings and the novel 

contributions in this chapter are: 
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Detection Scheme Spectral efficiency TJ (B its/slHz) 

BER=10-3 BER=10-4 

Un coded SUD 

HLMV 0.0625 0.014 

SLC 0.109 0.028 

Uncoded SIC 

Fiebig's scheme 0.12 0.016 

SLC-SIC 0.195 0.117 

ID-based SUD 

SUD-ID, NJD = 0 0.27 0.22 

SUD-ID, NJD = 4 0.584 0.54 

ID-based SIC 

Soft-SLC-SIC( 4,2) 0.594 0.562 

Table 6.1: Comparison of the spectral efficiencies, in bits/seclHz, achieved by various SUD and SIC schemes corre­
sponding to BERs of 10-3 and 10-4 when employed in uncoded and coded FFH-MFSK communicating 
over Nakagami-m fading MA channels, assuming m = 1 and Eb/NO = 15dB. The values have been 
extracted from Tables 4.3 and 5.4. 

1) A sub-optimal soft infonnation generated by the demodulator and passed to the outer decoder was 

derived for both Rayleigh as well as Nakagami-m fading channels. It was shown that the derived 

soft infonnation yields useful perfonnance gain over the hard decision decoding based scheme. Thus, 

our contribution in this context is novel since it facilitates the soft decision decoding (SDD) of FFH­

MFSK in MA channels. 

2) The convergence behaviour of iteratively decoded FFH-MFSK is investigated with the aid of Extrinsic 

Infonnation Transfer (EXIT) charts. This is a major contribution, allowing us to determine the param­

eters that influence the attainable iterative gain, thereby leading to techniques that may be employed 

to improve it. We demonstrated the benefits of EXIT chart based analysis by employing a precoder­

assisted FFH-MFSK scheme in serial concatenation with an IrVLC scheme. This beneficially matched 

concatenation, which was facilitated by employing EXIT charts, leads to an infinitesimally low BERs 

at low SNR values and a gain of up to 7dB over the system dispensing with a precoder at a BER of 

10-4 in a Rayleigh fading channel contaminated by PBNJ, as seen in Figure 5.19. 

3) Finally, a novel SIC scheme that operates in conjunction with the SISO decoder is proposed in this 

chapter. This scheme is similar in principle to the ones proposed in Chapter 4. However, it exploits 

the SISO decoder's output to test the reliability of the symbols. We demonstrated the efficacy of 

the proposed idea by implementing it in two different configurations: one based on SLC and bi­

nary convolutional codes, while the other using PC and nonbinary LDPC codes. Our simulation 
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results demonstrate that this scheme significantly enhances the MA capability of the FFH system. As 

summarised in Table 5.5, the first configuration yields an SNR gain of up to 1.5 dB with only two 

additional SIC iterations, while the second configuration yields an SNR gain of up to 0.8 dB over the 

corresponding SUD scheme with three additional iterations at BER of 10-5. The spectral efficien­

cies of various SUD and SIC schemes employed in soft decision decoded FFH-MFSK have also been 

shown in Table 6.1. 

6.2 Future Work 

In this section, we briefly discuss a few future research ideas. 

6.2.1 A Novel UWB system using Multi-Stage FFH 

A research area that is related to frequency hopping and is attracting lot of scientific and commercial at­

tention at the time of writing is constituted by the ultra-wideband (UWB) communication system. The 

UWB signal can be considered to be a specific type of spread spectrum signal since it is in the form of 

sub-nanosecond duration pulses and occupies a high bandwidth [203,204]. Typically, UWB signals are 

carrier-less, need low transmission power and have very low spectral density. Such characteristics lend the 

UWB system with attractive properties such as low power consumption for indoor communication, low 

probability of intercept and reduced interference to and from other narrow band transmitters. Moreover, 

transmissions in the form of very narrow pulses allows the multipath signals to be resolved on the order of 

nanosecond, thereby providing an effective anti-fading measure. 

In [24], an alternative UWB system using multistage FFH was proposed that communicates using nar­

rowband signals instead of pulses. The proposed system uses residue number system (RNS) [24] to generate 

frequency hopping patterns in multiple bands and the resulting hopping bandwidth is very wide, making the 

system analogous to a classical UWB system. The purpose of using RNS based FFH in the proposed UWB 

system is to ensure that the high number of users supported can be divided into a number of reduced-size 

subgroups. By virtue of allocating mUltiple users to small FH groups, the proposed system guarantees 

reduced interference among various users and thus significantly improved BER performance. 

The block diagram of this multi-stage (MS)/uWB FFH-MA transmitter is shown in Figure 6.1. In this 

figure, following the MFSK modulation stage, an FH unit modulates the signal to be transmitted. As seen in 

Figure 6.1(b), the FH unit is composed of S FH stages, in each of which, the incoming signal is multiplied 

by a unique frequency. The transmitted signal for the kth user, k = 1,2, ... ,Nu, during the lth hop may be 

expressed as 
s 

rrvn [~(k) (k)] 
sk(i) = v2Pcos f;;{fS,is,l + 1m,! , (6.1) 
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Figure 6.1: Schematic of the FFH transmitter employing multi-stage frequency hopping, for the kth user, proposed 
in [24]. 

where P is the transmitted power, /k) z is the FH frequency corresponding to the ith transmitted symbol 
8,'[,8, 

and the lth hop in the 8th stage ofthe multi-stage FH system, and j(k)Z is the MFSK frequency during the l-th m, 

hop. In the proposed MS/uWB FFH-MA transmission system [24], the total spread spectrum bandwidth 

Wss is divided into ms number of frequency bands, each of which is assigned a frequency from the stage 

S frequency set. The bandwidth allocated to each stage S frequency band is given by Ws = Wss/ms. 

Next, each frequency band in the S-th stage is further divided into mS-l number of frequency bands, each 

of which being assigned a frequency from the stage S - 1 frequency set and each having a bandwidth 

WS-I = Ws/ms-l. This division of frequency bands is continued until the 8 = I-th stage with ml 

number of frequency tones and a bandwidth given by WI = W2 /ml' The frequencies at the S number of 

stages are activated according to the S number of residue digits of a corresponding residue sequence in the 

RNS. As part of our future work, we will study the RNS in detail. As seen in Equation (6.1), the transmitted 

frequency during the l-th hop of a symbol is sum of the frequencies chosen from all the S stages, as well as 

the MFSK frequency. 

In our future research, we will investigate this novel alternative UWB [24] system in conjunction with 

various diversity combining and SIC schemes, in order to further enhance its performance and thus design 

a system capable of supporting very large number of users. 
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6.2.2 Space-Frequency Diversity using FFH-Assisted DSTBC System 

In recent years, space diversity or antenna diversity for use in wireless communication systems has attracted 

lot of attention. It is typically implemented using multiple transmit and/or receive antennas. If the spacing 

between arrays of antennas in the transmitter or receiver are more than a few wavelengths, then signals 

transmitted using individuals antennas can be assumed to be uncorrelated with each other. In the receiver, 

the uncorrelated signals can be combined. Lack of correlation amongst various signal replicas ensures that 

not all signals experience the same intensity of fading. Hence, detrimental effects of fading channel are 

considerably reduced. 

A number of mUltiple input mUltiple output (MIMO) systems, as the systems invoking space diversity 

are often referred to, have been proposed in the literature. The classic approach is to use multiple receiver 

antennas and exploit Maximum Ratio Combining (MRC) of the received signals for the sake of improving 

the system's performance [89,90]. However, the performance improvement of MRC is achieved at the 

cost of increasing the complexity of the Mobile Stations. Alternatively, MRC may be employed at the 

Base Stations (BSs), which support numerous MSs. While this scheme provides diversity gain for the BSs' 

receivers, the MSs cannot benefit from it. 

Employing multiple transmitters, rather than receiver antennas at the BSs constitutes a further design 

option in this context. Since transmitter diversity techniques are proposed for employment at the BSs, it is 

possible to enhance the system's integrity by upgrading the BSs. Alamouti [205] introduced an attractive 

scheme, which uses two transmitters in conjunction with an arbitrary number of receivers for communi­

cations in non-dispersive Rayleigh fading channels. Tarokh [206] generalized Alamouti's scheme to an 

arbitrary number of transmitters. These schemes introduced space-time block codes (STBC), which show 

remarkable encoding and decoding simplicity, while achieving a good performance. In the context of a two 

transmitters and single receiver configuration of the Alamouti's scheme, both space and time diversity are 

invoked. Specifically, during one symbol duration two separate symbols Xl and X2 are transmitted from 

the two antennas; in the next symbol duration, 'appropriately transformed' replicas of the same symbols 

as transmitted in the previous duration are transmitted using the two antennas. In the receiver, a suitable 

decoding algorithm combines the signals from the two symbol durations and the detection decision is based 

on maximum likelihood principle. 

Alamouti's scheme [205] requires the knowledge of the channel state information (CSI) to estimate the 

fading coefficients induced by the channel. When CSI is not reliable, which is the case when fading is 

not sufficiently slow owing to high MS speeds, then a differential form of STBC, which was proposed by 

Tarokh [207], can be applied. It is referred to as the D-STBC scheme and is similar to the Alamouti's STBC 

scheme, except that the transmitted symbols are differentially encoded in the transmitter and differentially 

decoded in the receiver. Although the performance achieved using Differential-STBC is inferior to that 

of the coherent STBC, the former offers the advantage of a less complex system, obviating the need of 

estimating the CSI. However, an increased diversity order can only be achieved by employing an increased 
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number of transmit antennas, which results in an increased complexity. 

In contrast to the above-mentioned spatial diversity schemes, FFH schemes aim for achieving frequency 

and time diversity by hopping to independently faded carriers during a single transmitted symbol duration. 

The achievable diversity gain in context of FFH may be limited by the available bandwidth. Therefore, it is 

beneficial to design a combined DSTBC and FFH aided system, which is potentially capable of combining 

the achievable spatial and frequency diversity. This specific system configuration is particularly attractive, 

since FFH systems are non-coherent by nature [2], prohibiting the estimation of channel state information 

during each hop duration, since the hop duration may be extremely low compared to the symbol duration. 

Therefore, coherently detected STBC cannot be applied in conjunction with non-coherently detected FFH. 

Hence, differentially encoded modulation schemes, such as differential phase shift keying (DPSK), have 

been used in conjunction with FFH [18,49]. 

6.2.2.1 Proposed FFH Assisted DSTBC System 

We consider a wireless communication system invoking multiple transmit antennas at the Base Station (BS) 

and an arbitrary number of receive antennas at the Mobile Station (MS). The block diagram of a system that 

may be designed to amalgamate the advantages ofFFH and STBC is shown in Figure 6.2. The system shown 

in this figure employs two transmit and one receive antenna, although the concept can be applied to arbitrary 

number of receive antennas. As shown in Figure 6.2, the output of a standard D-STBC encoder consisting 

of a constellation mapper, a differential symbol calculation block and the encoder is modulated by a FFH 

modulator. The D-STBC encoder operates on the principle as explained in [207]. First, the information 

symbols are mapped on to constellation symbols defined by 

ej2n:k/M 

A = V2 ' , k = 0,1, ... , M - 1, (6.2) 

where M = 2b, b is the number of bits per symbol and j = A. We will restrict our attention to the binary 

case only, although higher order phase shift keying (PSK) schemes and quadrature amplitude modulation 

(QAM) are also supported by the scheme. Hence, in the context of the system under consideration, we have 

M = 2 and the information bits may have two values only, i.e. k = 0, 1. Note that the division by V2 in 

Equation (6.2) is done so that the total transmitted power from the two antennas is 1. 

Let xl(2t + 1) and x2(2t + 1) denote the differentially encoded symbols during the symbol period 

(2t + 1). These symbols are calculated based on both the symbols transmitted during the interval (2t - 1) 

and the incoming PSK symbols denoted by Si, where i represents the transmit antenna index. This process 

can be expressed as [207] 

(xl(2t + 1), x2(2t + 1)) = Sl(x 1(2t - 1), x2(2t - 1)) 

+S2( -x2*(2t - 1), xh(2t - 1)), (6.3) 
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Figure 6.2: Schematic of the FFH assisted D-STBC system using T = 2 transmitter antennas and L-order frequency 
diversity. 

Table 6.2: Transmission of symbols x1(t) and x2(t) using the transmit antennas TXl and TX2 and L FFH hops, where 
xi(t, l) denotes the replica of the ith symbol transmitted at time t during the lth hop, l = 0,1, ... , L - 1 
and i = 1,2 

Hop 1 Hop 2 ... HopL 

fo h ... h-l 
TXl x1(t,0) xl(t, 1) ... xl(t, L - 1) 

TX2 x2(t, 0) x2(t, 1) ... x2(t, L - 1) 

where * denotes the complex conjugate. 

Next, a conventional STBC encoder is used, which obeys the G2 transmission matrix and transmits the 

differential encoded symbols in time slots (2t + 1) and (2t + 2) according to 

(6.4) 

The FFH modulator, discussed in Chapter 1, is characterised by Th = Tsl L, where L is the number of 

hops per symbol, Th is the hop duration, while Ts is the symbol duration. Thus, during each hop duration 

one copy of the encoded symbols is transmitted using a different frequency. This arrangement is shown 

for arbitrary symbols x1(t) and x2(t) in Table 6.2, where xi(t, l) denotes the replica of the ith symbol 

transmitted at time t during the lth hop, l = 0, 1, ... , L - 1 and i = 1, 2. Note that during any of the hops, 

the same frequency is used for both symbols to be transmitted using antennas 1 and 2. Thus, if symbols 

xl(2t + 1) and x2(2t + 1) are input to the FFH modulator, then the signals transmitted during the lth hop at 
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time (2t + 1) and (2t + 2) may be expressed as 

sl(2t + 1, l) 

s2(2t + 1, l) = vi2Px2(2t + 1, l)ej27rfl (2t+l)t+tPl, 

sl (2t + 2, l) = -vi2Px2* (2t + 1, l)ej27r fl (2t+2)t+tPI, 

vi2Pxh (2t + 1, l)ej27r II (2t+2)tHI , (6.5) 

where P denotes the power of the encoded symbols, iz (t) is the FFH frequency in the lth hop of the symbol 

at time t, while cpz is the phase induced by the FFH. 

In the receiver shown in Figure 6.2, the signals received by a single antenna are dehopped by the FFH 

demodulator. It is assumed that the FFH demodulator is perfectly frequency aligned with the FFH modulator. 

The dehopped received signals during the lth hop at time (2t + 1) are given by 

(6.6) 

where hm,z denotes the path gain from the mth transmit antenna to the receiver antenna during the lth hop, 

n2t+l,z is the corresponding complex Additive White Gaussian Noise (AWGN) and we have m = 1,2 in 

the scenario considered. Following dehopping, the detection decision statistics SI(l) and S2(l) generated 

for the lth hop of the transmitted PSK symbols using the DSTBC decoder at symbol interval (2t + 1) are 

computed [207], as shown in Figure 6.2, namely 

51 (l) r(2t + 1, l)r* (2t - 1, l) + r(2t, l)r* (2t + 2, l) 

2 2 -
= (Ihl ,zl + Ih2,zl )81 + Nl 

52(l) r(2t + 1, l)r*(2t, l) - r(2t - 1, l)r*(2t + 2, l) 

(6.7) 

where Nl and N2 are the combined noise vectors. Once L decision statistics corresponding to one symbol 

duration have been computed, they are summed over the L corresponding hops to generate the resultant 

decision statistics as seen in Figure 6.2. 

We assume that the phase cpz induced by FFH, as expressed in Equation (6.5), is approximately the same 

for a particular hopping frequency. In other words, for a particular value of l = 0,1, ... , L - 1, CPZ is the 

same during all symbol intervals. This might be an over-simplifying assumption but has been stipulated 

for ease of analysis. Under the above assumption, the resultant decision statistics for a particular pair of 

symbols can be obtained by the summation of the decision statistics for all hops and may be expressed as 

L-l L-l 

51 = I:Sl(l) 52 = I: 52 (l). (6.8) 

z=o z=o 
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Figure 6.3: BER performance of the FFH assisted DSTBC system employing two transmit and one receive antenna, 
when communicating over correlated Rayleigh fading channels having fd = 10-2 and assuming various 
orders of frequency diversity L. 
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antennas. Thus, without invoking a high number of transmit antennas for attaining a high spatial diversity, 

the proposed system is capable of achieving a high overall diversity gain. 

6.2.2.2 Simulation Results and Discussion 

In this section, we characterise the achievable performance of the FFH aided DSTBC system using our 

simulation results. In Figure 6.3, the performance of a DSTBC scheme employing two transmit and one 

receive antenna, assisted by a FFH arrangement using L = 2, 4 and 8 hops per symbol has been shown, when 

communicating over Rayleigh fading channels experiencing a relatively fast fading having a normalized 

doppler frequency of id = 10-2 . As seen in Figure 6.3, the performance of the DSTBC system dispensing 

with FFH shows an error floor in the high-SNR region. This is because the differential decoding scheme 

ideally requires the fading to be constant for four consecutive DSTBC symbol time slots. Thus, when the 

fading envelope is rapidly fluctuating, this condition cannot be satisfied and hence encountering an error 

floor is inevitable. However, when frequency diversity is introduced, the above-mentioned error floor can 

be essentially eliminated, despite the fading envelope's fluctuation experienced during the consecutive time 

slots. 
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Figure 6.4: BER performance comparison of the three systems having a total diversity of Dtotal = 4 and an effective 
throughput of IBPS, when communicating over correlated Rayleigh fading channels, having both fd = 
10-2 and 10-4 . 

If we fix the system's total diversity order to Dtotal = T x L = 4, three alternative systems, namely 

the DSTBC (T = 4, L = 1), the FFH (T = 1, L = 4) and the DSTBC + FFH (T = 2, L = 2) 

arrangements, may be designed corresponding to different combinations of spatial and frequency diversity. 

Figure 6.4 explicitly demonstrates that for slow fading having a normalized Doppler frequency of fd = 10-4 

all the systems exhibit a similar performance. However, when the fading becomes moderately fast, such as 

fd = 10-2 , the DSTBC system, which requires the fading envelope to be constant for eight consecutive 

time slots, degrades more significantly than the others. Therefore, we may conclude that the FFH assisted 

DSTBC system is capable of supporting higher vehicular speeds than the pure DSTBC system having the 

same diversity order, when considering a fixed transmission rate. A more detailed comparison of the three 

systems can be found in Table 6.3. 

We will extend the work proposed in this section by considering the system communicating in channels 

contaminated by jamming and multi-user interference. 

6.2.3 Other Areas of Future Research 

Some further areas of future research have been outlined below: 

1) In Section 5.4, we demonstrated the benefits of employing a precoder in channel encoded FFH-MFSK. 

We showed that by using an IrVLC [188] scheme having suitable code rates assigned to different 

fractions of the source symbols stream, the EXIT curve of the corresponding outer decoder may be 
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Table 6.3: Comparison of various system parameters for the three systems, having a total diversity order Dtotal = 4 

Parameter System 

DSTBC FFH DSTBC+FFH 
T'V 4 1 2 
£1'1 1 4 2 

Degradation* at fd > 10-3 at fd > 10-2 at fd > 10-2 

Complexity'" 4 1 2 

Bandwidth\? A 4A 2A 

Spatial correlation affected if I:::,.To < )../2 not affected affected if I:::,.T < )../2 

Frequency correlation not affected affected if I:::,.j00 < B~* affected if I:::,.f < Be 

'V T is the number of transmit antennas, t. L is number of hops per symbol. * Degradation is in BER when compared to performance at fd = 10-4 , 

'" Complexity is measured by the number of transmit antennas, <:;) A denotes the bandwidth of the narrowband DSTBC system, * * Be is the channel 

coherence bandwidth, 0 b.T is the antenna spacing, 00 b.f is the frequency spacing, 

matched to that of the unity-rate decoder, thus creating a narrow convergence tunnel in the EXIT plane 

and consequently achieving arbitrarily low BERs at low SNR values. In Section 5.4.2, we focused 

on the extrinsic MI exchange between the inner unity-rate decoder and the outer IrVLC decoder. A 

natural extension to this concept is the 3-stage MI exchange between the demodulator, the inner unity­

rate decoder and the outer IrVLC decoder. This 3-stage iterative decoding scheme is likely to be more 

beneficial in terms of useful extrinsic information exchange. The concept is shown in Figure 6.5. The 

3-stage concatenation may be analyzed using 3-D EXIT charts or resorting to 2-D EXIT charts by 

treating the demodulator and the unity-rate decoder as a combined module [186]. 

2) The concept of Irregular codes [185-187] may also be applied to the FFH modulator, which may be 

deemed as an L-order repetition code. It is logical to expect that by employing variable diversity or­

ders for particular fractions of the input symbol stream, a so-called Irregular FFH may be designed. 

By suitable choice of the input stream fractions and the code rates, the resultant EXIT curve of the de­

modulator, or alternatively of the unity-rate decoder, may be further improved by facilitating a match 

with that of the outer decoder at even lower SNR values. Thus, a performance very close to the ca­

pacity of the FFH-MFSK scheme may be achieved. In this context, the concept of repeat-accumulate 

(RA) codes is relevant [208-211]. An RA encoder may be viewed as a serial concatenation of a rep-

Received Noncoherent Unity rate 
SISO -

signal 
FFH-:MFSK Outer 

Decoder 

Demodulator Decoder 

Figure 6.5: Schematic of the 3-stage serial concatenation among FFH-:MFSK demodulator, a unity-rate decoder and 
an outer decoder. 
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etition code and a unity-rate convolutional code. RA codes have been shown to be turbo-like codes 

using very simple encoders [208,211], Furthermore, an irregular RA code may be designed by incor­

porating an irregular repetition code [208J, which is similar to our concept of a FFH modulator using 

variable number of hops per symbol. 
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