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I address the question of whether active galactic nuclei (AGN) exhibit similar X­
ray temporal variability properties to black hole X-ray binaries (BHXRBs). I utilise 
long time-scale X-ray monitoring data to produce broadband power spectral den­
sities (PSDs) for a variety of AGN. Unfortunately X-ray monitoring programmes 
of AGN often produce light curves that are irregularly sampled, which causes the 
observed PSD to become distorted. I therefore further developed a Monte Carlo 
modelling technique (PSRESP), based upon Uttley et al. (2002), to determine the 
undistorted broadband PSD and associate a robust acceptance probability to the fit­
ted model. Using archival and proprietary Rossi X-ray Timing Explorer (RXTE) 
data, along with X-ray data from XMM-Newton, I apply PSRESP to determine the 
undistorted PSD of NGC 3783, which had previously been suggested to be analo­
gous to a 'hard' state BHXRB. I show that a second break is not statistically sup­
ported, and I show that this PSD is, in fact, well fitted by a 'soft' state model that 
has only one break at higher frequencies. These results leave Arakelian 564 as the 
only AGN which shows a second break at low frequencies. I present a power spec­
tral analysis of a 100 ksec XMM-Newton observation along with RXTE and ASCA 
data of the narrow line Seyfert 1 galaxy Ark 564. I demonstrate that the PSD of 
Ark 564 is well fit by the sum of two Lorentzian-shaped components, similar to 
those seen in BHXRBs. The PSD and lag spectrum of Ark 564 strongly suggests 
that a two-component Lorentzian interpretation of the origin of most of the variabil­
ity is correct. Given the super-Eddington accretion rate of Ark 564 it is most likely 
analogous to a very-high state system. These results further confirm the connection 
between AGN and BHXRBs. I use proprietary X-ray data from our RXTE monitor­
ing programme, together with other data from theRXTE archive and complementary 
data from XMM-Newton, ASCA, and EXOSAT to produce broadband PSDs for 32 
AGN spanning the frequency range from rv 10-8 to rv 10-3 Hz. The X-ray data 
for each AGN are reduced and analysed in a consistent manner. In particular, to 
ensure consistency between different RXTE gain epochs, all RXTE monitoring data 
is calibrated with respect to public archival Crab peA data. I apply PSRESP to the 
resulting PSDs to determine the undistorted shape. All of the 32 AGN are consis­
tent with either an unbroken or single-bend power-law interpretation of their PSDs, 
with the exception of Ark 564. I thus show that, for an expanded sample, AGN do 
behave like scaled-up BHXRBs, with the bend timescale scaling as mass divided by 
accretion rate. Thus, I further endorse the result of McHardy et al. (2006). 
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It's not whether you get knocked down, it's whether you 

get up. 

VINCE LOMBARDI (1913 - 1970) 

A hero is an ordinary individual who finds the strength 

to persevere and endure in spite of overwhelming obsta­

cles. 

CHRISTOPHER REEVE (1952 - 2004) 



Nothing shocks me. I'm a scientist. 

HARRISON FORD (1942 - ), AS INDIANA JONES 

Introduction 

In this chapter I will review the prevailing understanding of some of the Universe's 

most intriguing objects - the active galactic nuclei (AGN). I will begin by outlining 

the AGN observationally and note some of their more prominent characteIistics. 

I will then descIibe the energy generation mechanism, namely accretion, and tie 

together the different observed characteristics of AGN into a single unified frame­

work. This work is based on measuIing the temporal X-ray variability of AGN, so 

I will descIibe the importance of X -rays and how temporal variability can probe 

some of the most extreme environments in the Universe: the inner accretion disk 

around a black hole. AGN are not the only objects that are thought to be powered by 

accreting black holes, (Galactic) black hole X-ray binary systems or BHXRBs are 

also thought to contain accreting black holes, albeit smaller in mass. I will bIiefly 

describe the BHXRBs and discuss how BHXRB properties such as quasi-periodic 

oscillations and emission states might be translated to their more massive brethren. 

I will conclude this chapter with an introduction of the instruments and satellites 

used to gather the X -ray data used herein. 

1 



1.1 Active Galactic Nuclei 2 

1.1 Active Galactic Nuclei 

In the proverbial zoo of astronomical phenomena, the active galaxy truly is one of 

the most sensational objects in the extragalactic Universe. Detected over a broad 

range of red shifts and representing between 20 and 40 per cent of the galaxy pop­

ulation1 (Miller et at., 2003), the active galaxy is noteworthy by its extraordinary 

luminosity manufactured in a minute region in space at the core of these massive 

objects. The shortest time-scale variations in X-ray flux, on the order of minutes, 

indicates that these cores or active galactic nuclei (AGN) are constrained to vol­

umes less than 10-3 pc3 and represent a miniscule fraction of the host galaxy. At 

the core of these active galaxies, the AGN can emit tremendous amounts of energy 

over a broad range of frequencies, from radio wavelengths through to X-ray and 

gamma-rays, and exhibit a flat spectral energy distribution over several decades in 

frequency (Elvis et at., 1994). Most AGN exhibit a marked reduction in luminosity 

at radio wavelengths with only 10 per cent of AGN being classed as radio-loud and 

the remaining subset called radio-quiet. AGN are also observed to have an extreme 

range of luminosities, from the exceptionally bright quasar PDS 456 (Reeves et al., 

2000) at rvl047 ergs s-1 through to the low-luminosity AGN NGC 4395 (Lira et at., 

1999) at rv 1041 ergs s-1. Aharonian et al. (2005) recently suggested that AGN may 

be the source of some ultra-high energy GeV and TeV emission, and in November 

2007 the Piene Auger Collaboration published a result in Science claiming to cor­

relate the origin of these cosmic rays to AGN2. Throughout their lifetime, AGN will 

be one of the most prolific emitters of broadband radiation in the known Universe. 

The AGN menagerie is vast and complicated, with AGN categorised and classed 

according to several observed characteristics. The first of these characteristics were 

introduced above: radio-loud and radio-quiet, which as the nomenclature suggests 

represents the classes of AGN distinguished by their radio luminosities. Fanaroff 

and Riley (1974) further developed the distinction between radio galaxies by sub­

dividing them into FRJ and FR2 type based upon radio luminosity and morphol­

ogy. High-luminosity AGN are often classified as quasars and are either radio-loud 

or radio-quiet, which are often denoted by the acronyms QSRS (quasi-stellar radio 

source) or QSO (quasi-stellar object), respectively. Blazar is the term used to denote 

a breed of AGN where the vaIiations in the optical band are marked by atypically 

rapid and large amplitude variability. It is currently thought that blazar emission 

I Calculated from over 10000 galaxies between 0.05 < z < 0.095. 

2Correlation of the Highest-Energy Cosmic Rays with Nearby Extragalactic Objects, The 
Pierre Auger Collaboration (9 November 2007), Science 318 (5852), 938. [DOl: 1O.1126/sci­
ence.1151124]. 
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could be beamed due to observations looking down the jet structure. Seyfert galax­

ies are characterised by relatively weak radio emission and are subdivided into two 

types (type 1 and type 2) based on whether their spectra contain both narrow and 

broad optical emission lines (type 1), or only narrow lines (type 2). AGN classi­

fied as a Seyfert type galaxy are generally found to have lower luminosities than 

some of the other classes. The final category I will mention is Low-Ionisation Nu­

clear Emission Region (LINERs), which are similar to Seyfert galaxies but exhibit 

line emission from weakly ionised atoms, whereas the emission from strong ionised 

emission lines are weak (Heckman, 1980). The distinction between the AGN clas­

sifications is defined observationally, since the underlying mechanism thought to 

power these active galaxies is the same, namely accretion onto a supermassive black 

hole (SMBH). 

1.1.1 Accretion onto a black hole 

The prodigious emission of AGN is more than can be accounted for by nuclear 

fusion, as observed in stellar reactions. It is commonly thought that the only prac­

tical method that could potentially generate energy with a great enough efficiency 

is accretion onto a compact object. The process of nuclear fusion is only 0.7 per 

cent efficient at converting mass into energy, which if radiated is far too small to 

explain AGN observations. Salpeter (1964) propose emission is driven by accre­

tion onto a 5MBH, with a mass between 106 - 109 MG, which has a much larger 

efficiency than nuclear fusion of rv 10 per cent3 . The accretion disk is a structure 

of gas in orbital motion around a central massive object. The diffuse matter rotates 

and settles in the equatorial plane, and the interplay of magnetic and viscous forces 

promotes instabilities within the disk, which transport angular momentum outwards 

throughout the disk. As a result, the matter spirals inward towards the central black 

hole and the potential gravitational energy released is radiated away. Fig. 1.1 is 

an artist's impression of an accretion disk surrounded by an obscuring torus (see 

Section 1.1.2) 

The observed energy spectra of quasars often display a peak at rv 0.01 keY (optical 

to UV energies), which is frequently referred to as the Big Blue Bump. The observed 

peak is consistent with models of optically thick, geometrically thin accretion disks, 

that is where the ratio between the scale height, H, and disk radius, R, is much 

less than unity (Shakura and Syunyaev, 1973). It is common for accretion disk 

3The range of efficiencies extend up to approximately 42 per cent if the black hole is extreme 
Ken. 



1.1 Active Galactic Nuclei 

Figure 1.1: Artist's impression of an accretion disk and surrounding 
torus. The cold dusty torus is clearly seen, with an inner accretion 
disk feeding the central supermassive black hole. The outflow repre­
sents a possible relativistic jet structure. Credit: NASA/CXCIM.Weiss; 
http://chandra.harvard.edu/resources/illustrations/agn/ 

4 

models to correctly predict the existence of the big blue bump in UV (e.g. Laor 

1990); however, data that spans a broad energy range becomes less well fit by thin 

accretion disk models and these models often erroneously predict the flux at soft 

X-ray or infrared energies. Even more complicated properties have been included 

in accretion disk modelling to better replicate observed data; for example, radiation 

pressure close to the central black hole could inflate the disk so that H / R rv 1. 

However, it is not clear whether these geometrically thick disks are a more faithful 

representation of real accretion disks. 

It has been shown that a key assumption of optically thick accretion disk theory is 

not necessarily justifiable; namely, that the energy dissipated at a given radius is ra­

diated near to this radius (Paczynsky and Wiita, 1980; Rees et al., 1982; Abramow­

icz et aI. , 1988; Narayan and Yi, 1994). The so-called advection-dominated accre­

tion flow (ADAF) has become an alternative model of accretion to the previously 

mentioned optically thick accretion disk, when the accretion rate is low. When the 

cooling time is long compared to the viscous time-scale (see Section 6.7), the energy 

is advected inwards with the accretion flow rather than being radiated. The radia­

tive efiiciency of an ADAF can be significantly smaller than the radiative efficiency 
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predicted from optically thick accretion disk models. Black hole systems where the 

observed luminosity is less than predicted for optically thick disks can be explained 

if an ADAF model is applied; for example, the 5MBH at the centre of our own 

galaxy, Sagittarius A *, can be explained in terms of an ADAF (Mahadevan, 1998). 

Moreover, radiatively inefficient accretion disk models are often invoked to explain 

the differences between black hole X-ray binaries in the lowlhard and high/soft 

state. The high/soft state is often thought of as having a radiatively efficient ac­

cretion disk, whereas the lowlhard state is often envisaged as having a radiatively 

inefficient accretion disk; I will describe these accretion states later in this chapter. 

Another use of radiative inefficient accretion is to explain the lack of strong emis­

sion from the 5MBHs at the centre of massive elliptical galaxies in clusters, where 

high luminosities and accretion rates might be predicted using an optically thick 

disk model (Fabian and Rees, 1995). 

1.1.2 Unified model of AGN 

The central regions of AGN remain spatially unresolved making direct imaging of 

features impossible. It was once thought that AGN constituted a diverse population 

of objects; however, Antonucci and Miller (1985) observed broad lines in the spec­

trum of NGC 1068, a Seyfert 2 galaxy, when measured using polarised light. The 

spectrum ofNGC 1068 consequently resembles that of a Seyfert 1 galaxy; thus, this 

discovery hints that perhaps the nucleus of NGC 1068 is heavily obscured so that 

direct observation is impossible, but in scattered polarised light the characteristics 

of a Seyfert 1 galaxy are clearly seen. The concept of viewing angle dependence 

was further developed by Antonucci (1993) into a unification formulation of active 

galaxies. The unified model of AGN consolidates all the observational descriptions 

of AGN into a single framework. The unified model assumed throughout this work 

is presented in Fig. 1.2. The unified model of AGN consists of the following fea­

tures: a central 5MBH and accretion disk, constituting the primary source of emis­

sion; a relativistic jet can also be observed in some sources, thought to emerge from 

a region close to the central black hole; high-velocity clouds in Keplerian orbits con­

stitute the broad-line region (BLR) i.e. emission lines exhibit broad wings due to 

Doppler broadening. Much fmther out are lower density and lower velocity clouds 

where the narrow permitted and forbidden lines are measured and constitute the 

natTow-line region (NLR). The BLR region is encompassed by a large high-column 

density material, the so-called moleculat· torus. Almost any observed AGN can fit 

into the unified paradigm, at least phenomenologically. If the AGN is radio-quiet 
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Figure 1.2: Diagram of the standard AGN unification paradigm (adapted from 
Urry and Padovani 1995). Most of the common types of observed AGN can be 
represented on the above figure. The majority of the analysis in this work will fo­
cus on AGN observed from the 'radio-quiet type l ' position i.e. Seyfelt 1 galaxies. 
Seyfert 2 galaxies are heavily obscured by a relatively high column density and are 
thought to be Olientated edge-on to the observer i.e. observed through the torus. 
The arrows pertaining to the types of galaxy represent the viewing direction to the 
central 5MBH. 
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(without a relativistic jet) and the BLR is visible, a standard Seyfert 1 galaxy would 

be observed; if the BLR is not visible and the AGN is heavily obscured, the viewing 

angle is edge-on to the torus and would be representative of a Seyfert 2 galaxy. In 

the radio-loud case, the AGNs are refened to as a broad-line radio galaxy (BLRG) 

or as a narrow-line radio galaxy (NLRG) based on whether the BLR is visible, re­

spectively. Blazar type objects exhibit dramatic variability and are an orientation 

effect of viewing the AGN along the relativistic jet axis of radio-loud sources and 

is probably a result of relativistic bearning4 . 

One class of objects, at first inspection, does not fit nicely into the par'adigm pre­

sented in Fig. 1.2, and maybe provides an indication that orientation does not fully 

determine the class of AGN. The objects in question form a class called Nan-ow 

4Relativistic beaming is the process by which the apparent luminosity of a relativistic jet is 
modified due to special relativity. 
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Line Seyfert 1 (NLS 1) galaxies. Despite the neat framework provided by the unified 

model, it is clear that the viewing angle does not account for all variations observed 

between different types of AGN and most notably the unified model does not ex­

plain the presence of relativistic jets. There are expected to be intrinsic differences 

between the AGN systems; in particular, parameters such as black hole mass, spin 

and accretion rate might be expected to generate differences between the classes, 

and could be responsible for the NLS 1 objects. NLS 1 galaxies, as their nomen­

clature suggest, are optically similar to standard Seyfert 1 galaxies, but the broad 

component of their permitted optical Balmer emission lines are narrow in compari­

son to other Seyfert 1 galaxies (FWHM H/3 < 2000 kms-I); moreover, NLSls tend 

to exhibit strong Fell emission. The emission lines in NLSI galaxies can be inter­

preted as broad lines from 'high' -velocity clouds near smaller mass black holes, so 

consequently exhibit lower Keplarian velocities. Although, the emission lines could 

also be explained by a bigger BLR due to the high accretion rate often observed in 

NLS 1 s i.e. increased ionisation to a further distance from the accretion disk. NLS 1 

galaxies are excellent cases for X-ray variability studies, since they exhibit rapid 

X -ray variability on time-scales less than one day. 

1.1.3 X-ray emission 

X-ray emission from active galaxies is an extensive theme and I will not undertake 

an exhaustive review of it here. See Blumenthal and Gould (1970) and Rybicki and 

Lightman (1986) for a review of radiation processes. 

AGN are observed over a broad range of energies and are often bright up to 100 

ke V or more, well above the prediction of the opticallUV model of peak emission 

predicted by accretion disk theory. In particular, the simple models of accretion pre­

dict inner disk temperatures of rv 105 K, which cannot reproduce the 'hard' X-ray 

emissionS. Hard X -ray emission from AGN requires temperatures of at least 109 K, 

which cannot be accounted for with pure accretion disk thermal emission. The X­

ray energy spectrum of AGN exhibits a power-law form, which could be explained 

by the presence of a relativistic jet by synchrotron processes; however, the energy 

spectrum is still observed in radio-quiet AGN with no apparent jet feature. Con­

sequently there must be a different mechanism that produces the observed X-ray 

energy spectrum. It is thought that the source of X-rays is inverse Compton scatter­

ing of soft opticallUV seed photons through an optically thin corona of hot electrons 

SHard is often used to denote 2-10 ke V and soft 0.3-3.5 ke V. In general hard and soft are broadly 
used to indicate the high or low energy X-rays. 
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(e.g. Sunyaev and Titarchuk 1980); however, the exact location and characteristics 

of the corona are not clear, but it is thought to behave in a way akin to the Sun's 

corona (Haardt and Maraschi, 1993; Haardt et al., 1997). The radiation physics of 

corona models is well understood, but there is significant uncertainty concerning the 

geometry and origin of the X -ray emitting corona. Following the strategy of coronal 

heating in the Sun, it is thought that the corona above accretion disks is heated to X­

ray emitting temperatures ("-' 109 K) by magnetic reconnection (di Matteo, 1998). 

Corona models provide popular methods of X-ray emission in active galaxies, but 

there is still great uncertainty in these models and there is still much work to be done 

to constrain model parameters. Fig. 1.3 illustrates the differences between X-ray 

and optical observations. Despite the better spatial resolution of optical telescopes, 

X -ray observations provide better insight into the central engine of the AGN since 

X -rays are thought to be emitted from the hot region surrounding the 5MBH. 

X -ray energy spectra of Seyfe11 galaxies often exhibit a bump in their continuum 

peaking between 20-50 keY, thought to be caused by reflection off optically thick 

gas (Lightman and White, 1988). The reflection physics applies if the reflecting 

material is taken to be a 'cool' optically thick accretion disk or dusty torus (also 

optically thick) at large radii (Krolik et al., 1994). Low-energy photons would be 

absorbed and high-energy photons ("-' 1 00 ke V) would suffer multiple reflections 

and be scattered to lower energies, since photons "-' 100 ke V or greater lose a sig­

nificant amount of energy in a single scattering event; thus, eliminating the low and 

high-energy extremes of the reflection spectrum, leaving only the 20-50 ke V hump 

observed (Nandra and Pounds, 1994). Another prominent characteristic feature of 

X -ray energy spectrum is the strong fluorescent Fe K line. The line energy of 6.4 

ke V, for neutral Fe, rises slightly with increasing ionisation until the atom is com­

pletely ionised. The line energy is 6.7 keY and 6.9 keY in He-like Fe and H-like 

Fe, respectively (Nandra, 2006). Many Fe K lines are observed to be several tens of 

thousands of kms- 1 broad and heavily redshifted (Tanaka et at., 1995; Mushotzky 

et ai., 1995), suggesting that the Fe K line originates close to the innermost sta­

ble orbit deep inside the gravitational potential of the black hole. The observed Fe 

K line profiles are often interpreted as being gravitationally redshifted and Doppler 

broadened by orbital motion, and may provide an excellent diagnostic tool for prob­

ing the innermost accretion disk in a region of strong gravity (Miniutti et al., 2003; 

Miniutti and Fabian, 2004). However, not all Fe K lines exhibit a broad red wing 

and are sometimes observed to be narTower than 1000 km s-l, implying that the 

source of the Fe K line might be far" from the central black hole (Weaver et aI., 

1996). 
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Further to the previous section on AGN unification, Fe K lines also support that 

interpretation. Seyfert 2 galaxies display strong soft X-ray absorption with column 

densities often greater than 1023cm-2 - consistent with an observation edge-on to 

the obscuring torus; moreover Seyfert 2 galaxies are noted by their lack of broad Fe 

K lines, compatible with production of the emission line in the surrounding torus 

and obscuration of the central source. 

In high accretion rate AGN there is a contribution to the X -ray energy spectrum 

below rv 1 ke V called the soft excess. The peak energy of the soft excess is too high 

to represent thermal emission from a standard accretion disk model, and super­

Eddingtion accretion disk models (e.g. Tanaka et al. 2005) cannot explain why 

the soft excess is always seen at the same energy in AGN X-ray energy spectra 

(Gierlinski and Done, 2004). The unusually constant nature of the soft excess com-

Figure 1.3: The image above illustrates the difference between optical and X­
ray observations. The optical image of NGC 1365, from the European Space 
Observatory's Very Large Telescope, shows a typical active galaxy. The X­
ray image, from Chandra, shows the X-ray bright central region. The emis­
sion is thought to be due to an accretion disk close to the central supermas­
sive black hole. Credit: NASNCXCICfAIINAFlRisaliti Optical: ESOIVLT; 
http://Cbandra.harvard.edu/photo/2007 Ingc 13651 
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ponent suggests that its origin might be based in atomic physics. Much work has 

been done on the nature of the soft excess with both reflection and absorption based 

models describing the observations well. Current X-ray observations in 0.3-10 

ke V cannot distinguish between the predictions of reflection and absorption models 

(Chevallier et al., 2006; Sobolewska and Done, 2007), and RMS spectra are well 

described by either model (Ponti et al., 2006; Gierlinski and Done, 2004). 

1.1.4 X-rays and temporal variability of AGN 

X -ray light curves of AGN exhibit significant variability over a broad range of time­

scales and it is one of their defining characteristics. AGN are variable in a seemingly 

undetermined and erratic fashion, and display X-ray light curves composed of ape­

riodic fluctuations. Variability of the above type is often referred to as noise, that 

is the vmiability is a result of a stochastic process so the intrinsic source signal is 

itself random and the output of a noise process. The stochastic equations govern­

ing the underlying noise process are assumed to be constant and each observation, 

no matter how different it looks, is merely a single representation of that process. 

The stochastic nature of AGN X-ray data means that interpretation of single reali­

sations should be treated with caution unless rigorous statistical analysis is under­

taken. Care should be taken not to confuse noise in this context with measurement 

errors such as Poisson noise. Temporal X-ray variability of AGN is a prime way 

to explore the innennost region around a 5MBH, with high-frequency variations 

implying that the emitting region is less than one light day across. Fig. 1.4 shows a 

typical AGN short time-scale X-ray light curve as observed with XMM-Newton see 

Section 1.4.2). 

A common way to quantify the observed variability structure is the power spectral 

density (PSD). The PSD represents the amount of variability as a function of Fourier 

frequency. The aforementioned aperiodic X-ray variability of AGN is further clas­

sified as red-noise, which is characterised by correlated variability (i.e. observed 

fluxes are not independent), such as flicker noise or a random walk, and the PSD 

exhibits a power-law dependence on frequency. White-noise in contrast does not 

exhibit correlated variability, which means that the PSD of white-noise is flat i.e. 

the signal contains equal power at each Fourier frequency (e.g. Poisson noise). The 

tools of vmiability studies will be covered in detail in the next chapter. 

Temporal variability studies of AGN m'e complicated by the long time-scale trends 

often observed in X-ray light curves and the relatively poor signal-to-noise due to 

low count rates. Analysis of EXOSAT X -ray light curves of NGC 5506 by McHardy 



1.1 Active Galactic Nuclei 

o ..... 

00 

o 5x l 04 lOS 
Time (s) 

Figure 1.4: 100s binned XMM-Newton light curve of MCG-6-30-1S. The light 
curve is clearly variable on a variety of time-scales. 

11 

(1988) showed that AGN PSDs are well represented by a power-law over a broad 

range of frequencies (P( v) = v-a , where P( v) is the power at a Fourier frequency 

v), where the power spectral slopes are typically a = 1 - 2. Moreover, the PSD 

of NGC 5506 did exhibit some evidence of the power-law model flattening at low 

frequencies, but no formal significance could be determined due to the poor quality 

of data. AGN PSDs must flatten in some way and cannot continue to exhibit steep 

power-law slopes to low frequencies, since the integrated power would diverge to 

infinity. Papadakis and McHardy (1995) used EXOSAT observations of NGC 4151 

and statistically determined, using Monte Carlo methods, that the PSD does indeed 

break or flatten at a characteristic frequency. Edelson and N andra (1999) used Rossi 

X-ray Timing Explorer (RXTE, see Section 1.4.1; Swank 1998) data to measure a 

PSD ofNGC 3516 and determined a clear break in the observed power-law. Power 

spectral analysis of other Seyfert 1 galaxies with long-term RXTE monitoring cam­

paigns have demonstrated that most AGN PSDs are often well fit by a power-law 

model that breaks at a characteristic frequency (Pounds et aI. , 2001; Uttley et aI. , 

2002; Markowitz et aI. , 2003; McHardy et aI., 2004, 2005; Uttley and McHardy, 

2005). 
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Figure 1.5: Artist's impression of a low mass X-ray binary system. 
The stellar mass black hole accretes matter from the low mass donor 
star and an accretion disk is formed via Roche lobe overflow. Credit: 
http://www.jca.umbc.edu/press/binary_artisLimpression.jpg 
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Black holes are not only thought to be present in the centre of massive active galax­

ies6, but much less massive (rv 10 Mo ) black holes are thought to exist in Galactic 

X-ray binary systems (XRBs). XRBs can be extremely bright sources of X-rays, 

and their rapid variability properties are indicative of accretion onto a compact 

object. Many XRBs harbour black hole candidates (black hole X-ray binaries, 

BHXRBs) accreting matter from the donor companion stars. The black holes in 

the aforesaid systems can accrete matter via Roche lobe7 overflow from a low mass 

companion star (LMXB) or through strong stellar winds from a high mass com­

panion star (HMXB). HMXBs are greater than 5 Mo and can also accrete matter 

via Roche lobe overflow. Note that the nomenclature of low and high mass refer 

to the mass of the companion star, not the compact object. Fig. 1.5 is an artist's 

impression of an LMXB accreting via Roche lobe overflow. 

It should be clear that there are similarities between qualitative descriptions of AGN 

6There is evidence to suggest that supermassive black holes might lurk in the centre of all galax­
ies (e.g. Kormendy and Richstone 1995; Schadel et al. 2002) and they may play an important role 
in galaxy evolution (Silk and Rees, 1998). 

7The Roche lobe is a region around a star in a binary system within which the stellar material is 
gravitationally bound to the star. 



1.2 Black hole X-ray binary systems 13 

and XRB accretion, with the only difference appearing to be the source of accreted 

matter. Perhaps it is still surprising to learn that despite an enormous difference 

in mass and X -ray luminosity the X-ray power spectra of BHXRBs (in particular 

the BHXRB Cygnus X-I, often abbreviated Cyg X-I) and AGN are remarkably 

similar when scaled by mass and accretion rate (McHardy et al. 2004; Dttley and 

McHardy 2005; McHardy et al. 2006; and Section 1.3). I will thoroughly examine 

the BHXRB-AGN connection in Chapter 4 and Chapter 5. 

1.2.1 Properties of BHXRBs 

X-ray binaries present an excellent opportunity to study the variability properties 

of accreting compact objects. Rapid X-ray variability and high X-ray flux allows 

XRBs to be studied with relative ease through short observations with X-ray tele­

scopes, and RXTE is ideal for studying these objects. A full review of BHXRB 

variability properties is far beyond the scope of this work, thus in this section I will 

briefly review some of the interesting properties of BHXRBs, with a focus on the 

temporal variability properties. 

One of the earliest BHXRBs to be discovered was Cyg X-I, which I will often refer 

to throughout this work. Cyg X-I is unusual amongst many of the known black 

hole XRB candidates in that it is persistently bright in X -rays. Cyg X-I is classed 

as a HMXB, since it accretes from a stellar wind of a massive OIB type star and is 

one of three known persistent sources (McClintock and Remillard, 2004). Many of 

the rv 20 established BHXRBs are LMXBs and exhibit nova-like behaviour, that is 

they are outbursting sources with periods of dramatically increased X-ray flux and 

are the so-called transient BHXRBs. One interesting transient source that is often 

referred to in this work is GRS 1915+ 105, and it is often classed as curious amongst 

the transient population in that it has remained bright for more than 15 years since 

its last outburst. Many transients will fade into quiescence after their outburst, that 

is the source enters a very-low flux rate state and may escape X-ray detection with 

the current generation of X-ray telescopes. 

The power spectra of BHXRBs are often described in terms of two different types of 

variability. The first type, as previously mentioned for AGN PSDs, is aperiodic red­

noise variability, which is represented by a power-law dependence on frequency 

and can be band limited - that is the PSD is cut-off at low and high frequencies. 

Quasi-periodic oscillations (QPOs) are the second type of variability observed and 

are marked by power concentrated at a much more limited range of time-scales. 

Cyg X-I has a well studied power spectrum and in the so-called high-flux state 
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or high/soft state, the power spectrum displays a power-law form that breaks at rv 

10-20 Hz from a slope of 1 at low frequencies to rv 2 at high frequencies (Reig 

et al., 2002; McHardy et ai., 2004). In the lowlhard state the power spectrum ex­

hibits two breaks in the observed power-law. The PSD breaks at rvO.2 Hz to a 

slope of I and breaks higher in frequency to a slope of 2 at I"V 3 Hz (Belloni and 

Hasinger, 1990). The lowlhard state of Cyg X-I is in fact better described by mul­

tiple Lorentzian components rather than a double-broken power-law (Nowak et ai., 

1999; Pottschmidt et al., 2003), but this will be considered later in this work. Cyg X­

l spends most of its time in the lowlhard state and transitions between lowlhard and 

high/soft on time-scales of rv months; although, in general transitions can be much 

more rapid. Many BHXRBs (including Cyg X-I) exhibit other transition states, 

such as the very-high (or intermediate) state where the energy spectrum displays a 

mixture of lowlhard and high/soft components, and the aforementioned quiescent 

state. 

Quasi-periodic oscillations 

QPOs are a common type of variability found in XRB power spectra and come 

in several flavours. The low-frequency QPO (LF QPO) is defined in the range 

rv 50 mHz to rv 30 Hz, whereas the high-frequency QPO (HF QPO) range is de­

fined as above rv 100 Hz. The physical interpretation of QPOs is still unclear, but 

the HF QPOs are suspected to be associated with the inner accretion disk and its 

characteristic frequency is perhaps a function of black hole mass (McClintock and 

Remillard, 2004). Both neutron star and black hole XRBs exhibit QPOs in the 

above frequency ranges; however, QPOs in known BHXRBs are not known to be 

faster than 100-450 Hz (detected in the very-high state). Thus the detection of kHz 

QPOs would rule out a black hole interpretation of the compact object (Van der Klis, 

2004), since only neutron star XRBs display QPOs in the kHz domain (Strohmayer 

et al., 1996), 

Fig. 1.6 illustrates typical power spectra observed from the different BHXRB emis­

sion states, represented in Pv and v x Pv space. The important states for considera­

tion with this work are the high/soft state (HS) and the low/hard state (LS); it should 

be clear from Fig. 1.6 that both the HS and LS state can be roughly approximated 

by a single-break and a double-break power-law, respectively. It should also be 

clear that strong QPOs are observed in the transition states, namely the intermediate 

(IMS) and very-high state (VHS). Although, the intermediate and very-high states 

are thought to represent the same emission state. See Lewin and van der Klis (2006) 
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Figure 1.6: Power spectra of black holes in various emission states in Pv and 
v x Pv space. Top to bottom, the plots represent the high/soft state, very-high state 
(with band limited noise; hard high luminosity intermediate state), very-high state 
(without band limited noise; soft high-luminosity intermediate state), intermediate 
state (a hard lower luminosity example), and the lowlhard state. Credit: Van der 
Klis (2004). 
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and Klein-Wolt and van der Klis (2007) for a complete overview of BHXRBs. The 

black hole emission states are shown on the spectral hardness-intensity diagram (see 

Fig. 1.7), with the main states of interest denoted in bold face. Transient BHXRBs 

in outburst trace out the bold path through various emission states. The dashed jet­

line indicates the transition from radio-quiet to radio-loud states, with the HS being 

radio-quiet (Fender et ai., 2004; Kording et aI., 2006b). As noted by Klein-Wolt 

and van der Klis (2007), during a hard flare in the HS the radio loudness increases 

significantly. 
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Figure 1.7: The hardness-intensity diagram for black hole states. The track shown 
illustrates a typical path followed by BHXRBs in outburst. Persistent BHXRBs 
such as Cyg X-I can also follow parts of the track (Belloni et al., 2005). Credit: 
Klein-Wolt and van der Klis (2007). 
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For a number of years AGN have been compared to their BHXRB brethren, which 

are better understood phenomenologically and this comparison is ultimately based 

on the conjecture that accretion onto a stellar mass black hole (rv 10 Me:)) should 

be the same as accretion onto a 5MBH (rv 108 Me:) ). In the last few years there has 

been substantial evidence to support this hypothesis (Edelson and Nandra, 1999; 

Dttley et al., 2002; Markowitz et al., 2003; McHardy et al., 2004, 2005; Dttley and 

McHardy, 2005; McHardy et al., 2006; Summons et al., 2007). However despite 

the obvious similarities between AGN and BHXRB, there have been no robust QPO 

detections in AGN PSDs8 (see Vaughan and Dttley 2006). There is no known rea­

son, theoretical or otherwise, that would prohibit AGN QPOs. The two types of 

QPO detected in BHXRBs might be expected to be found in AGN power spectra, 

albeit at a somewhat lower frequency. HF QPOs are rare in BHXRBs, with less 

than 1/3 of sources exhibiting QPOs of this type (Remillard et al., 2003). The ma-

8Previous QPO detections by Papadakis and Lawrence (1993b) (NGC 5548) and Iwasawa et al. 
(1998) (IRAS 18325-5926) have been ruled out. 



1.3 Comparing AGN and BHXRBs 17 

jority of AGN PSDs presented in the literature to date are 'soft,9, and given that HF 

QPOs seem to be confined to a particular type of the very-high state a detection in 

the current sample of AGN PSDs might be surprising. It is also worth mentioning 

that QPO detection in broadband AGN power spectra would be acutely dependent 

on the number of QPO cycles sampled in the time-series. Even though LF QPOs 

are stronger than HF QPOs, to detect a LF QPO the observed light curve must cover 

more than 100 QPO cycles and be well sampled (Vaughan and Uttley, 2005). Most 

AGN X-ray monitoring campaigns are unable to dedicate enough regular on-source 

time to fulfil these requirements; moreover as with the previous argument concern­

ing emission states and HF QPOs, the LF QPO is also not detected in the HS of 

BHXRBs and so the detection of a LF QPO in a known 'soft' state AGN would also 

be surprising. It is unfortunate that the well observed Seyfert galaxies that form the 

majority of known AGN PSDs are consistent with HS emission. As suggested by 

Jester (2005) and Nagar et ai. (2005), radio-loud low-luminosity AGN would make 

the best candidates for LS AGN, and Vaughan and Uttley (2005) also suggest that 

these types of AGN would make the best candidates if LF QPOs were to be actively 

sought out. 

A final remark regarding the observed X-ray count rates of AGN and BHXRBs. 

It might appear as if all the timing properties of AGN are poorer than those of 

BHXRBs, since BHXRBs are brighter and their time-scales more easily probed. 

However, analysis of very-high frequency AGN PSDs may in fact prove superior to 

that of BHXRB PSD analysis. Consider, a Seyfert galaxy is typically rv 106 times 

more massive than an BHXRB, thus the time-scales of variability in the Seyfert 

galaxy are expected to be rv 10-6 times slower. The nearest bright BHXRB is a fac­

tor of rv 104 pc closer than the nearest bright Seyfert galaxy. Consequently the flux 

of a typical Seyfert galaxy is rv 10-2 to 10-3 times that of a typical BHXRB; how­

ever given that variations occur on much longer time-scales in the AGN, a Seyfert 

galaxy would provide rv 102 to 104 times as much flux per unit light crossing time 

than in BHXRBs. A consequence of the above result is that AGN PSDs are often far 

better determined than BHXRB PSDs (in relative terms) at the highest frequencies. 

The importance of a thorough and consistent power spectral analysis of AGN data 

cannot be understated. Thus far, AGN timing analysis has been inconsistent and 

biased towards to brighter radio-quiet AGN. In order to provide a proper comparison 

between AGN and BHXRBs, analysis of aforesaid objects must be consistent and 

rigorous. In this work I will analyse a sample of AGN of varying masses, accretion 

9 AGN data that is well fit by a power-law with a single characteristic break-frequency are often 
refen"ed to as 'soft'" 
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Figure 1.8: Here I show the PSDs of two AGN (NGC 4051 and MCG-6-30-15) 
and the PSDs of Cyg X-I in the LS and HS. The PSDs of NGC 4051 and MCG-6-
30-15 look like PSD of Cyg X-I in the HS scaled by mass and accretion rate (this 
scaling is shown in Chapter 5). Credit: Ian MCHardy. 
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rates and radio-loudness both rigorously and consistently to detennine if there does 

indeed exist a similarity between AGN and BHXRBs. Similarities have already 

been suggested by McHardy et al. (2006) and in Fig. 1.8 I show a comparison 

between the PSDs of two AGN (NGC 4051 and MCG-6-30-15) and the PSDs of 

Cyg X-I in the LS and HS. It is clear that the PSDs of NGC 4051 and MCG-6-

30-15 are suggestively close to the PSD of Cyg X-I in the HS. It is important to 

detennine if the relationship between BHXRBs and AGN is real, which can be 

resolved by thorough unbiased modelling of AGN PSDs. 

1.4 AGN X-ray monitoring 

Long-term X-ray monitoring of AGN poses an interesting logistical problem. The 

purpose of AGN monitoring campaigns is to sample all time-scales of variability 

with the minimum amount of on-source time. Regular observations (once or twice 

a week) would be required to constrain the long time-scale variability properties of 

AGN, which could last tens of years or more. Fortunately, on 30 December 1995 the 

Rossi X-ray Timing Explorer (RXTE) was launched and RXTE would, for the first 

time in X-ray astronomy, provide a realistic chance of producing high quality long­

term X-ray light curves. Almost four years later the X-ray Multi-Mirror Mission 

observatory (XMM and later called XMM-Newton) was launched. XMM-Newton 
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is a tremendously sensitive X-ray telescope capable of continuously measuring the 

short time-scale variability of AGN. As I will describe in the forthcoming section, 

RXTE and XMM-Newton work well together to measure and constrain the broad­

band power spectrum of active galaxies. 

1.4.1 Rossi X-ray Timing Explorer (RXTE) 

There are three scientific instruments aboard RXTE specifically designed to carry 

out timing studies of X-ray variable sources on time-scales of rv microseconds to 

years. RXTE has revolutionised X-ray timing due to its remarkable timing resolu­

tion, but it is the rapid pointing capability of RXTE that has made this work possible. 

RXTE is in a low-Earth orbit (period rv 90 minutes) and is able to slew between X­

ray sources extremely rapidly allowing multiple pointings to be taken at regular 

intervals - the exact property required to construct long-term variability light curves 

of AGN. 

Fig. 1.9 shows a schematic of the RXTE spacecraft along with the three timing in­

struments: the All-Sky Monitor (ASM), the High-Energy X-ray Timing Experiment 

(HEXTE) and most importantly for the work herein the Proportional Counter Array 

(PCA, Zhang et af., 1993). 

The PCA aboard RXTE carries out microsecond time resolution X-ray astronomy, 

sensitive in the energy range 2-60 ke V. The PCA consists of five proportional 

counter units (PCU s, labelled from 0 to 4) collecting data simultaneously. The total 

collecting area of the PCA is 6.5 m2, with the field of view set by the FWHM of 

the collimator or rv 1 degree. RXTE is not an imaging satellite, thus an observation 

merely consists of 'counting' photons that pass through the collimators. The true 

power of the PCA is due to high event rate throughput, whereas imaging satellites 

are often limited as timing instruments by telemetry constraints and saturation of 

pixels (pile-up) for bright sources. The typical count rates per PCU for a moder­

ately bright Seyfert I is rv 2-3 cts s-l, but can be as high as rv 20-30 cts s-1 for 

very bright sources. The RXTE PCA is well understood and well described (e.g. 

Swank 1998; Jahoda et af. 2006). 

As of the time of writing this thesis, four of the five PCU s in the PCA have suf­

fered repeated discharge problems effectively limiting the amount of good-time. 

Only PCU 2 is operating at 100 per cent good-time i.e. it does not currently suffer 

discharge problems. PCU 0 and PCU 1 have both suffered a pinhole leak in their 

propane layer, consistent with a micrometeorite hit on 12 May 2000 and 25 Decem­

ber 2006, respectively. The effect of the missing propane layer is to dramatically 
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Figure 1.9: A schematic of the Rossi X-ray Timing Explorer (RXTE) spacecraft. 
The main scientific instrument used through this work, the PCA, is clearly labelled. 
Credit: http://mamacass.ucsd.edu/hexte/pictures/xte_spacecraftJine.gifl 
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increase the background for faint sources, such as AGN, and for this reason I do not 

use peDs 0 and 1 after the aforementioned dates of micrometeorite impact. Despite 

these problems with the peA, AGN monitoring can still be undertaken and good 

count rates obtained. Owing to the fact that RXTE is not an imaging satellite, the 

background has to be simulated based on satellite information e.g. time since South 

Atlantic Anomaly (SAA) passage and satellite positional information. In the twelve 

years since the launch of RXTE the background models have become very sophisti­

cated and blank sky pointings show they are more than adequate to correctly model 

the background. 

Both of the remaining two scientific instruments, HEXTE and the ASM, are not 

used in this work. HEXTE and the ASM produce very low count rates even for 

the very brightest AGN due to their vastly reduced effective area in comparison 

to the peA. The HEXTE covers an impressive energy range 15-250 keY and may 

be useful for spectral studies with a long exposure. The ASM covers 2-10 ke V, 
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but merely lacks the sensitivity to detect all but the brightest AGN. For the above 

reason, only the PCA is used for AGN timing studies found in this work. 

1.4.2 XMM-Newton 

XMM-Newton has three main scientific instruments designed to undertake a vari­

ety of tasks. There are three X-ray CCD cameras comprising the European Photon 

Imaging Camera (EPIC). Two of the three EPIC instruments are metal oxide semi­

conductor CCDs (MOS) (Turner et al., 2001). The MOS cameras are behind the 

X-ray telescopes that are equipped with Reflection Grating Spectrometers (RGS) 

and gratings direct rv 50 per cent of the incident flux to each MOS camera and RGS 

instrument. The final X-ray telescope is unobstructed and has the PN camera at 

its focus and, as the name suggests, uses pnlO CCDs (Striider et ai., 2001). The 

second main instrument, as I have already introduced, is the RGS. The third in­

strument aboard XMM-Newton is the Optical Monitor (OM) (Mason et ai., 2001), 

which is co-aligned with the X-ray telescope to provide optical and UV coverage. 

A schematic of XMM-Newton is presented in Fig. 1.10. XMM-Newton covers an 

energy range of 0.1 - 12 ke V with the best response at softer energies. The effective 

area of XMM-Newton is 4.3 m2 at 1.5 ke V and 1.8 m2 at 8 ke V. XMM-Newton was 

placed in a 48-hour elliptical orbit around the Earth. An XMM-Newton light curve 

was previously shown in Fig. 1.4. 

The sensitive optics and highly elliptical orbit of XMM-Newton allow well-sampled 

high resolution timing analysis of faint active galaxies to be undertaken. While 

RXTE is formally a better timing satellite, the highest time resolution of XMM­

Newton is more than sufficient to monitor the fastest time-scales of variability often 

observed in AGN, but the real strength of XMM-Newton is the amount of continuous 

on-source time available. RXTE will be able to monitor the high-frequency vari­

ability of AGN with greater precision, but given its low-Earth orbit the amount of 

on-source time is often very limited and largely forbids extended continuous obser­

vations of order one day. However, XMM-Newton is able to continuously measure 

the X-ray variability of AGN for rv 36 hours. In this regard the short to medium 

time-scales as measured by XMM-Newton are unparalleled by RXTE. Given the su­

perior monitoring capabilities of RXTE and the excellent short time-scale continu­

ous measurement proficiency of XMM-Newton, a monitOling campaign that utilises 

the strengths of both these satellites will provide the best broadband power spectral 

analysis currently available at X-ray energies. 

IOpn is a type of semiconductor 



1.5 Summary of thesis 

Camera Radiators 

Mirror Support Platform 

Mirro r Doors 

Star Trackers 
I 

Optical Mon itor 

X-Ray Mirror Assemblies 

Focal Plane Platform 

Aperture Stops 

/-
", .... 

Telescope Tube 

Figure 1.10: A schematic of the XMM-Newton spacecraft. 
http://www.astro.phys.ethz.ch/staff/guedel/private/xmmlpicturesl.html 
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The aim of the work presented herein is to provide a comprehensive study of AGN 

power spectra. I use archival and proprietary RXTE data spanning 12 years, along 

with shorter time-scale observations fromXMM-Newton to provide robust estimates 

of broadband AGN power spectral shapes for a large sample of sources. 

In the next chapter (Chapter 2), I will further progress some of the terms introduced 

in this chapter such as the power spectrum and describe them in a more formal 

framework. I establish several other definitions and techniques that are inherently 

associated with time series analysis . I describe the method by which I simulate 

red-noise light curves, which will be of great importance in later chapters, and use 

the simulated data to illustrate the disagreeable effects of red-noise leak and alias­

ing. The effect of red-noise leak, in particular, is examined in detail due to its 

significance in later chapters. Chapter 2 will be concluded by a discussion of the 

assumption of stationarity. 

Chapter 3 will focus on our Monte Carlo software PSRESP, which is a technique 

based on the 'response' method of Done et ai. (1992). I have further developed 

PSRESP from its Oliginal implementation (Uttley et ai., 2002) and introduce several 
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new features which represent the first computational result of this work. The most 

important new features in PSRESP are the ability to simulate the high-frequency 

power spectrum and correctly determine the error bars in the presence of Poisson 

noise, but I also implement a more robust acceptance probability determination in 

the presence of extreme sampling distortions. I review the new implementation of 

PSRESP by testing the rejection probability levels in the presence of extreme and 

minimal red-noise leak. I conclude Chapter 3 by discussing the possible optimisa­

tion techniques, but also the limitations of the current implementation. 

In Chapter 4, I apply PSRESP to determine the power spectral shape of two AGN. 

I examine the power spectrum of NGC 3783 by testing it against a variety of un­

derlying PSD models. Markowitz et al. (2003) provide tentative evidence that the 

power spectrum of NGC 3783 contains a second lower frequency break in its power 

spectrum, which is possibly the tell-tale sign of LS emission. I re-evaluate the re­

liability of a second lower frequency break in the power spectrum of NGC 3783 

by using an improved PSRESP implementation and proprietary RXTE data. I also 

discuss the possibility of a QPO feature in NGC 3783. The second half of Chapter 4 

is dedicated to Ark 564, which is known to exhibit a power spectrum with a low and 

high-frequency break. I not only fit the broadband power spectrum of Ark 564 in a 

soft and hard energy range with a double-bend power-law, but I also fit the power 

spectra with a two-component Lorentzian model- afirst in AGN timing analysis. I 

conclude Chapter 4 by discussing the evidence for a two-component model and the 

possible emission state of this unique object. 

In Chapter 5, I apply the improved PSRESP technique to 32 AGN to provide a com­

prehensive survey of AGN power spectra. All data in Chapter 5 are gathered, re­

duced and analysed within an entirely consistent framework. The results represent 

the first power spectral survey of this type and are used to reanalyse the BHXRB­

AGN correspondence reported in McHardy et al. (2006). 

In the final chapter (Chapter 6) I review the results reported in this work and discuss 

the possible avenues of research this work could follow, as well as the future of 

PSRESP. I conclude Chapter 6 by describing the implications of this work with 

regard to future missions and AGN emission states in particular. 
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and been widely regarded as a bad move. 
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Measuring temporal variability 

In this chapter I will describe how the temporal X-ray variability amplitude of ac­

tive galactic nuclei is quantified and studied, with particular attention on the power 

spectral density (PSD). The 'red-noise' light curves typical of AGN show appar­

ently random and supposedly unpredictable aperiodic variability, which is often 

referred to as noise since it is the result of a stochastic process. I will describe var­

ious statistical quantities and techniques often employed to quantify the variability 

amplitude of AGN red-noise light curves, namely the fractional RMS amplitude and 

the power spectral density (PSD), respectively. The PSD describes how the power 

of a time series is distributed with frequency. I demonstrate how to reliably simulate 

light curves, given an underlying power-spectral model, and determine the biasing 

effect of a sampling pattern on the power spectrum. The effect of red-noise leak 

and aliasing will be covered in detail and I shall present the first result of this work, 

the effect of red-noise leak on the measured PSD and the consequence for hypothe­

sis testing. I will finally describe key assumptions in generating a broadband PSD, 

namely the stationarity property of AGN PSDs. 

24 
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2.1 Variability and the power spectral density 

Throughout this work I have utilised various statistical tools with which to deter­

mine quantitative information about the highly variable temporal structures often 

encoded in the variability pattern of AGN time series data. Accurate determination 

of the aforementioned temporal structure is crucial in making robust comparisons 

to physical models and in hypotheses testing. Here I will briefly comment on the 

various techniques and methodologies often encountered throughout this work. 

It should be noted that due to the confusions of power spectrum and periodogram 

in the literature I will be following the conventions of Priestley (1981). I will use 

power spectrum to describe the true underlying process and periodogram to repre­

sent a realisation of the process. The periodogram generated from a single stochas­

tic realisation would look different to the periodogram obtained from averaging 

together a large finite number of realisations or observations. 

2.1.1 The importance of variance 

Consider a discretely sampled time series, Xi, with measurement errors, (jerr,i, such 

as Poisson noise in the case of X-ray photon statistics. The uncertainties in the light 

curve count rate would contribute additional scatter or variance (Vaughan et ai., 

2003) and overestimate the intrinsic source variance. The intrinsic source variance 

can be estimated by measuring the 'excess variance', which is given by the sample 

variance minus the contribution to the variance expected from the Poisson noise, 

that is the noise or fluctuations due to Poisson statistics. The sample variance, S2, 

mean-square-error, a;'T' and excess variance, (jis' are given by 

2 1 ~ 2 S = - J... (x(tj) - J.l) 
N -1 i=l 

(2.1) 

-2 1 ~ 2 
(jen- = - J... (jen- i 

N i=l ' 
(2.2) 

2 S2 -2 
(jXS = - (jen- (2.3) 

The quantities a;n- and J.l (average count rate) are time averaged over the entire 

signal. The square root of Eqn.2.3 is also know as the 'root-mean-square (RMS) 

amplitude' and is sometimes written as (jRMS. Normalising the RMS amplitude 

by the mean count rate of the source allows the intrinsic source variability to be 

compared to other sources with a different brightness. If two X-ray sources exhibit 
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the same variability structure, but have different mean flux values then the lower 

flux source will display a reduced RMS amplitude. Normalising the X-ray light 

curves by their mean X -ray flux allows direct comparison between their variability 

amplitudes l
. The resultant quantity is called the fractional RMS amplitude (Edelson 

et at., 1990; Rodriguez-Pascual et at., 1997) 

Fvar = (2.4) 

The fractional RMS amplitude is often preferred over the normalised excess vari­

ance, O"*s / 112, since Fvar is a linear statistic and can be represented in percentage 

terms, even though they communicate identical information. Another statistical test 

that will be often encountered in this work is the X2 test. The X2 statistic will be 

used as a goodness-of-fit throughout this work and is a comparison between the 

observed data distribution, Di, and the theoretical data distribution, Mi, with uncer­

tainties specified by O"i 

(2.5) 

The number of observed data points minus the number of parameters in the theoret­

ical data distribution is known as the degrees of freedom, v. Given the degrees of 

freedom, the reduced X2: X0 = X2/ v can be determined. An acceptable reduced X2 

should be approximately equal to unity. Use of the X2 statistic will be explored in 

greater detail in Section 3.2. 

2.1.2 Periodogram estimates of the power spectrum 

From a light curve or time series the periodogram can be evaluated by taking the 

modulus squared of the Fourier transform of the mean-subtracted light curve. Re­

moval of the mean light curve count rate ensures the periodogram does not contain 

a zero-frequency power component, that is, the power contribution due to a con­

stant offset in the light curve. The Fourier transform is formally a mathematical 

process which uses integral calculus on a continuously varying function; however, 

real time series data is discretely sampled and finite in length. That is, the result­

ing observation will be a time series of data length T, sampled at N discrete times, 

tj. The discrete form of the Fourier transform (Deeming, 1975; Oppenheim and 

lThis is mathematically equivalent to normalising the periodogram by the mean flux squared 
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Schafer, 1975; Brillinger and Krishnaiah, 1983) uses summations over finite limits 

rather than the infinite limits associated with the integral form of the Fourier trans­

form. Moreover, the discrete Fourier transform (DFf) can be applied to data of both 

even and uneven sampling with equal merit, and is defined for data with arbitrary 

spacing. The discrete Fourier transform, FN(V), as given by Deeming (1975), is as 

follows 

N 
FN(V) = .E f(tj) ei2nvtj (2.6) 

j=l 

The discrete Fourier transform is generated over a range of N /2 discrete frequencies 

{FN( vI), FN( V2), ... }, and occurs at evenly spaced intervals of frequency from vrnin 

to VNyquist. The lowest obtainable frequency, Vrnin, is determined by the length of 

observation i.e. 1/ T. The highest obtainable frequency or 'Nyquist frequency', 

VNyquist, is derived from the reciprocal of twice the sampling interval of the light 

curve i.e. 1/2!1T. Here I note a fundamental result of information theory: in order 

to recover all the Fourier components of a periodic waveform, it is necessary to 

use a sampling interval at least twice the highest waveform frequency in the signal. 

This is the so-called 'Nyquist-Shannon' sampling theorem (Shannon, 1949). The 

discrete Fourier transform, given in Eqn.2.6, involves the imaginary unit, i, so it is 

convenient to use Euler's formula and write the discrete Fourier transform in terms 

of trigonometric functions for computation. The squared modulus of the discrete 

Fourier transform is thus given by 

1 FN( v) 12 = I j~ f(tj) e;2 KVI} r (2.7) 

= C~ f(tj) COS (2Jrvtj )) 2 + ((j~ f(tj) Sill (2Jrvtj )) 2 (2.8) 

The form of periodogram used throughout this work is determined by applying a 

normalisation of2T //12 N 2 , of units (RMS/mean)2 Hz-I. Thus the formula used to 

generate the periodograms seen throughout this work is given by 

2T 2 
P(v) = )i2N21 FN(V) I (2.9) 

The resultant periodogram is normalised by the square of the mean flux of the orig­

inal light curve, /12, so that periodogram amplitudes can be directly compared. 
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The so-called 'fractional root mean square' (fractional RMS-squared) normalisa­

tion is often very practical since the integrated periodogram over Fourier frequency 

is equal to the fractional variance, (()2 / J.L 2), of the light curve (van def Klis, 1997) 

i.e. 

rVNyquist ()2 

Jv P(V)dV=2 
Vrnin J.L 

(2.10) 

The aforementioned fractional RMS-squared normalisation is a practical choice of 

normalisation for BHXRB and AGN data; however, other choices of normalisation 

exist and are often very useful. 

Rather than normalising the periodogram by J.L 2 , the periodogram can be given in 

absolute units 

N 1·· 2T 
orma IsatlOn = !{2' (2.11) 

so that the integrated periodogram returns the total variance in absolute units. This 

normalisation is seldom used in AGN timing analysis, since the resultant power 

spectrum would depend on the source flux, and it is often convenient to compare 

AGN variability independent of flux. 

The Leahy normalisation (Leahy et ai., 1983), is given by 

2 
Normalisation = -, 

n 
(2.12) 

where n is the total counts measured in the light curve. The Leahy normalisation 

is useful when searching for a periodic signal in white-noise, since the expected 

Poisson noise level is merely 2 in the periodogram. A pulsar pulse period should be 

easily identifiable against the expected Poisson noise level when using the Leahy 

normalisation. The significant advantage of using the Leahy normalisation is nul­

lified when examining AGN periodogram data, since the light curves of AGN are 

red-noise dominated. Thus any test of a strong periodic signal or otherwise must be 

made against the red-noise dominated continuum in the periodogram of the source 

rather than the Poisson noise level (Vaughan, 2005). 

Given the red-noise nature of AGN light curves and the convenience of relating 

integrated power of the periodogram with light curve variance, I will be using the 

fractional RMS-squared normalisation throughout this work. Within the framework 

of the fractional RMS-squared normalisation the effect of Poisson noise is to add 

an approximately constant amount of mean power to the periodogram at all fre­

quencies. In the absence of distortions (detector or otherwise) the predicted power 
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Figure 2.1: The Poisson noise component is observed as a nearly constant power 
contlibution that flattens the power-law slope to 0 at high frequencies. The solid 
red line represents the observed periodogram effected by the additional Poisson 
noise component. The solid black line represents the approximate power in the 
Poisson noise level. 

contribution of the Poisson noise level is 
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2 (cts+ bgd) 
Pnoise = - 2 ' 

cts 
(2 .13) 

where cts and bgd are the average source and background count rates, respectively. 

In the limit where the background drops to zero and the observation is contiguous 

then Pnoise = 2/ cts - this is often the case for XMM-Newton observations of X-ray 

bright AGN. The factor of 2 originates from requiring the COlTect variance when 

integrating over only the positive frequencies in the observed periodogram. If the 

effect of aliasing is included for binned light curve, the above equation becomes 

2 T (cts + bgd) 
Pnoise = - 2 ' 

N ~Tbin cts 
(2.14) 

where ~Tbin is the time bin width. The factor of T / N ~Tbin accounts for the effect of 

aliasing (see Section 2.3.1) in the light curve if it contained gaps. Fig 2.1 illustrates 

the effect of a Poisson noise level on a periodogram at high frequencies where the 

signal to noise is often reduced, this feature will be pruticularly relevant when using 

XMM-Newton observations. 
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Properties of the periodogram 

The X-ray light curves of AGN and BHXRBs are stochastic with no two being 

exactly alike. That is, a single observed light curve is apparently erratic and unpre­

dictable but is in fact a realisation from a distribution of possible light curves. In 

a noise process, the observed periodogram values are randomly distributed about 

the true power spectrum describing the underlying noise process, following a X? 
distribution2 (van der Klis, 1989) with the standard deviation equal to the power. 

The periodogram is however inconsistent when employed for real data, that is, as 

the number of points in the light curve increases, the scatter in the measured peri­

odogram does not decrease (Jenkins and Watts, 1969). The periodogram is required 

to be averaged or binned in some way, so that as the number of points per frequency 

bin increase, the observed scatter in the periodogram decreases - as is required of a 

consistent estimator of the PSD. The requirement of a binned periodogram, in order 

to make both consistent and reliable estimates of power spectrum, holds true not 

only for linear stochastic processes but also non-linear stochastic processes. 

In order to obtain consistent periodogram estimates for BHXRB observations, the 

necessary time-scales can be sufficiently oversampled so that the total light curve 

can be partitioned into several shorter light curve segments of the same length. Cal­

culating the periodogram of each light curve segment yields a distribution of powers 

at each Fourier frequency, from which a mean power and standard deviation can be 

determined and the ensemble of power spectrum estimates bilmed to form a peri­

odogram, and the distribution of mean power estimates will approach a Gaussian 

distribution (by the central limit theorem). The method of determining the peri­

odogram by oversampling3 requires the total light curve, prior to partitioning, to 

contain many cycles of the lowest useful time-scale, which is often true in BHXRB 

data. In AGN data the longest time-scales may not be sampled by even the longest 

of RXTE monitoring campaigns, and as a result there will be insufficient cycles with 

which to produce a reliable periodogram at the lowest time-scales. 

Papadakis and Lawrence (1993a) suggest an alternative method for periodogram 

binning which mitigates the issues associated with low-frequency mean power de­

termination, where the bias due to a low number of cycles can dominate. Papadakis 

and Lawrence (1993a) propose that by binning the periodogram of a red-noise pro­

cess in logarithmic power space a Gaussian distribution of binned power is obtained 

2 A X2 distribution following 2 degrees of freedom. 

30versampling in this context is taken to mean multiple measurements or samples of the longest 
useful time-scale in the time-domain. 
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significantly faster than the aforesaid method utilising light curve segments in lin­

ear power space. Logarithmic binning of power inherently reduces the distortion 

of low-frequency power variations. Furthermore by binning the periodogram log­

arithmically in frequency, a greater number of data points are used with which to 

determine a more robust power spectrum estimate. However despite the obvious 

advantage of binning the periodogram in logarithmic frequency-power space, the 

lowest measured frequencies in the periodogram will be combined with neighbour­

ing points with which to produce an accurate power-spectral estimate, effectively 

distorting and band-limiting the overall periodogram at these frequencies. This last 

point can be understood in terms of the simulated periodograms exhibited in Fig. 

2.2; the lowest frequencies of the raw periodogram only have a few points from 

which to determine a PSD estimate, and if they are binned with neighbouring points 

then the overall binned periodogram will not extend to as low frequencies and band­

limit the observation. Care must be taken when attempting to logarithmically bin 

the periodogram, since the average value of the logarithm of the periodogram is not 

the same as taking the average of logarithmic power. The difference originates from 

the shape of xi distribution in logarithmic space and is a constant bias, which can 

be removed by adding 0.25068 (Vaughan, 2005) to the binned periodogram value. 

Determination of the periodogram using Eqn.2.9 is a relatively straightforward task; 

however, astronomical observations are subject to a plethora of constraints, are 

rarely continuous, and produce irregular sampling patterns. Much of the data en­

countered in this work is not evenly sampled and is, at best, continuous for short 

peIiods of time. The irregularity of the sampling pattern seen in most observations 

of AGN can have a dramatic effect and produces significant biases or distortions on 

the resulting periodogram. The distortions on the periodogram are merely a func­

tion of sampling pattern and if these distortions are not determined and understood, 

the periodogram will be a poor estimator of the power spectrum. Determining a 

robust estimate of the power spectrum with reliable error estimates, that takes into 

account the aforementioned distortions due to sampling is crucial when attempting 

to establish the power spectral shape. In Chapter 3 I will further discuss how a ro­

bust estimate of the power spectrum is determined using our Monte Carlo method. 

Before I describe how our Monte Carlo method determines the periodogram, I shall 

discuss in greater detail how we use simulated data to probe the problems that arise 

due to sampling when measuring the periodogram. 
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Figure 2.2: Periodograms simulated using the method of Timmer and Konig 
(1995). The parameter a corresponds to the power-law slope, and VB corresponds 
to the frequency at which the power-law breaks. Plots (a) and (b) were generated 
from unbroken power-law models of a = 1 and a = 2, respectively. In plot (c) 
the power-law has a slope of a = 2, which breaks to a slope of zero below the 
break-frequency, VB = 10-4 Hz. 
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Power spectrum estimates of a noise process will inherently exhibit a large scatter of 

100 per cent about the true underlying power spectrum, and the real and imaginary 

parts of the discrete Fourier transform are normally distributed for stochastic pro­

cesses. These features of a stochastic process can be exploited to produce simulated 

light curves with the same statistical properties as the observed data. The method 

described by Timmer and Konig (1995) is used throughout this work to simulate 

red-noise light curves. 

The method of Timmer and Konig (1995) produces simulated light curves in the fol­

lowing way. Choose an underlying power spectral model and normalisation (e.g. a 

power-law slope for X-ray AGN data), and at each Fourier frequency draw two ran­

dom deviates scattered according to a Gaussian distribution; multiply these numbers 

by the square root of half the power spectral model value at that Fourier frequency, 

and repeat over the required frequency domain. The resultant two values at each 

Fourier frequency represent the real and imaginary parts of the Fourier transform of 

the simulated data. In order to produce a real-valued time series, the Fourier com-



2.2 Light curve simulation 

I I I I I 

22 ,. 
If) 20 
If) 

0 
18 :~~ 
22 ,. 
21 If) 

If) 

0 20 

19 

22 

,. 20 
If) 

If) 

0 18 

C~P 
c \rvt\w"1. 'i 
c (b) a~ 2 "'vJ"\ r-'¥ 
l-

I , I ~ I I 

:~~~M~Afv.~w~ 
(e) (1= 2'\'8=10-4 

16 
o 2x104 4x104 6x104 8x104 

Time (5) 

Figure 2.3: The periodograms in Fig. 2.2 produce the light curves shown above. 
The choice of power spectral parameters were chosen to exhibit how the power at 
different Fourier frequencies manifest in the resultant light curve. Plot (a) exhibits 
weak trends, whereas plot (c) displays strong trends on time-scales of rv 1O,OOOs, 
which correspond to the input break frequency. Plot (b) was generated from a 
steep unbroken power-law to low frequencies and as a result shows a strong trend 
on long time-scales. Note that an arbitrary constant were added to the simulated 
light curves. 
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ponents at negative frequencies are merely the complex conjugate of the positive 

frequencies. The inverse Fourier transform of the simulated data yields a real light 

curve (II = 0 i.e. the imaginary component is zero) drawn from a distribution of 

possible light curves, given an underlying power-spectral model. Simulating a light 

curve in this way produces periodogram values that follow a xi distribution about 

the underlying power spectrum, as required for a noise process. Given the freedom 

to choose the number of points in the resulting time series, it is often advantageous 

to simulate light curves of length N = 2m (where m E Z+ i.e. where m is a posi­

tive integer), so that the fast Fourier transform (FFT) (e.g. Press et al. 1992) may 

be used. An example of three possible power-spectral models are shown in Fig. 

2.2, and the light curves generated from these models are shown in Fig. 2.3. Each 

simulation was initiated with the same seed for direct comparison. 

Previous attempts to simulate AGN light curves have been deemed inadequate. A 

method suggested by Done et al. (1992) constructs a light curve from a power spec­

tral model by summation of sine waves with a random frequency distribution; how­

ever, the amplitudes are determined, which is unlike a real noise process. 
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2.3 Sampling biases in AGN power spectra 

X-ray observations of AGN are subject to various observational constraints, as al­

ready mentioned in Chapter 1, which produce biases or distortions in the mea­

sured periodogram. Simulated light curves, like those in Fig. 2.3, represent the 

quintessential light curves i.e. they are evenly sampled and the corresponding pe­

riodograms (see Fig. 2.2) are undistorted by a sampling pattern. X-rayobserva­

tions of AGN are subject to various observational constraints, which largely forbid 

light curves of the aforementioned qUality. It is not possible to monitor an AGN to 

sufficiently measure the longest time-scales of variability, which could be several 

centuries or even millennia; moreover, it is completely prohibited to continuously 

measure the variability at twice the highest waveform frequency for long periods of 

time (which is approximately known to be of the order of minutes), as is required 

by the Nyquist theorem to negate aliased power. Thus, unlike the simulated light 

curves and periodograms, the measured periodogram from a real observation does 

not necessarily vanish above the Nyquist frequency nor below the lowest sampled 

frequency. The variability power in the underlying process that is not sampled due to 

insufficient temporal resolution or monitoring extent cannot be extricated from the 

measured periodogram, which leads to an inherently biased power spectral shape. 

The real underlying power spectrum of the observed process differs from the mea­

sured periodogram in a fashion that is dependent on the underlying power spectral 

shape and specific sampling pattern. This statement can be considered mathemati­

cally as 

j(t) = l(t)·s(t) 

where l(t) and j(t) represent the true unsampled light curve and the observed light 

curve, respectively, and s(t) is the sampling pattern function. The sampling pattern 

function is defined as 

s(t) = { 
+1 

o 
when sampling light curve I (t) 

otherwise 

As previously considered for real observations AGN cannot be continuously ob­

served (e.g. s(t) =I- 1 \It), so the corresponding sampling pattern can be somewhat 

more complex. Fig. 2.4 is an example of a simple sampling function and the cor­

responding light curve. The convolution theorem states that the Fourier transform 

of two functions multiplied in the time domain is equal to the convolution of the 
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Figure 2.4: An example light curve with a simple sampling pattern. The top light 
curve, f(t), has several gaps which correspond to zeros in the sampling pattern, 
s(t), which is when the target is not observed and l(t) was not sampled. 

Fourier transform of these functions in the frequency domain, so 

F(v) = L(v) * S(v). 
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The functions F (v) , L( v) and S (v) represent the Fourier transform of the observed 

light curve, the underlying light curve and the sampling pattern (or 'window func­

tion'), respectively. Thus the resultant periodogram of the observed light curve, 

IF(v)12 is distorted due to the convolution of L(v) and S(v). 

The convolution of the window function with the underlying periodogram produces 

a measured periodogram with power redistributed throughout the measured fre­

quency range. It is unworkable to unravel the true power at a given Fourier fre­

quency from the measured power, due to redistribution of power from other Fourier 

frequencies outside the time-scales sampled by the light curve. These biases can 

be described in the frequency domain as an interference between frequencies . The 

amount of power redistributed throughout the periodogram is dependent on the PSD 

shape. This transfer of power, essentially due to the window function, is a major 

cause of bias in AGN periodograms. For this work it is convenient to split this bias 

into two and describe the bias as separate distortions. 

Variability power on time-scales longer than the duration of the observed light curve 

contribute additional power across the entire periodogram. This particular type of 
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distortion is called 'red-noise leak'. 'Aliasing' is the false translation of power 

from time-scales shorter than those measured about the Nyquist frequency, and con­

tributes an almost constant amount of power across the periodogram in logarithmic 

space - but it is also acutely dependent on the window function. I will now discuss 

some of the technical details of red-noise leak and aliasing, and use simulated light 

curves to exhibit the effect of these biases on the periodogram. 

2.3.1 Aliasing 

When a time series is not sampled at twice the highest waveform frequency, ad­

ditional power is contributed to the measured periodogram in the form of aliasing. 

Given a sampling intervall1T, if the true power spectrum contains power at frequen­

cies above the Nyquist, VNyquist = 1/(2I1T), then this power is translated back into 

the measured periodogram (van der Klis, 1989). The only way to eliminate the ef­

fect of aliasing is to use a low-pass filter and filter the frequencies above the highest 

frequency sampled, but this is obviously far from ideal and not often possible. 

To determine how power is redistributed throughout the periodogram, consider the 

effect of discretely sampling a continuous time series as opposed to smoothing the 

original continuous time series. Smoothing the underlying time series to remove 

variability on time-scales less than I1T is akin to producing a binned continuous 

time series of time bin width I1T. If there is no variability power on time-scales less 

than I1T the mean flux of a bin (width I1T), centred at the same discrete time as a 

discretely sampled light curve with sampling intervall1T, will be identical to the 

mean flux determined from the discretely sampled light curve; however, in general 

this cannot be guaranteed and there will be variability on time-scales shorter than 

those sampled i.e. RXTE monitoring campaigns of AGN. If there are frequencies 

higher than the Nyquist frequency that contain power, then the mean flux in a given 

time bin of the smoothed underlying function (width I1T) will not be the same as the 

mean flux in a time bin calculated from discretely sampled data. There will be an 

error on the mean flux evaluated at discretely sampled data points, the size of which 

depends upon the power spectral shape and amplitude above the Nyquist frequency. 

This is the origin of aliasing in the periodogram. 

Fig. 2.5 illustrates the typical effect of aliasing on power spectral shape. The black 

dashed line represents the true underlying power spectrum, while the solid black 

line represents the measured average power spectrum after distortion by the effects 

of discrete sampling at the Nyquist frequency. It is clear that power beyond the 

Nyquist frequency is reflected back (red dashed line) distOlting the measured power. 
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Figure 2.5: Power outside of the observed power spectrum is reflected or 'aliased' 
back about the Nyquist frequency. The solid line is the aliased power spectrum and 
the dashed lines represent the true underlying power spectrum (black) and reflected 
power respectively (red). 
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It should also be clear that aliasing effects the highest frequencies much more dra­

matically than the lower frequencies and causes the observed high-frequency "turn-

up". 

Aliased power, as seen in Fig. 2.5, can be well approximated by a constant power 

component independent of Fourier frequency, and we assume that the power is 

redistributed evenly throughout the measured frequency domain. The additional 

power component due to aliasing can be evaluated by determining the integrated 

power above the Nyquist frequency - provided the PSD shape is known. The in­

tegrated power is dependent on the power spectral shape and it is important to re­

alise that this approximation to the power content above the Nyquist frequency is 

a determination of the average aliased power, since the individual realisations will 

contribute different amounts of aliased power. 

The cause of aliasing can be described as an incorrect determination of mean flux 

over a time interval of a discretely sampled light curve. It follows that incorporating 

more points into a time interval affords a more robust estimate of the true mean flux, 

and thus reduces the amount of aliasing; however, increasing the sampling interval 

to determine a more accurate mean flux has the unfortunate effect of reducing the 

Fourier frequencies sampled by the periodogram (in particular at high frequencies) , 

since the Nyquist frequency is reduced by a broader temporal resolution. 
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2.3.2 Red-noise leak 

Real observations are, of course, finite in length and the effect of a finite observation 

must be considered on the resultant periodogram. Consider a finite observation of 

length T, if there is significant power at frequencies below liT the light curve will 

exhibit slow long time-scale trends (e.g. see panel (b) of Fig. 2.3). Partial cycles 

of long time-scale trends contribute additional variance to the observed light curve, 

which cannot be differentiated from the smaller amplitude trends on time-scales that 

are sampled by the periodogram. The effect of these long time-scale trends is to 

transfer power across all frequencies in the measured periodogram with most power 

contributed to the lowest measured frequencies. The amount of power 'leaked' into 

the periodogram is dependent upon the power spectral shape and amplitude. Red­

noise leak contributes power with a power-law form of slope a = 2, which flattens 

the measured periodogram. The amount of red-noise leak grows with the amount 

of integrated power below the lowest measured frequency, vmin, and consequently, 

periodograms with steeper power-law slopes exhibit a more pronounced distortion 

than those with shallower slopes. In fact, red-noise leak is almost negligible when 

the underlying power-spectral slope is approximately less than a = 1.5. At slopes 

a > 2 the additional power due to red-noise leak can be significant. Red-noise leak 

will be considered in more detail later in this chapter. 

2.3.3 Added complication of uneven sampling and binning 

Aliasing and red-noise leak are significant problems when dealing with discretely 

sampled data and I have described their effects on the measured periodogram. So far 

I have restricted discussion to evenly sampled data; however, real X-ray monitoring 

observations are not necessarily regular and can be sampled in a somewhat irregular 

pattern. Many of the Seyfert galaxies in our monitoring campaign have fairly evenly 

sampled light curves, within an error of rv20 per cent. The sampling intervals are 

not systematically correlated, so the total average sampling interval over an entire 

campaign is approximately the interval that was requested. This is not always the 

case however, several AGN observations in the RXTE archive do not have such well 

sampled observing campaigns and can be both irregularly sampled and contain large 

gaps. Thus red-noise leak and aliasing must be considered for irregularly sampled 

data. 

For a given time bin, the observations do not come from the centre of the time bin, 

but are randomly scattered about the centre. The deviation of measured flux from 
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the true mean flux is dependent upon the location of the measured flux within the 

time bin, and trends within the bin will result in sampled points being further away 

from the centre - supplementing the effect of aliasing. As before, long time-scale 

trends with the light curve can cause this effect to be large as these trends affect the 

distribution of power within the time bin. Red-noise leak complements this effect 

by further correlating the frequency bins and further increasing the correlation for 

steeper power spectral slopes. This is extremely problematic since it artificially 

reduces the point-to-point scatter between bins, the effect of this will be examined 

in greater detail in Section 2.4. 

Other than intrinsic scatter in the sampling interval, many AGN monitoring cam­

paigns have observation gaps that constitute a significant fraction of the overall light 

curve. In these cases it is best to break the light curve up into segments, since the 

gaps would contribute significant low-frequency power. Gaps in the light curve due 

to Earth-occultation, say, are periodic and introduce power at the frequency cor­

responding to the period of the gaps. Most AGN periodograms, in general, will 

exhibit all these features to varying degrees of severity. Another, more minor, ef­

fect that needs to be considered is the effect due to binning continuous light curves. 

Binning a continuous light curve steepens the periodogram, since the effect of bin­

ning is to smooth the light curve on time-scales alike to the binning time-scale (van 

der Klis, 1989). However, AGN periodograms at high frequencies (often produced 

fromXMM-Newton data) are dominated by the Poisson noise level and are therefore 

not significantly affected by this phenomenon. While it might be possible (for well­

behaved sources) to calculate the periodogram and remove the effect of these afore­

mentioned biases analytically, it would be highly non-trivial and an average rather 

than a stochastic realisation would be calculated; moreover, the stochastic nature 

of AGN data would make it impossible for analytical techniques to produce error 

estimates on power spectral model parameters. Given the complexity involved in 

evaluating the underlying power spectral model parameters analytically, it is signif­

icantly easier to calculate the periodogram and corresponding parameter estimates 

(with errors) using Monte Carlo methods. 

2.4 Significance of red -noise leak 

In Section 2.3.1 I discussed the effect of aliasing, and it was immediately clear (see 

Fig. 2.5) that aliasing could be a serious cause of periodogram distortion (e.g. it 

could lead to the false identification of a PSD break if a higher frequency PSD is 
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used in combination); however, it was not clear if the distortion due to red-noise 

leak:, as discussed in Section 2.3.2, could be a significant contribution to overall 

periodogram distortion. 

Red-noise leak: could potentially be a more serious effect than aliasing at high fre­

quencies, since the highest periodogram frequencies will often be covered by XMM­

Newton observations, which are continuous and do not suffer the effects of aliasing. 

Moreover, the steep power spectral slopes often encountered at high frequencies 

would only exacerbate the effect of red-noise leak. It is important to determine if 

there are any statistical implications of correlated frequency bins within the peri­

odogram, which would adversely affect hypothesis testing. 

I followed the prescription set out in Section 2.2 using the method of Timmer and 

Konig (1995) to simulate several light curves according to an underlying model. 

The final simulated light curves had a duration of rv 135 ks (approximately the same 

length as a typical XMM-Newton orbit) and were continuous so aliasing does not 

affect the resultant periodograms. The light curves were simulated to be rv 10 times 

longer than the final light curves so there exists power at lower frequencies than 

those eventually sampled. AGN periodograms, as described in Chapter 5, often ex­

hibit power-law forms (e.g. Green et al. 1993) that break: or bend at a characteristic 

frequency (e.g. Edelson and Nandra 1999; Dttley et al. 2002), so the first set of 

light curves were simulated according to an unbroken power-law form of slope4 

a = 2.7. In this case the steep power-law slope would extend to low frequencies 

outside the domain of sampled frequencies, it is expected that red-noise leak: af­

fects the resultant periodogram by leaking power across all frequencies into the 

measured frequency range. The power-spectral shape is expected to flatten due to 

red-noise leak:, but by comparing the periodograms to a case where red-noise leak: 

is minimal it can be determined whether there is a strong correlation between the 

frequency bins due to the addition of a constant power component. A second set of 

simulations using the same random seeds, but with a slightly different model were 

produced. In the second case light curves were simulated with a power-law slope 

of a = 2.7 that broke to a power-law slope of a = 0 at v = 1 X 10-4 Hz. In this 

second case the periodograms are expected to be only marginally effected by red­

noise leak:, since the power content of the low-frequency power spectrum is small. 

For clarity only three periodograms are plotted in Fig. 2.6. The break: in the second 

plot in Fig. 2.6 is clearly visible, but the important information is the scatter be­

tween individual realisations. In Fig. 2.6 the underlying power-law extends to low 

4a = 2.7 was arbitrarily chosen and is representative of the typical high-frequency power-law 
slope of the PSDs found in this work. 
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frequencies and thus there is a significant amount of red-noise leak, which appears 

to be reflected in the reduction of point-to-point scatter in the periodograms - but 

only at high frequencies. 

A reduction of this nature is expected if the bins are strongly correlated, an increase 

in the overall scatter between the realisations is also expected. Indeed, both these 

effects are observed in the top plot in Fig. 2.6. The bottom plot in Fig. 2.6 is not 

expected to exhibit these effects in such a dramatic fashion, since the effects due to 

red-noise leak would be significantly reduced. It appears if even for fairly modest 

slopes, red-noise leak can have a fairly dramatic effect on the resultant periodogram. 

The correlation between the frequency bins due to red-noise leak (and aliasing to a 

certain extent) could have grave implications for statistical analysis if not prop­

erly taken into account. The X2 statistic which is often used as a measure of 

goodness-of-fit assumes statistically independent bins. A naive X2 test to deter­

mine the goodness-of-fit of an underlying model would be skewed by the correlated 

bins at high frequencies, whereas the lower frequency bins would remain relatively 

unaffected by this problem since the slopes are often less than 1.5. The problem of 

statistically dependent bins is non-trivial and will be discussed in detail in Chapter 

3 when we overview the Monte Carlo method for AGN power-spectral estimation. 

2.5 Stationarity 

To produce a broadband periodogram that spans several decades in Fourier fre­

quency, several different periodograms need to be combined to measure different 

time-scales e.g. the best AGN periodograms may have 11 or more years of RXTE 

observations and span approximately six decades in Fourier frequency. However in 

order to combine periodograms of different time-scales it must be assumed that the 

true underlying power spectrum is not a function of time i.e. the power spectrum 

is stationary. Non-stationarity would cause significant problems in the measured 

periodogram, since it could manifest as an artificial change in the power spectral 

shape and be misinterpreted as a characteristic feature. The question of stationarity 

can only be answered observationally. 

BHXRBs exhibit dramatic changes in the true underlying power spectrum (i.e. non­

statiollCuity) on long time-scales. In particular, the change between black hole spec­

tral states is associated with a change in power spectrum (e.g. Cui et al. 1997; Bel­

loni et al. 2005). These changes in spectral state occur on a variety of time-scales 

from months to days or even minutes in some transients; however, the changes in 
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Figure 2.6: Top plot: Three periodograms affected by red-noise leak. The under­
lying power spectrum is of a power-law form and extends down to low frequencies 
with a slope of a = 2.7. It is important to notice the scatter between periodograms. 
Bottom plot: Here we plot the same three periodograms as seen above (i.e. using 
the same random seeds), but using a different underlying model. The model used 
here breaks from a slope of a = 2.7 to a slope of a = 0 at v = 1 X 10- 4 Hz. The 
overall spread of realisations at high frequencies is reduced in comparison to the 
top plot, which is to be expected given the reduction in red-noise leak. 
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the power spectral shape and amplitude of BHXRBs are significantly less dramatic 

within any given spectral state than the changes observed over longer time-scales 

(Belloni and Hasinger, 1990; Cui et al., 1997). If the aperiodic X-ray variability 

seen in black hole systems scales approximately linearly with mass, we might ex­

pect to observe similar spectral changes (state transitions) and non-stationarity in 

AGN power spectra. However if we scale the typical stationary time-scale observed 

in BHXRBs by the difference in mass between an AGN and BHXRB (rv 1 06 M0 ), 

we would expect to find that AGN stationary time-scales might last for decades or 

centuries i.e. much longer than our longest monitoring campaigns. The scaling ar­

gument for stationary AGN power spectra seems fair and is supported by the lack 

of evidence to the contrary given that an 11 year RXTE light curve of NGC 4051 

and MCG-6-30-15 exhibit no evidence for a change in power spectral shape. It is 

probably sufficient to assume that the targets mentioned in this work do not exhibit 

changes in their power spectrum on the time-scales we have been monitoring. In 

order to generate a broadband periodogram over several decades in frequency, it 

is required to observe the target with several different sampling intervals. Where 

possible we have obtained long time-scale light curves spanning months to years, 

medium time-scale light curves spanning days to months and the continuous XMM­

Newton observations spanning minutes to hours. These different observations can 

be combined to form a broadband periodogram using the fractional RMS-squared 

normalisation i.e. removal of the mean flux dependence. Constructing a broad­

band periodogram in this fashion removes the requirement to obtain a prohibitive 

amount of data. A few objects have RXTE 'long-look' data available, which is a 

prolonged observation that may span several thousand seconds. For a few fortunate 

sources these long-looks may be quasi-continuous with a few minor gaps, but the 

observing constraints of a low-Earth orbit generally forbid any sufficiently extended 

continuous monitoring. 

In Section 2.1.2 I introduced the concept of fractional RM-squared normalisation 

so that different periodogram amplitudes can be compared. However even though 

normalised AGN power spectra are expected to be stationary, the same cannot be 

said for AGN light curves. AGN light curves are red-noise light curves, and are in­

herently non-stationary on the time-scales currently probed with RXTE. The mean 

flux when calculated at different times and over different durations can vary. Time­

dependence in the mean flux of a red-noise light curve could be problematic for the 

fractional-RMS squared nonnalisation (see Eqn.2.10), since it requires a constant 

mean value. The problem with a dynamic mean flux is deciding which mean flux 

value to use, and the problem is only exacerbated by steeper slopes where there 
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exists a strong trend throughout the light curve. We expect AGN power spectra to 

flatten to slopes less than unity at low frequencies, so we might expect the light 

curve to be stationary on long time-scales. If we assume this is the case, a mean 

flux measurement on the longest time-scales (rvyears) should yield a result that is a 

good approximation to the true value. However Dttley and McHardy (2001) discuss 

the flux dependence of AGN and BHXRB variability and discovered that there ex­

ists a linear RMS-flux relation - a linear relationship between RMS variability and 

the mean segment flux, such that the fractional RMS variability remains constant 

despite a change in the mean segment flux. They also found that regardless of the 

non-stationarity of the AGN light curves, the periodogram normalised by the localS 

mean flux is approximately stationary, since there is no dependence on local mean 

flux in the fractional RMS variability. Thus in order to compare AGN periodogram 

estimates from different times and over different time-scales, we must normalise 

the periodograms by the local mean flux. 

2.6 Summary 

In this chapter, I described the various conventions and terms that will be encoun­

tered throughout this work. I have considered some of the variability properties of 

red-noise light curves typically seen in AGN X-ray observations, and discussed how 

to measure the periodogram and its relationship to the underlying power spectrum. 

Various PSD normalisations have been considered, but I described the merits of us­

ing the fractional RMS-squared normalisation and I use this normalisation through­

out this work. Various properties of the periodogram have been reviewed and in 

particular the logarithmic binning of the measured periodogram is described. Light 

curve simulation was also described as it is a useful tool when determining the effect 

of the window function upon the underlying power spectrum, since the simulated 

data can be treated in an identical way to the observed data. It is essential to simu­

late 'realisations' of the real data based on an underlying model so that the window 

function distortions can be detelmined and a true representation of the underlying 

power spectrum estimated, correct detelmination of these distortions is dependent 

on the power-spectral model. The quantitative effects of distortion on the measured 

periodogram are detailed, namely red-noise leak, aliasing and the effect of binning. 

I investigated the effect of correlating frequency bins with red-noise leak by con­

sidering two cases: periodogram realisations where there exists significant power at 

5Flux of individual light curve used to measure PSD rather than any longer-term mean 
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low frequencies and similar realisations where there exists very little power at low 

frequencies. I determined that the effect of red-noise leak is to strongly correlate 

frequency bins, and this effect cmmot be ignored when undertaking statistical model 

fitting. The concept of stationarity and combining multiple periodogram measures 

concluded this chapter. 

In the next chapter I will discuss PSRESP: a power-spectral response method and 

how it can be used to estimate underlying power spectrum parameters from AGN 

observations in the presence of significant bias. I will also develop further some of 

the concepts introduced in this chapter to modify and improve the current Monte 

Carlo method. 



Computers are useless. 

They can only give you answers. 

PABLO PICASSO 

Power spectral modelling: PSRESP 

In this chapter I will describe how to determine the best fit underlying model power 

spectrum parameters from an observed periodogram dist0l1ed by the window func­

tion. The principal technique involved in determining the model parameters that 

describe the observed periodogram is called the 'power spectral response method' . 

I will briefly describe the motivation behind the power spectral response method and 

show how this technique can be applied to AGN observations using Monte Carlo 

simulations. Monte Carlo simulations provide a means by which the model param­

eters that best fit the observed periodogram can be determined for a noise process 

in the presence of sampling biases; moreover, periodogram enor estimation is nat­

urally included. I will review the method of Utlley et al. (2002), discuss its caveats 

and describe the specific improvements I have made to our Monte Carlo software, 

PSRESP. I will conclude this chapter by discussing the computational requirements 

and possible optimisations of PSRESP and its ClUTent limitations. 

3.1 Response method 

In order to determine the parameters that best describe the observed periodogram, it 

is practical to base our analysis on the response method of Done et at. (1992), which 

46 
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is described by analogy with X-ray spectroscopy. X-ray detectors have a finite 

energy range and a limited spectral energy resolution, the effect of which causes the 

measured X-ray energy spectrum to distort, since the true X-ray energy spectrum 

in convolved with the 'spectral response function'. Underlying models that are 

theorised to fit the true X-ray energy spectrum are convolved with the most reliable 

estimate of instrument response and compared to the real data. Using standard 

X2 statistics, the best fit underlying model parameters can be determined, and an 

acceptance probability that the model is good is associated to the fit (Lampton et aI., 

1976; Yaqoob, 1998). 

The finite energy bandpass and limited energy resolution in X-ray spectroscopy is 

analogous to observation duration and sampling interval in X-ray timing. Power 

spectral distortions can be described as the convolution of the true Fourier trans­

form of the observed light curve with the spectral window function (see Eqn.2.3). 

The spectral window function in X-ray timing is analogous to the instrumental re­

sponse function in X-ray spectroscopy. Thus it would be sensible to assume that 

a similar method for determining the true X-ray energy spectrum exists for power 

spectral modelling. The method requires that an underlying power spectral model be 

convolved with the spectral window function in Fourier frequency space to produce 

periodograms distorted in an identical fashion to the real observations; although, we 

initially work in the time domain and do not directly compute the convolution. The 

underlying model can be explored and X2 measured to detemrine the best fit model 

parameters by comparing it to the real observed periodogram; this concept forms 

the foundation of the response method and PSRESP (our Monte Carlo simulation 

software). 

There is a crucial difference between determining the true X-ray energy spectrum 

and the true power spectrum: inherent uncertainty in the power spectral shape 

caused by the stochastic nature of AGN light curves. There is no such analogy in X­

ray spectroscopy for the stochastic nature of red-noise light curves. Each observed 

light curve and corresponding periodogram is merely a single stochastic realisation 

of a noise process drawn from a distribution of possible outcomes given the true un­

derlying power spectrum that best describes that process. The best way to emulate 

the stochastic nature of AGN light curves is through random number generators in 

Monte Carlo algOlithms. 

A reliable and robust way to determine the true power spectrum in the presence of 

sampling distortions, while taking into account the stochastic nature of red-noise 

data, is to simulate pseudo-observations based upon an underlying model (Done 

et aI., 1992; Green et ai., 1999). The basic concept involves simulating a large 
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number of light curves, according to an underlying model, that are sampled in an 

identical way to the real data and consequently produce periodograms that con­

tain the same built-in distortions as the real periodogram. Each periodogram will 

span the same Fourier frequencies, so for each frequency bin there will be a large 

number of periodograms forming a distribution of power estimates. The power av­

erage (also called the distorted model average PSD) and RMS spread of the power 

distribution can be calculated and compared to the real periodogram by evaluating 

the X2 statistic (see Eqn.2.5). The power distribution at each frequency represents 

the power distribution expected from the underlying noise process given the input 

model parameters. The fundamental question is: is the observed periodogram con­

sistent with the power distribution at each frequency? The model can be changed or 

parameters searched until the parameters that minimise the X2 statistic are found. It 

should be noted that assigning errors to the model rather than the observed data is 

formally correct within the framework of the X2 statistic, since the X2 is based on 

the variance of the model population from which the observation is drawn. 

Here we remark on a cmcial element of determining the best fit model parameters. 

The results of X2 minimisation has a formal interpretation only if the measured 

errors are normally distributed. The X2 statistic determined by comparing the dis­

torted power spectmm model average to the real periodogram is not necessarily the 

same as a true X2 statistic. The measured X2 statistic can nonetheless still be used 

to determine the best-fitting model parameters, but it must not be used to formally 

evaluate the acceptance probability or even estimate confidence on model param­

eters. Throughout the rest of this work whenever a measured X2 value is used in 

hypothesis testing that does not necessarily conform to a standard X2 distribution, 

it will be labelled as X~seudo' 
In order to produce robust model acceptance probabilities for hypothesis testing, the 

distribution of X~seudo values measured from each simulated periodogram compared 

to the distorted model average PSD must be determined. The null-hypothesis that 

the observed data is consistent with being a realisation of the underlying model can 

be estimated by comparing the observed X~seudo statistic between the real data and 

distorted model average PSD to the distribution of X~seudo values calculated between 

the simulated realisations to the distorted model average PSD. The probability per­

centile defines the acceptance probability. If 10,000 periodograms were simulated 

and only 500 of these had a X~seudo value greater than the X~seudo value measured be­

tween the observed periodogram and the distorted model average PSD, there would 

be an approximate 5 per cent probability that the real data is a stochastic realisation 

of the underlying power spectral parameters, and these particular parameters could 
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be rejected with 95 per cent confidence; moreover, if a sufficient number of parame­

ters are tested, rejection probability levels of the parameter space can be constructed 

to determine errors on the best fit parameters. The errors on the best fit parameters 

are often taken to be the width of the rejection probability level i.e. in the contour 

space of parameter values, the 90 per cent error estimate is taken to be the width 

of the 90 per cent rejection probability level. The x per cent rejection probability 

level denotes the point at which the acceptance probability for a given combination 

of parameters drops to less than 100 - x, e.g. for parameter values outside the 90 

per cent rejection probability level, the acceptance probability for those parameters 

drops to less than 10 per cent. The method by which these rejection probability 

contours are formed is based on the technique of Press et al. (1992). 

Done et al. (1992) was first to use the response technique when measuring the pe­

riodogram of Ginga data and it was later implemented by Green et al. (1999) for 

ROSAT observations. However, the observations were relatively short in duration 

and the technique could only be applied to a single light curve. The restrictions on 

AGN observations dictate that a broadband periodogram can only be constructed 

from several smaller segments of different durations and temporal resolutions; thus, 

multiple periodograms must be modelled simultaneously. A more sophisticated 

Monte Carlo based method that is able to constrain the broadband periodogram was 

developed by Dttley et al. (2002), the details of which I will describe below. I will 

also examine the caveats of the Oliginal implementation and discuss the extensive 

improvements I have made to our software, PSRESP. 

3.2 Improved PSRESP implementation 

Here I will describe the Dttley et ai. (2002) implementation of the Monte Carlo 

software, PSRESP, and further discuss the improvements I have made. 

Our AGN monitoring campaigns are often constructed in such a way as to minimise 

the amount of telescope time required, but to provide comprehensive coverage of 

the Fourier frequency space in the resulting periodogram. A typical AGN sampling 

pattern can be seen in Fig. 3.1. Each of the observed data points are constructed 

from at least a single rv 1 ksec snapshot, and the region of significantly more in­

tensive sampling is easily identifiable at the start of the light curve. A broadband 

periodogram is constructed as follows. The intensively sampled region (medium 

time-scales) is extracted as a separate light curve with a typical sampling interval of 

up to a few times daily. RXTE medium time-scale light curves may be a few months 
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Figure 3.1: A typical RXTE light curve that exhibits the type of sampling pat­
terns often observed in AGN data. The intensive or medium sampling interval (rv 
multiple times daily) is immediately noticeable to the start of the light curve. The 
data prior to the gap is used as a long time-scale observation with an average sam­
pling of approximately 7 days. Finally the entire light curve is used as a single 
very long-time scale observation, binned up on time-scales approximately similar 
to the gap as to reduce the spurious power introduced by the gap. 
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in duration and are designed to cover 10- 6 to 10-5 Hz in Fourier frequency space. 

Some AGN observations also have RXTE long-look data (very-high resolution, rv 

16 sec, quasi-continuous monitoring) for covering Fourier frequencies greater than 

10-5 Hz. RXTE long-looks are very useful, but it is often more convenient to use 

XMM-Newton to cover the fastest time-scales, since RXTE long looks are rarely as 

long or as regularly sampled. The long time-scales are determined by the duration 

of the total campaign. Fig. 3.1 exhibits a long time-scale sampling pattern (before 

the gap), which can be used to constrain frequencies below 10- 6 Hz. The long 

time-scale region would be binned to the average sanlpling interval (typically ",4-

14 days), and cover the time-scales that the more intensive region cannot probe. In 

the case where a gap in the light curve is not excessive (i.e. not a significant frac­

tion of the overall light curve), as in Fig 3.1, binning the entire light curve up on 

time-scales approximately equal to the gap size yield a periodogram that can probe 

the lowest possible time-scales. If enough data exists past the gap then another 

periodogram can also be calculated. Normalised by the fractional RMS-squared 

normalisation, the component periodograms from each segment can be combined 
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to produce a broadband periodogram covering many decades in Fourier frequency. 

Combining the periodograms for each light curve region given in Fig. 3.1, along 

with a continuous light curve obtained from XMM-Newton yields the broadband 

periodogram seen in Fig. 3.2. The three RXTE periodograms (very-long, long, and 

medium time-scales given by red, blue, and yellow, respectively) are taken from the 

sampling pattern in Fig. 3.1 will be affected by all the previously mentioned spec­

tral window effects; although the XMM-Newton periodogram (shown in purple) will 

not be affected by aliasing, it flattens to zero slope at high frequencies due to the 

effect of Poisson noise. 

A new feature of PSRESP is the ability to frequency-limit periodograms so that very­

long input light curves inclusive of gaps can be used. Given that the very-long time­

scale light curve is largely the same data as the long time-scale light curve, we must 

band-limit the very-long time-scale periodogram (red in Fig. 3.2) so that is does 

not cover the same time-scales already covered by the long-time scale periodogram 

(blue in Fig. 3.2). Ensuring the overall periodogram is band-limited at the intersec­

tion between component periodograms means that the data will never be included 

more than once at a given time-scale. Note that aliased power will have been re­

distributed throughout the entire periodogram prior to frequency-limiting, but the 

contribution due to aliased power from frequencies outside the frequency-limit is 

negligible. 

The basic PSRESP implementation is presented and discussed in Dttley et al. (2002), 

but here I will describe and the new implementation of PSRESP. Technical details 

of the improvements, along with a discussion of why the improvement is warranted 

can be found in Section 3.3. 

Once the various sampling patterns have been identified and several component 

light curves created, they can be input in to PSRESP as segments to produce the 

broadband periodogram. In order for PSRESP to produce power spectral model 

parameter estimates, information pertaining to light curve statistics must also be 

provided. PSRESP also requires details of the component light curve mean flux, and 

three light curve binning parameters (see Section 3.4); simulated temporal resolu­

tion, resolution of the input light curves, and the intrinsic snapshot resolution (rv 

lks for RXTE). Parameters that describe how to bin up the resultant periodogram 

are also included, along with several other parameters for new supplementary func­

tionality. The Poisson noise level is directly calculated from the input light curves 

(see Section 3.3.1). 

An indicative structural overview of PSRESP is as follows. Each observed light 

curve that is to be used in the overall broadband periodogram is read into PSRESP. 
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Figure 3.2: The broadband periodogram of Fig. 3.1 and additional XMM-Newton 
data, producing 4 separate segments. This periodogram is constructed from 3 dif­
ferent RXTE sampling patterns: very-long, long and medium time-scales - red, 
blue and yellow respectively. The purple periodogram is from a continuous XMM­
Newton observation, notice the flattening of the high-frequency periodogram to 
zero slope. i.e. the Poisson noise level. The long time-scale periodogram (blue) is 
band-limited so that it does not infringe on the frequencies measured by the very­
long periodogram (red), since both periodograms have been made using largely 
identical data. 
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For each light curve the mean count rate is subtracted, which is equivalent to re­

moving the zero-frequency power component in the resulting peliodogram. The 

periodogram is calculated for each light curve, PobsA v), and normalised by frac­

tional RMS-squared normalisation. The periodogram is then binned as determined 

by the input binning parameters, and band-limited if required. The input light curve 

count rate en-ors are used to determine the Poisson noise level for each segment (see 

Section 3.3.1). For a given power spectral model, underlying model parameters are 

selected from a parameter space of possible combinations and input into PSRESP 

for testing (see Section 3.4). The PSD parameters define the power spectral model, 

and the following algorithm is performed. 

• For a given set of model parameters, simulate N light curve realisations from 

the underlying power spectral model. Sample each of these light curves ac­

cording to the observed light curve, i . 

• Evaluate the periodogram of each simulated light curve and logarithmically 

bin the simulated periodograms identically to the observed periodograms, 
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Figure 3.3: This plot illustrates the simulated ensemble of periodograrns given an 
underlying power spectral model. From the distribution of periodograrns, an aver­
age power and RMS spread is determined at each Fourier frequency. The observed 
periodograrn is checked against the periodograrn distribution at each Fourier fre­
quency to determine the chance that it could be a realisation of the underlying 
power spectral model. The apparent discontinuity between the periodogram seg­
ments at rv lO-6Hz is a direct result of aliasing. 

producing i segments in the broadband periodogram. 
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• Average the ensemble of simulated periodograms at each Fourier frequency 

to obtain the distorted model average power spectrum and determine the RMS 

error from the distribution at each Fourier frequency. This is done for each 

segment. See Fig. 3.3 for an example plot of the ensemble of simulated 

periodograms. 

• Calculate the X~seudo statistic between the model average power spectrum, 

.Ppseudo, and the observed periodogram, Pobs, for each component light curve, 

2 V~ax (.Ppseudo ( v) - Pobs ( v) ) 2 
Xpseudo = i... ( ) 2 

vmin Mpseudo v 
(3.1) 

The frequency limits span the Fourier frequency space as determined by Pobs . 

Mpseudo (v) is the RMS error on the mean power spectnun. 

• TransfOlID the X~seudo statistic into a real X2 value by determining the prob­

ability percentiles for each simulated periodogram in each segment, this step 
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will be explained in detail in Section 3.3.2. Construct X~tal by summation of 

X2 over the input periodograms i.e. 

2 ~ 2 
Xtotal = 1...- Xi (3.2) 

where i denotes the segment, which for Fig. 3.2 would be 4. 

• Renormalise the segments simultaneously to minimise the X2 statistic be­

tween the observed periodogram and the distorted model average PSD. I will 

explain technical difficulties of minimising the X2 statistic in Section 3.3.2. 

In order to provide an estimate of the acceptance probability, without making any 

assumptions of the statistics, we use the raw distributions constructed in the Monte 

Carlo simulations. We test the null-hypothesis and determine the probability that 

the observed broadband periodogram is a realisation of the underlying model as 

follows. 

• For each segment in the broadband periodogram, randomly select a simulated 

periodogram used to make the distorted model average PSD. Evaluate the 

X~seudo statistic between the realisation and the distorted model average PSD, 

convert to X2 for each segment and combine the values to form X~tal and 

minimise this value by cycling through renormalisation values. 

• Repeat the above process M times to form a distribution of X~tal for a given 

choice of model parameters. The probability (acceptance probability) that 

the observed data can be described as a realisation of the model power spec­

trum is determined by the number of points in the distribution that exceed the 

observed X~tal value. 

• The acceptance probabilities can be used to set confidence limits on the input 

model parameters and plot rejection! probability levels, which can be used to 

determine errors. 

A X~tal distribution that is constructed from every possible combination of simu­

lated periodogram segments would be preferred; however, the number of possible 

combinations is equal to N W , where W is the number of periodogram segments in 

the broadband power spectrum and N is the number of simulated periodograms. 

The number of combinations becomes prohibitory for even a modest number of 

1 (1 - P) probability, where P is the acceptance probability 
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segments and simulated periodograms (e.g. for low, medium and high frequency 

power spectral segments constructed from a modest 300 light curves, the number of 

possible combinations would be 27 million), thus we choose a smaller sample, of 

M, randomly selected periodograms from all power spectral segments. We restrict 

M > 1000 so that we obtain a reliable and robust estimate from the distribution of 

X~tal' with an acceptance probability resolution at least better than 0.1 per cent. 

3.3 Technical overview of the major improvements to 

PSRESP 

I have made significant modifications to the Uttley et al. (2002) version of PSRESP 

and here I will detail these improvements. 

The first improvement to PSRESP is, to first order, an increase in computational 

performance and a more robust error determination on the high-frequency peri­

odogram. Due to computational limitations at the time, the version of PSRESP im­

plemented by Uttley et al. (2002) does not attempt to simulate the high-frequency 

part of the broadband periodogram, so it would use a directly measured periodogram 

that is not affected by aliasing to constrain the shortest time-scales and determine 

the error bars from the RMS spread of the logarithmically binned data. In order 

to provide a consistent way of evaluating the broadband periodogram over all time­

scales, I have modified the software to simulate up to the highest useful frequencies, 

which is typically rv 10-3 Hz for AGN but can be as high as 0.1 Hz in extreme cases. 

I have modified our software to correctly evaluate the error bars on the simulated 

data in the presence of dominant Poisson noise; moreover, the Poisson noise compo­

nent in the power spectrum is directly calculated from the input light curves. Even 

though aliasing in continuous light curves is thought to be negligible, this modifica­

tion allows aliasing, red-noise leak and the effect of binning to be taken into account 

consistently throughout all frequencies in the peIiodogram. 

Perhaps the most significant modification to PSRESP concerns acceptance probabil­

ity determination for underlying model PSD parameters. A consequence of simulat­

ing the high-frequency periodogram consistently with the broadband peIiodogram 

is that the goodness-of-fit measurement (measured in the same way as a X2) needs 

to be reconsidered. The high-frequency periodogram segment can be significantly 

more distorted by red-noise leak and as a consequence has fewer statistically in­

dependent bins. The assumption that all segments contIibute equally to the overall 

goodness-of-fit no longer holds true. I implement a method to implicitly re-weight 
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each periodogram segment so that the total goodness-of-fit is not biased towards 

any segment. The modification to acceptance probability determination not only 

allows more robust probabilities to be established, but more accurate calculation of 

the errors on the best fit model parameters. 

3.3.1 The Poisson noise level and simulated error bars 

Enabling PSRESP to simulate the highest frequencies in the broadband periodogram 

dictates the simulated errors be refined in the presence of Poisson noise. Previously, 

Poisson noise was treated as an additive component that was included when fitting 

real data to the distorted model average PSD. However the frequencies most dra­

matically affected by Poisson noise were usually determined by a directly measured 

periodogram, and the errors were essentially evaluated based upon the logarithmic 

binning explain in Section 2.1.2, which do not take into account the distortion on the 

periodogram due to red-noise leak. Simulations of high-frequency data in PSRESP 

caused the simulated error bars to be adversely affected by the Poisson noise level; 

this problem is illustrated in Fig. 3.4. It is clear that the simulated error bars at 

high-frequency shown in Fig. 3.4 as green data do not correctly represent the scat­

ter in the observed periodogram (solid black line in Fig. 3.4). The simulations do 

not include Poisson noise and are dominated by red-noise leak at high-frequencies, 

which reduces the point-to-point scatter between the periodogram bins. The error 

bars on the green periodogram appear to grow at high-frequency (due to red-noise 

leak), but the power spectIum should be dominated by the Poisson noise level in 

logruithmic power space - the error bars have merely been translated. The errors 

bars should decrease with increasing frequency since as the number of cycles in­

crease, the power is better determined. In order to produce accurate error bars on 

the high-frequency data, the effect of the Poisson noise level on the simulated error 

bars must be included correctly i.e. the absolute error bars must be recalculated 

rather than relative error rescaled in the presence of Poisson noise. 

It is clear that the point-to-point scatter of the real data in the Poisson noise region 

is minimal, but the red-noise leak dominated errors in the simulations are much too 

large to represent this scatter. In this regime, the Poisson noise level should domi­

nate the errors, not red-noise leak. The errors were corrected by recalculating them 

in the presence of Poisson noise i.e. the new spread was determined by taking the 

error bar extrema and computing the absolute error with the additional power of the 

Poisson noise level. The new error bars are completely dominated by the power in 

the Poisson noise level with the simulated spread making a small contribution to 
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Figure 3.4: The solid black line is the observed periodogram and the red dashed 
line is the underlying model. The blue simulated power spectra do not contain 
the additional Poisson noise component, the green simulated power spectra are 
modified by the Poisson noise level addition. However, it is clear that the simu­
lated error bars are not altered by the Poisson noise level in the original version of 
PSRESP and are overestimated. The scatter in the presence of Poisson noise is not 
representative of the true scatter, so the high-frequency error bars are not accurate. 
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the signal at high-frequencies. The simulated spread in the presence of noise will 

be too small for the X2 fitting to produce reliable acceptance probabilities, since the 

observed periodogram contains the intrinsic scatter due to the Poisson noise level 

determination. I include this additional scatter due to the Poisson noise in the sim­

ulated error bars by considering the errors of the input light curves. The errors are 

used to generate 1000 realisations of the observed error "light curve" by taking a 

Gaussian scatter about the normalised errors that can be sampled and binned in a 

identical fashion to the observed data. The periodograms for all 1000 noise realisa­

tions are calculated and binned to form a distorted average noise level periodogram 

for each light curve segment. The resultant periodogram which denotes the Pois­

son noise level contains the same sampling distortions as the real data; moreover, 

it varies with frequency - the Poisson noise level is not constant in this version of 

PSRESP. 

The error on the mean Poisson noise level (determined from the simulations) is cal­

culated analytically from ~oisel ..jN, where N here is the number of point in the 

frequency bin, and is combined with the simulated RMS spread of the realisations 

by linear addition in Fourier space (rather than in quadrature) so to preserve the 
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Figure 3.5: The solid black line is the observed high-frequency periodogram, the 
red dashed line is the underlying model and the green points denote the simulated 
model average plus error bars. The recalculation of the RMS spread in the presence 
of Poisson noise, along with the inclusion of the intrinsic scatter of the Poisson 
noise level provides a more robust error calculation at high-frequencies. The errors 
decrease, which is consistent with expectation. 
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xi distribution of power. The new method of detennining the errors on the high­

frequency data can be seen in Fig. 3.5, where the errors now reduce with frequency 

and are representative of the observed point-to-point scatter; moreover, the errors 

include components due to simulated RMS and intrinsic Poisson noise level deter­

mination. 

It is worth summruising the advantage of this method of detennining the peri­

odogram. Through the improvement I have made to the Poisson noise level cal­

culation, PSRESP is now able to simulate high-frequency data and reliably calculate 

the correct error bru's in the presence of red-noise leak and aliasing. The broadband 

periodogram can be detennined in an entirely self-consistent manor, including ef­

fects due to sampling and binning on the Poisson noise level, which is no longer 

assumed to be constant. 

This new feature of PSRESP also provides a means by which correlated light curves 

can be properly dealt with. Consider when XMM-Newton observations are extended 

over multiple consecutive orbits, the light curve will be comprised of multiple con­

tinuously sampled segments separated by orbital gaps. The beneficial feature of 

XMM-Newton data is the continuous sampling, so it would be advantageous to cal­

culate the periodogram of the separate segments in the multiple-orbit light curve 
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and bin the periodograms together to provide a more robust PSD estimate at the 

high-frequencies (this was described for BHXRB data in Section 2.1.2 i.e. over­

sampling). The added number of periodogram estimates per bin at the lowest fre­

quencies would slightly extend the periodogram measurement to lower frequencies, 

thus marginally increasing the frequency span of the XMM-Newton data. It would 

not be rewarding to bin-up the XMM-Newton data on the gap time-scale so that mul­

tiple orbit data can probe lower frequencies, since those frequencies would probably 

be covered by RXTE monitoring. Multiple consecutive orbits of XMM-Newton data 

would be correlated due to the same long time-scale trend pervading through the 

light curve, thus the simulated data at high-frequencies (for multiple consecutive 

orbits) is simulated sequentially as one long light curve so that the simulated light 

curves for each orbit contain the same long time-scale trend, similar to the observed 

data i.e. the component periodograms of the binned periodogram are not treated as 

independent. 

3.3.2 Distortions, skewed distributions and acceptance proba­

bility determination 

The most significant change to PSRESP concerns the determination of the accep­

tance probability. The Dttley et al. (2002) version of PSRESP made an implicit 

assumption concerning the nature of the X~seudo statistic. It was assumed that each 

X~seudo value from each segment contributes to X~ta1 as if each frequency bin was 

statistically independent. The high-frequency periodogram segment distribution is 

treated as contributing v independent bins; however, I have previously shown that 

frequency bins in the high-frequency periodogram are often strongly correlated (see 

Section 2.4). As a result the overall X~ta1 distribution contains a contribution of 

X~seudo values from the high-frequency segment that are falsely weighted as hav­

ing v independent bins - when the actual number of independent bins might in fact 

be much lower than v. Correlated bins, if not properly dealt with, could have a 

dramatic affect on the acceptance probability and reduce its reliability. 

To determine whether or not PSRESP was subject to this flaw, I undertook the fol­

lowing analysis. I exported X~seudo distributions for each periodogram segment and 

inspected the shape of the distributions to see what effect they would have on the 

overall distribution. The distributions are not necessarily expected to behave like 

a tme X2 distribution, since each periodogram segment is subject to sampling bi­

ases. The X~seudo distribution, constmcted from 3000 random selections, for typical 

RXTE and XMM-Newton data is shown in the top plots of Fig. 3.6 and Fig. 3.7. 
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Figure 3.6: The top panel represents the distribution of measured X~seudo values 
(blue) for typical RXTE data. It is apparent that there are more values in the ex­
trema of the distribution, with a slight deviation away from X2. The bottom panel 
represents the transformed distribution of X2 values (red) generated from the top 
distribution on the same scale. This distribution no longer contains the long (dis­
torting) tail of artificially large X~seudo values. Three important statistical properties 
that define the above distributions can be found in Table 3.1. 

Property Predicted value X~seudo distribution X2 distribution 

J1 13 .00 13.91 13.01 
(J' 5.10 7.05 5.10 

Yl 0.78 1.73 0.79 

Table 3.1: Typical X~seudo distribution properties of RXTE data to 2 decimal places 

compared to a real X2 distribution (predicted value) and the transformed X2 value. 
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Note that Fig. 3.6 and Fig. 3.7 represent component disttibutions used to generate 

the overall distribution X~tal. 

Inspection of the RXTE X;seudo distribution data (see top plot of Fig. 3.6) suggests 

that the distribution is slightly skewed with the mean, standard deviation and skew­

ness of the distribution not too dissimilar from a true X2 distribution, these values 

are tabulated in Table 3.1. For reference Table 3.1 also lists the predicted statistical 



3.3 Technical overview of the major improvements to PSRESP 61 

properties of a real X2 distribution with the degrees of freedom of the measured 

X;seudo distribution, df· Given df the mean, J.l, standard deviation, (J, and skew­

ness, Yl, ofax2 distribution can be calculated as follows 

J.l = df (3.3) 

(J = J2df (3.4) 
21.5 

Yl = vdT (3.5) 

It is clear that the measured statistical properties (presented in Table 3.1) do not de­

viate from the theoretical values significantly and since red-noise leak is not a major 

source of bias in RXTE AGN data2, the deviation is more likely due to the effects of 

binning and aliasing. However, the high-frequency data (XMM-Newton data) seg­

ment X;seudo distribution (see Fig. 3.7) indicates that the distribution deviates away 

from an ideal X2 distribution significantly. The high-frequency segment X;seudo dis­

tribution is noticeably skewed and has a significant tail extending to large X;seudo 

values i.e. some peliodogram realisations have exceedingly poor (or good) fits to 

the distorted model average PSD. A comparison between the statistical properties of 

the measured X;seudo distlibution for typical XMM-Newton data and the theoretical 

values predicted from a X2 distlibution with the same number of degrees of free­

dom are given in Table 3.2. It is obvious from both Fig. 3.7 and Table 3.2 that the 

X;seudo distribution for typical XMM-Newton data deviates significantly away from 

a X2 distlibution. Thus I conclude that the acceptance probability is likely to be 

seliously affected if high-frequency XMM-Nevvton data is included with no account 

taken of the X;seudo distribution distortion. The high-frequency data in question is 

continuously sampled and will exhibit very little (negligible) peliodogram distor­

tion due to aliasing or binning effects; thus, we can conclude that the distortion to 

the high-frequency segment data X;seudo distlibution is almost entirely caused by 

red-noise leak. As bliefiy desclibed in Section 2.4, one effect of red-noise leak is 

to cause a strong linear correlation between frequency bins. The extended tail in 

Fig. 3.7 is a direct consequence of the steep power spectral slope and subsequent 

correlating effect of red-noise leak on the simulated high-frequency peliodogram. 

As outlined, in Section 3.2 the overall distribution used to determine the acceptance 

probability of the real data is constructed by combining a randomly selected X;seudo 

value from each periodogram segment, minimising the sum over the segments, and 

2PSD slopes of RXTE AGN monitoring data are often found to be rv 1. 
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Figure 3.7: The top panel represents the distribution of measured X~seudo values 
(green) for typical XMM-Newton data. It is obvious that XMM-Newton distribu­
tion is significantly affected by red-noise leak, the extensive tail is particularly 
problematic. The plot has in fact been truncated, since the tail of the distribution 
continues out as far as X~seudo rv 145. The bottom panel represents the new X2 
statistic (yellow) with the axes rescaled, calculated from the top distribution. The 
new X2 distribution does not have extreme X2 values in the tails of the distribu­
tion and no longer contributes artificially high (or low) X2 values to the overall 
X~tal distribution. The high X2 values would artificially increase the acceptance 
probabilities for poor fits. 

Property Predicted value X~seudo distribution X2 distribution 

J.l 18.00 15.37 18.02 
(J 6.00 19.53 6.02 

Yl 0.66 2.99 0.69 

Table 3.2: Typical X~seudo distribution properties of XMM-Newton data to 2 deci­
mal places compared to a real X2 distribution (predicted value) and the transformed 
X2 value. 
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repeating typically 1000-3000 times to construct an overall distribution spanning 

all segments. However given that each segment X~seudo is drawn from a different 

distribution with different distortions, there is no reason to assume that the com­

bination of X~seudo values will contribute equal weight to the final distribution of 

Xt~tal' compare Fig. 3.6 and Fig. 3.7. Given the strong correlation between bins in 

the simulated high-frequency PSD, the final distribution, with which the observed 

periodogram is tested, is indeed dist0l1ed by this data and contains the character­

istic extended tail first observed in Fig. 3.7, since the distributions were implicitly 

assumed to have X2 properties. The bias is caused by the correlated high-frequency 

bins contributing as if all N data points were linearly independent, which is not 

the case - in the most extreme manifestation the entire high-frequency periodogram 

would only contribute to the distribution as one independent point! Due to the abun­

dance of very poor fits to the data (i.e. the tail of the distribution), which results from 

correlated bins, some model fits will produce higher acceptance probabilities than 

they should ordinmily generate. That is, there are disproportionately many points 

with X~seudo values worse than the measured value, which enhance the acceptance 

probability determination. These artificially high acceptance probabilities will also 

cause incorrect error estimates on the best fit model parameters, since the rejection 

probability levels are less well constrained. Moreover, the acceptance probability 

is dependent upon the amount of red-noise leak and as a consequence the original 

version of PSRESP is predisposed to favour steeper high-frequency slopes. 

I have modified PSRESP to correct for the dependence of acceptance probabilities 

on red-noise leak, since well-defined acceptance probabilities should not depend on 

the amount of distortion. Rather than determine a weighting factor for each segment 

distribution in the final distribution, it is easier to construct a standardised distribu­

tion based on probability percentiles. The following new steps are implemented 

into PSRESP: 

• Randomly select a realisation from each periodogram segment to form an 

"observation", calculate the X~tal statistic against the distorted model average 

and minimise by cycling through model normalisations. 

• When the minimised X~tal is determined, record the X~seudo value contributed 

by each segment periodogram to the minimised Xt~tal. 

• Repeat the above steps M times to construct the minimised X~tal distribution 

over all segments. All segments have be fitted simultaneously, but the indi­

vidual contributions to Xt~tal are also stored. 



3.3 Technical overview of the major improvements to PSRESP 64 

Each segment in the broadband periodogram has an associated X~seudo distribution 

which is ordered to determine the probability percentile of each realisation within 

the distribution. For each realisation in each segment, the corresponding percentile 

is used to determine a X2 value i.e. using the standard X2 distribution for dj, where 

dj is equal to the number of bins. Thus, for any minimised X~seudo in any segment 

there exists a corresponding X2 value. The X2 statistic cannot be directly evaluated, 

it can only be determined from its correspondence to the percentile of the observed 

X~seudo statistic i.e. there exists a mapping between X~seudo and X2. The following 

steps are performed to fit data using the X2 goodness-of-fit statistic: 

• Select distorted model average PSD normalisation. Randomly select a reali­

sation from each periodogram segment to form an "observation" and measure 

X~seudo' Using the X~seudo and X2 distributions from each segment, linearly 

interpolate to find the corresponding X2 value. Sum X2 values over each seg­

ment to produce a X~tal' which has crucially been produced from X2 and not 
2 

Xpseudo' 

• Record X~tal value, choose a new normalisation and repeat the above step. 

Locate the minimum Xt~tal value and record it as part of the overall min­

imised distribution over all segments. The normalisation that minimises X2 

will probably not minimise the X~seudo value. 

• Repeat the above steps M times to construct the minimised X~tal distribution 

based on minimised X2 values3. All segments have been fitted and minimised 

simultaneously according to the new goodness-of-fit statistic i.e. the overall 

distribution is not biased towards any segment. 

• Use the observed data and compare the Xt~tal value (using above steps) against 

the overall distribution of minimised values in the previous step. The resultant 

percentile defines the acceptance probability as previously done. 

The crucial difference in the new algorithm is that the combination of X2 from each 

segment, to produce the X~tal' no longer contains a contribution due exceptionally 

large X~seudo values in the tail of the high-frequency data distributions. In the bottom 

plots of Fig. 3.6 and Fig. 3.7 I show the corresponding X2 distributions for compar­

ison to the X~seudo distribution for identical data. It is clear that the new distributions 

3The M combinations are not necessarily the same of the previous M combinations, this process 
is random 
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Version VB a Acceptance 
(Hz) 

High-frequency errors only 7.6~~~io x 10-6 26+1.2 
. -0.4 0.45 

Complete 3.4~tg x 10-6 26+1.2 
. -0.4 0.40 

Table 3.3: Here I show the best fit parameters and acceptance probability for 
the periodogram presented in Fig. 3.2 for comparison between the two versions 
of PSRESP described in the text. Errors determined by the 90 per cent rejection 
probability levels. 
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in Fig. 3.6 and Fig. 3.7 do not posses the extended tail (which is a function of red­

noise leak) to artificially enhance the acceptance probabilities. The statistics of the 

transformed X2 distributions for both RXTE and XMM-Newton data are presented in 

Table 3.1 and Table 3.2 for comparison. Since the distributions have been standard­

ised, the resultant acceptance probabilities are no longer a function of the sampling 

distortions; moreover, the rejection probability levels and corresponding errors on 

model parameters will be correct. 

The new method was tested against the original method of determining acceptance 

probabilities in PSRESP (Dttley et ai., 2002) to determine the effect on the software. 

The two versions of the code tested both use the improvement to high-frequency 

data error detemunation described in Section 3.3.1, but only one code uses the im­

provement to the acceptance probability calculation described in this Section. I took 

the periodogram data of Fig. 3.2 to test the new software. As previously described, 

the above change to PSRESP should yield more constrained rejection probability 

levels and a lower acceptance probability if the observed data is expected to be 

strongly affected by red-noise leak i.e. the acceptance probability should no longer 

be a function of the amount of distortion. 

I fitted the periodogram of NGC 3783 (observation, data, and subsequent analysis 

will be differed until the next chapter) by a single-bend power-law model (with a 

fixed low slope of 0.8) using both the Dttley et ai. (2002) version of PSRESP and the 

version presented in this work. The best fit parameters are presented in Table 3.3 

and rejection probability levels for the bend-frequency and high-frequency slope are 

presented in Fig. 3.8. 

While the new computation takes longer it does provide improvement over the 

version of PSRESP without the new acceptance probability algorithm. For simu­

lations where red-noise leak is expected to have a large effect on the result, the 

high-frequency errors only version of PSRESP produces an acceptance probability 

(P = 0.45) which contains a contribution due to the amount of red-noise leak. The 
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Figure 3.8: The top plot displays the rejection probability levels for the PSRESP 

version without the new acceptance probability calculation. The bottom plot dis­
plays the rejection probability levels for the complete version of PSRESP presented 
in this work. It is clear that the rejection probability levels for the bottom plot are 
more tightly constrained. See main text for details. 
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acceptance probability obtained from the complete version of PSRESP is smaller 

(P = 0.40 - by an amount dependent upon the amount of red-noise leak), which is 

to be expected given that we wish to measure the goodness-of-fit only. The rejection 

probability levels are significantly better constrained by the new software (see Fig. 

3.8). It is also encouraging to find that the best-fitting parameters only change by 

two grid positions in bend-frequency and are consistent within error bounds. The 

broadband periodogram of NGC 3783 was used here to illustrate the difference be­

tween two versions of PSRESP and will be thoroughly and exhaustively examined 

in the next chapter; I leave further power spectral analysis of the periodogram until 

then. 

As another test of the new PSRESP implementation, I used periodogram data with 

a very-high break frequency and shallower slope below the break. Red-noise leak 

would not be expected to cause significant distortions due to the lack of long time­

scale trends in the data; thus, the difference between power spectral fitting results 

for both of the aforementioned versions of PSRESP is expected to be marginal. The 

difference between the versions is indeed marginal for data weakly effected by red­

noise leak, thereby suggesting the new version of PSRESP is working as intended. 

3.4 Computation, optimisation and Iridis2 

PSRESP provides a robust and accurate way to determine AGN power spectra; how­

ever, due to the stochastic nature of AGN light curves, the power spectral response 

method employed in PSRESP is computationally gruelling. The requirement that 

a great many periodograms must be simulated based upon an underlying power­

spectral model necessitates computational optimisations. 

3.4.1 FFT 

The first obvious optimisation involves utilising the fast Fourier transform (FFT) 

(Press et ai., 1992) instead of the discrete Fourier transform (DFT) where possi­

ble. The fast Fourier transform can produce mathematically identical results to 

the discrete Fourier transform. However, the fast Fourier transform is subject to a 

fairly strict constraint i.e. the size of the data set to be transformed. To achieve the 

maximum benefit from a fast Fourier transform the initial data set must contain 2N 

points where N E Z+, since it reduces the number of computations for N points from 

rv 2N2 to rv 2N log2 N, where log2 is the base-210garithm. A fast Fourier transform 

is already adopted in the simulation of light curves, since the Timmer and Konig 
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(1995) prescription naturally uses the inverse fast Fourier transfOITIl as the length of 

simulated light curve can be arbitrarily adjusted. The observed RXTE data and sam­

pled simulated light curves need to be evaluated using a discrete Fourier transform, 

since the 2N requirement can be tricky to adhere to when dealing with real RXTE 

data. However, as discussed in Section 3.3, a new feature of PSRESP is the abil­

ity to simulate the high-frequency periodogram (usually covered by XMM-Newton 

data), which is limited at the highest frequencies by Poisson noise. XMM-Newton 

data is continuous and is limited at shortest time-scales by Poisson noise, so there 

is freedom to choose the sampling interval when reducing XMM-Newton data and 

generating the X-ray light curves i.e. XMM-Newton light curves can be rebinned 

without being affected by aliasing at high frequencies. Provided there is sufficient 

data, a prudent choice of sampling interval with which to make the XMM-Newton 

light curves will produce an observed light curve that has 2N points - suitable for 

use with an FFT. The Nyquist frequency will translate depending upon the choice 

of sampling interval, but the part of the periodogram containing source power will 

not be affected if the sampling interval is chosen carefully enough. To optimise up 

computation within PSRESP I have implemented an optional FFT feature to exploit 

the aforementioned property of XMM-Newton data; however, no such feature can be 

implemented for the RXTE data. Given that XMM-Newton data can often be much 

longer than RXTE data (in terms of number of data points) this feature represents a 

significant working-speed increase within PSRESP, without changing the resultant 

periodogram. 

3.4.2 Aliasing and red-noise leak 

RXTE observations used throughout this work (e.g Fig. 3.1) are constructed from 

single snapshot observations of rv lks. To thoroughly constrain the effect of aliasing 

with the observed light curves the simulated light curves should be simulated with 

lks temporal resolution, but this requirement is computationally prohibitive. How­

ever, the largest contribution of aliased power comes from the frequencies close 

to the Nyquist, just outside the measured frequency range. At frequencies much 

greater than the Nyquist the power contribution is minimal, compared to those near 

the Nyquist, and could in fact be approximated by an average power contribution. 

Therefore it is sufficient (to first order) to simulate light curves with a temporal res­

olution at least 0.1 times the observed sampling interval. In order to determine the 

second-order effect of aliased power from frequencies far away from the Nyquist 

frequency an analytical approximation is used. We use the underlying PSD model 
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to determine the integrated power between the highest simulated resolution and the 

snapshot (lks) resolution. The integrated power is an additive component to the dis­

torted model average PSD. The total amount of aliased power cannot be determined 

in this way, since aliased power is considerably influenced by the stochastic real­

isations near the Nyquist, and thus would be poorly approximated by the average 

power approximation. 

I have already described the effect of red-noise leak on the measured periodogram. 

To mimic these effects in a simulated light curve it is necessary to simulate these 

light curves to 10 times the duration of the observed data. Rather than simulating 

mUltiple, N, light curves at 10 times the duration of the observed light curve, it is 

computationally favourable to simulate a single light curve of length NT, where T 

is the observed light curve duration. The simulated light curve is divided up into N 

light curves of the duration T. Variations on time-scales comparable to the observed 

light curve contribute the most red-noise leak (due to the break in the power spec­

trum time-scales much longer then T contribute very little), so simulating a single 

light curve to be N times the length of the observed light curve is approximately 

indistinguishable from simulating N light curves to the same length as the observed 

light curve. Simulating N light curves with a minimum of 10 times the duration of 

the observed light curve is computationally intensive and produces a lot of unused 

data. 

3.4.3 Optimisation 

It is also important to consider the method by which the model parameters will 

be optimised. The most reliable and most computationally intensive method is the 

standard grid search, which requires a list of parameter combinations spanning the 

parameter space. The grid search is costly as a minimisation routine since it de­

termines the best fit parameters by brute force, locating the minimum in the input 

parameter space by searching every grid point. Moreover, the grid search is not 

sensitive to features in the parameter space on a scale less than the separation be­

tween the grid points. Another problem with the grid search method is it becomes 

computationally prohibitive (within the context of PSRESP) very rapidly when we 

wish to explore a larger parameter space or add more dimensions e.g 3 dimensions 

and 10 values for each dimension require 1000 function evaluations to minimise, 

with each function evaluation taking between 10 and 100s depending on the input 

data. However, the grid search is an extremely effective method to determine the 

enors on the best fit parameters i.e. rejection probability levels are constructed and 
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errors determined in the standard fashion, as previously described. 

I investigated whether PSRESP would benefit from an optimisation routine such as 

downhill simplex (NeIder and Mead, 1965) or simulated annealing (Kirkpatrick 

et at., 1983; Cerny, 1985). The downhill simplex algorithm is a fast algorithm 

that approximately finds a locally optimal solution (best fit model parameters) to 

observed PSD using only function evaluations, not derivatives. The downhill sim­

plex method involves defining a geometrical object consisting of N + 1 vertices in 

N dimensions; for example, in two dimensions the simplex is a triangle and in three 

dimensions the simplex is a tetrahedron. The vertices forming the simplex are also 

required to be nondegenerate so that the simplex encloses a finite N dimensional 

volume. The downhill simplex method evaluates the objective function at each ver­

tex and essentially moves the vertex with the largest function evaluation through the 

opposite face of the simplex of the lowest evaluation. The simplex is also permitted 

to contract and expand in all directions. The iteration is terminated when the objec­

tive function changes by an amount smaller than some predefined tolerance. The 

downhill simplex method is often used as a means to quickly determine a solution 

rather than rigourously locate the true globally optimised solution; moreover, the 

true power of the downhill simplex method becomes apparent for high-dimensional 

parameter spaces. 

To test the downhill simplex method I fitted the periodogram data of Ark 564 using 

both the grid search and downhill simplex method with PSRESP as the objective 

function (description of the data will be deferred until Section 4.2 when Ark 564 is 

discussed in detail). The initial simplex was defined as follows 

5.0 X 10-4 1.0 X 10-6 2.0 1.0 

1.0 X 10-2 1.0 X 10-6 2.0 1.0 

5.0 X 10-4 5.0 X 10-6 2.0 1.0 

5.0 X 10-4 1.0 X 10-6 2.5 1.0 

5.0 x 10-4 1.0 X 10-6 2.0 1.5 

where the entries define the geometrical shape in four dimensions. Column 1 

through 4 indicates the coordinates for each vertex of the starting simplex and de­

note the high-frequency break, low-frequency break, high-frequency slope, and the 

intermediate-frequency slope, respectively. Table 3.4 presents the best fit double­

bend power-law PSD model parameters found by the downhill simplex method 

(NeIder and Mead, 1965), and the standard grid search. The underlying model 

is defined in four dimensions. 



Method 

Downhill Simplex 
Grid search results 

VH VL 

(IIz) (IIz) 
2.5 X 10-3 9.7><10-=7 
2.4 X 10-3 7.5 X 10-7 

aH 

4.2 
4.2 

aL 

1.2 
1.2 

Acceptance probability 

0.62 
0.75 

Steps 

277 
14784 

Runtime 
(seconds) 

4608 
rv410754 

Table 3.4: Comparison between the best fit parameters of a grid search and the downhill simplex for a 4 parameter model. It is clear that the 
downhill simplex method can determine best fit parameters consistent with more rigourous method of a grid search. However, the downhill 
simplex does not produce any diagnostic output to verify that the optimised solution is not local, unlike the grid search. Without the grid search 
results it would be impossible to tell if the downhill simplex optimised parameters are a global solution without reinitialising the simplex from 
new starting positions. 
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Despite the initial appeal of the downhill simplex method due to the runtime re­

quired, there are significant complications that prevent the downhill simplex method 

from being the first choice optimisation routine. In particular: 

• No diagnostic output to thoroughly determine if the optimised solution is lo­

cal. The downhill simplex method would need to be initialised from several 

different positions in the parameter space to determine if the original opti­

mised solution is a global solution. Only when several minimisation routines 

agree on an optimised solution can a globally optimised solution be assumed. 

• The downhill simplex results presented in Table 3.4 are close to those pro­

vided by the grid search, but I had prior knowledge of the solution from the 

grid search and several simplex restarts were required to find it. Prior knowl­

edge of the best fit solution will not generally be available. 

• The downhill simplex method does not provide complete rejection probabil­

ity levels, which means error estimation of the optimised parameter is not 

possible i.e. it does not probe the entire parameter space. 

The first two points of the above problems can be very troublesome for less well be­

haved objective functions i.e. when the probability space associated with observed 

data is pathological; for example, the simplex restarts used to find the solution in 

Table 3.4 did not regularly find the same solution. Further tests using a different 

initial simplex and with models of more parameters suggest that the resultant op­

timised solution is acutely dependent on the initial values; thus, the reliability of 

the downhill simplex method can never be guaranteed, since the smoothness of the 

underlying topology is unknown. To illustrate this important point Fig. 3.9 is the 

probability surface for two parameters from a simpler single-bend power-law PSD 

model for a different AGN (Fairall 9; analysis is differed to Chapter 5), even for 

a more simple model the probability surface is suitably irregular to cause serious 

problems for any minimisation routine liable to get trapped by a locally optimised 

solution. The downhill simplex method is an fast optimisation routine, but the test 

results seem to imply that it could provide useful indicative optimisation informa­

tion only, and it is not used to produce final optimisation results. 

I also considered the the simulated annealing algorithm which is based on the down­

hill simplex and takes longer to complete, but it is less prone to determine a local 

locally optimised solutions. Like the downhill simplex algorithm, simulated anneal­

ing can be faster than the grid search, but it does not provide any means to determine 
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Figure 3.9: A typical probability surface obtained in fitting AGN data by a simple 
single-bend power-law PSD model. It is clear that even for simple models the 
resultant topology of the parameter space to be searched is sufficiently complex 
to baffle any optimisation routine that is prone to find locally optimised solutions. 
The parameter space shown here is from a grid search fit of Fairall 9 data (see 
Chapter 5). The parameters V and fXH are the bend-frequency and high-frequency 
slope of a single-bend power-law PSD model, respectively. 
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error bounds on the optimised parameters. Moreover, both simulated annealing and 

downhill simplex methods are designed for problems where the objective function 

is defined in a higher-dimensional space (rv 20 dimensions) i.e. where grid searches 

would be virtually impossible. The only other optimisation method considered was 

the Levenberg-Marquardt algorithm (Levenberg, K., 1944; Marquardt, D. , 1963) for 

minimising a general non-linear function. The Levenberg-Marquardt algorithm can 

provide information corresponding to the errors on the measured parameters, but it 

requires more than one function evaluation at each tested grid point (for derivative 

determination), thereby increasing the runtime for PSRESP since function evalua­

tions are expensive. 

The diagnostic output (e.g. complete rejection probability levels) from a grid search 

were deemed too imp0l1ant to sacrifice for an increase in speed; moreover, Iridis2 

(covered in the next section) provides a means to reduce the runtime of a grid search 

quite significantly. The future of PSRESP and optimisation will be covered in detail 

in Chapter 6. 
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3.4.4 Iridis2 

For many of the AGN found within this work, a simple unbroken or single-bend 

power-law PSD model suffices when fitting their PSD; however, more compli­

cated models (e.g. double-bend power-law PSD model) with more dimensions 

very quickly becomes computationally prohibitive for modest parameter spaces. 

In Chapter 4 when I describe the PSDs of NGC 3783 and Ark 564 with more 

complicated PSD models, I utilise the Iridis2 computer cluster at the University of 

Southampton to break up the required parameter space into several smaller compu­

tations. Iridis2 contains over a 1000 processor-cores, some of which I used to deter­

mine some of the PSDs presented in this work. Determination of AGN PSDs (with 

best fit model parameters) can be a time consuming process if the input parameter 

space is large; however, splitting-up the parameter space in N smaller spaces along 

one dimension and processing these N parameter spaces independently greatly re­

duces the time required (by a factor of the number of points in the parallelised 

dimension) to generate an AGN PSD for complicated models. The results from 

the N PSRESP simulations are combined to form a final result identical to one that 

would be obtained from a full unparallelised fit over the entire parameter space. In 

the case of the more complicated models such as those model used in the analysis 

of Ark 564 (see Chapter 4) the full simulations of a desktop machine would have 

taken approximately 20 days to complete, whereas they only took approximately 20 

hours to complete on Iridis2 by testing the input parameter space in segments. 

3.5 Assumptions and limitations of PSRESP 

The power spectral response method is a well-used and robust technique for PSD 

estimation; however, it is important to recognise the inherent limitations of PSRESP 

as well as the underlying assumptions that underpin our Monte Carlo method. 

An assumption that has not been explicitly mentioned thus far is the assumed lin­

earity of AGN light curve data. The light curve simulation technique of Timmer and 

Konig (1995) produces linear light curves with zero mean. However, according to 

Uttley et al. (2005) the RMS-flux relation (mentioned briefly in Section 2.4) found 

in the X-ray light curves of BHXRBs and AGN imply that the X-ray light curves 

themselves are inherently non-linear. Moreover, the non-linearity has exponential 

form, provided the RMS-flux relation applies to all the observed time-scales. 

Fig. 3.10 represents the exponentiated version (bottom) of the linear light curve 

(top) i.e. each count value is replaced by an exponentiated value. Their forms are 
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Figure 3.10: The two light curves presented here have been generated with the 
same seed, except the bottom figure has been exponentiated. That is, the flux in 
the linear (top) light curve has been exponentiated to produce the bottom non­
linear plot. It is clear that the statistical properties of the exponentiated light curve 
have changed i.e. the mean is no longer zero and there is a greater fluctuation in 
flux. 
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fundamentally and statistically different since exponentiation is a non-linear process 

on the light curve. It would be preferential to use non-linear light curves since 

they display a closer resemblance to real X-ray light curve (Ottley et al., 2005) ; 

however, it is not practical to exponentiate the simulated linear light curves since 

the operation of exponentiation changes the shape of the underlying PSD in a non­

linear way. In particular the high-frequency PSD changes in a way that is impossible 

to determine analytically i.e. the underlying PSD model parameters would change 

in a non-linear and unpredictable way if the linear light curves are exponentiated. 

For the majority of AGN observations the linear light curve simulation has proved 

sufficient, since the light curves often appear to be broadly linear. However, this 

limitation should be noted since it not immediately clear whether this approximation 

extends to blazar-like sources where the observed X -ray light curves are highly non­

linear (see Chapter 5 and 3C 279 for an example). 

PSRESP can produce and fit broadband periodograms from several input light curves 

covering complementary time-scales taken at different epochs. The ability to pro-
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duce a single broadband periodogram spanning several decades in frequency relies 

on the assumption that AGN PSDs are stationary on the time-scales probed by the 

long time-scale monitoring campaigns of RXTE. Verification of this assumption lies 

in observational evidence, in that two AGN (NGC 4051 and MCG-6-30-15) mon­

itored for over 11 years do not exhibit any deviation away from a stationary PSD 

thus far. As we shall see in Chapter 5 NGC 4051 and MCG-6-30-15 are very well fit 

by a single-bend power-law over several decades in frequency to the longest mea­

sured time-scales. This implies the longest time-scale observations are still con­

sistent with some of the shortest, in that they are well fit by the same PSD model 

parameters thereby implying stationarity. These RXTE light curves are 11 years in 

duration, and it is still possible that stationarity is violated on longer time-scales. 

Non-linearity will be considered again in Chapter 6 when I discuss the future of 

PSRESP. 

3.6 Overview 

In this chapter I have described the basic principle by which we determine the under­

lying power spectrum from a periodogram distorted by a window function - namely 

the power spectral response method. I have introduced how the response method is 

implemented within the framework of Monte Carlo simulations to provide a robust 

estimation of the underlying model parameters. The standard method of PSRESP 

and the improvements I have made to the original work of Uttley et al. (2002) 

were also described. The improvements include a modification of the very-high 

frequency (> 105 Hz) PSD determination to be self-consistently evaluated with the 

broadband of the PSD. Moreover, I introduce a new Poisson noise calculation to 

provide a more robust PSD estimate and error determination. Not only can PSRESP 

simulate and determine the very-high frequency PSD, but it now contains a feature 

whereby it can combine several observed periodograms into a single PSD estimate. 

This feature is particularly useful if there exist several XMM-Newton observations 

separated only by orbital gaps. The segments are simulated and binned together to 

provide a more robust PSD estimate. This feature can also deal with correlated or 

uncorrelated light curves. Perhaps the most important improvement to PSRESP is 

the more robust determination of the model acceptance probabilities in the presence 

of sampling biases such as red-noise leak and aliasing. The goodness-of-fit statistic, 

X~seudo' is transformed to a X2 to remove the dependence on the distortions within 

the acceptance probability is a major improvement, even if it does require signif-
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icant additional computation. The improved acceptance probability method was 

tested using existing AGN data, and performed as intended. The computational re­

quirements of PSRESP were considered, and possible optimisation techniques such 

as the downhill simplex method were also briefly tested and reviewed. Optimisation 

of PSRESP is highly non-trivial and is discussed again in Chapter 6 when I consider 

the future of PSRESP. 



The great tragedy of Science - the slaying of a beautiful 

hypothesis by an ugly fact. 

THOMAS H . HUXLEY (1825 - 1895) 

The broadband power spectrum of 

NGC 3783 and Ark 564 

In this chapter, I apply the improved PSRESP technique to determine the broadband 

power spectrum of two AGN: the Seyfert 1 galaxy NGC 3783 and the narrow line 

Seyfert 1 galaxy Ark 564. Previous observations with RXTE have suggested that the 

power spectral density ofNGC 3783 flattens to a near zero slope at low frequencies , 

in a similar manner to that of black hole X-ray binary systems in the lowlhard state. 

The low radio flux emitted by the object NGC 3783, however, is inconsistent with 

a lowlhard state interpretation. The accretion rate of NGC 3783 (rv7 per cent of 

the Eddington rate) is similar to that of other active galactic nuclei with 'soft' -state 

PSDs and higher than that at which the BHXRB Cyg X-I , with which AGN are 

often compared, changes between lowlhard and high/soft states (rv2 per cent of the 

Eddington rate). If NGC 3783 really does have a 'hard' -state PSD, it would be 

quite unusual and would indicate that AGN and BHXRBs are not quite as similar 

as we currently believe. Here I present an improved X-ray PSD of NGC 3783, 

spanning from rv 10- 8 to rv 10- 3 Hz, based on considerably extended (5.5 yr) RXTE 

observations combined with two orbits of continuous observation by XMM-Newton. 

I show that this PSD is, in fact, well fitted by a 'soft' state model which has only 

one break at high frequencies. Although a 'hard' -state model can also fit the data, 
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the improvement in fit by adding a second break at low frequency is not significant. 

Thus NGC 3783 is not unusual. These results leave Ark 564 as the only AGN 

which shows a second break at low frequencies. The well-studied power spectrum 

of Ark 564, unlike the other AGN, is clearly band-limited and I show that it can be 

well descIibed by the sum of two Lorenztian-shaped components. 

4.1 Timing analysis and accretion state determina­

tion of NGC 3783 

The PSDs of AGN can typically be represented by red-noise type power laws (i.e. 

P(v), the power at frequency v, ex v-a where a ,-vI) with a bend or break (to 

a :s; 2) at a characteIistic frequency. The time-scale, corresponding to the charac­

teIistic bend-frequency, scales approximately linearly with black hole mass from 

AGN to BHXRBs (McHardy, 1988; Edelson and Nandra, 1999; Uttley et ai., 2002, 

2005; Markowitz et ai., 2003; McHardy et ai., 2004, 2005), albeit with some scatter. 

However, the scatter is entirely accounted for by vaIiations in accretion rate, allow­

ing scaling between AGN and BHXRBs on time-scales from years to ms (McHardy 

et ai., 2006). 

BHXRBs are observed in a number of distinct X-ray spectral states which also have 

distinct X-ray timing properties. Two common states are the lowlhard (hereafter 

'hard') and high/soft (hereafter 'soft'). In the hard state, the energy-spectrum is 

dominated by a highly vaIiable power-law component and the PSDs are well fit­

ted by multiple broad Lorentzians. For use in AGN, where signal-to-noise is lower 

than in BHXRBs, this PSD shape can be approximated by a double-bend power­

law with slopes a = 0, 1 and 2, from low to high frequency, where the high- and 

low-frequency bends correspond to the strongest peaks in the Lorentzian parameter­

isation. The breaks are typically separated by only one to two decades in frequency. 

In the soft state, the energy spectrum is dominated by an approximately constant 

thermal disk component which extends into the X-ray band in BHXRBs but which 

in AGN is shifted down to the opticallUV band. Therefore, a meaningful compar­

ison between the PSDs of soft state BHXRB and AGN can only be made in cases 

where the BHXRB power-law emission is strong enough to show significant vaIi­

ability. Such BHXRBs are rare and the best example is Cyg X-I which shows a 

'l/f' PSD over many decades of frequencies (Reig et a!., 2002). The soft state is 

distinguished from the hard state by having only one, high frequency, break in this 

power-law, from slope 1 to 2. 
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It has been suggested that this pure simple broken or cut-off power-law PSD shape 

is unique to the soft state of Cyg X-I, which is a persistent source. However in 

transient BHXRBs with similar X-ray spectra, the power-law PSD component may 

be seen in combination with broad Lorentzian features (Done and Gierlinski, 2005). 

Axelsson et al. (2006) also note that a mixed power-law plus Lorentzian PSD is also 

present in Cyg X-I in lower luminosity, harder spectral states, but as the luminosity 

rises the Lorentzian features weaken and the power-law PSD component strength­

ens until, in the softest state, it completely dominates. Since the softest spectral 

states of transient BHXRBs are dominated by constant disk emission we cannot 

determine whether they show a similar PSD shape to Cyg X-I. 

However, a direct comparison of transient BHXRBs and Cyg X-I is complex, since 

the transients show much larger luminosity changes, and complex hysteresis effects 

in spectral hardness versus luminosity (e.g. Homan et al. 2001, Belloni et al. 2005) 

which are not seen in Cyg X-I. Therefore it is not clear that one can compare 

tinting properties between Cyg X-I and transient BHXRBs simply as a function of 

observed X -ray spectrum. 

None the less, it is still interesting that the X-ray spectrum of Cyg X-I never be­

comes totally disk-dominated, and always contains a relatively strong variable com­

ponent whose PSD resembles that of X-ray bright AGN. If variability originates, at 

least partly, in the disk, so power spectral shape is related to the disk structure, that 

structure might be severely disrupted during outbursts, thereby suggesting a possi­

ble difference between the persistent Cyg X-I and the transient BHXRB sources. 

The similarities between the PSDs of Cyg X-I and AGN may also be related to the 

possible similarities in accretion flows between AGN and Cyg X-I noted by Done 

and Gierlinski (2005). 

To date, NGC 3783 and the Narrow Line Seyfert 1 Galaxy (NLSI) Ark 564 are the 

only AGN with suggested second, low-frequency breaks in their PSDs (i.e. similar 

to low/hard BHXRBs) and are both commonly referred to as being unusual (e.g. 

Done and Gierlinski 2005). The power spectral evidence for a second break in the 

case of Ark 564 is very strong (Pounds et al. 2001; Papadakis et al. 2002; Markowitz 

et al. 2003; McHardy et al. 2007. Of all the AGN with good timing data, Ark 564 

shows the highest accretion-rate (possibly super-Eddington) so it would not be sur­

prising if it were in an unusual state, e.g. the 'very high' state where the PSD, in 

BHXRBs, also displays two distinct breaks. The accretion rate ofNGC 3783, on the 

other hand, is similar to those of AGN with proven soft-state PSDs (e.g. NGC 3227, 

NGC 4051 McHardy et al. 2004, MCG-6-30-15 McHardy et al. 2005), and in par­

ticular it is radio quiet (e.g. Reynolds 1997). In the hard state, BHXRBs are strong 
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radio sources whereas in the soft state the radio emission is quenched (Corbel et ai., 

2000; Fender, 2001; Kording et aI., 2006b). I also note that NGC 3783 has a more 

moderate accretion rate (rv7 per cent) than Ark 564, and more similar to the other 

AGN mentioned above. Cyg X-I changes from the hard to the soft state at around 

2 per cent of the Eddington accretion rate (i.e. mE =0.02) (Pottschmidt et aI. 2003; 

Wilms et al. 2006; Axelsson et al. 2006). These two facts do not lie easily with a 

hard state identification of NGC 3783. Thus it would be surprising, and might in­

dicate that our current ideas regarding the scaling between AGN and BHXRBs are 

not entirely correct, if NGC 3783 were proven to have a hard state PSD. It is there­

fore important to determine whether NGC 3783 does have a second, low frequency, 

break in its PSD or not. 

Timing analysis of NGC 3783 data, until 11 April 2002, is reported by Markowitz 

et al. (2003), who found evidence for a break in the 2-10 keY PSD ofNGC 3783 at 

4 x 10-6 Hz and found provisional evidence for a second lower-frequency break at 

rv 2x 10-7 Hz. Specifically, Markowitz et al. (2003) rejected the possibility that the 

PSD is described by a single-break power-law with low-frequency slope 1, similar 

to other AGN, at the 98 per cent confidence level. In this section Ire-investigate 

the evidence for the second break in the PSD of NGC 3783, using new long-term 

monitoring data that covers the frequency range where the break appears to be. By 

including additional RXTE archival data spanning several years, along with short 

time-scale observations by XMM-Newton, I will demonstrate that the improved PSD 

is perfectly compatible with a single-bend power-law, consistent with the behaviour 

of the other moderately-accreting Seyferts. 

4.1.1 Observations and data reduction 

From 1999 to 2006, NGC 3783 has been the target of various monitoring campaigns 

with RXTE. These campaigns have consisted of short, rv 1 ks duration, observations 

with the proportional counter array (PCA, Zhang et al. 1993). The overall X-ray 

light curve of NGC 3783 can be separated out into three regions of different sam­

pling patterns that can be used to constmct a broadband power spectmm. NGC 3783 

was observed every rv4 days from 02 January 1999 until 11 April 2002 for rv 1200 

days. There was a rv20-day period from 20 February 2001 to 12 March 2001 where 

NGC 3783 was observed every rv3.2 hours. I obtained this data from the public 

RXTE archive and combined it with data obtained from our own monitoring cam­

paign that began on 28 February 2004 until 13 September 2006 with a sampling 

interval of 2 days. As the gap in the entire RXTE light curves is a significant frac-
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Figure 4.1: RXTE long-term (top) and intensive (bottom) sampling light curve of 
NGC 3783 in the 2- 10 keY band. The bottom light curve is measured in days 
since the start of the intensive sampling (20 February 2001) period. 
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tion of the overall duration, I will include data from each monitoring campaign as 

separate light curves in the fits. 

A summary of the X -ray light curves used in our timing analysis of NGC 3783 are 

presented in Table 4.1. 

The RXTE data described above was reduced using FTOOLS v6.0.2. The light curves 

were made using PCA STANDARD-2 data in the 2- 10 keY energy range. I use 

data from the top layers of PCUs 0 and 2 up to 12 May 2000 and only top layer 

PCU 2 data from observations after this date. I only use the top layer of the PCUs 

to maximise the signal-to-noise ratio, since the background count rate increases 

substantially if subsequent layers are included. Data were not collected from PCUs 

1, 3 and 4 since they often suffer repeated breakdown during on-source time. Data 

were selected according to the standard 'good-time' criteria, i.e. data were rejected 

if they were gathered within 10° from the Earth's limb, within 30 minutes of the 

South Atlantic Anomaly (SAA), if the pointing offset was greater than 0.02°, or if 

the electron contamination was greater than 0.1. 

The PCA has no capability to take simultaneous background measurements during 

on-source time, background data were estimated by using the L 7 model for faint 



Light curve 
RXTE Long-term 1 
RXTE Long-term 2 
RXTE Intense monitoring 
XMM-Newton observations (2 orbits) 

Sampling interval 
rv4.36 days 
"-'2.1 days 
",3.2 hours 

200-s 

Observation length 
1194.6 days 
928.3 days 
19.9 days 
3.2 days 

Date Range [MJD] 
51180.5-52375.1 
53063.4-53991.6 
51960.1-51980.1 
52260.8-52264.0 

Table 4.1: Summary of the RXTE and XMM-Newton light curves used in the analysis of NGC 3783, including their sampling frequency and 
date range in modified Julian day. 
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sources using PCABACKEST v3.0 to simulate the effect of a diffuse X-ray back­

ground, particle induced background, SAA transitions and induced radioactivity. 

The response matrices for each PCA observation were calculated using PCARSP 

vlO.1. The final 2 - 10 keY ft.uxes were calculated using XSPEC v12.2.1 by fitting 

a power-law with galactic absorption to the PHA data. 

NGC 3783 was observed by XMM-Newton during revolutions 371 and 372, be­

tween 2001 December 17 and 2001 December 21. Temporal analysis of these data 

were first presented by Markowitz (2005) who discusses the coherence, frequency­

dependent phase lags, and variation of high frequency PSD slope with energy. Here 

I use these data to constrain the high frequency part of the overall long and short 

timescale PSD. I used data from the European Photon Imaging Cameras (EPIC) 

PN and MOS2 instruments, which were operated in imaging mode. MOS 1 was 

operated in Fast Uncompressed Mode and I do not use those data here. The PN 

camera was operated in Small Window mode, using the medium filter. Source pho­

tons were extracted from a circular region of 40 arcsec radius and the background 

was selected from a source-free region of equal area on the same chip. I selected 

single and double events, with quality ft.ag=O. The MOS2 camera was operated in 

the Full Window mode, using the medium filter. I extracted source and background 

photons using the same procedure as for the PN data and selected single, double, 

triple and quadruple events. These data showed no serious pile-up when tested with 

the XMM -SAS task epatplot. 

I constructed light curves, for each detector and orbit, in the 0.2-2, 2-10 and 4--10 

keY energy bands. I filled in the rv 5 ks gap in the middle of orbit 371 light curves, 

and some other much smaller gaps, by interpolation and added Poisson noise. The 

resulting PN and MOS2 continuous light curves were then combined to produce 

the final light curves for each orbit. The combined, background subtracted, average 

count rates in the 0.2-10 keY band were 11.8 cis for orbit 371 and 15.8 cis for 

orbit 372, and the 0.2-2 ke V combined light curve is shown in Fig. 4.2. Poisson 

noise dominates the PSD on timescales shorter than 1000s, so the light curves were 

binned into 200s bins. 

4.1.2 Combining RXTE and XMM-Newton data 

To determine the PSD over the largest possible frequency range I combine the RXTE 

and XMM-Newton data. In BHXRBs the break-frequency and slope of the PSD 

below the break appear to be independent of the chosen energy band (Cui et at., 

1997; Churazov et at., 2001; Nowak et al., 1999; Revnivtsev et ai., 2000; McHardy 
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Time (days) 

Figure 4.2: XMM-Newton X-ray light curve ofNGC 3783 in the 0.2-10 keY band. 
The light curve is measured in days since 17 December 2001 and the gap is due to 
orbital constraints i.e. the plot above represents two orbits of XMM-Newton data. 
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et al., 2004). On the other hand, the PSD normalisation and the slope above the 

break are often energy-dependent (Markowitz, 2005). Therefore, when combining 

data from different instruments, it is preferable to use similar energy ranges. The 

RXTE data are in the 2-10 keY band and, for NGC 3783, that band has a median 

photon energy of 5.7 keY. The XMM-Newton band with the same median photon 

energy is 4.1- 10 keY. However the count rate in that XMM-Newton band is low 

(2 cis) so I only detect significant source power above the Poisson noise level at 

frequencies below 10- 4 Hz. To probe higher frequencies I can use the 0.2- 2 ke V 

XMM-Newton data (8.8 cis) but I must re-scale its PSD normalisation to that of 

the 4-10 keY PSD. I determined the scaling correction by producing PSDs in both 

energy bands and fitting the same bending power-law model to the noise-subtracted 

data. On the assumption that the PSD shape below the high frequency break is 

energy-independent, the combined RXTE 2-10 ke V and XMM-Newton 0.2-2 ke V 

PSD will then have the shape of the 0.2- 2 ke V PSD. 

4.1.3 PSRESP and the power spectrum of NGC 3783 

Prior to constructing and fitting the power spectrum of NGC 3783 with PSRESP, the 

component sampling pattern must be extracted from the RXTE and XMM-Newton 

data to produce separate light curves corresponding to the time-scale they were 

designed to measure. To produce a PSD that is sufficient to cover a broad range of 

frequencies, PSRESP will, in general, require three separate input light curves: 

1. A long time-scale light curve. Usually constructed from an extended RXTE 

monitoring campaign to measure the low-frequency section of the PSD. The 
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long time-scale RXTE data is binned so that the resultant PSD estimates cover 

rv 1O-9Hz to rv 1O-6Hz in frequency. 

2. A medium time-scale light curve. The medium time-scale light curves are 

usually extracted from the intensive sampling pattern found in most AGN 

monitoring campaigns (e.g. the 20 day observation of NGC 3783). The in­

tensive sampling data measures the medium frequencies in the broadband 

PSD (rv 1O-6Hz to rv 1O-5Hz). 

3. A short time-scale light curve. XMM-Newton light curves make ideal short 

time-scale light curves, since they are continuous (negligible aliasing) and 

cover rv 1 0-5Hz up to the frequencies dominated by Poisson noise. Moreover, 

XMM-Newton light curves cover a similar energy range to RXTE. 

The above list of light curve inputs are the ideal and typical of many AGN obser­

vations, but it is not uncommon for AGN monitoring campaigns to be split-up into 

more component light curves - depending upon the sampling pattern. NGC 3783, 

for example, requires four input light curves: two long time-scale light curves from 

either side of the gap, the intensive sampling light curve and the XMM-Newton 

data 1. Some of the other AGN observations encountered in Chapter 5 will require 

more sophisticated partitioning. 

The PSD estimates for NGC 3783 are binned with width of 1.3v, where v is 

the starting frequency, by taking the average of the log of power (Papadakis and 

Lawrence, 1993a). I require a minimum of 4 PSD estimates per bin. For each 

set of chosen undedying-PSD model parameters, I simulate red-noise light curves, 

as described by Timmer and Konig (1995). The RXTE light curves are simulated 

with time resolutions of 10.5 h, 5.0 hand 18 m for the first and second long time­

scale and the medium time-scale light curves respectively. The simulated resolution, 

which is 10 times shorter than the typical sampling intervals of the real observations, 

given in column 2 of Table 4.1, is to take into account the effect of aliasing. These 

simulated light curves were resampled and binned to match the real NGC 3783 ob­

servations. XMM-Newton light curves were simulated with 200-s resolution, as at 

shorter time-scales the underlying varability power is negligible compared to the 

Poisson noise, so aliasing does not playa role. The Poisson noise level was not sub­

tracted from the observed PSD but was added to the simulated PSDs. The simulated 

IThe XMM-Newton data is technically two light curves separated by an orbital gap; however, 
since the X-ray flux is correlated in both light curves they are treated as a single input with their 
resultant periodograms binned together. 
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model average PSD is evaluated from this ensemble of PSD realisations, and the er­

rors are assigned from the RMS spread of the realisations within a frequency bin. 

Each input light curve is normalised by its square mean flux, so that the resultant 

power spectrum is in fractional RMS squared units (see Chapter 2). The broad­

band periodogram of NGC 3783 is shown in Fig. 4.3. The different segments (and 

colours) represent the different input light curves: the blue, black and green lines 

represent the periodogram of the RXTE long time-scale observations and intensive 

monitoring, respectively. The red line is the periodogram of the two orbits of XMM­

Newton data binned together. The bottom figure of Fig. 4.3 is the same periodogram 

plotted in v x Pv space. Throughout the rest of this work all power spectra will be 

plotted in v x Pv space units, since it is easier to visually identify power spectral 

features even though the two plots in Fig. 4.3 convey identical information. 

Visual inspection of Fig. 4.3 suggests that the periodogram of NGC 3783 does in­

deed flatten at low frequencies, which is characteristic of many AGN periodograms. 

However, the periodogram in Fig. 4.3 is raw and untreated, so the sampling distor­

tions must be accounted for before final conclusions regarding the power spectrum 

of NGC 3783 are made. In the next section I will use PSRESP to fit a variety of 

models to NGC 3783. 

4.1.4 Fitting models to the power spectrum of NGC 3783 

Here I present the Monte Carlo analysis for several PSD model fits in an attempt 

to quantify the underlying model shape that best describes the PSD of NGC 3783, 

and associate an acceptance probability with each model. I initially test a simple 

unbroken power-law PSD model. I next fit a power-law with a single-bend in the 

PSD, and then a model incorporating a double-bend in the power-law. I also fit a 

single-bend power-law with a Lorentzian component to the observed periodogram 

ofNGC 3783. 

Unbroken power-law PSD model 

The unbroken power-law PSD model is the simplest model I will use to fit the 

underlying power spectrum. Any flattening of the measured PSD at low frequencies 

would be instantly recognisable as a deviation away from a pure power-law slope. 

Before more complicated models are tested I must attempt to rule out the unbroken 

power-law model. 

I fitted a simple power-law model to the data of the form 
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Figure 4.3: The top figure is the periodogram ofNGC 3783, where the black, blue 
and green data represents the RXTE long time-scale observations and intensive 
observation, respectively. The red line is the periodogram of the two orbits of 
XMM-Newton data binned together. The bottom figure is the same periodogram 
plotted in v x Pv space i.e. power density. Note that the rise in power at the highest 
frequencies is due to the photon Poisson noise. 
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P(v) = A (:) - a, (4.1) 

where A is the nonnlisation at a frequency Vo and a is the power-law slope. The 

model was tested against the broadband periodogram of NGC 3783 by cycling 

through a range of possible power-law slopes, a, from 1.5 to 2.5 in increments 

of 0.05. Values of a were chosen to cover a range of possible power-law slopes that 

could be fitted to the data. Nine hundred simulated PSDs were used to determine 

the dist011ed model average PSD. Nine thousand randomly selected PSD segments 

were chosen to detenmne the X2 distribution of the realisations of the model. The 

best-fiting power-law slope, a, and corresponding probability is given in Table 4.2. 
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Figure 4.4: The top figure is the best-fitting unbroken power-law PSD of the com­
bined RXTE and XMM-Newton. NGC 3783 data plotted in RMS2/Hz. The Poisson 
noise level at high frequencies is clearly visible as a flattening to zero slope above 
'" 1O-3Hz. The solid black, blue, green, red lines represent the observed PSD data 
as first exhibited in Fig. 4.3. The distorted model average PSD is described by 
the symboled points with associated elTOr bars. The open squares (cyan) and open 
circles (magenta) denote the distorted model average for the RXTE long time-scale 
data. The open triangles (orange) and filled circles (purple) represent the RXTE 
medium and XMM-Newton. short time-scale data respectively. The dashed line is 
the underlying unbroken power-law model described in the text. 
The bottom figure is the best-fitting unfolded unbroken power-law PSD for 
NGC 3783 in v x Py space. In an unfolded PSD, the simulated power spectrum 
data points are associated with the observed data points with the distortion effects 
removed. 
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Figure 4.5: The best fit single-bend power-law PSD of NGC 3783 plotted in v x Pv 
space. The observed PSD points are as described in Fig. 4.4. 
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The unbroken power-law fit to NGC 3783 is shown in Fig. 4.4. The unfolded v x Py 

space plots are an insightful way to inspect the best-fitting model in terms of the 

relative positions between the model that has been distorted by sampling effects and 

the observed data. The errors in an unfolded PSD can appear to be large. This is to 

be expected since the Poisson noise level is removed and the unfolded PSD merely 

reflects the source signal strength, which can be weak compared to the power in the 

Poisson noise level at high frequencies. It is clear from Fig. 4.4 that an unbroken 

power-law is not a good description of the observed data, since the observed power 

spectrum deviates at rv 10- 6Hz to a more shallow slope. 

Single-bend power-law PSD model 

Here I fit a single-bend power-law to the data. The power spectrum of the BHXRB 

Cygnus X-I in the high/soft spectral state is best described by a power-law model 

that bends at a characteristic frequency from (X rv2 to (X rv 1. The single-bend 

power-law PSD model has previously provided a good fit to the PSDs of the AGN 

NGC 4051 and MCG-6-30-15 (McHardy et aI., 2004, 2005): 

A v- aL 
P(v) -

- 1 + (v / vB)aH-aL 
(4.2) 

where (XL and (XH are the power-law slopes below and above the bend-frequency, 

v . The single-bend power-law PSD model could have no physical significance and 

merely appears to be a good empirical representation of the observed data. Three 



Model Normalisation (XH (XI (XL VH VL Acceptance 
(Hz-I) (Hz) (Hz) 

Unbroken 3.7 x 101 2.1~: NA NA NA NA < 0.01 
Single-bend 1.5 x 10-4 26+1.0 . -0.6 NA 08+0.5 

. -0.8 6.2~~?66 X 10-6 NA 0.44 
Double-bend 1.0 x 102 3.2~i.2 1.3~: 0.0 2.6~: x 10-5 1.7~: x 10-7 0.63 

Table 4.2: Best-fitting model parameters for the unbroken, single and double-bend power-law PSD model to the combined RXTE and XMM­
Newton PSD ofNGC 3783. The errors are calculated from the 90 per cent rejection probability levels. The bend-frequency for the single-bend 
model, VB, is denoted here as VH. An asterisk indicates that the limit is unconstrained. 
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hundred simulated PSDs were used to determine the distorted model average PSD. 

Three thousand randomly selected PSD segments were chosen to determine the 

X2 distribution of the realisations of the model. The best fit unfolded single-bend 

power-law PSD for NGC 3783 is presented in Fig. 4.5 and the best-fitting model 

parameters are reported in Table 4.2. The best fit bend-frequency is VB = 6.2~~?66 X 

10-6 Hz, the high-frequency slope is (XH = 2.6~~.6' and the low-frequency slope is 

(XL = 0.8~~.5. The errors are 90 per cent rejection probability levels and represent 

the point at which the likelihood of acceptance drops to less than 10 per cent, an 

asterisk indicates that the limit is unconstrained. The rejection probability levels 

for the main interesting parameters are plotted in Fig. 4.6. A good likelihood of 

acceptance is obtained (P=44 per cent) for the single-bend power-law PSD model. 

The single-bend power model represents a significant improvement; thus, we rule 

out an unbroken power-law model. The best-fitting single-bend frequency obtained 

here is consistent with the value found by Markowitz et ai. (2003). Note that the 

result of Markowitz et al. (2003) is based upon RXTE long-term data up to 11 April 

2002 (5231l.3 MJD). 

Double-bend power-law PSD model 

The single-bend power-law power spectrum model would allow best comparison 

to the high/soft state of Cygnus X-I; however, to provide the best comparison to 

the lowlhard state of Cygnus X-I we consider a more complex double-bend power­

law PSD model to see if the goodness-of-fit improves significantly. Although it 

is customary to describe the lowlhard state of BHXRBs using multiple-Lorentzian 

components (e.g. Pottschmidt et al. 2003), AGN data is sufficiently poor in quality 

that a double-bend model will suffice as an approximation to the lowlhard state 

(Belloni and Hasinger, 1990). The double-bend power-law model is given by 

(4.3) 

where (X] is the intermediate-frequency slope and VL and VH are the low and high 

bend-frequencies respectively. I fixed the low-frequency slope to zero, to avoid 

making the simulations computationally prohibitive, and because a low-frequency 

slope of zero would allow the best qualitative comparison to the low state of Cygnus 

X-I (Nowak et al., 1999). 

Testing a large multidimensional parameter space in PSRESP is an extremely in-
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Figure 4.6: Rejection probability levels for NGC 3783 showing the errors on the 
best-fitting single-bend power-law model. The top contour represents the rejection 
probability levels for the high-frequency slope and bend-frequency taken from the 
projection of the three-dimensional probability space. The bottom plots represents 
a similar plot of low-frequency slope and bend-frequency. From the inside-out the 
coloured lines represent the 68, 90, and 99 per cent rejection probability levels. 
A color-bar represents the acceptance probability, with darker colours denoting a 
high acceptance probability and the best fit parameters. 
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Figure 4.7: The best fit double-bend power-law PSD of NGC 3783 plotted in 
Y x Pv space. The observed PSD points are as described in Fig. 4.4. 
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tensive problem computationally (see Section 3.4). Three hundred simulated PSDs 

were used to determine the distorted model average PSD. Three thousand randomly 

selected PSD segments were chosen to determine the X2 distribution of the realisa­

tions of the model. 

Fig. 4.7 presents the best-fitting double-bend power-law model, with the best-fitting 

parameters given in Table 4.2. The rejection probability levels for the main in­

teresting parameters are plotted in Fig. 4.8. A good likelihood of acceptance is 

obtained (P=64 per cent) for the double-bend power-law model. The best-fitting 

high bend-frequency is VH = 2 .6~: x 10-5 Hz, the high-frequency slope is aH = 

3.2~i.2' the intermediate-frequency slope is aj = 1.3 ~: , the low-frequency bend 

is YL = 1.7~: x 10-7 Hz. As before, I use 90 per cent rejection probability lev­

els. The added parameters allow extra freedom to find better fit probabilities for any 

given set of double-bend parameters. For this reason, the contour levels cover larger 

ranges in the parameter space and therefore, most of the 90 per cent contours in our 

double-bend fit remain unbounded over the fitted parameter space. The best fit low­

frequency bend obtained here is consistent with the value found by Markowitz et al. 

(2003). 

The best-fitting low-frequency bend is found close to the lowest frequencies probed 

by the data and, as seen in Fig. 4.8, it is essentially unbounded down to the lowest 

measurable frequency at the 68 per cent rejection probability level i.e. there is a 

great deal of freedom associated with the double-bend power-law PSD model fit to 

NGC 3783. These facts suggest that the second, low-frequency, bend might not be 
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Figure 4.8: Rejection probability levels for the high- and low-frequency bend 
as determined by the double-bend power-law PSD model. From the inside-out 
the coloured lines represent the 68 and 90 per cent rejection probability levels. 
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required by the data and that the improvement in the fit might be only due to the 

increased complexity of the model fitted. 

The likelihood of acceptance is better in the double-bend power-law model than in 

the single-bend power-law model, 64 versus 44 per cent respectively, but this is to be 

expected due to additional free parameters available to the fitting algorithm. Given 

that a better fit is forecast, the increase in acceptance probability must be tested to 

detennine whether or not the improvement is significant. In order to determine the 

significance of this improvement I must establish how the acceptance probability is 

expected to improve when a more complicated double-bend power-law model is fit­

ted to a single-bend power-law data. Using the best-fitting single-bend PSD param­

eters, I generated 300 realisations of the RXTE and XMM-Newton lightcurves. Each 

broadband realisation was then fitted with the best-fitting double-bend parameters, 

exactly as was done with the real data, and the distribution of their fit probabilities 

was constructed. The distlibution of acceptance probabilities represents the im­

provement expected when fitting a realisation of the best fit single-bend power-law 

model parameters with the best-fitting double-bend power-law model parameters, 
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both sets of parameters can be found in Table 4.2. I found that 121 out of the 300 

single-bend simulations have a higher fit probability than the real data, when fit­

ted with the double-bend model. Therefore, I conclude that the improvement in fit 

probability is no more than may be expected from fitting a model which is more 

complicated than required by the data: the double-bend model does not represent a 

significant improvement. 

Single-bend power-law PSD model with a Lorentzian component 

I finally consider whether the observed PSD might be best-described by adding a 

Lorentzian component, such as are commonly used to describe broadband noise 

components in BHXRBs (e.g. Nowak, 2000), to the single-bend power-law. I am 

motivated to consider this possibility because the PSD of the intense-sampling 

RXTE light curve is not very well described by either the single or double-bend 

power law model. Visual inspection of this light curve, shown in Fig. 4.1, sug­

gests that the variability is strongly concentrated on time-scales of around a day, or 

equivalently, frequencies around 10-5 Hz, which is confirmed by the peak seen in 

the corresponding section of the PSD, and the drop in the same PSD at lower fre­

quencies (rv 1O-6Hz). The long-term monitoring PSDs, however, do not show a dip 

at 10-6Hz, creating a large discrepancy in the PSD measurements at this frequency. 

A strongly peaked component in the underlying PSD, at rv 10-5 Hz, could produce 

the observed features. Such a component would appear as a peak in a PSD that cov­

ered frequencies above and below its peak-frequency, but would be insufficiently 

sampled by the long-term monitoring campaigns; thus, its power would be aliased 

into the highest frequencies of the longer time-scale data, making them rise above 

the underlying model level and causing the apparent disparity. 

The Lorentzian profile is described by 

AQvc 
ltor(v) = vJ +4Q2(vc - v)2· 

Centroid frequency Vc is related to the peak-frequency vp by vp = vcV1 + 1/4Q2 

and the quality factor Q is equal to Vc divided by the full width at half maximum 

of the Lorentzian. The variable A parameterizes the relative contribution of the 

power-law and Lorentzian components to the total RMS. 

The single-bend power-law with Lorentzian component model was fitted in a sim­

ilar fashion to the double-bend power-law model due to computational constraints. 

Moreover, the additional parameters of the single-bend power-law with Lorentzian 
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Figure 4.9: The best-fitting single-bend power-law with a Lorentzian component. 
The fit was done using the entire data set but here I only show the Lorentzian 
region. The observed PSD points are as described in Fig. 4.4. The Lorentzian 
feature in the model can reproduce qualitatively the spurious power at the high­
frequency end of the long-term monitoring data and the tum down effect observed 
in the intensive-sampling data. 
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component model provide a great deal of freedom within the measured parameter 

space. As a result the rejection probability levels and corresponding parameter er­

ror bounds are not very well constrained. Three hundred simulated PSDs were used 

to determine the distorted model average PSD. Three thousand randomly selected 

PSD segments were chosen to determine the X2 distribution of the realisations of 

the model. 

Fitting a Lorentzian component in addition to a single-bend power-law provides a 

good fit (p=52 per cent). The best-fitting Lorentzian contributes 20 per cent of the 

variance in the frequency range probed and its best-fitting parameters are quoted in 

Table 4.3. Fig. 4.9 shows the observed PSD compared with the best-fitting single­

bend power-law model plus a Lorentzian component. The Lorentzian feature in the 

model can reproduce qualitatively the spurious power at the high frequency end of 

the long-term monitoring data and the tUlll down effect observed in the intensive­

sampling data. 

The additional Lorentzian component could, physically, represent a quasi-periodic 

oscillation (QPO) in the observed PSD. As mentioned in Chapter 1 no robust AGN 

QPOs have been detected due to the quality of AGN monitoring data (Vaughan and 

Uttley, 2005); although, their presence might be expected given their prevalence in 

BHXRB data. To detemrine the significance of the Lorentzian component fit I re­

peated the procedure used in determining the significance of the double-bend model. 



Vp 

(Hz) 

4.8~~.8XTo-O 

~ 
(Hz) Q A 

1.1~gIx-io=3 5.1~;.6 0.9~~.7 

aL aH Acceptance 

1.0~: 2.6~: 0.52 

Table 4.3: Best fit single-bend power-law with Lorentzian component model parameters to the combined RXTE and XMM-Newton PSD of 
NGC 3783, where vp is the Lorentzian peak frequency, Q is its quality factor, VB is the power-law bend frequency and aL and aH are the 
power-law slopes below and above the bend, respectively. The errors are calculated from the 68 per cent confidence intervals, and an asterisk 
indicates that the limit is unconstrained. 
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I found that 222 of the 300 single-bend simulated PSDs have a higher fit probability 

than the data, when fitted with the single-bend power-law plus Lorentzian modeL 

This result indicates that the increase in fit probability could be due to the added 

complexity of the model, and that the improvement in the fit over a simple bending 

power-law is not significant. 

4.1.5 Discussion and Conclusions 

I have combined our own new RXTE monitoring data with archival RXTE and XMM­

Newton observations to construct a high-quality PSD of NGC 3783 spanning five 

decades in frequency. 

I find that a 'soft' state model, with a single bend at 6.2 x 10-6 Hz, similar to that 

found earlier by Markowitz et al. (2003), a power-law of slope approximately 0.8 

extending over almost three decades in frequency below the bend, and slope above 

the bend of approximately 2.6 is a good fit to the data. I also find that a 'hard' state 

model, with a double bend, fits the data, as does a model with a single bend plus 

an additional Lorentzian component. However the improvement in fit is marginal 

and, given the additional free parameters, is not significant. Thus I conclude that a 

simple 'soft' state model provides the most likely explanation of the data. 

Assuming a mass of 3 x 107 M0 for NGC 3783 (Peterson et at., 2004), and an accre­

tion rate of 7 per cent of the Eddington limit (Uttley and McHardy 2005, based on 

Woo and Urry 2002), then NGC 3783 is still in good agreement with the scaling of 

PSD break timescale as rv MimE between AGN and BHXRBs found by McHardy 

et al. (2006). 

Our new fits, show that the PSD of NGC 3783 is perfectly consistent with a single­

bend power-law with low-frequency slope of 1, in contrast with the earlier result of 

Markowitz et al. (2003), who found that a similar model was rejected tentatively 

at rv 98 per cent confidence. The difference can be understood in terms of the 

improved long-term data. Our new RXTE monitoring observations occur every 2 

days, compared to 4 days previously, thereby increasing the long-term RXTE data 

set by a factor 2.6 and, in particular, providing overlap at high frequencies with 

the RXTE intensive monitoring data. The drop in long-timescale variability power, 

evident in the older 10ng-telID monitoring data is not reproduced by the new long­

term monitoring data, showing that this drop could be just a statistical fluctuation. 

In addition, the very high frequencies are better constrained by the 2 orbits of XMM­

Newton data than by the earlier Chandra data used by Markowitz et al. (2003). 

The classification of the PSD as being 'soft' state means that NGC 3783 is no longer 
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considered unusual amongst AGN. The fact that this AGN is radio-quiet strongly 

supports the analogy with BHXRBs in the soft state. Also the accretion rate of 

NGC 3783 ( mE =0.07) (Uttley and McHardy 2005, based on Woo and Urry 2002) 

is similar to that of other AGN with soft-state PSDs (e.g. NGC 3227 Uttley and 

McHardy 2005, NGC 4051 McHardy et al. 2004, MCG-6-30-15 McHardy et a!. 

2005). This accretion rate is above the rate at which the persistent BHXRB Cyg X-I 

transits between hard and soft states in either direction and at which other BHXRBs 

transit from the soft to hard state (mE =0.02) (Maccarone et a!., 2003; Maccarone, 

2003). I note that other transient BHXRBs in outburst, where the variable power­

law emission in the soft state PSD is weak, can remain in the hard state to much 

higher accretion rates ("-' 2-50 per cent, Homan and Belloni 2005) but it is not 

clear whether we should expect similar PSD shapes to AGN for such outbursting 

sources. Thus NGC 3783 remains compatible with other moderately accreting AGN 

in being analogous to Cyg X-I in the soft state. It is, of course, possible that the 

transition rate might not be independent of mass. Observations do not yet greatly 

constrain the transition rate as a function of mass but the absence of large deviations 

from the so-called 'fundamental' plane of radio luminosity, X -ray luminosity and 

black hole mass (Medoni et a!., 2003; Falcke et a!., 2004) argues against a large 

spread in the transition accretion-rates (e.g. see Kording et al. 2006a). In the case 

of Seyfert galaxy NGC 3227, the accretion rate is "-' 1-2 per cent and a 'soft' state 

PSD is measured (Uttley and McHardy, 2005), which suggests that the transition 

accretion-rate in AGN should be at or below that value. 

Our observations, which show that NGC 3783 does not have a highly unusual PSD, 

therefore confirm the growing similarities between AGN and Galactic black hole 

X-ray binary systems and leave Arakelian 564, which is probably a very high state 

object, as the only AGN showing clear double breaks (or multiple Lorentzians) in 

its PSD (e.g. Arevalo et a!. 2006; McHardy et al. 2007). 

4.2 The Narrow Line Seyfert 1 Ark 564: power spec­

tral analysis 

So far, the majority of well measured AGN with a moderately high accretion rate, 

exhibit a power spectrum similar to the soft state (or radio-quiet state) PSD of 

Cyg X-I. RXTE biases against low-mass low-accretion rate AGN, since they are 

often X-ray faint in RXTE and as such the AGN equivalent of a BHXRB lowlhard 

state is largely unknown. Until recently, NGC 3783 was suggested to be a lowlhard 
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state AGN since it was thought to exhibit two breaks in its PSD (Markowitz et aI., 

2003), although its accretion rate is similar to that of other well observed soft state 

AGN PSDs. However, recent work using improved data (Section 4.1) has shown 

NGC 3783 to be entirely consistent with a soft state AGN PSD. Given that almost 

all AGN, with measured PSDs, seem to conform to a soft state interpretation it is 

very important to identify cases of non-soft state AGN. Such a result would suggest 

that the relationship between AGN and BHXRBs extends beyond the soft state. 

The only case where there exists evidence of a non-soft state power spectrum is 

Ark 564. From observations with RXTE Pounds et al. (2001) present evidence 

for a low-frequency break, while Papadakis et al. (2002) present evidence for a 

second higher frequency break in the PSD usingASCA data. Papadakis et al. (2002) 

interpreted the combined ASCA and RXTE PSD as a 'hard' state power spectrum, 

but did note that the high-frequency break does not scale linearly with mass to 

the hard state of Cyg X-I. A hard state would also be surprising given the super­

Eddington accretion rate of Ark 564 (Romano et al., 2004) and it is much more 

likely that Ark 564 is in a very high state. 

4.2.1 Observations and data reduction 

RXTE 

Ark 564 was observed by RXTE from 1 January 1999 to 4 March 2001. The long 

time-scale light curve observations were carried out approximately every 4 days, 

and the medium time-scale light curves (31 May 2000 to 1 July 2000) were carried 

out 8 times per day. Pounds et al. (2001) describes the observations from 1 January 

1999 to 19 September 2000 in detail. Data were selected according to the standard 

'goodtime' criteria (e.g. see previous section or McHardy et al. 2004; Summons 

et al. 2007). RXTE light curves (see Fig. 4.10) were produced in the 2-10 keY 

energy range. 

ASCA 

Ark 564 was observed with ASCA between 1 June 2000 and 5 July 2000. This 

observation suffers regular interruptions due to Earth occultations on the orbital 

time-scale of 5632s. Binning the data in orbit-long bins produces an evenly sampled 

light curve of 551 points that spans rvlO-6Hz to rvlO-4Hz in the broadband power 

spectrum. 



4.2 The Narrow Line Seyfert 1 Ark 564: power spectral analysis 

o 1 ':':-999::--'-'-~':-:2000':-:-'-~~2-::-':-OO~1 ~-'--::-2002L.....-~~2-,LOO3---..J 

Time(yrs) 

Time (days) 

Figure 4.10: The RXTE long-term (top) and medium time-scale (bottom) light 
curve of Ark 564 in the 2-10 ke V energy range. 
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The SIS data was downloaded from the TARTARUS database in 0.6-2 and 2-10 

keY energy bands, with background subtracted count rates of 2.7 and 0.6 cts S-l 

respectively. The average photon energies of the 0.6-2 and 2- 10 keY energy range 

are 1.18 and 3.2 KeV respectively. 

See Papadakis et al. (2002); Edelson et al. (2002) for a further analysis of the vari­

ability properties of these data. 

XMM-Newton 

Ark 564 was observed by XMM-Newton from 19:47 5 January 2005 to 23:16 6 Jan­

uary 2005. The European Photon Imaging Cameras (EPIC) PN, MOSl, and MOS2 

cameras were all operated in small window mode using a medium filter (Papadakis 

et al., 2007). For the PN camera, a source extraction region was defined «('..) 2' X 2') 

and the background was extracted from a source-free region of equal area. Single 

and double events, with quality=O were retained for the PN. For MOSI and MOS2 

cameras, source photons were extracted from a circular region of ('..)46" in radius, 

and single, double, triple and quadruple events were used. Both MOS cameras suf­

fered significant pile-up; thus, the central 12" diameter of each MOS exposure were 
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Figure 4.11: The ASCA SIS light curves of Ark 564 in 2-10 (top) and 0.6-2 (bot­
tom) ke V energy range in 5632s bins. 
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discarded. The PN did not display any signs of pile-up. The background subtracted 

count rate in the 0.2-10 keY PN light curve was "-'28 cts s-l. There were no signs 

of background flaring during the observation. 

As the variability properties nOImally depend on the energy band, XMM-Newton 

light curves from the PN data alone in the 0.5-2 and 2-8.8 keY bands were con­

structed. The average photon energies in these bands match those of the ASCA 

data, so the resulting periodograms should be consistent in shape and normalisa­

tion. These light curves are used throughout this analysis of Ark 564. 

4.2.2 The power spectrum of Ark 564 and model fitting 

To determine the PSD of Ark 564 over the largest possible frequency range we 

combine the RXTE, ASCA, and XMM-Newton data. The RXTE data has already 

been analysed by Pounds et al. (2001) and Markowitz et al. (2003) who both fit 

a breaking power-law model to the PSD. Markowitz et al. (2003) derive the fol­

lowing model parameters: a low-frequency break VL = 1.59~6:~~ x 10- 6Hz, a low­

frequency slope (XL = 0.05i.gs55 , and an intermediate-frequency slope (XI = 1 .20~g:j~ . 

The results of Markowitz et al. (2003) are consistent with the earlier results of 
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Figure 4.12: The XMM-Newton PN light curves of Ark 564 in 0.5-2 (top) and 
2-8.75 (bottom) keY energy ranges. 

POlmds et al. (2001) . 

104 

I use the PSRESP to estimate the underlying PSD parameter in the presence of sam­

pling biases. Here I present the results of several PSD model fits to the observed 

Ark 564 data. 

Double-bend power-law PSD model 

The double-bend power-law PSD model should model the high- and low-frequency 

breaks determined by Pounds et al. (2001) and Papadakis et al. (2002) respectively; 

however, work by McHardy et al. (2004) suggested that AGN break frequencies are 

better fitted by a gentle-bend rather than a sharp break (e.g. Markowitz et al. 2003). 

Thus, here the combined RXTE, ASCA, and XMM-Newton observations are fitted 

by a power-law PSD model that gently bends rather than breaks. The double-bend 

power-law PSD model is given in Eqn.4.3. In order to provide the best comparison 

to the lowlhard or very-high state of Cyg X-I I fix the low-slope to zero. I utilise the 

2- 10 ke V RXTE long time-scale data, 2-10 ke V ASCA SIS data in 5632s bins, and 

the 2-8.8 ke V XMM-Newton PN data in 48s bins. The XMM-Newton energy range 

is such that average photon energy matches that of the ASCA data. The choice of 
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Figure 4.13: PSD of Ark 564 from RXTE, ASCA and XMM-Newton data in the 
2-10 keY RXTE energy band. The dashed black line denotes the best-fitting 00-

derlying double-bend power-law model. Data are represented by the symbols with 
error bars, unfolded from the distortions of the observed sampling pattem. The 
RXTE long time-scale, RXTE medium time-scale, ASCA and XMM-Newton data 
are denoted by the black open circles, green open triangles, blue open squares and 
the filled red circles respectively. 
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sampling interval for the XMM-Newton data is so that the light curve contains 211 

data points i.e. so that I can use the fast Fourier transform rather than the signifi­

cantly slower discrete Fourier transform2 when calculating the periodogram. 

The double-bend power-law model was fitted to the data of Ark 564 using Iridis2, 

the University of Southampton's Beowulf cluster, due to the large amount of com­

putation required by these more complicated models. A very good fit is obtained 

to the hard energy range data (acceptance probability P=75 per cent - see Table 4.4 

and Fig. 4.13) with a[ = 1.2~g :i , VL = 7 . 5~~~:/ x 10- 7Hz and VH = 2.4~6:~ x 10- 3 

Hz. These break frequencies are in good agreement with the values obtained by 

Papadakis et al. (2002) from analysis of ASCA data. 

To make a combined PSD fit of the soft X-ray data, I use ASCA SIS 0.6-2 keY 

and XMM-Newton 0.5-2 keY together, but there is no such 'soft' band for RXTE. 

However, ASCA 0.6-2 and 2-10 keY data exhibit identical power spectral ampli­

tudes, thus I assume that the correspondence between the two energy bands extends 

to the lower frequencies sampled by RXTE. Therefore I fitted the RXTE 2-10 ke V 

long-term data together with the ASCA SIS (0.6-2 keY) and XMM-Newton (0.5-

2 ke V) to cover the same frequency range as the hard band. PSRESP calculates 

2The FFf merely offers a speed increase over the DFf without loss of accuracy 



4.2 The NmTOW Line Seyfert 1 Ark 564: power spectral analysis 

... 
0) 

~ 

~ 
~ 

>. 
() 

c: 
0) 
::l 
0" 
0) 

~ 

0 
ci 

'7 
0 -
" I 0 -
'? 

Sio-s 

f1-tr~ / 

J// 
(I 

\ 

l~ l0-5 lo-' 
Frequency (Hz) 

\ 

O.O l 

Figure 4.14: PSD of Ark 564 from RXTE, ASCA and XMM-Newton data in the 
0.2-2 keY ASCA energy band. The dashed black line denotes the best-fitting un­
derlying double-bend power-law model. Data are represented by the symbols with 
error bars, unfolded from the distortions of the observed sampling pattern. The 
RXTE long time-scale, RXTE medium time-scale, ASCA and XMM-Newton data 
are denoted by the black open circles, green open triangles, blue open squares and 
the filled red circles respectively. 
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the amount of aliasing by the shape of the model power spectrum, but since I am 

combining hard and soft data extra care must be taken to ensure PSRESP correctly 

estimates the amount of aliasing at low frequencies i.e. hard and soft PSD model 

shapes may differ at high frequencies . Thus, I bin-up theRXTE2-10 keY to approx­

imately 16 days to minimise the possibility of misestimating the amount of aliasing. 

Both the hard and soft band PSDs will span the same frequencies. The fit is also 

very good (p=85 per cent - Fig. 4.14 and Table 4.4) with parameters a] = 1.5~g:i , 

VL = 3 . 6~~:§ x 10-6 Hz and VH = 1.8~t~ X 10- 3 Hz. The steeper intermediate 

slope reflects the lower high-frequency power in the soft band compared to the hard 

band. The break frequencies in both bands are consistent within 68 per cent rejec­

tion probability levels plotted in Fig. 4.15 . The rejection probability levels in Fig. 

4.15 provide strong evidence of a double-bend model i.e. compm·e to Fig. 4.8 in 

Section 4.1.4 where the same model provided a fit to the combined NGC 3783 data 

that was not statistically favoured. 

Double-Lorentzian PSD model 

Motivated by the strong evidence for a band limited power spectrum, I have further 

developed the correspondence between BHXRBs and AGN by fitting a multiple-
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Figure 4.15: The 68, 90 and 99 per cent rejection probability levels for the high­
and low-frequency bend of the double-bend power-law PSD model fit to the com­
bined Ark 564 PSD. The top and bottom plots correspond to the hard and soft 
energy ranges, respectively. The rejection probability levels show conclusively 
that a double-bend power-law PSD model fit to Ark 564 is well constrained. 
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component Lorentzian PSD model, as is customary in BHXRBs analysis, to the 

power spectrum of Ark 564 (e.g. Pottschmidt et al. 2003). I fit the combined RXTE, 

ASCA, and XMM-Newton data with a model consisting of two Lorentzian compo­

nents 

P(V) = A QL Vc,L +A QHVc,H (4.4) 
L 2 2 ( )2 H 2 2 ( )2 Vc,L +4QL v - Vc,L Vc,H +4QH v - Vc,H 

where the Lorentzian peak frequency Vpeak is related to the centroid frequency Vc by 

Vpeak = vc(1 + 1/4Q2)1/2. The subscripts Hand L refer to high- and low-frequency 

components, respectively. As with the previous analysis I fitted the combined PSD 

in the hard and soft energy ranges. I initially allowed all parameters to vary; how­

ever, I found that the low-frequency Lorentzian would converge to values of the 

quality factor (Q = vel ~ VFWHM) where the Lorentzian shape is made increasingly 

wide and is insensitive to the value of Q. A simulation with so many free param­

eters is computationally intensive, even on Iridis2, so in order to provide a more 

thorough search of the other parameters I therefore fixed the quality factor of the 

low-frequency Lorentzian at QL = 0.01 (with the 90 and 99 per cent rejection prob­

ability levels of Q = 0.2 and Q = 0.5, respectively) in both the hard and soft energy 

bands. 

The best-fitting two-component Lorentzian PSD model for the hard and soft energy 

ranges are shown in Fig. 4.16. respectively, with the best fit parameters given in 

Table 4.4. The high-frequency Lorentzian in the hard energy range PSD exhibits 

increased variability power in 2-10 ke V. In Fig. 4.17 the rejection probability levels 

are displayed for the high and low peak-frequency of the Lorentzian components for 

each energy range. It is clear that the Lorentzian peak frequencies from the different 

energy ranges are consistent within the 90 per cent rejection probability levels. 

The PSDs presented in this section are unfolded of the sampling distortions, which 

depend on the underlying PSD model shape. The two-component Lorentzian model 

has a strong power component at 10-5Hz which will cause significant aliasing in the 

long term RXTE monitoring data, whereas the double-bend power-law PSD model 

predicts less aliasing. The unfolded PSDs (presented) are unfolded of the sampling 

distortions (including aliasing) predicted by the underlying model, as a result the 

unfolded PSDs in Fig. 4.16 sit below the same part in the double-bend power­

law model (Fig. 4.13 and Fig. 4.14), since the model did not contain so much 

power at high frequencies as the two-component Lorentzian model. If the two­

component Lorentzian PSD model is correct, the double-bend power-law model 

would misestimate the amount of aliasing in the long time-scale RXTE data and 
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Figure 4.16: The top plot is the combined PSD of Ark 564 from RXTE, ASCA, 
and XMM-Newton in the hard energy range (2-10 keY RXTE). The bottom plot 
is the combined PSD of Ark 564 from RXTE, ASCA, and XMM-Newton in the 
soft energy range i.e. RXTE 2-10 keY, ASCA and XMM-Newton 0.6-2 keY. The 
symbols denote the four different data sets, with cyan and magenta dashed lines 
denoting the underlying Lorentzian components. The dashed black line denotes 
the sum of the Lorentzian components and represents the underlying model. 
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Figure 4.17: The 68, 90 and 99 per cent rejection probability levels for high and 
low Lorentzian peak frequencies of the two-component Lorentzian model fit (see 
Fig. 4.16) to the combined PSD of Ark 564. The top and bottom plots represents 
the hard and soft energy range rejection probability levels, respectively. 



Table 4.4: Fit to the PSD using combined XMM-Newton, ASCA and RXTE data 
Doubly-bending power-law 

Energy Band 

0.6-2.0 
2.0-8.8 

Two-Lorentzian model 
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low-v Lorentzian high-v Lorentzian 

aR 
3A~i 

4.2+* 
-1.8 

Vpeak,L [Hz] QL Vpeak,H[Hz] QR ALlAH 
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affect where the low-frequency bend is measured. Therefore the low-frequency 

bend in Fig. 4.13 and Fig. 4.14 is lower than in Fig. 4.16. 

The high and low-frequency Lorentzian normalisations are not fitted separately in 

the two-component Lorentzian PSD model. The high and low-frequency Lorentzian 

normalisations are highly correlated with each other and I therefore fit the ratio of 

the normalisations Ad AH as a free parameter. It is clear that the rejection proba­

bility levels of Vpeak,H versus ALlAH are not coincident at the 90 per cent limit, as 

shown in Fig. 4.18. Thus, the high-frequency Lorentzian in the hard energy range is 

always relatively stronger than in the soft energy range when compared at the same 

frequency. The high-frequency Lorentzian component is slightly different in the 

hard and soft energy ranges, this is consistent with the values of the fractional RMS 

of 15 ± 1 per cent and 10 ± 1 per cent, respectively. The low-frequency Lorentzian 

RMS is consistent with being the same in both energy bands, 35 ± 1 per cent and 

33 ± 1 per cent for hard and soft respectively. 

4.2.3 Two-component Lorentzian PSD model and lag spectra 

The power spectral analysis of Ark 564 up to this point was directly undertaken 

by myself using PSRESP and contributed to McHardy et al. (2007). This subsec­

tion on lag spectra was led by other coauthors of McHardy et al. (2007), but it is 

summarised here for completeness. 

A powerful timing analysis tool is the lag spectrum. If observed light curves are 

separated into different energy ranges (e.g. 0.2-2 keY and 2-10 keY) the varia­

tions in one energy band can often be seen to lag behind the other; for example, in 

BHXRBS the higher energy variations are generally seen to be lagging the lower 

energy variations in what we refer to as a 'positive' lag. Moreover, the time lags be­

tween energy bands vary as a function of the Fourier frequency of the component, 

with longer time-scales being associated with longer lags (e.g. see Nowak et al. 

1999). 

Previous work by Arevalo et al. (2006) on Ark 564 show that the time-lag between 

the 0.5-2 and 2-8.8 keY XMM-Newton bands is approximately 800s at low frequen­

cies and approximately 0 for high frequencies. Arevalo et al. (2006) also show 

that at 10-4 Hz there is a sharp reduction in postive time lag values, which paral­

lels the lag spectrum observed in Cyg X-I in the very-high spectral state. Nowak 

et al. (1999) and Nowak (2000) have shown that the transition from constant lag to 

smaller constant lag often occurs at the intersection of the Lorentzian components. 

The coincidence of steps in the lag spectrum and transition between Lorentzian 
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Figure 4.18: The 68, 90 and 99 per cent rejection probability levels for the 
high- and low-frequency Lorentzian norrnalisations, AdAH' in the two-component 
Lorentzian model fit to Ark 564. The top and bottom plots represents the hard and 
soft energy range rejection probability levels, respectively. 
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components suggests that each constant lag is associated with a variability compo­

nent. Therefore, the lag spectrum of Ark 564 should exhibit direct correspondence 

to the two-component Lorentzian model, i.e. we would expect the Lorentzian com­

ponents to overlap exactly where the lag spectrum steps down. 

This hypothesis was tested by directly fitting the observed lag spectrum by a model 

corresponding to the lags expected from a two-component Lorentzian model; the 

two Lorentzians exhibit different variability components with a single distinct time 

lag, which is constant for all Fourier frequencies. The observed time lag at a given 

Fourier frequency is a function of the amount of overlap between the Lorentzian 

components, see McHardy et al. (2007) for a full description of this model. The 

observed lag spectrum, best fit model and hard energy range PSD is shown in Fig. 

4.19. The lag spectrum model reproduces the observed lag spectrum shape very 

well (reduced X2 = 1.35), with the best-fitting values 638 ± 54s (soft leads hard) 

and -I1.0±4.3s (hard leads soft) for the low- and high-frequency lag, respectively. 

Recall from the best-fitting two-component Lorentzian model parameters that the 

low-frequency components are identical in both the hard and soft energy ranges, but 

the high-frequency components had a different quality factor and peak frequency. A 

better lag spectrum fit, with lags consistent to the previous fit, is obtained (reduced 

X2 = 1.13) if the high-frequency components are forced to be the same in both 

energy ranges, with Qh = 0.5 and Vpeak,h = 6.1 x 1O-4Hz. The high-frequency 

components in both energy ranges were within and agree at the 68 per cent rejection 

probability level. The correspondence between the measured PSD and lag spectrum 

reinforces the two-component Lorentzian model as the correct description of the 

underlying power spectrum, which further substantiates the relationship between 

AGN and BHXRBs. 

4.2.4 Discussion and Conclusions 

Combining long time-scale archival RXTE monitoring data, a 35 day observation 

by ASCA, and a 100 ks observation by XMM-Newton, I have fitted the broadband 

power spectrum of Ark 564 spanning over five decades in frequency. I endorse the 

existence of two bend time-scales in the PSD previously reported by Pounds et al. 

(2001) and Papadakis et al. (2002). Given the results of the previous section on 

NGC 3783, Ark 564 is confirmed as the only observed AGN with a well measured 

PSD to exhibit band-limited variability. 

I find that the observed PSD in the soft 0.5-2 keY and hard 2.0-8.8 keY energy 

range is well fit by a double-bend power-law PSD model, often representative of an 
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Figure 4.19: The top plot is the lag of soft (0.5-2 keY) to hard (2.0-8.8 keY) 
energy range as a function of Fourier frequency, evaluated using ASCA and XMM­
Newton data. The solid line represents the model lag spectmm expected for a 
two-component Lorentzian PSD with model parameters determined by fitting the 
PSD, and forcing the Lorentzian components of the hard and soft energy ranges 
to be equal. Each Lorentzian is expected to have a constant lag, with the constant 
lag values given in the text. The bottom plot is the hard energy range PSD fitted 
by a two-component Lorentzian model, shown in Fig. 4.16. Notice how the lags 
are approximately constant in the domains where only one Lorentzian component 
dominates, but also how the lags change rapidly in the region where the Lorentzian 
overlap is maximal. 
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0.01 

approximation to the low/hard or very-high state. The PSD is clearly band-limited 

with a drop in variability power at low and high frequencies . I find that a two­

component Lorentzian PSD model is also a good fit to the soft and hard energy 

range PSD data, with consistent best-fit parameters between the bands. However, 

the peak frequency of the high-frequency Lorentzian component is measured to be 

a factor of four lower than the high-frequency bend measured with the double-bend 

power-law PSD model. This is common in fitting Lorentzian components, which in­

herently tend towards the centre of a band-limitedPSD. The Lorentzian PSD model 
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fits exhibit increased variability power at high frequencies in the hard band, which 

is described by Pottschmidt et al. (2003) for BHXRBs as a strengthening of the 

high-frequency Lorentzian. The low-frequency Lorentzian component remains ap­

proximately constant between the energy ranges. 

The observed lag spectrum exhibits a step-like structure when calculated between 

the aforementioned hard and soft energy ranges using ASCA and XMM-Newton data 

(Arevalo et al., 2006). The time lags are approximately constant at low frequencies 

and reduce sharply at 1O-4Hz. The drop in the lag spectrum occurs exactly at the 

transition between the two Lorentzian components in the PSD, if each component 

has an associated constant time lag. This characteristic step-down feature and cor­

respondence with observed PSD is often observed in BHXRBs (Pottschmidt et al., 

2003), I therefore consider the observed lag spectrum of Ark 564 as a strong indi­

cation that the two-component Lorentzian PSD model is correct. 

The implication of a multiple Lorentzian component model PSD and lag spectrum 

is that Ark 564 should perhaps be thought of as a very-high soft or intermediate 

state, rather than a soft state. The lowlhard state interpretation is ruled out due to 

the very high (super-Eddington) accretion state of Ark 564. BHXRBs in the very­

high soft state (or intermediate state) are often very luminous radio sources (e.g. 

GRS1915+105 Miller-Jones et al. 2005), while BHXRBs in the soft state are very 

radio quiet and often undetected in this energy band. AGN with a similar mass 

to Ark 564 and a well-defined soft state interpretation of their PSD are radio-quiet 

(NGC 4051 and MCG-6-30-15), whereas Ark 564 is significantly more radio-loud. 

VLBI observations of Ark 564 (Lal et al., 2004; Schmitt et al., 2001) place its radio 

luminosity at 600 times that of NGC 4051 (Christopoulou et al., 1997) for redshift­

derived distances. The evidence supports a very-high soft or intermediate state 

interpretation of the observed Ark 564 data; however, the lack of a radio detection 

for soft state BHXRBs forbids a more complete comparison. 



Mistakes are the portals of discovery. 

JAMES JOYCE (1884 - 1941) 

X-ray power spectra 

RXTE has observed many AGN since its launch in 1995 and produced the best 

long time-scale monitoring X-ray light curves currently available. The aperiodic 

X-ray variability of AGN and Galactic black hole X-ray binaries (BHXRBs), as 

observed with RXTE, is best characterised as a red-noise process, with a power 

spectral density (PSD) of power-law form [i.e. P(v), the power at frequency v, 

ex v-a where a rvl] with a break or bend (to a rv2) at a characteristic frequency 

VB, or time-scale TB. This characteristic time-scale scales approximately linearly 

with mass from AGN to BHXRBs (McHardy, 1988; Edelson and Nandra, 1999; 

Uttley et aI., 2002; Markowitz et aI., 2003; Uttley et ai., 2005) and inversely with 

accretion rate (McHardy et at., 2004, 2005; Uttley and McHardy, 2005; McHardy 

et aI., 2006; Kording et aI., 2007). 

BHXRBs are found in a number of different X-ray spectral states, which also have 

different PSD shapes (see Remillard and McClintock (2006) for an overview of 

BHXRBs states). In the low/hard state, where the energy spectrum is dominated 

by a highly variable power-law component, the PSD is well fitted by a multiple 

Lorentzian component model which, in the case of low quality AGN data, can be 

approximated by a double-bending power-law. In the high/soft state, where the 

energy spectrum is dominated by a constant thermal disk component, the PSD shape 

is distinguished from the lowlhard state by having only one high-frequency break 
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in its power-law and a 'lIf' PSD over many decades in frequency below the break, 

e.g as seen in Cyg X-I (Reig et ai., 2002). Although, the power-law component in 

the energy spectrum is producing the variability. 

For almost all of the well observed, moderately accreting AGN, a single-bending 

PSD power-law model is sufficient to describe the observed X-ray variability, as we 

would expect if these AGN were the equivalent of Cyg X-I 'soft' states (McHardy 

et ai., 2004, 2005; Uttley and McHardy, 2005). The only exception found so far 

is Ark 564 whose PSD is well fitted either by double-bend power-law or by a 

multiple Lorentzian model, with latter being favoured because the same underly­

ing model also explains the spectrum of the lags between the hard and soft energy 

bands (McHardy et ai. 2007 or Chapter 4; see also Pounds et ai. 2001; Papadakis 

et al. 2002; Arevalo et al. 2006). However there can be a problem in the compari­

son of published AGN PSDs in that different observers either use different analysis 

techniques, or different PSD models (e.g. the sharp single-break model (Markowitz 

et al., 2003) versus the single-bending power-law model of McHardy et al. 2004). 

In this work, I present the broadband PSDs of 32 AGN, all analysed in the same 

way. I use public RXTE, XMM-Newton, EXOSAT, and ASCA data along with our 

own proprietary RXTE data to produce broadband PSDs which I fit with an im­

proved Monte Carlo method (PSRESP) to determine the best fit PSD model param­

eters. I include improved PSDs for several previously published AGN, based upon 

new data, and include several previously unpublished AGN PSDs. I use the bend 

time-scales together with published measurements of black hole mass, bolometric 

luminosity, and the linewidth of the optical H/3 emission line to reexamine the pre­

viously proposed correlations between these parameters (McHardy et at., 2006). 

5.1 Observations and data reduction 

The RXTE archive contains a substantial amount of AGN data. AGN were only 

included if the observing campaign was sufficiently well sampled and the observa­

tions were of sufficient quality to produce a power spectrum. I have examined the 

archive and selected objects with approximately 100 or more observations. Filter­

ing the RXTE archive based upon these selection criteria yield a target list of 31 

objects, the majority of which are Seyfert 1 galaxies. I also select one object from 

the XMM-Newton archive (NGC 4395), since this object has a well measured power 

spectrum and should complement our survey of RXTE data (it was also included in 

McHardy et al. 2006). The final sample contains 2 QSO type objects, MR 2251-178 
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and PDS 456, and two low luminosity AGN (LLAGN), NGC 4395 and NGC 4258. 

Where periods of intensive monitoring occurred within the less frequent longer 

time-scale monitoring, I extracted the intensively sampled region as a separate light 

curve. The power spectra of the long and intensively sampled light curves then 

cover different time-scales, and thus make it possible to construct an overall power 

spectrum that spans a broad range of Fourier frequencies. The specific sampling 

patterns for each target are described in Table 5.1. The sampling pattern nomen­

clature of very-long (few years), long (months to years), intense or medium (days 

to months), and short (hours to days) correspond to the time-scale segments in the 

overall power spectrum. 



Table 5.1: AGN source list I~ 
0 c:r en 

~ 
Target Name Instrument Time-scale Sampling Interval Date Range [MID] Tobs 

s:.:; 
::to 

(1) (2) (3) (4) (5) (6) 
g 
en 

PG 0052+251 RXTE Long 4 days 53140.77 - 53432.75 291.98 days ~ 
Cl.. 

XMM-Newton Short 300.0 seconds 53547.67 - 53547.91 0.24 days fr 
S 

Ton S 180 ASCA SIS Intensive rv6 hours 51515.49 - 51527.72 12.23 days nl 
Cl.. 

XMM-Newton Short 110.0 seconds 51892.47 - 51892.83 0.36 days c: 
(") 
::to 

Fairal19 RXTE Very Long 150 days 50390.61 - 52699.51 2308.90 days g 
RXTE Long 14 days 51180.56 - 52699.51 1518.95 days 

RXTE Long 14 days 50390.61 - 50807.99 417.38 days 

RXTE Intensive rv 3.6 hours 52144.86 - 52178.99 34.13 days 

XMM-Newton Short 435.0 seconds 51730.93 - 51731.31 0.38 days 

3C 111 RXTE Long 14 days 53065.41 - 53764.65 699.24days 

XMM-Newton Short 230.0 seconds 51982.54 - 51983.06 0.52 days 

3C 120 RXTE Long 20 days 52334.92 - 53764.67 1429.75 days 

RXTE Short 20 days 50812.60 - 51563.18 750.58 days 

RXTE Intensive rv 6.5 hours 52622.02 - 52630.86 65.84 days 

XMM-Newton Short 490.0 seconds 52877.23 - 52878.72 1.49 days 

Ark 120 RXTE Very Long 35 days 50868.09 - 51662.07 793.98 days 

RXTE Long 7 days 51026.21 - 51278.32 252.11 days I ...... 
N 
0 
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0 
;r 
(b 

Target Name Instrument Time-scale Sampling Interval Date Range [MJD] Tobs 
~ 
:::to 

(1) (2) (3) (4) (5) (6) 
g 
Vl 

s:>:> 

RXTE Long 7 days 51425.07 - 51662.07 237.00 days ::l 
0-

XMM-Newton Short 870.0 seconds 52875.23 - 52876.53 1.3 days fr 
S 

Mrk79 RXTE Long 14 days 52720.39 - 54199.12 1478.73 days fil 
0-

RXTE Intensive rv 6.5 hours 53691.42 - 53757.26 65.84 days t:: 
n 
:::to 

XMM-Newton Short 40.0 seconds 52025.75 - 52025.83 0.08 days g 
PG0804+761 RXTE Long 4 days 51610.58 - 51971.79 361.21 days 

RXTE Intensive rv 11.9 hours 53300.26 - 53362.83 52.57 days 

ASCA GIS Short rvO.27 hours 50756.52 - 50757.55 1.03 days 

Mrk 110 RXTE Long 14 days 53433.44 - 54199.39 765.95 days 

RXTE Intensive rv 6.8 hours 53695.48 - 53760.55 65.07 days 

XMM-Newton Short 710.0 seconds 53324.21 - 53324.76 13.20 hours 

NGC 3227 RXTE Long 20 days 51180.45 - 53708.99 2528.54 days 

RXTE Intensive rv 7.1 hours 51636.56 - 51702.59 66.03 days 

RXTE Long-look 1500 seconds 50405.68 - 50409.56 3.88 days 

NGC 3516 RXTE Very-long 70 days 50523.00 - 52331.58 1808.58 days 

RXTE Long 14 days 50523.00 - 51593.38 1070.38 days 

RXTE Intensive 4 days 50523.01 - 50659.12 136.11 days I ..... 
N ..... 
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0 
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'" ~ 
Target Name Instrument Time-scale Sampling Interval Date Range [MJD] Tobs 

!:>i 
0-. 

(1) (2) (3) (4) (5) (6) 
g 
'" 

RXTE Long-look 2000 seconds 50916.33 - 50919.68 3.35 days ~ 
0... 

RXTE Long-look 2000 seconds 50590.00 - 50594.23 4.23 days fr 
S 

NGC 3783 RXTE Long 14 days 51180.53 - 52375.08 1194.54 days ~ 
0... 

RXTE Long 14 days 53063.38 - 54199.05 1135.67 days s::: 
n .... -. 

RXTE Intensive rv 3.5 hours 51960.14 - 51980.06 19.92 days g 
XMM-Newton Short 1000.0 seconds 52260.80 - 52264.39 3.59 days 

NGC4051 RXTE Long 14 days 50196.49 - 54199.38 4002.89 days 

RXTE Intensive rv 6.8 hours 51665.36 - 51730.08 64.72 days 

XMM-Newton Short 110.0 seconds 52045.44 - 52046.85 1.41 days 

NGC 4151 RXTE Long 14 days 51179.53 - 51964.62 785.09 days 

RXTE Intensive rv 3.6 hours 51870.61- 51904.85 34.24 days 

XMM-Newton Short 1000.0 seconds 51899.70 - 51900.08 0.39 days 

Mrk766 RXTE Long 7 days 53065.44 - 53760.83 695.39 days 

XMM-Newton Short 100.0 seconds 53513.80 - 53522.44 8.5 days 

NGC4258 RXTE Long 14 days 50809.91- 51604.58 794.67 days 

RXTE Long 7 days 53436.58 - 53765.66 329.08 days 

RXTE Intensive rv 14.3 hours 53663.33 - 53765.66 102.33 days I ..... 
N 
N 
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;::t. 

(1) (2) (3) (4) (5) (6) 
g 
CIJ 

~ 

XMM-Newton Short 500.0 seconds 51886.93 - 51887.20 0.27 days ::3 
0.. 

NGC4395 XMM-Newton Short 21.0 seconds 52973.14 - 52974.14 1.0 days fr 
~ 

3C273 RXTE Very Long 100 days 50122.61 - 53763.52 3639.91 days 01 
0.. 

RXTE Long 20 days 51970.87 - 53765.52 1794.65 days c:: 
("') 
;::t. 

RXTE Intensive rv 11.3 hours 53358.96 - 53384.33 25.37 days g 
XMM-Newton Short 690.0 seconds 51710.54 - 51710.90 0.36 days 

NGC4593 RXTE Long 20 days 53063.40 - 54199.45 1136.05 days 

RXTE Intensive rv 6.4 hours 53702.77 - 53766.70 63.93 days 

XMM-Newton Short 550.0 seconds 52448.42 - 52449.43 1.01 days 

3C279 RXTE Very Long 150 days 50104.64 - 53765.35 3660.71 days 

RXTE Long 20 days 50104.64 - 51603.31 1498.67 days 

RXTE Long 20 days 51970.54 - 53765.35 1794.81 days 

RXTE Intensive 2 days 50427.85 - 50484.72 56.87 days 

MCG 6-30-15 RXTE Long 14 days 50159.77 - 54196.11 4036.34 days 

RXTE Intensive rv 6.5 hours 51622.68 - 51688.55 65.87 days 

XMM-Newton Short 480.0 seconds 52123.18 - 52126.69 3.51 days 

IC4329A RXTE Long 20 days 52737.15 - 53765.09 1027.94 days I-N 
W 
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Target Name Instrument Time-scale Sampling Interval Date Range [MJD] Tobs ~ 

::to 

(1) (2) (3) (4) (5) (6) 
g 
'" 

RXTE Intensive t"V 5.4 hours 52830.93 - 52864.85 33.92 days § 
0... 

XMM-Newton Short 330.0 seconds 52857.26 - 52858.83 1.57 days fr 
S 

NGC5506 RXTE Long 20 days 50159.82 - 52414.51 2254.69 days ~ 
0... 

RXTE Intensive t"V 6.8 hours 51620.88 - 51686.57 65.69 days c 
n 
::to 

EXOSAT Intensive 2000 seconds 46454.60 - 46457.20 2.60 days g 
XMM-Newton Short 300 seconds 53200.93 - 53201.16 0.23 days 

NGC 5548 RXTE Very Long 150 days 50208.04 - 54199.19 3991.15 days 

RXTE Long 14 days 50208.04 - 52749.68 2541.64 days 

RXTE Long 14 days 53066.69 - 54199.19 1131.5 days 

RXTE Intensive t"V 3.3 hours 52091.69 - 52125.42 33.73 days 

XMM-Newton Short 1270.0 seconds 52099.66 - 52100.77 1.11 days 

PDS 456 RXTE Long 1 day 51963.20 - 51979.20 16.0 days 

RXTE Long-look 10000 seconds 50879.71 - 50882.34 2.63 days 

XMM-Newton Short 315.0 seconds 51966.41 - 51966.95 0.54 days 

3C 390.3 RXTE Long 4 days 51186.03 - 51964.00 777.97 days 

XMM-Newton Short 400.0 seconds 53286.82 - 53287.64 0.82 days 

Mrk509 RXTE Long 20 days 52726.35 - 53736.34 1009.99 days [ ...... 
N 
~ 
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0 
0" en 

Target Name Time-scale 
~ 

Instrument Sampling Interval Date Range [MJD] Tobs ~ 
0'. 

(1) (2) (3) (4) (5) (6) 
g 
en 
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XMM-Newton Short 330.0 seconds 52019.44 - 52019.96 0.52 days t::i 
Q... 

NGC7213 RXTE Long 4 days 53797.13 - 54197.40 400.27 days fr 
8' 

XMM-Newton Short 630.0 seconds 52057.93 - 52058.50 0.57 days ~ 
Q... 

NGC 7314 RXTE Very Long 20 days 51179.75 - 51747.86 568.11 days c 
n 
0'. 

RXTE Long 7 days 51257.26 - 51560.23 302.97 days g 
RXTE Intensive I"V 7.2 hours 51432.04 - 51438.61 6.57 days 

XMM-Newton Short 330.0 seconds 52031.40 - 52031.92 0.52 days 

Ark 564 RXTE Long 7 days 51179.55 - 52702.85 1523.30 days 

RXTE Intensive I"V 3.6 hours 51694.83 - 51726.47 31.64 days 

XMM-Newton Short 48.0 seconds 53375.79 - 53376.97 1.18 days 

MR 2251-178 RXTE Long 7 days 53091.21 - 54196.03 1104.82 days 

XMM-Newton Short 980.0 seconds 52412.88 - 52413.64 0.76 days 

NGC7469 RXTE Long 20 days 52737.01 - 53773.57 1036.56 days 

RXTE Intensive I"V 2.6 hours 50244.05 - 50276.00 31.95 days 

XMM-Newton Short 300.0 seconds 53339.88 - 53342.97 3.09 days 

-N 
V) 
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5.1.1 RXTE Data Reduction 

Typical RXTE AGN monitoring campaigns have consisted of many short, rv 1 ks du­

ration, observations with the proportional counter array (pCA, Zhang et al. 1993) 

with sampling frequencies varying from a few hours to a few days. I have anal­

ysed the archival PCA STANDARD-2 data and also our own proprietary data with 

FTOOLS v6.0.2 using standard extraction methods for all the AGN in Table 5.1. I 

use data from the top layers of all the available proportional counter units (PCUs); 

data were not collected from PCUs that suffered breakdown during on-source time. 

Moreover, data were not collected from PCUs 0 and 1 after 12 May 2000 and 25 

December 2006, respectively, when the propane veto layer on the PCU was lost and 

hence the background in the detector increased substantially. 

Data were selected according to the standard 'goodtime' criteria i.e. data were re­

jected if the target was within 10° of the Earth's limb, within 30 minutes of the 

passage through the South Atlantic Anomaly (SAA), if the pointing offset was 

greater than 0.02°, or if the electron contamination was greater than 0.1. The PCA 

has no capability to take simultaneous background measurements during on-source 

time, so background measurements were estimated by using the L 7 model for faint 

sources using PCABACKEST v3.0 to simulate the effect of a diffuse X-ray back­

ground, particle-induced background, SAA transitions and induced radioactivity. 

The response matrices for each PCA observation were calculated using PCARSP 

vl0.1. The PCU gain settings have changed several times since launch, which 

would add additional variability power into the count rate light curves; thus the 

resultant count rates were rescaled to gain epoch 3 by calibrating with several Crab 

observations from the public archive. All RXTE count rates hereafter are normalised 

to 1 PCU. 

RXTE light curves were generated over the 2 - 10 ke V energy range for all AGN. 

The different time-scales (i.e. very-long, long, intensive and short) are treated as 

separate light curves in our fits. 

Calibrating RXTE AGN data 

RXTE has been in operation for over 10 years and in that time it has experienced 

various problems (see Section 1.4.1), which would affect the satellite's operation. In 

particular the PCA has been through several gain epochs due to the breakdown of the 

componentPCUs. Gain epochs and evolution of instrument response will contribute 

additional variance to measured count rates. Light curves calculated using fiux 
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units should have the instrument response modelled out, if the response is well 

understood. 

I use the entire archive of public RXTE-PCA observations of the Crab to produce 

a long time-scale light curve in count rate units. The Crab was chosen due to the 

abundance of data spanning the lifetime of RXTE; moreover, the Crab count rate are 

spectrum are expected to be constant on long time-scales. It seems reasonable to 

assume that changes in the RXTE 2-10 ke V Crab light curve are representative of 

changes in the PCA sensitivities. I undertook the following procedure to calibrate 

the AGN data found in this chapter. 

• Produce Crab RXTE 2-10 ke V PCA light curve in units of counts per second 

perPCU. 

• Define gain epochs i.e. points in the light curve where count rate can change 

relatively dramatically. Gain epochs (documented changes in instrument re­

sponse) are often associated with changes in count rate. See Fig. 5.1 for the 

raw count rate 2-10 ke V Crab light curve; the changes in count rate due to 

instrument are clearly visible. 

• Fit a power-law to each epoch in the Crab light curve. Eight power-laws are 

used to describe the observed Crab light curve. 

• Each 2-10 ke V AGN light curve was divided by the Crab light curve at gain 

epoch 3 using the aforesaid power laws to remove instrument response. 

The gradual decline in count rate (see Fig. 5.1) is due to Xenon leaking into the 

propane layer and a broad hump in the flux light curve of the Crab produced from 

RXTE data is a mysteryl. Dead time is the time after an event that the detector 

system is unable to record subsequent events. In bright sources such as the Crab 

this is an important affect so I correct the Crab (and AGN) light curves for deadtime 

(Wei, 2006). 

5.1.2 XMM-Newton Data Reduction 

I used data from the European Photon Imaging Camera (EPIC) PN, and the two 

MOS cameras to constrain the high-frequency part of the overall power spectrum. 

The Science Analysis System (SAS v7) was used to reduce the raw PN and MOS 

data. For each AGN the single and double events were selected from a circular 

IPIivate communication with K. Jahoda. 
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Figure 5.1: RXTE 2- 10 keY X-ray light curve of the Crab. The gain changes or 
large relative changes in the count rate are clearly visible. Count rates are nor­
malised to PCU- 1 . 
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region (rv 40") centred on the core of the source PSF, with quality flag=O for PN 

data. The same procedure was used to extract source and background regions for the 

MOS camera and single, double, triple and quadruple events were selected. I also 

checked each target for pile-up using the SAS task epatplot, and for significant in­

creases in the background due to increased levels of hard photons. As is customary 

in the cases where pile-up is not negligible, the analyses were repeated using same 

extraction region but removing the central rv 1 0" of the core of the PSF; moreover, 

I restrict our analysis to times when the hard bands are not affected by an increased 

background level. In the case of background flaring dUling the observation, the light 

curve is extracted only over those periods where flaring is not present. Data from 

the MOS cameras were also used if they were operated in imaging mode, but the 

PN dominates the resultant light curve since it has a better signal-to-noise ratio. 

The XMM-Newton light curves for some of our sources contain a small number 

of minor gaps which, if left in as zero counts, introduce spurious power at high 

frequencies in the PSD. This effect is slight but can largely be cOlTected for by 

linearly interpolating the data from adjacent bins and adding a Gaussian scatter to 

simulate the counting noise. The final count rate light curves in the 0.3- 10 ke V 

and 4- 10 keY energy bands were constructed from PN, and MOS data if it were 

available. 
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5.1.3 The Light Curves 

The short gaps in RXTE light curves, as shown in Fig. C.1, are typical of many 

observing campaigns and are often due to orbital restrictions such as sun-angle con­

straints, or to a change in observing strategy. Where possible I have included all 

available RXTE data for each target. However, I have omitted data from some ob­

serving campaigns where the sampling is poor, or of limited duration, and does not 

help to constrain the broadband PSD. 

It is not instructive to show all of the different light curves analysed in this work, 

but the important sampling parameters can be found in Table 5.1. I do, however, 

show these data in the appendices of this work. 

Due to the uninterrupted nature of XMM-Newton light curves they are usually pre­

ferred for probing the highest PSD frequencies (> 10-5 Hz) but occasionally, e.g. 

when the XMM-Newton observation is of limited duration, it is more useful to use 

RXTE long-look observations. These observations are broken up into many seg­

ments due to the low-Earth orbit of RXTE but, nonetheless, a few sources in this 

sample have good long-look data in comparison to relatively poor XMM-Newton 

data. NGC 3227 has a short duration XMM-Newton observation (rv0.46 days), so I 

use the available RXTE long-look observation instead (rv3.88 days). NGC 3516 has 

both RXTE long-look data and a good XMM-Newton observation. In our fits I use 

the RXTE long-look results due to their better quality but I do examine the XMM­

Newton observation as a consistency check. NGC 5506 has RXTE long-look data, 

but it has a superior EXOSAT light curve obtained 24-27 January 1986 (McHardy 

and Czerny, 1987; McHardy, 1988). Assuming that AGN power spectra are station­

ary on time-scales of decades, the EXOSAT 1-9 ke V band is comparable with the 

RXTE 2-10 keY band, so that the power spectrum measured from EXOSAT data 

should have a similar shape and normalisation to that of RXTE power spectra. For 

Ton S 180 and PG 0804+761 I also use archival ASCA GIS and SIS data, respec­

tively, to constrain the higher frequencies. The GIS 1-10 keY light curve, and the 

SIS 0.5-10 keY light curve are comparable to RXTE 2-10 keY and XMM-Newton 

0.3-10 ke V, respectively. 

5.2 Power spectral modelling 

I use an improved Monte Carlo technique based upon the PSRESP method of Utt­

ley et al. (2002) (see Chapter 3) to estimate the best-fitting underlying PSD model 

parameters in the presence of sampling distortions (see Chapter 2). 
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5.2.1 Combining X-ray data 

To determine the observed broadband periodogram over the largest possible fre­

quency range I combine the RXTE and XMM-Newton data, and occasionally data 

from other X-ray telescopes such as ASCA or EXOSAT. Power spectral slope and 

normalisation above the break frequency in BHXRBs are often energy dependent 

(e.g. Markowitz 2005). However, the slope of the PSD below the break appears to 

be independent of the chosen energy band (Cui et al., 1997; Churazov et al., 2001; 

Nowak et al., 1999; Revnivtsev et aI., 2000; McHardy et al., 2004). It is there­

fore necessary to ensure that energy ranges with similar median photon energies 

are used when combining data from different instruments. Throughout this work 

RXTE data are in the 2-10 keY energy band. It has previously been shown that the 

RXTE 2-10 keY is approximately the same as the XMM-Newton 4-10 kev, since 

these bands have the same median photon energy. However XMM-Newton has a 

softer response than RXTE and the count rate in the XMM-Newton 4-10 keY band 

is often very low so that only a marginal source variability power is detected above 

the Poisson noise level. To probe higher frequencies I can use 0.3-10 ke V XMM­

Newton data with significantly higher count rate, but I must rescale the resultant 

periodogram normalisation to match the 4-10 keY periodogram. For objects where 

4-10 ke V XMM-Newton data contained too little source power, I use the 0.3-10 

ke V data and determine the scaling correction by producing periodograms in both 

energy bands and fitting the same bending power-law model to the noise-subtracted 

data. On the assumption that the PSD shape below the high-frequency break is 

energy-independent, the combinedRXTE 2-10 keY andXMM-Newton 0.3-10 keY 

periodogram will then have the shape of the 0.3-10 keY periodogram. The sources 

where the poor signal-to-noise in XMM-Newton 4-10 keY data adversely affect the 

broadband PSD are Ton S 180, 3C 120, Mrk 79, Mrk 110, NGC 4051, Mrk 766, 

NGC 4395, NGC 4593, andlC 4329A. In these cases I use theXMM-Newton 0.3-10 

keY PSD. 

5.2.2 Monte Carlo simulations: PSRESP 

I use a Monte Carlo technique based upon the technique of Uttley et al. (2002) 

(PSRESP), to estimate the underlying PSD parameters in the presence of sampling 

distortions. I initially determine the observed periodogram, in parts, from the ob­

served light curves, using the discrete Fourier transform (Deeming, 1975). The 

periodograms are binned in bins of width 1.5v, where v is the starting frequency 
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by taking the average of the logarithm of power (Papadakis and Lawrence, 1993a). 

I require a minimum of two periodogram estimates per bin. I then compare si­

multaneously the observed periodogram from each light curve with the model PSD 

determined from the average power of all the simulated periodograms. The sim­

ulated light curves have the same sampling pattern as the observed light curves to 

fold in the effects of sampling. I cycle the model parameters through a wide range 

of values to obtain the best fit model parameters for the input model. The reader 

is referred to Chapters 2 and 3 of this work for a full discussion of the method and 

sampling distortions. 

5.3 Results 

I present the results of several fits to a number of different PSD model shapes for 

each AGN in an attempt to quantify the underlying power spectral model which 

best describes the PSD, and associate an acceptance probability to each model. I 

fit all AGN with a simple unbroken power-law model and a single-bending power­

law model with free low frequency slope, as well as free bend frequency and high 

frequency slope. Two objects (NGC 4051 and MCG-6-30-15) were also fitted with 

a double-bending power-law model. Nineteen objects were also fitted by a single­

bending power-law model with a fixed low-frequency slope. I make no attempt to 

fit more exotic models that may be customary in BHXRB analysis, such as multiple 

Lorentzian models, since AGN data is generally not of a sufficiently high qUality. 

5.3.1 Unbroken power-law PSD model 

To begin, I fitted a simple power-law model to the data of the form 

P(v) =A (:0) -u, 

where A is the normalisation at a frequency Vo, and a is the power-law slope. For all 

AGN, the model was tested by cycling through a range of rv20 parameter values of 

a in increments of 0.05. The range of values tested were chosen to produce a best­

fitting value of a well bracketed by the parameter space. I made rv600 simulated 

periodograms and determined the acceptance probability from rv6000 combinations 

of simulated data. 

The best-fitting models and simulated broadband PSD for all AGN are plotted in 

v x Pv space in Fig. 5.2. Table 5.2 summarises the best fit values of A and a for 
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the simple power-law along with the acceptance probability. The errors on a are 

taken at the 90 per cent rejection probability level. The acceptance probability is 

the chance that the observed data is a realisation of the underlying model. 

The unfolded unbroken power-law fits to the AGN examined in this work (see Fig. 

5.2) fit the observed data to varying degrees of success. The unfolded v x Py space 

plots are an insightful way to inspect the the best-fitting model in terms of the rela­

tive positions between the model that has been distorted by sampling effects and the 

observed data. The unbroken power-law also provides an excellent way to investi­

gate the undistorted observed PSD, without assuming a complicated model. Since 

these plots are unfolded of Poisson noise, many of the high-frequency PSDs appear 

to have somewhat large error bars (as we remove the Poisson noise component). I 

therefore binned the PSD at high-frequencies to clarify the high-frequency range if 

several points have particularly large unfolded error bars. 

From our sample of 32 AGN, 14 targets (Fairall 9, 3C 111, 3C 120, Ark 120, 

PG 0804+761, Mrk 110, NGC 4258, NGC 4395, 3C 273, 3C 279, PDS 456, 

3C 390.3, NGC 7213, and MR 2251-178) are consistent with a simple unbroken 

power-law model. An unbroken power-law for the remaining targets can be confi­

dently rejected. 

5.3.2 Single-bend power-law PSD model 

Here I fit a single-bend power-law to the data. This model best describes the PSD of 

Cyg X-I in the high/soft state, and has previously provided a good fit to the PSDs of 

the AGN NGC 4051, MCG-6-30-15 and NGC 3783 (McHardy et at., 2004, 2005; 

Summons et al., 2007). The single-bend power-law model is of the form 

I tested a range of values for each free parameter: the high-frequency slope aH, 

the low-frequency slope aL, and the bend-frequency adjoining the slopes VB. Fig 

5.3 displays the best-fitting unfolded single-bend power-law PSD model in v x Py 

space. Fig. 5.4 shows the 2D projection of the 3D rejection probability levels for 

the main interesting parameters: high-frequency slope and bend-frequency. PSRESP 

demands significant computational resources; thus, in order to achieve the right 

balance of processing time required against result, I chose the parameter spaces so 

that, where possible, the rejection probability levels are largely constrained in VB. 

The high-frequency slope, aH, is often adversely affected by Poisson noise, which 
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Figure 5.2: The best-fitting unfolded unbroken power-law PSD model for all tar­
gets in the selected sample, plotted in v x Pv space. The points with symbols 
represent the real data, unfolded from the distortions of the observed sampling 
pattern. A different symbol is associated with each component light curve input 
into the simulations. The underlying PSD model is seen as a dashed line. Noisy 
points at high frequencies have been binned for clarity. The acceptance probability 
for the unbroken power-law model is given for each fit. 
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Figure 5.2: continued. The best-fitting unfolded unbroken power-law PSD model 
for all targets in the selected sample, plotted in v x Pv space. The points with sym­
bols represent the real data, unfolded from the distortions of the observed sampling 
pattern. A different symbol is associated with each component light curve input 
into the simulations. The underlying PSD model is seen as a dashed line. Noisy 
points at high frequencies have been binned for clarity. The acceptance probability 
for the unbroken power-law model is given for each fit. 
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Figure 5.2: continued. The best-fitting unfolded unbroken power-law PSD model 
for all targets in the selected sample, plotted in v x Py space. The points with sym­
bols represent the real data, unfolded from the distortions of the observed sampling 
pattern. A different symbol is associated with each component light curve input 
into the simulations. The underlying PSD model is seen as a dashed line. Noisy 
points at high frequencies have been binned for clarity. The acceptance probability 
for the unbroken power-law model is given for each fit. 
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Figure 5.2: continued. The best-fitting unfolded unbroken power-law PSD model 
for all targets in the selected sample, plotted in V x Py space. The points with sym­
bols represent the real data, unfolded from the distortions of the observed sampling 
pattern. A different symbol is associated with each component light curve input 
into the simulations. The underlying PSD model is seen as a dashed line. Noisy 
points at high frequencies have been binned for clarity. The acceptance probability 
for the unbroken power-law model is given for each fit. 
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Target Normalisation, A a Acceptance 
(Hz-I) 

PG 0052+251 4.8 x 10 2 1.60!: <0.01 
Ton S 180 1.6 x 102 1.40:!=: 0.032 

Fairal19 3.6 x 101 1.65:!=: 0.41 
3C 111 1.7 x 101 1.90~~.* 0.76 
3C 120 6.4 x 101 1.45:!=! 0.14 

Ark 120 7.9 x 100 2.00~~:gg 0.47 
Mrk79 4.8 x 101 1. 65:!=! <0.01 

PG 0804+761 1.1 x 102 1.30~g:~ 0.32 
Mrk 110 2.1 x 101 1 90+0.10 

· -0.25 0.19 
NGC 3227 1.1 x 103 1. 15:!=: <0.01 
NGC 3516 2.4 x 102 1.55:!=: 0.051 
NGC 3783 6.9 x 102 1.55:!=: <0.01 
NGC4051 2.2 x 103 1.lO:!=: <0.01 
NGC4151 1.1 x 102 1. 85:!=: 0.092 

Mrk766 5.8 x 102 1.30:!=: 0.014 
NGC4258 8.8 x 10-2 2.55:!=! 0.35 
NGC4395 2.3 x 194 1 35+0.05 

· -0.05 0.15 
3C273 1.6 x 101 1.90:!=: 0.52 

NGC4593 3.4 x 102 1. 95:!=: 0.017 
3C279 2.4 x 10-2 27+0.80 

. -0.20 0.50 
MCG 6-30-15 2.5 x 103 1. 65:!=: <0.01 

IC4329A 1.3 x 101 2.00:!=: 0.077 
NGC 5506 3.6 x 102 1.20:!=: 0.063 
NGC 5548 4.3 x 101 1.80:!=: 0.016 

PDS 456 1.0 x 103 1.50:!=~·90 0.27 
3C 390.3 9.0 x 100 1 95+0.55 

· -0.35 0.53 
Mrk509 1.5 x 10-1 2.45:!=: 0.089 

NGC 7213 8.8 x 100 1. 70:!=: 0.28 
NGC 7314 1.1 x 103 1.lO:!=: 0.030 

Ark 564 1.3 x 103 1.05:!=: 0.011 
MR 2251-178 2.1 x 101 1. 65:!=: 0.41 

NGC7469 1.7 x 102 1.30:!=: 0.034 

Table 5.2: Summary of the best-fitting model parameters for the unbroken power-
law model to the all targets. The errors on the power-law slope are calculated from 
the 90 per cent rejection probability levels. An asterisk indicates that an estimate 
of the limiting value was not produced. 
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contributes (along with aliasing and red-noise leak) to the problem of constraining 

rejection probability levels in this dimension. Table 5.3 summarises the best-fitting 

single-bend power-law model parameters. Many of the 'noisy' points that were 

binned for clarity in Fig. 5.2 are also binned in Fig. 5.3. 

In six PSDs (PG 0052+251, NGC 3227, NGC 3783, NGC 4051, MCG-6-30-15, 

and Mrk 79) the unbroken power-law model fit is rejected with greater than 99 per 

cent confidence, while for a single-bend power-law PSD model they are rejected 

with a confidence much less than 90 per cent. In eleven other PSDs (Ton S 180, 

NGC 3516, NGC 4151, Mrk 766, NGC 4593, IC 4329A, NGC 5506, NGC 5548, 

Mrk 509, Ark 564, and NGC 7469) the unbroken power-law model fit is rejected 

with greater than 90 per cent confidence, while the single-bend power-law model is 

rejected at less than 90 per cent confidence. For the fourteen targets well fit by an 

unbroken power-law the suspected bend-frequency is close to the lowest measured 

frequency and is not well determined by the fitting. 

NGC 7314 has a poor likelihood of acceptance for the unbroken power-law, but the 

single-bend power-law PSD model is almost as poorly fit. However, the broadband 

data is best fit by an unbroken power-law slope ex = 1.1. A slope this shallow is 

usually representative of a power-law slope below the characteristic bend frequency 

(McHardy et al., 2004, 2005), it is therefore reasonable to assume that the best fit 

unbroken power-law slope is in fact a measurement of the low-frequency slope and 

that the bend is high in frequency. This conclusion is tentatively supported by a 

high VB in the single-bend fits of NGC 7314, but more data is required. 

The PSD of NGC 4395 has been calculated from XMM-Newton data only and is 

well fit by an unbroken power-law and a single-bend power-law PSD model; how­

ever, as with NGC 7314 the best-fit unbroken power-law slope is fairly shallow and 

also implies a low-frequency slope measurement. The single-bend power-law PSD 

model fit to NGC 4593 provides a bend and slopes consistent with a very-high bend 

(highest in sample), and given the very low mass of NGC 4395 (Vaughan et at., 

2005; Filippenko and Ho, 2003), it can be tentatively assumed that the single-bend 

PSD model is preferred over the unbroken power-law PSD model. To rule out an 

unbroken power-law PSD model for NGC 4395, data is required below the bend to 

measure medium to long time-scales (rv lO-s to 10-6 Hz). PG 0052+251 is poorly 

fit by the unbroken and single-bend power-law; however, PG 0052+251 represents 

the poorest quality data in this work. 

The PSD of NGC 3516 in Fig. 5.3 was detennined using RXTE long-look data; an 

independent power spectral fit using the available XMM-Newton data is consistent 

with the fit presented. 
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Figure 5.3: The best-fitting single-bend PSD for all targets in the selected sample, 
plotted in v x Py space. See Fig.S.2 for a description of the points. 
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Figure 5.3: continued. The best-fitting single-bend PSD for all targets in the 
selected sample, plotted in V x Pv space. See Fig.S.2 for a description of the points. 
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Figure 5.3: continued. The best-fitting single-bend PSD for all targets in the 
selected sample, plotted in v x Pv space. See Fig.S.2 for a description of the points. 

141 



5.3 Results 

_-----tl~- ~\ 

PDS 456 
P=0.62 

t\ 
\ 

\ 
\ 

\ 

10-8 10-7 1Q-"{i 10-5 10-4 10-3 0.01 
Frequency (Hz) 

Mrk509 
P=O.64 

10-8 10-7 10-6 10-5 10--4 10-3 0.01 
Frequency (Hz) 

- jtrrJ ~ 1 H~, 
t t 

NGC7314 
P=O.090 

10-8 10-7 10-6 10-5 10--4 10-3 0.01 
Frequency (Hz) 

, , , 
\ 

\ 
\ 

MR 2251-178 \\ 
P=0.68 \ 

\ 

10-8 10-7 10-6 10-5 10--4 10-3 0.01 
Frequency (Hz) 

3C 390.3 
P=O.68 

\ 
\ 

\ 

10-8 10-7 1 Q-"{i 

\ 
\ 

\ 
\ 

\ 
\ 

NGC7 
P=O. 

3 \ 
\ 

\ 
\ 

\ 

10--4 10-3 0.01 

10-8 10-7 1Q-"{i 10-5 10--4 10-3 0.01 

Ark 564 
P=0.50 

\ 
\ 

10-8 10-7 10-6 10-5 10--4 10-3 0.01 
Frequency (Hz) 

NGC7469 
P=0.50 

\ 
\ 

\ 

\ 
\ 

10-8 10-7 10-6 10-5 10--4 10-3 0.01 
Frequency (Hz) 

Figure 5.3: continued. The best-fitting single-bend PSD for all targets in the 
selected sample, plotted in v x Pv space. See Fig.S.2 for a description of the points. 
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Figure 5.4: Contour plots showing the rejection probability levels on the best fit 
single-bend PSD model: 68, 90 and 99 per cent rejection probability levels for the 
bend-frequency, VB, and the high-frequency slope, aH- A colour-bar represents the 
acceptance probability, with darker colours denoting a high acceptance probability. 
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Figure 5.4: continued. Contour plots showing the rejection probability levels on 
the best fit single-bend PSD model: 68, 90 and 99 per cent rejection probability 
levels for the bend-frequency, VB, and the high-frequency slope, (XH. A colour-bar 
represents the acceptance probability, with darker colours denoting a high accep­
tance probability. 
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Figure 5.4: continued. Contour plots showing the rejection probability levels on 
the best fit single-bend PSD model: 68, 90 and 99 per cent rejection probability 
levels for the bend-frequency, VB, and the high-frequency slope, aH. A colour-bar 
represents the acceptance probability, with darker colours denoting a high accep­
tance probability. 
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Figure 5.4: continued. Contour plots showing the rejection probability levels on 
the best fit single-bend PSD model: 68 , 90 and 99 per cent rejection probability 
levels for the bend-frequency, VB, and the high-frequency slope, aH. A colour-bar 
represents the acceptance probability, with darker colours denoting a high accep­
tance probability. 
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Table 5.3: Summary of the best-fitting model parameters for the single-bend power-law model to the all targets. The errors ~ 
w 

on the power-law slope are calculated from the 90 per cent rejection probability levels. An asterisk indicates that an estimate 
:;0 
('t) 
en 

of the limiting value was not produced. 
c 
"-
(ij 

Target Name Normalisation, A (XH (XL VB Acceptance 

(Hz-I) 

PG 0052+251 1.7 x 10-4 3.4~: 0.7~: 2.6~: x 10-6 0.13 

Ton S 180 3.22 x 10-2 3.0~: 0.9~: 8.7~~?i5 x 10-5 0.63 

Fairall 9 6.3 x 10-5 2.6~: 1.3~: 6.6~: x 10-6 0.45 

3C 111 3.5 x 10-3 2.6~: 1.1~: 7.6~: x 10-7 0.89 

3C 120 1.8 x 10-4 2.9~: 1.2~: 9. 7~~~./ X 10-6 0.99 

Ark 120 7.9 x 10-3 3.1~: 1.0~: 1.9~: x 10-6 0.87 

Mrk79 2.0 x 10-1 3.0~~'O 0.8~~.1 8.5~~?63 X 10-6 0.79 

PG 0804+761 1.7 x 10-4 2.6~: 1.2~: 1.3~i.o x 10-5 0.35 

Mrk 110 1.7 x 10-3 3.4~: 1.1~: 2.9~LI48 x 10-6 0.91 

NGC 3227 1.8 x 10-2 2.8~: 1.0~: 2.6~U x 10-5 0.73 

NGC 3516 6.9 x 10-2 2.9~: 0.9~: 6.6~~:~ x 10-6 0.77 

NGC 3783 6.6 x 10-3 2.6~: 1.0~: 1.3~6:~ x 10-5 0.33 

NGC 4051 7.0 x 10-3 2.5~~.8 1.1~~·1 5.1~i:~ X 10-4 0.75 

NGC 4151 1.8 x 102 2.2~: O.5~: 2.6~~:~ x 10-7 0.39 

Mrk 766 4.2 x 10-4 3.0~~.5 1.3~~.4 3.4~i:f X 10-4 0.33 

NGC4258 7.1 x 10-4 3.0~: 1.3~: 1.0~~7.4 x 10-8 0.44 I~ 
-.....) 



Table 5.3: Summary of the best-fitting model parameters for the single-bend power-law model to the all targets. The errors ~ 
w 

on the power-law slope are calculated from the 90 per cent rejection probability levels. An asterisk indicates that an estimate ~ 
(t) 

'" of the limiting value was not produced. 
\:: 
"-
t;;' 

Target Name Normalisation, A (XH (XL VB Acceptance 

(Hz-I) 

NGC 4395 1.5 x 10-2 2.9~: 1.2~: 6.6iI3 x 10-3 0.20 

3C 273 8.1 x 10-2 2.5~: 0.8~: 1. 7~t~ x 10-7 0.81 

NGC4593 3.3 x 10-2 2.2~~.3 0.8~: 3.8~i:~ x 10-6 0.46 

3C279 2.5 x 10-1 3.0~: 0.9~: 1.5~!·9 x 10-7 0.49 

MCG 6-30-15 1.7 x 10-1 1.9~~·6 0.8~~·2 3.8~~:I X 10-5 0.67 

IC 4329A 2.6 x 10-4 2.5~~.7 1.2~: 3.8~~:~ x 10-6 0.71 

NGC 5506 2.1 x 10-2 2.3~: 0.9~: 5.8~~~54 x 10-5 0.97 

NGC 5548 4.3 x 10-3 2.7~: 1.1~: 1.3~6:~ x 10-6 0.55 

PDS 456 4.8 x 10-1 2.9~: 0.8~: 1.1~: x 10-5 0.62 

3C 390.3 1.1 x 10-4 2.6~: 1.3+* -* 2.6~!6.9 x 10-7 0.68 

Mrk509 3.1 x 10-4 2.0~: 1.2~: 5.0~: x 10-5 0.64 

NGC7213 3.7 x 10-3 2.0~: 1.2~: 3.4~: x 10-7 0.64 

NGC 7314 2.4 x 10-1 2.6~: 0.8~: 6.6~: x 10-5 0.093 

Ark 564 3.6 x 101 3.1~: 0.4~: 2.6~6:~ x 10-5 0.50 

MR 2251-178 4.9 x 10-5 2.4~: 1.2~: 5.7~: x 10-7 0.68 

NGC7469 6.6 x 10-3 2.8~: 1.0~: 1.3~6:~ x 10-5 0.50 I~ oc 
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5.3.3 Double-bend power-law PSD model 

Visual inspection of Fig. 5.3 suggests there may be a few observed PSDs that may 

be better fit by a more complicated double-bend PSD model. However, given the 

added complexity of a double-bend PSD model I would expect to find an increased 

likelihood of acceptance for all sources herein, so I restrict our analysis to two 

objects (MCG-6-30-15 and NGC 4051) where the observed data is of sufficient 

quality below the high-frequency bend to examine for a tum-down or second lower­

frequency bend within the PSD. There are two more observed PSDs (NGC 3227, 

and NGC 5506) which tentatively suggest a tum-down in the PSD at low frequen­

cies, but these objects have been recently examined for a second bend (Uttley and 

McHardy, 2005) and found to be entirely consistent with a single-bend power-law 

PSD model. NGC 3783 has also been suggested to exhibit a second bend feature, 

but this object was examined extensively in Chapter 4 (Summons et al., 2007). 

Ark 564 provides the strongest evidence of a second bend in its PSD and was also 

thoroughly examined in Chapter 4 (McHardy et ai., 2007) using the same double­

bend power-law model and fitting procedure. The double-bend power-law PSD 

model, which I fit to MCG-6-30-15 and NGC 4051 is given by 

where aH, aI, and aL are the high-frequency slope, intermediate-frequency slope, 

and low-frequency slope, respectively. The low and high bend-frequencies, respec­

tively, are VL and VH. In order to provide the best comparison to the lowlhard state 

of Cyg X-I, I fix the low-slope to zero, and the intermediate-slope between the 

bends to 1. Although it is customary to describe the lowlhard state of BHXRBs 

using multiple Lorentzian components (e.g. Pottschmidt et al. 2003), AGN data is 

sufficiently poor in quality that a double-bend power-law PSD model will suffice as 

an approximation to the lowlhard state (Belloni and Hasinger, 1990; Nowak et ai., 

1999). Analysis in Chapter 4 (reported in McHardy et ai. 2007) on Ark 564 finds 

that it is best fit by a two component Lorentzian model, which is also supported 

by the lag spectrum (Arevalo et ai., 2006). Our analysis is further confirmed by 

the large observed residuals of the single-bend power-law PSD model fitted to the 

high-frequency data of Ark 564 (see Fig. 5.3). 

I fitted the double-bend power-law PSD model to MCG-6-30-15 and NGC 4051, 

with the best-fitting model plotted in Fig. 5.5. The best fit parameters are sum­

marised in Table 5.4. The bend frequencies are free parameters so that I might 



5.3 Results 

...... ...... 
0 

.f-!j!~11 ;U+~ 
0 J~t+++~ f lJ$~*+ ...... ...... 

:u 0 :u 0 
0 it + 'f ~ 'It+ 0 ~~ ~ 7 ~ 7 0 0 p... 0 f', p... 0 ~ ...... ...... 

~ "1 ~ "1 
, , 

;>-. 0 
, ;>-. 0 , 

() ...... , 
() ...... , 

::: , ::: 
Q) '" MCG- 6-30- 15 

, 
Q) "i' I NGC4051 ::l 0 

, ::l 0 0' ...... 0' ...... 
Q) 

"i' P=0.29 £ -0 P=0.48 U:: I 
0 0 ...... ...... 

10-8 10-7 10-6 10-5 10-4 10-3 0.01 10-8 10-7 10-6 10-5 10-4 10-3 0.01 
Frequency (Hz) Frequency (Hz) 

MCG-6-30-15 NGC4051 

-3 
-3 

-- - -

Log v" (liz) -4 Log vH (liz) 
") -4 , 

----- ) ----r --' / 
-5 -5 

-8 -7.5 -7 -6.5 -6 -5.5 -5 -8 -7.5 -7 -6.5 -6 -5.5 -5 
Log vL (liz) Log vL (liz) 

: : :A ='~ : Q; : F : - 1 
0.02 0.()4 0.06 0.08 0.1 0.12 0.14 0 0.05 0.1 0.15 02 0.25 0.3 0.35 0.4 0.45 0.5 

Figure 5.5: The best-fitting double-bend PSD for MCG 6-30-15 and NGC 4051, 
plotted in v x Pv space. See Fig.5.2 for a description of the points. 
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detennine the ratio of the best-fiting bend frequencies, which is typically about a 

decade in the lowlhard state of BHXRBs. The rejection probability levels for the 

main interesting parameters (VB and vd are also plotted in Fig. 5.5. In Chapter 4 I 

obtained a very good fit (acceptance probability P=75 per cent) for the double-bend 

power-law PSD model to Ark 564 with aj = 1.2~g:i, VL = 7.5~;~:/ x 10- 7Hz and 

VB = 2.4~~:~ x 10-3 Hz. It is clear that a double-bend power-law model is preferred 

for Ark 564 over the single-bend model. 

The double-bend power-law PSD model fit to NGC 4051 and MCG-6-30-15 do 

not produce an improvement on the single-bend power-law PSD model. Moreover, 

the best-fitting low-frequency bend is found at the lowest permitted value. I also 

plot a solid diagonal line to denote the frequency ratio of 100 between breaks. The 

possible ratio of bend frequencies does exceed 100 at 90 per cent confidence for 

MCG-6-30-15 and 99 per cent confidence for NGC 4051. On this evidence, I rule 

out a lowlhard state PSD for both objects. 

5.3.4 Single-bend power-law PSD model with a fixed low-slope 

Here I fit a single-bend power-law PSD model with a fixed slope to selected tar­

gets. For several objects (PG 0052+251, Ton S 180, Fairall 9, 3C 111, Ark 120, 



Target 

NGC 4051 
MCG-6-30-15 

Normalisation, A 
(Hz-I) 

3.5 X 103 

3.3 X 103 

aH VH VL 

(Hz) (Hz) 

2.2~g:~ 1.6~L~ x 10-4 1.0~~.3-xT6=8 
2.4~~.6 1.6~6:~ x 10-4 5.0~!55 X 10-9 

Acceptance 

0.48 
0.29 

Table 5.4: Summary of the best-fitting model parameters for the double-bend power-law PSD model to MCG-6-30-15 and NGC 4051. The 
errors on the power-law slope are calculated from the 90 per cent rejection probability levels. An asterisk indicates that an estimate of the 
limiting value was not produced. 
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PG 0804+761, Mrk 110, NGC 4151, Mrk 766, NGC 4258, NGC 4395, 3C 273, 

3C 279, NGC 5548, PDS 456, 3C 390.3, Mrk 509, NGC 7213, and MR 2251-178) 

within our sample the best fit bend-frequency is very close to the lowest measured 

frequency within the PSD are is not well constrained. Inspection of the measured 

low-frequency slopes in Table 5.3 suggest that this parameter is often determined to 

be rv 1; thus, it is reasonable to test the less well measured PSDs against a single­

bend power-law PSD model with fixed low slope at 1. A fixed low-slope may afford 

increased reliability of the estimated bend-frequency for objects with poorly con­

strained bend-frequencies. 

Best fit parameters for the single-bend power-law PSD model with a fixed slope 

are displayed in Fig. 5.5, Fig. 5.6 and Table 5.5. It is clear that all sources tested 

against this fixed slope model are well fit, with all rejection probability levels (see 

Fig. 5.6) exhibiting increased constraint over those presented in Fig. 5.4. The 

rejection probability contour for Mrk 509 remains completely unbounded at the 90 

per cent level for the best-fitting high-slope value. 

5.4 Correlation between bend time-scale, black hole 

mass and bolometric luminosity 

Observationally, accreting black holes come in two main flavours: stellar mass black 

hole systems (rv 10 Me;) in BHXRBs and supermassive black holes (rv 106-109 Me;) 

in AGN. Both these systems display aperiodic X-ray vaIiability and the existence 

of a mass-scaling of time-scales has previously been considered (McHardy, 1988; 

Edelson and Nandra, 1999; Uttley and McHardy, 2005). In McHardy et al. (2006) 

the authors show that by correcting for variations in accretion rate, the bend time­

scales in the observed PSD of both AGN and BHXRBs can be physically connected, 

thereby implying that the accretion process must be mass-scale invariant. 

McHardy et al. (2006) motivated by an approximate linear scaling of the bend time­

scale, TB, with mass, MBH, and an inverse scaling of TB with accretion rate, mE (in 

units of the Eddington limit), hypothesise that log Ts = A 10gMsH - B 10gLbol + c. 
The bolometric luminosity, LboJ, is used rather than the accretion rate, since the ma­

jority of objects discussed here are radio-quiet i.e. rilE is well approximated by 

LboJ/ LE. The parameters A, B, and C are determined from a grid search. McHardy 

et al. (2006) take 10 AGN with well determined bend time-scales, good mass mea­

surements and spanning a broad range of accetion rates and find a good fit with 

A = 2.10 and B = 0.98. McHardy et al. (2006) also show that the fit can be ex-
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Figure 5.6: The best-fitting single-bend power-law PSD with fixed low-frequency 
slope for several targets in the original sample, plotted in v x Py space. See Fig.5.2 
for a description of the points. 
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Figure 5.5: continued. The best-fitting single-bend power-law PSD with fixed 
low-frequency slope for several targets in the original sample, plotted in v x Pv 

space. See Fig.5.2 for a description of the points. 

tended to include Cyg X-I and GRS 1915+ 1 05 in radio-quiet states i.e. the scaling 

relation is good over several orders of magnitude of mass. 

The AGN bend time-scale data used in McHardy et ai. (2006) were collated from 

the current literature, including measurements from a number of different authors, 

which could introduce some small additional scatter into the mass/accretion-rate 

correlation. Here I present an updated relation between TE, MER and rilE using a 

larger sample of AGN data; moreover, the AGN bend frequencies used hereafter 

have been consistently calculated and presented in this work. The bend-frequency 

for Ark 564 is taken from Chapter 4 (McHardy et ai., 2007) for the 'hard' energy 

range double-bend power-law PSD model fit. 

I shortlist 21 AGN from our original list of 32 on which to examine the correla­

tion between TE, MBR, and Lbol . The criterion for the shortlist was that the bend­

frequency could be constrained at the 90 per cent rejection probability contour in 

the single-bending power-law model fits, with free low frequency slope (see Fig. 

5.3, Fig. 5.4, and Table 5.3). 

I fit the aforementioned list of 21 objects according to the hypothesised scaling re­

lation and determine the best-fitting values of A, B, and C. The 90 per cent rejection 

probability levels which are quoted throughout this work for TB are approximately 
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Figure 5.6: Contour plots showing the rejection probability levels on the best fit 
single-bend PSD model: 68,90 and 99 per cent rejection probability levels for the 
bend-frequency, VB, and the high-frequency slope, aH A colour-bar represents the 
acceptance probability, with darker colours denoting a high acceptance probability. 
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Figure 5.6: continued. Contour plots showing the rejection probability levels on 
the best fit single-bend PSD model: 68,90 and 99 per cent rejection probability 
levels for the bend-frequency, VB , and the high-frequency slope, (XH A colour-bar 
represents the acceptance probability, with darker colours denoting a high accep­
tance probability_ 
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Figure 5.6: continued. Contour plots showing the rejection probability levels on 
the best fit single-bend PSD model: 68,90 and 99 per cent rejection probability 
levels for the bend-frequency, VB, and the high-frequency slope, aH A colour-bar 
represents the acceptance probability, with darker colours denoting a high accep­
tance probability. 
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Gaussian and are therefore renormalised to 68 per cent (1cr) probabilities for the 

purposes of fitting. Moreover since errors are often asymmetric, I take the error 

which lies in the direction from the predicted to observed value of TB. Errors on the 

bolometric luminosity, Lbo}' are not often provided so I assume a typical 30 per cent 

error which corresponds to the typical spread in estimated Lbol for the same AGN. 

The bend time-scales, TB, have all been calculated in this work, with the exception 

of Ark 564 which was thoroughly examined very recently by us (McHardy et aI. , 

2007). The data for MBH are, where possible, delived from reverberation mapping 

(Peterson et aI., 2004), with the bolometric luminosity data mostly taken from Woo 

and Urry (2002). Much of the data for MBH and Lbol is presented in Table 5.6. 

The mass of Ton S 180, Mrk 766, MCG-6-30-15 are determined from stellar veloc­

ity dispersion measurements (Hao et aI. , 2005; Botte et aI., 2005; McHardy et aI. , 

2005), and the mass of Ark 564 is determined from an [Oill] line width (Botte et aI. , 

2004). For NGC 5506, which is highly obscured, I use a stellar velocity dispersion 

measurement by Gu et al. (2006) (98 kms- 1) to determine the black hole mass rather 
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Target Name Normalisation, A aH VB Acceptance 
(Hz-I) (Hz) 

PG 0052+251 104 x 10-5 34+0.0 
· -0.2 1.9~~:i x 10-5 0.11 

Ton S 180 804 x 10-3 3.5~i.s 1.5~i:~ x 10-4 0.62 
Fairall 9 2.9 x 10-2 1.8~: 3At54.3 x lO-S 0.44 
3C 111 2.3 x 10-2 2A~: 3A~;SS x 10-7 0.88 

Ark 120 8.5 x 10-3 2.8~~·7 1.1~!8.3 X 10-6 0.85 
PG 0804+761 4.8 x 10-3 1.5~: 1.1~: x 10-6 0040 

Mrk 110 8.7 x 10-3 2.8~i.0 1.7~t~ x 10-6 0.91 
NGC 4151 5.2 x 102 23+1.1 · -0.4 5.8~~~87 X 10-7 0.26 

Mrk 766 6.0 x 10-3 29+0.1 
· -0.4 2.9~6:~ x 10-4 0.14 

NGC4258 1.0 x 10-1 2.8~i.l 1.5~;·9 X 10-8 0.33 
NGC4395 7.7 x 10-2 24+0.5 

· -0.3 2.9~tg X 10-3 0.19 
3C273 2.3 x 10-2 2.6~: 3.5~!4.0 x 10-7 0.78 
3C 279 3.9 x 10-2 3A~: 2.3~;·9 x 10-7 0043 

NGC 5548 2.2 x 10-2 3.5~~·0 1.3~6:~ x 10-6 0.54 
PDS 456 304 x 10-2 3.0~: 1.7~!7.8 x 10-5 0.66 
3C 390.3 204 x 10-2 2A~~.7 1.1~!·6 X 10-7 0.66 
Mrk509 2.0 x 10-2 1.5~Z.4 7.6~: x 10-8 0.74 

NGC7213 3.5 x 10-3 3.2~~·2 3A~~5.0 X 10-7 0.70 
MR 2251-178 7.8 x 10-3 2.5~: 2.5~!6.7 x 10-7 0.64 

Table 5.5: Summary of the best-fitting model parameters for the single-bend 
power-law PSD model with fixed low-frequency slope at 1 to selected targets. 
The errors on the power-law slope are calculated from the 90 per cent rejection 
probability levels. An asterisk indicates that an estimate of the limiting value was 
not produced. 

than an alternative value from the width of the [OIll] lines. The mass estimates for 

NGC 4151 and NGC 3227 are determined mainly from stellar dynamics (Onken 

et al., 2007; Davies et al., 2006) and so, although consistent with reverberation esti­

mates, should be more accurate. The short HST reverberation mapping estimate of 

MBR for NGC 4395 is not thought to be reliable, since only one cycle of the line and 

continuum variations are measured in each HST observation and so these variations 

may not be physically related. I therefore use a mass based upon stellar velocity 

dispersion (<1 <30 km s-1) and low nuclear optical emission (Vaughan et at., 2005; 

Filippenko and Ho, 2003). I use the mass of Herrnstein et al. (1999) for NGC 4258, 

which is based upon a nuclear water maser and is therefore considered very precise. 

The resultant fit to the 21 shortlisted AGN produces a reduced X2 = 1.9 with A = 

2 13+0.33 B - 0 85+0.20 de - 2 15+0.20 hr" d L ',' 1044 
. -0.25' - . -O.IS' an - -. -0.30' were .l.B IS III ays, bol IS III 

ergs s-1, and MBR in 106 Mev. The fitted values are in good agreement with those 

derived by McHardy et al. (2006) for their sample of 10 AGN, i.e. A = 2.17~g:~;, 
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Target Mass, 10() M0 Ref log (LboI/ LEdd) Ref 
Ton S 180 12.3 H05 0.474 H05 

Fairall 9 255+56 
-56 P04 -1.27 W02 

3C 120 55 5+31.4 
. -22.5 P04 -0.501 W02 

Ark 120 150± 19 P04 -1.36 W02 
Mrk79 52.4± 14.4 P04 -1.25 W02 

PG 0804+761 693±83 P04 -1.01 W02 
Mrk110 25.1 ±6.1 P04 -0.767 W02 

NGC 3227 15.0~~:g D06 -1.40 W02 
NGC 3516 42.7 ± 14.6 P04 -1.44 W02 
NGC 3783 29.8 ±5.4 P04 -1.17 W02 
NGC 4051 1.91 ± 0.78 P04 -0.824 W02 
NGC4151 45.7~~:~ 007 -2.03 W02 

Mrk766 3.5 B05 -0.207 U05 
NGC4258 39.0± 1.0 H99 -3.52 L96 
NGC4395 005+0.05 

. -0.04 V05 -2.10 L99 
3C273 886± 187 P04 0.306 W02 

NGC4593 536+9.37 
. -6.95 P04 -0.736 W02 

3C279 269 W02 -0.427 W02 
MCG 6-30-15 4.5 ± 1.5 M05 -1.21 R97 

IC 4329A 990+17.88 
. -11.88 P04 -0.313 W02 

NGC5506 7.60 G06 -0.430 M05 
NGC 5548 67.1±2.6 P04 -1.06 W02 

3C 390.3 287±64 P04 -1.72 W02 
Mrk509 26.0±2.1 P04 -1.22 W02 
Ark 564 2.6±0.26 B04 0.483 R04 

NGC7213 100 N95 -3.15 S05 
MR2251-178 102±20 N06 -0.496 E94 

NGC7469 12.2±0.25 P04 0.0967 W02 

Table 5.6: Summary of masses and accretion rates. 
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References used for the masses and accretion rates: H05 - Hao et al. (2005); W02 -
Woo and Urry (2002); P04 - Peterson et al. (2004); D06 - Davies et al. (2006); 

007 - Onken et al. (2007); B05 - Botte et al. (2005); U05 - Uttley and McHardy 
(2005); H99 - Herrnstein et ai. (1999); L96 - Lasota et al. (1996); V05 - Vaughan 

et al. (2005); L99 - Lira et ai. (1999); M05 - McHardy et ai. (2005); R97 -
Reynolds et ai. (1997); G06 - Gu et ai. (2006); B04 - Botte et al. (2004); R04-
Romano et al. (2004); N06 - Nandra (2006); N95 - Nelson and Whittle (1995); 

S05 - Starling et al. (2005); E94 - Elvis et al. (1994) 
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Figure 5.7: The confidence contours for the black hole mass and bolometric in­
dices A and B. The contours represent the 68 (black), 90 (red) and 95 (green) 
per cent confidence contours for the dependence of bend time-scales on black 
hole mass and bolometric luminosity. The larger contours denote a sample of 
20 reliable AGN with constrained bend time-scales, see text for sample list. The 
smaller highly elliptical contours represent the sample of 20 AGN with Cyg X-I 
and GRSI915+105. 

B = 0.90~g:ig and C = -2.42~g:~; . 
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In order to determine whether the relation holds over the full range of masses ob­

served in accreting black hole systems, I must include stellar mass BHXRBs. For 

proper comparison I should only include BHXRBs whose PSDs are well described 

by the same single-bending power-law PSD model that best describes the observed 

AGN PSDs (Axelsson et aI., 2005; Trudolyubov, 2001). Such sources are rare and 

the best examples are Cyg X-I and GRS 1915+105 in high/soft states (radio quiet). 

Bolometric luminosity measurements (Wilms et aI., 2006) were combined with si­

multaneous bend time-scale measurements (Axelsson et aI., 2005) for Cyg X-I , and 

for GRS 1915+105 the bend time-scale was determined directly from observations 

and published fluxes (Trudolyubov, 2001) were taken with the distance taken to be 

11 kpc. The BHXRB data used herein is identical to that of McHardy et al. (2006), 

I therefore refer the reader to that paper for the full data and references. 

The fit including Cyg X-I and GRS 1915+105 is better (reduced X2 = 1.6) with A = 

2.03~g:~~ , B = 0.88~g:g , and C = -2.03~g:6~ and is again in good agreement with 



5.4 Correlation between bend time-scale, black hole mass and bolometric 
luminosity 162 

the previously derived values from McHardy et al. (2006) of A = 2.10 ± 0.15,B = 

0.98 ±0.15, and C = 2.25 ±0.2. I assumed a mass of 15 M0for Cyg X-I; how­

ever assuming a mass of 8 M0 0r 20 M0changes the fit parameters only marginally. 

Peterson et al. (2004) regard their mass of NGC 7469 to be in relatively poor agree­

ment with the virial prediction; although, they note that the mass estimate is within 

2a of the virial prediction. Thus, I remove NGC 7469 from the sample and fit 

the 20 remaining objects. The fit of AGN data is significantly improved (reduced 

X2 = 1.2) with A = 2.13:=8:i~,B = 0.98:=8:i~, and C = -2.3:=8:i~ and is again in 

good agreement with the previously derived values from McHardy et al. (2006). 

The fit including Cyg X-I and GRS 1915+105 is better (reduced X2 = 0.90) with 

A = 2.13:=8:g,B = 0.98:=8j;, and C = 2.25:=8:~;. The fit to 20 AGN is shown in 

Fig. 5.7. It should be made clear that the fits for 20 and 21 AGN are consistent 

i.e. the confidence contours for the AGN and AGN plus BHXRB data overlap at 

la. In Fig. 5.8 I show a projection of the TB - MBH- mE plane for all 21 AGN 

(shown as 20 filled circles, with NGC 7469 represent by an orange star), Cyg X-I 

and GRS 1915+105. That is, I show the predicted bend time-scales Tpredicted, deter­

mined by 10gTs = 2.110gMsH - 0.98 log Lbol - 2.3, are in good agreement with 

the measured bend time-scales, Tobserved. Two of three AGN where the bend time­

scale is unbounded on one side (3C 390.3 and NGC 4258) are consistent with the 

fit, but PG 0804+761 is an outlier. The bend time-scale in these three objects is 

not as well determined as the rest of the sample because it lies close to the lowest 

frequencies sampled by the PSD and so the slope below the bend, which is required 

to constrain the bend frequency, cannot be detennined with a great deal of accuracy 

and may introduce additional scatter. However, these objects are required to con­

strain the lowest time-scales measured. McHardy et al. (2006) reported NGC 5506 

as an outlier to the plot of predicted versus observed bend time-scale, although they 

noted that the mass derived from the width of the [OIII] lines implied an accretion 

rate which was too low for the obscured narrow line Seyfert classification of Nagar 

et al. (2002). However from reanalysis of its PSD and a new mass estimate based 

upon stellar velocity dispersion (Gu et aI., 2006), I now find that NGC 5506 is quite 

consistent with the fit. 

Using our improved sample of 21 AGN, which were consistently reduced and eval­

uated in this work, I reinforce the result of McHardy et al. (2006) - that over a 

prodigious range of ('-> 108 M0in mass and ('-> 103 in accetion rate, accretion pro­

cesses behave similarly. 

In Fig. 5.8 I show a projection of the TB - MBw lhE plane for the Oliginal21 sources 

plus 7 additional sources as green open circles (Fairall 9, Ark 120, 3C 273, 3C 279, 



5.4 Correlation between bend time-scale, black bole mass and bolometric 
luminosity 163 

I I I I 

V 
/ 

(b { 1 
,.-.., 0 ~ -

<Zl 

~ 
"d 
'--' 

13 
c: 
" E 
0 

E-< 

/ f 
+/ 

/ 
/ + 

OJ) / 
0 

.....l 
/ 

/ 
/ 

V) 

I 
/ 

/ 
/ -

/ 
-itt" 

1/ 
l:.- I I I I 

- 6 -4 - 2 o 2 
Log T Predicted ( days) 

Figure 5.8: A projection of the TB - MBW mE plane for 28 together with Cyg X-I 
and GRS 1915+105. The predicted bend time-scales were determined using the 
best fit parameters for A, B, and C obtained from the best fit of 21 shortlisted ob­
jects. The BHXRB data is denoted as filled stars, with GRS 1915+ 105 represented 
by the star at the lowermost left comer. The 21 shortlisted AGN are denoted as 
20 filled circles, with NGC 7469 represent by an orange star. The 7 less reli­
able AGN, which were not used in the fitting, are denoted as green open circles 
(Fairall 9, Ark 120, 3C 273, 3C 279, Mrk 509, NGC 7213, and MR 2251-178) 
with TB determined by assuming a fixed low-frequency slope of 1. Even though 
the 7 additional AGN are not used in the fit, it is clear that they compliant with the 
overall correlation. I plot the 90 per cent rejection probability levels on Tobserved. 

Mrk 509, NGC 7213, and MR 2251-178) with TB determined by an assumed low­

slope (a = 1). The best fit parameters to the 28 AGN is much worse with a reduced 

X2 = 1.7 and reduced X2 = 1.6 when Cyg X-I and GRS1915+105 are included. 

Moreover, the contours for the AGN on their own and the AGN plus BHXRB do 

not overlap at the 90 per cent confidence level. The fits to the samples which did not 

include these poorly measured bend time-scales were very good. I therefore con­

clude that in these 7 cases there just is not enough data to allow a reliable estimate 

of the bend frequency or, possibly, that the low frequency slopes differ enough from 

1 to affect noticeably the bend time-scale measurement. In any event, we do not in­

clude them in our best fit. Four remaining AGN of our initial sample (pG 0052+251 , 

3C 111, PDS 456 and NGC 7314) are not included at all, since mass data for 3C 111 

and PDS 456 are not available and the PSDs of PG 0052+251, NGC 7314 are not 
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of sufficient qUality. 

5.4.1 Correlation of bend time-scale with the Hf3 optical emis­

sion linewidth 

The width of the optical emission lines, V, broadened by Doppler motions of the gas 

in the broad line region (BLR) surrounding the central black hole may be expected 

to con·elate with MBH and mE . McHardy et al. (2006) determine that for a virialised 

BLR, we expect V4 rv MBH/ mE . Thus for objects where there exists a robust 

measurement of V (here defined as the FWHM of the variable, broad component, 

of the H/3 optical emission line, best measured from the RMS optical spectrum) 

I plot TB versus V in Fig. 5.9 for 18 objects. I primarily take the H/3 FHWM 

linewidths detected in the RMS spectrum by Peterson et al. (2004) for 3C 120, 

Mrk 79, PG 0804+761, Mrk 110, NGC 3227, NGC 3516, NGC 3783, NGC 4051, 

NGC 4151, NGC 4593, IC 4329A, NGC 5548, 3C 390.3, and NGC 7469. The 

H/3 linewidths for Ton S 180, Mrk 766, MCG-6-30-15, and Ark 564 are taken from 

Turner et al. (1999). I do not plot the three remaining AGN (NGC 4258, NGC 4395, 

and NGC 5506) from the shortlist sample of 21 AGN with constrained bend time­

scales. NGC 4258 and NGC 5506 have obscured H/3 emission lines, whereas the 

H/3 emission line in NGC 4395 is dominated by a narrow component and the broad 

component is very weak and, as a consequence, poorly detennined (Kraemer et al., 

1999). 

In order to determine the form of the relationship between V and TB, taking proper 

account of the errors on both parameters, I assume a relationship of the form log TB = 

D log V + E, where D and E are fit parameters, and perform a x2-based parameter 

grid search, as I did for the parameters A, Band C, earlier in this work. I take the 

measured errors of TB and assume a 30 per cent error on the measured linewidth. 

Linewidth measurements between different epochs can vary as much as 50 per cent, 

but 10-15 per cent measurement errors are more typical; thus, 30 per cent is con­

servative given the archetypal systematic and statistical uncertainties. For a fit to 

the aforementioned 18 AGN (Ton S 180, 3C 120, Mrk 79, PG 0804+761, Mrk 110, 

NGC 3227, NGC 3516, NGC 3783, NGC 4051, NGC 4151, Mrk 766, NGC 4593, 

MCG-6-30-15, IC 4329A, NGC 5548, 3C 390.3, Ark 564, and NGC 7469) I find 

D = 3.9~g:~~ and E = -13.3 (reduced X2=1.6), which strongly supports the re­

sults of McHardy et al. (2006) and the predicted TB-V scaling relation. However 

the reduced X2 for this fit is poor, which could be a result of the outliers in Fig. 

5.9, which are denoted with a crossed-circle: Mrk 110 and NGC 3227. A repeated 
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Figure 5.9: I show the FHWM of the Hf3 emission line in AGN is correlated 
with the observed power spectral bend time-scales produced in Chapter 5 of this 
work. The most notable outliers are denoted with a crossed-circle: Mrk 110 and 
NGC 3227. The error bars on TB are 90 per cent rejection probability levels. 
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fit with Mrk 110 removed from the sample yields a formally improved fit result 

(x2 = 1.1) and I find D = 3. 7 5~g:~~ and E = -12.8, which is also consistent with 

the results of McHardy et al. (2006). Removing both outliers from the fit (Mrk 110 

and NGC 3227) results in a further improved fit (x2 = 0.70) and I find D = 3. 90~g:~~ 

and E = - 13.2. 

It is clear from Fig. 5.9 that there are a few points that lie just off the best fit, 

with Mrk 110 and NGC 3227 being noticeable outliers. The reduced X2 for the 

fit presented in Fig. 5.9 using all 18 shortlisted AGN is 1.6, which is obviously 

affected by the outliers (Mrk 110 and NGC 3227), suggests that a further unknown 

source of elTor must be invoked in order to explain the additional scatter. This 

conclusion is further reinforced by the improved fit results when the outliers are 

removed from the fitting procedure. The en"or could be down to our initial choice 

of 30 per cent elTor on the measured FWHM H{3 linewidth; however, a possible 

interpretation of the additional scatter could be AGN orientation to the observer. 

The FWHM measurement of H{3 for Mrk 110 appears to be lower than expected 

given the bend time-scale (see Fig. 5.9); however, Veron-Cetty et al. (2007) suggest 
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that Mrk 110 appears almost face-on. Whereas the H{3 linewidth for NGC 3227 

appears to be too broad for the observed bend time-scale, but there is evidence to 

suggest that NGC 3227 appears almost edge-on to the observer (Lamer et ai., 2003). 

Our sample of AGNs in this work are biased towards Seyfert 1 galaxies i.e. RXTE 

is flux limited and many Seyfert 2 AGN will be heavily absorbed; moreover, the 

bias towards Seyfert 1 galaxies would generally restrict the distribution of AGN 

viewing angles within our sample (i.e. the angle between the observer and the plane 

of the accretion disk). If the BLR has a disk-like distribution, face-on AGN (e.g. 

Mrk 110) would be measured to have a reduced H{3 linewidth, unlike edge-on AGN 

(e.g. NGC 3227) where the H{3 linewidth would be almost maximal, this viewing 

angle dependence could be reflected in Fig. 5.9. Therefore I tentatively suggest 

that I have speculative evidence for a relation between viewing angle and linewidth, 

implying that the BLR is not isotropic. 

5.5 Discussion and Conclusions 

I recapitulate the following main results of our Monte Carlo analysis of 32 AGN 

PSDs. 

I find that a simple unbroken power-law PSD model is sufficient to currently ex­

plain the broadband PSD of eight sources (MR 2251-178, PDS 456, 3C 390.3, 

NGC 4258, Mrk 110, PG0804+761, Ark 120, and FairalI9); however the slopes 

are generally measured to be fairly steep, suggesting a high-frequency slope value 

with a break at lower frequencies that has not be reliably measured with the current 

data. The fifteen remaining sources are well fit by a 'soft' state model, with a single 

bend in the power-law PSD model. Although the aforementioned eight sources are 

better fit by a single-bend power-law PSD model, the resultant bend-frequency is 

not well constrained and not statistically required. I find that a 'hard' state model, 

with a double-bend in the power-law PSD model, is not required for NGC 4051 

and MCG-6-30-15; however, the results of the single-bend power-law model fit to 

Ark 564 do suggest, in agreement with McHardy et al. (2007), that a more com­

plicated double-bend power-law model is walTanted, thus Ark 564 is often referred 

to as a very-high state AGN. NGC 7314 is unique in our sample in that is not well 

fitted by an unbroken power-law and the single-bend power-law PSD model only 

offers marginal improvement (P=9 per cent); however given the stochastic nature 

of AGN timing we might expect 1124 AGN PSDs to be relatively poorly fit by the 

single-bend power-law PSD model even if it is the correct underlying model. 
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For objects where the bend-frequency is determined close to the lowest probed 

frequency (Ton S 180, Fairall 9, Ark 120, PG0804+761, Mrk 110, NGC 4151, 

Mrk 766, NGC 4258, NGC 4395, NGC 5548, PDS 456, 3C 390.3, Mrk 509, and 

MR 2251-178), I fitted a single-bend power-law model and assume a fixed low­

slope (ex = 1). All objects fitted by this model produced better constrained rejection 

probability contours, which is to be expected given the reduction in model parame­

ters, and were broadly consistent with the full single-bend power-law fits. Fairall 9, 

Ark 120, PDS 456, and MR 2251-178 all exhibited a notable improvement and 

produced moderately well-constrained contours. Mrk 509 is unusual in that the 

contour produced in Fig. 5.6 is completely unbounded at the 90 per cent rejection 

probability level. 

Many of the objects presented herein have been previously analysed using similar 

techniques to the one employed in this work, and I find that our results are broadly 

consistent (e.g. see Markowitz et al. 2003; Uttley and McHardy 2005). Several 

PSDs presented here are not been previously analysed using PSRESP (Ton S 180, 

3C 120, Ark 120, Mrk 79, PG 0804+761, Mrk 110, NGC 4593, IC 4329A, PDS 456, 

3C 390.3, NGC 7314, NGC 7213, MR 2251-178, and NGC 7469) and some of these 

objects have PSDs that have not previously been published. 

Using an improved PSRESP implementation to evaluate the bend time-scales of the 

AGN described in the work along with published black hole masses and luminosi­

ties, I calculate the relationship between these aforementioned properties. The find­

ings presented herein support the idea that nuclear accretion in BHXRBs is similar 

to larger scale AGN accretion; moreover, the optical linewidth of Hf3 is correlated 

with the bend time-scale over a large range of masses. Consequently, I further en­

dorse the findings of McHardy et al. (2006) - that over a broad range of masses 

and accretion rates the X-ray variability and opticallinewidth can be explained as 

merely depending on MBH/ mE . 



The more you know, the less you understand. 

TAO TE CHING 

Conclusions 

X -ray timing studies of accreting black hole systems provide powerful insights into 

the nature of accretion physics and the strong gravity environment around black 

holes. In this concluding chapter I will further discuss some of the implications 

of the results presented in this work and investigate possible future avenues of re­

search. Firstly, I will review our Monte Carlo software (PSRESP) and describe some 

of the possible modifications and optimisations that may need to be implemented 

for future work. I will then discuss the implications of the results presented in Chap­

ters 4 and 5 with regard to the AGN-BHXRB connection, and whether or not the 

relation between black hole mass, accretion rate and bend time-scale can be used 

to estimate the black hole mass of ultra-luminous X-ray sources (ULXs) i.e. do 

ULXs harbour intermediate mass black holes? I will also mention the possibility 

of determining AGN emission states (analogous to BHXRB emission states) and 

locating the, thus far, missing QPOs. I will ultimately conclude this work by dis­

cussing how future high-energy missions might contribute to AGN timing analysis, 

and how next generation X-ray telescopes might allow an entirely new sample of 

AGN to be observed, namely low-mass low-luminosity AGN. 
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6.1 The future of PSRESP and possible optimisations 

In Chapter 2 I described the basic tools used in timing analysis along with some 

of the caveats that must be considered in order to undertake robust analysis of an 

unevenly discretely sampled X -ray signal. In Chapter 3 I further developed the con­

cepts introduced in Chapter 2 and explained how the aforesaid techniques can be 

implemented in Monte Carlo software to rigorously determine the power spectrum 

of AGN time-series data afflicted with sampling distortions. The basic implemen­

tation of our Monte Carlo software was pioneered by Dttley et ai. (2002); however, 

this original implementation makes no attempt to simulate the highest frequencies 

often measured in AGN power spectra and also suffers significant problems when 

determining the acceptance probability for AGN data considerably distorted by red­

noise leak. The improvements outlined in Chapter 3 namely the modification to the 

Poisson noise level calculation, high-frequency data simulations and acceptance 

probability determination, tackle many of the original limitations of PSRESP, but 

there are still areas where the software could be refined. 

Even since the days of its original conception, PSRESP is computationally intensive, 

mainly due to the vast number of calculations required by the light curve simulation 

and Fourier transform algorithms. Fortunately if the predictions of Moore's law1 

continue, then many of today's computational limitations could be overcome in the 

near future with the next generation of computer hardware. For example, larger 

parameter spaces and more complicated models could be examined on a desktop 

machine; moreover, RXTE monitoring light curves could be simulated with the pre­

ferred temporal resolution of 1000 seconds (see Chapter 3). Since 2002, despite 

the various computationally intensive improvements, PSRESP has still increased in 

speed by a factor of rv 3. In a few years the current simulations that require a com­

pute cluster, such as Iridis2, should hopefully become trivial to run on a desktop 

machine. 

In terms of improvements that can be made to PSRESP to better analyse X-ray data, 

I have short-listed three main areas for development. 

6.1.1 Statistics 

As outlined and presented in Chapter 3 I have made several improvements to the 

original version of PSRESP first presented by Dttley et al. (2002). The majority of 

IThe number of transistors that can be inexpensively placed on an integrated circuit is doubling 
approximately every two years. 
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the improvements, as I have already discussed, focus on the statistical calculations 

in PSRESP. I have implemented an improved method of incorporating the Poisson 

noise level, but I have also changed the way PSRESP determines acceptance prob­

abilities in the presence of sampling distortions. The distortions associated with 

irregular sampling (aliasing and red-noise leak) introduce spurious power through­

out the measured power spectrum, which produce a distorted representation of the 

underlying power spectral shape. The modification outlined in Chapter 3 corrects 

the distortion due to the redistribution of power throughout the power spectrum, 

which is essentially due to correlated frequency bins, but it is computationally in­

tensive. If a test statistic can be found or developed that is not as significantly 

affected by correlated frequency bins, PSRESP could be both simplified and fur­

ther optimised. A new choice of test statistic might negate many of the distribution 

problems encountered in this work, which would yield a significant computational 

improvement. 

Another possible modification to PSRESP concerns the Poisson noise level deter­

mination. In Chapter 3 I reviewed a modification I made to PSRESP to include a 

Poisson noise level component that varied with frequency and it was directly deter­

mined from the observed data. The Poisson noise level is not simulated with the 

individual realisations, it is merely detennined using an analytical calculation. This 

approach is generally good and practical; however, in sources where there exists 

significant source variability in the Poissonian limit i.e. for a faint AGN just within 

the detection limit of RXTE, the Poisson noise component could significantly affect 

the timing result. Fortunately, most of the AGN previously observed and presented 

in this work are well detected by RXTE and are not dramatically affected by Pois­

son noise (except at high frequencies in the power spectrum), but future sources 

of interest, such as low-luminosity AGN (LLAGN), could be dramatically affected. 

Therefore the effect of Poisson noise must be considered for weak sources, where 

the signal itself contains a significant contribution due to Poisson noise, if the tim­

ing results are to be considered robust. Simulation of the Poisson noise level could 

be included in PSRESP as a brute-force method, that is Poisson noise could be simu­

lated directly and coupled with the realisation, but this method would be extremely 

computationally intensive and require an additional free parameter in the fitting 

routine (normalisation parameter), which would make current power spectral mod­

elling computationally prohibitive. It is currently unclear how the effect of Poisson 

noise could be rigorously included without intensive simulation, but it must be con­

sidered if faint objects just above the detection threshold of a given X -ray telescope 

are to be reliably analysed. Nonetheless in a few years time, according to Moore's 
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law, computers should be powerful enough to directly simulate the Poisson noise 

component and determine the effect of the noise level without the entire simulation 

being computationally prohibitive. 

6.1.2 Non-linear light curves and blazar data 

There is a significant amount of blazar data in the RXTE archive. Blazars differ 

from the typical AGN found in our RXTE monitoring campaign, in that they dis­

play more highly variable and overtly non-linear X-ray light curves - probably a 

result of observing the relativistic jet feature associated with these type of objects. 

Moreover, future high-energy satellite missions such as CLAST (see Section 6.8.3) 

would preferentially observe the very-high (Ge V lTe V) emission from these types of 

sources. PSRESP will be an important tool for analysing the high-energy light curves 

of blazar data, but work needs to be done to determine whether the linear light curve 

simulation routine in PSRESP is sufficient when working with such highly variable 

sources. This point was first considered in Section 3.5. Uttley et al. (2005) have 

shown that real X-ray light curves of AGN and BHXRBs are better described by a 

non-linear process, and they also show that linear light curves can be made more 

akin to observed light curves by the process of exponentiation. However, exponen­

tation changes the underlying power spectrum in a way that cannot be determined 

analytically. 

In order to provide a full and thorough treatment of highly variable blazar data, a 

method of simulating non-linear data will have to be developed. The method will 

have to simulate data in a fast and efficient manner (consider Timmer and Konig 

1995), but also produce non-linear light curves while retaining information pertain­

ing to the true undistorted power spectral shape of the non-linear data. 

The area where PSRESP will be truly invaluable is determining the confidence on 

possible periodicities in high-energy blazar light curves. Period analysis of blazar 

light curves is an active research field with an enormous amount of publications 

claiming to have found periodicities in light curves of various energy bands (e.g. 

Wu et al. 2006; Liu et al. 2007); however, the vast majority of these publications 

make crucial and fundamental mistakes regarding the stochastic nature of blazar 

light curves, which undermine the reliability of the result. PSRESP would be an 

extremely useful tool in detennining the aforesaid significance and could be used 

to test whether a periodic signal is really present. It should be made clear that a 

periodic signal is possible, since Very Large Baseline InteJferometer (VLBl) obser­

vations of relativistic jets suggest that these jets are helical in structure and might 
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precess (e.g. McHardy et al. 1990; Hong et al. 2004); therefore, it is possible 

that some periodicities might be found in jet emission. My previous statements 

regarding the blazar periodicities pertain to the method by which these so-called 

periodicities are determined, not the existence of periodicities. 

GLAST will produce excellent high-energy light curves which will, of course, be 

examined for periodicities. In order to statistically determine whether periodicities 

exist Monte Carlo simulations of red-noise data must be used, which is a natural 

future application of PSRESP. PSRESP would require minor modification to include 

periodicity models, but long-term monitoring with GLAST should allow the current 

models to be used to determine any possible bend time-scales. GLAST data would 

be an exciting new application of PSRESP. 

6.1.3 Optical PSDs 

The process of determining X-ray power spectra has become a relatively straight­

forward task as many of our RXTE monitoring campaigns are designed to maximise 

PSD coverage in the most efficient maImer possible. Space-based observations are 

generally much better suited to either extended periods of continuous monitoring or 

regular periods of sampling than ground-based observations. For this reason regular 

long-term monitoring of AGN in X-rays is often less problematic than equivalent 

monitoring at optical energy ranges from ground-based observatories; moreover, 

high-Earth orbiting X-ray satellites such as XMM-Newtol1 will always provide su­

perior uninterrupted observations than ground-based observatories. 

Nonetheless, there is begilming to be enough data to produce good power spectra 

of AGN data in the optical energy range. Previously, NGC 5548 was the only AGN 

with sufficient optical flux data to produce an optical band power spectrum (Cz­

erny et al., 1999). Czerny et al. (1999) show that the optical power spectrum of 

NGC 5548 is well described by a broken power-law that breaks at rv 0.001 days-I; 

however, Czerny et al. (1999) produced their result without using Monte Carlo 

methods and therefore do not deal with the sampling distortions. The next logical 

step of this work is to apply PSRESP to our current and forthcoming optical moni­

toring data. This project is cUlTently underway and Elme Breedt will be applying 

PSRESP to provide headway into the power spectral analysis of optical data. 
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6.1.4 Optimisations 

I have already considered various optimisations to PSRESP, with particular attention 

granted to computational efficiency and the downhill simplex non-linear optimisa­

tion algorithm (see Chapter 3). It was decided that the various optimisation methods 

considered were not appropriate for the problems examined in this work. The stan­

dard grid search is too useful, since the resultant rejection probability levels are 

used to define the errors bounds of the best fit parameters. Although the decision 

was made to continue using the grid search, there are still possible avenues of op­

timisation that maintain the usefulness of the grid search. One such optimisation 

could be adaptive mesh refinement. 

Adaptive mesh refinement is a numerical technique that resizes the grid resolution 

during a simulation and has historically been used in hydrodynamical simulations 

where grids can be enormous. In power spectral model fitting adaptive mesh refine­

ment could be implemented to undertake the standard grid search of parameters, 

but in the region of a feature, such as a bend in the power-law, the grid would in­

crease in resolution to provide a more robust estimate of the location of the feature. 

Perhaps most importantly, adaptive mesh refinement would still produce rejection 

probability levels with which to produce the errors on the input parameters. 

6.2 Cycle 12 of RXTE: NGC 3783 

In Chapter 4 I used public archive data along with our own proprietary RXTE data of 

NGC 3783 to produce a broadband power spectrum against which several different 

models could be tested. XMM-Newton data was used to constrain the highest fre­

quencies of the power spectrum of NGC 3783. The power spectrum of NGC 3783 

does exhibit suggestive features regarding a possible second bend and a specula­

tive QPO feature in the medium time-scale RXTE X-ray light curve. However, both 

these features are not statistically required and, as previously considered, a QPO 

or second bend feature might be surprising given the observational properties of 

NGC 3783, such as its radio quietness and moderate accretion rate (see Chapter 4 

for a discussion, also published in Summons et al. 2007). The medium time-scale 

RXTE data of NGC 3783 is poorly fit by all simple power-law models, which still 

highlights this data as curious. 

Given the peculiar nature of the medium time-scale NGC 3783 power spectrum 

(between 10-6 and 10-5 Hz), we (Primary Investigator Ian MCHardy) have been 

awarded a large amount of time (512 ks) to observe NGC 3783 for 128 days at 
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Figure 6.1: The dashed black line is the underlying single-bend power-law model 
with Lorentzian component, with the parameters taken from Chapter 4. The blue 
crossed data points represent the existing RXTE data used in Chapter 4 to ini­
tially test for a Lorentzian component in the single-bend power-law, and the red 
triangular data points represent the predicted new RXTE data assuming that the 
single-bend power-law model with Lorentzian component parameters presented in 
Chapter 4 are correct. 
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quarter day sampling to further probe the possibility of a QPO feature with RXTE 

during Cycle 12. On the assumption our initial analysis presented in Chapter 4 

of the single-bend power-law model with a Lorentzian feature is correct, Fig. 6. 1 

exhibits the power spectrum we expect to measure with the forthcoming Cycle 12 

RXTE data. The blue crossed data points in Fig. 6.1 is the existing NGC 3783 

data (RXTE and XMM-Newton) used in Chapter 4 to initially test for a Lorentzian 

component and the red triangular data points are the predicted RXTE data. The 

dashed black line is the underlying model. 

The additional RXTE data would either confirm the presence of a QPO feature or 

further dismiss the initial "detection" as entirely stochastic. A firm QPO detection 

would represent the first of its kind in AGN data and it would be a significant result 

in AGN timing. 

6.3 Is Ark 564 unique? 

In Chapter 4 I fitted the power spectrum of Ark 564 with a variety of models, which 

probed the band-limited nature of the power spectrum. I found that the power spec-
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trum was well fitted by a double-bend power-law model consistent with a very-high 

state interpretation, but the most significant result was a robust two-component 

Lorentzian model fit. Multiple Lorentzian component models are customary in 

BHXRB PSD analysis and Ark 564 was the first AGN to have a similar model 

preferred over a power-law model. The two-component Lorentzian PSD model 

coupled with the lag spectrum provide strong evidence that the Lorentzian compo­

nent interpretation is correct. The fit results along with the very-high accretion rate 

suggest that Ark 564 is a very-high state object and further strengthens the link be­

tween AGN and BHXRBs; however, an important question is whether Ark 564 is 

unique among the AGN population? 

Ark 564 is a NLS 1 and is unlike the majority of AGN observed with RXTE in that 

it has a super-Eddingtion accretion rate and has a relatively low black hole mass. 

To determine whether Ark 564 is unique more NLS 1 objects must be observed, 

since their low-mass and high accretion rate seem to be the properties that allow 

the second bend in the power spectrum to be measured. Unfortunately there are not 

many local objects easily observable with the current generation of X-ray telescopes 

that fulfil this criteria. Ton S 180 is one such object with low-mass and super­

Eddington accretion rate i.e. similar to Ark 564. The power spectrum of the NLSI 

galaxy Ton S 180 (shown in Fig. 6.2) is not as well determined as Ark 564, but 

it does exhibit suggestive 'bumps' which could be fit by the same two-component 

Lorentzian model. A robust two-component Lorentzian model fit to the PSD of 

Ton S 180 would be a very important result for the AGN-BHXRB connection and 

prove that Ark 564 is not unique; however, such a result will have to wait until long 

time-scale monitoring of Ton S 180 can be undertaken to determine if the broadband 

power spectrum is indeed band-limited. 

In Sections 6.6 and 6.8 I will revisit this point and consider what we might expect 

to find with the next generation of X -ray observatories and hopefully answer the 

question of whether Ark 564 really is unique. 

6.4 Survey results 

Determining AGN power spectra and corresponding bend frequencies is not an easy 

task. Not only do sophisticated Monte Carlo simulations need to be undertaken to 

correctly model the data, but light curves of sufficient duration must be obtained. 

The work presented in Chapter 5 represents the most thorough and consistent X-ray 

power spectral survey of AGN ever undertaken. Many of the light curves included 
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Figure 6.2: The broadband power spectrum of Ton S 180. Despite a good single­
bend power-law PSD model fit, the shape of the power spectrum is suggestive 
of a two-component Lorentzian model; however, such a complex model cannot 
presently be justified and more data is required to confirm any such hypothesis. 
Nonetheless, given the very high accretion rate of Ton S 180, such a hypothesis 
remains a very valid possibility. 
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in this work have been produced from rv 10 years of X -ray monitoring with RXTE. 

The main focus of this work has been the consistent and robust determination of 

AGN power spectra. In Chapter 5 I consistently analysed 32 AGN power spectra 

using our Monte Carlo software, PSRESP, and fitted a variety of PSD models to 

each target. As a result of the power spectral survey, a sample of bend-frequencies 

could be tabulated with other observable AGN quantities such as black hole mass, 

accretion rate and linewidth of H/3 . 

In Chapter 5 I further confirmed the results of McHardy et al. (2006) - that over a 

range of rv 108 in black hole mass and rv 103 in accretion rate, accretion processes 

behave similarly. I endorse this result using twice the number of AGN bend fre­

quencies than those used in McHardy et al. (2006). I also reexamined the proposed 

correlation between bend time-scale and H/3 and found that these observables are 

indeed correlated as one would expect for a virialised BLR. However I find spec­

ulative evidence for a relation between viewing angle and linewidth, implying that 

the BLR is not isotropic. 

In order to further improve the correlations presented in this work (TB - MBH- mE 

and TB-H/3), long time-scale monitoring of AGN must continue. Long time-scale 
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monitoring not only allows the prospect of a second bend-frequency to be explored 

in the existing sample of AGN, but it will afford better determination of the high­

frequency bend used in the aforementioned correlations. The sample of good bend 

time-scales must also be increased, which can be done by starting new observing 

campaigns of previously unmonitored sources. Moreover, with an increased sample 

of bend time-scales and H/3 measurements the correlation between the two observ­

abIes can be explored for further insight into the BLR and possible geometry. Other 

than increasing the sample of AGN with well measured bend time-scales to re­

fine the correlations presented herein, it might become possible to determine if the 

proposed correlation remains true for AGN in different emission states, provided 

monitoring of new and existing sources continue. 

6.5 Intermediate mass black holes 

With an ever growing sample of AGN with well determined bend time-scales, a 

robust correlation between bend time-scale, black hole mass, and accretion rate 

would be useful when attempting to determine the black hole mass of sources that, 

as yet, do not have any estimates determined by conventional means. 

ULXs are a bright source of X-rays that are not necessarily situated in the nucleus of 

a galaxy, and their luminosity generally exceeds the Eddington luminosity for neu­

tron star or stellar mass black hole systems. One possible way to resolve the appar­

ent super-Eddington luminosity is to suppose ULXs actually harbour intermediate­

mass black holes (IMBH) (Winter et at., 2006). Observations of IMBHs have never 

been confirmed, but there is no reason theoretically why they should not exist. De­

termining the mass of ULXs by conventional means (i.e. time resolved optical spec­

troscopy) is not possible, but X-ray timing has the potential to estimate the mass by 

merely evaluating their power spectra and determining the characteristic time-scales 

of variability (Cropper et al., 2004; Strohmayer et ai., 2007). If the power spectra 

of ULXs exhibit a broken power-law form, their mass could be estimated from the 

work presented herein. The robust determination of an IMBH in ULXs would be 

an important and exciting result. However, Goad et al. (2006) suggest that ULXs 

could in fact be very-high accretion rate analogs of BHXRBs with more moderate 

masses (rv 100 Mev). 
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6.6 Accretion state connections 

A recurring theme of this work is the relationship between accreting black holes 

at all mass-scales, from the 5MBHs in the centre of active galaxies through to the 

stellar mass black holes in X-ray binary systems. Timing studies of BHXRBs re­

veal that these systems can be found in a variety of accretion or emission states 

(see Chapter 1); however, the majority of AGN found thus far, with the exception 

of Ark 564, have power spectra consistent with the soft state found in BHXRBs 

(Cyg X-I is the BHXRB often cited). Even though there appears to exist a link 

between accreting black holes at all mass-scales (see Chapter 5) there is still a lack 

of evidence of AGN found in other accretion states. I will now consider why the 

majority of AGN power spectra are 'soft' and where the objects in other accretion 

states may be lurking. 

Most of the good long time-scale X-ray light curves taken with RXTE belong to 

moderately accreting Seyfert galaxies or very-high accretion rate NLSls. The pop­

ulation of AGN with lower (<< 1 per cent Eddington) accretion rates which are 

bright enough to be detected by RXTE are often very massive and their correspond­

ing bend time-scales are predicted to be very long. Less massive hard state candi­

dates with low-accretion rates are too faint to be monitored by RXTE. Given these 

facts it is perhaps not surprising that RXTE would preferentially observe moderately 

accreting 'soft' state or the occasional 'very-high' state AGN. 

It is clear that several AGN, using over 10 years worth of RXTE data, are excellent 

soft state candidates. Both NGC 4051 and MCG-6-30-15 exhibit very good power 

spectra with no evidence of a second bend often associated with a non-soft state. 

The result that Ark 564 is a very-high state is also robust, so where are the low 

state AGN? It is most probable that most low accretion rate AGN are too faint to be 

observed with RXTE. Low state BHXRBs exhibit a radio jet feature, which does not 

appear in known soft states, so it is thought that the radio jet is quenched in the soft 

state (Fender et ai., 1999; Corbel et ai., 2000). Radio galaxies would therefore be 

a prime candidate for low state AGN, but the black holes in these objects are often 

very massive and require very long time-scale monitoring to reach the frequencies 

of the predicted second bend feature in the power spectrum. Low state AGN would 

also be good candidates to look for the elusive LF QPOs, which are not known to 

be prevalent in soft state BHXRBs. 

The jet emission of BHXRBs could provide insight into where to look for low state 

AGN, but BHXRBs in the soft state might also harbour some surprises. NGC 4051 

is often used to represent the definitive AGN soft state, its power spectrum exhibits 
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a 'lIf' slope over many decades in frequency and is constructed from 11 years of 

RXTE data (e.g. McHardy et aZ. (2004); Chapter 5). However, radio observations at 

5 GHz and 1.6 GHz with the Very Large Array (VLA) and the VLBI suggest that the 

radio-quiet Seyfert galaxy NGC 4051 does in fact produce radio emission from a 

relativistic jet, see Fig. 6.3. It has been suggested that radio jet emission is quenched 

after the transition to the soft state; moreover, there have not been any detections of 

even a weak radio jet after the transition to the soft state. The radio observations of 

a weak jet in NGC 4051 suggest that perhaps soft state BHXRBs do still contain a 

weak jet feature, undetected by current radio telescopes. 

The next generation of radio telescopes should hopefully confirm the existence of a 

weak radio jet in soft state BHXRBs. 

6.7 Physical interpretation of the bend-frequency 

Much of this work has focused on the characteristic time-scales of variability pro­

duced by AGN. In particular, the bend frequencies found by fitting a single-bend 

power-law model to a variety of AGN X-ray PSDs were used to determine if there 

existed a correlation between the bend time-scale, black hole mass and accretion 

rate. However, a bend or break in the power spectrum of AGN data is an empirical 

result and the single-bend power-law is merely a way of characterising this observa­

tional feature. Thus the obvious question is: does the bend time-scale correspond to 

any physical time-scale? Assuming the variability originates in the accretion flow, 

the cut-off of variability power would be associated with the shortest time-scale 

available to the variability process. As all characteristic time-scales in the accre­

tion disk grow with radius, the shortest possible time-scale for any process will 

correspond to the innermost radius. For soft state sources we expect this radius to 

correspond to the last stable orbit. Assuming a standard geometrically thin disk, I 

consider some physical time-scales of accreting black hole systems (Treves et a1., 

1988) below. 

The most obvious choice of characteristic time-scale might be the light-crossing 

time of the X-ray emitting region, as fluctuations on sh011er time-scales will be 

diluted, producing a break in the PSD. However, the light-crossing time-scale is 

far too short to correspond to the bend frequencies measured in this work and an 

extraordinmily large X-ray emitting region would be required to make this a viable 

explanation (e.g. the light-crossing time-scale of the innermost stable orbit of a 

107 M8 black hole is ",,300 seconds). 
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Figure 6.3: The first plot in the top left comer, shows an optical image of 
NGC 4051 covered by a radio contour map taken at 5 GHz with the VLA. The two 
subsequent images show higher resolution maps of interesting regions within the 
radio contours, with each map zooming in closer to the central AGN. Both these 
maps are taken at 5 GHz with the VLA. The final bottom image is a radio map 
taken with the VLBI and illustrates a central radio core with two radio hotspots 
either side. The highly collimated nature of the core and hotspots is a tell-tale sign 
of a radio jet. Source: Ian MCHardy. 
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The orbital time-scale (also known as the Keplerian or dynamical time-scale) is 

the next shortest time-scale to the light-crossing time-scale. The orbital time-scale 

predicts a reasonably sized X-ray emitting region if the bend time-scale were a 

consequence of the dynamical time-scale (e.g. for a black hole mass of 107 M0 

and a bend time-scale of 10-5 Hz the emitting region would extend out to rv 25 

gravitational radii. 

The thermal time-scale denotes the time-scale for a disk to reach thermal equilib­

rium, provided the accretion disk is radiatively efficient. The thermal time-scale is 

comparable to the dynamical time-scale if the viscosity parameter 2, a (Shakura 

and Syunyaev, 1973), is approximately maximal (unity). For smaller values of vis­

cosity (in a thin disk model), the thermal time-scale can be much longer than the 

dynamical time-scale. 

The slowest time-scale I will consider is the viscous time-scale, which is the time­

scale on which matter diffuses through the disk under the effect of viscous forces. 

The viscous time-scale is not only dependent on the viscosity parameter, but also 

the square of the scale-height of the disk (H / R) for a standard thin disk model. 

The dependence of the viscous time-scale on the scale-height is important given 

the results of Chapter 5. In Chapter 5 I determined that the observed bend time­

scale scales with mass divided by accretion rate over a wide range of masses and 

accretion rates. As the accretion rate increases H / R is expected to increase (e.g. 

as the disk becomes radiation pressure dominated) and the corresponding viscous 

time-scale will decrease. Most of the AGN analysed in this work are consistent with 

soft state interpretations, which implies that the radiatively efficient accretion disk 

in these sources extends to the innermost stable orbit around the central black hole. 

Thus the dynamical time-scale of the innennost stable orbit is not able to vary with 

accretion rate unless the system goes through a state transition, but the scale-height 

is permitted to change with accretion rate. For a population of soft state AGNs we 

would expect to observe a time-scale that is dependent on mass and accretion rate 

if the observed time-scale is related to the viscous time-scale and the scale-height 

increases with accretion rate. 

Done et al. (2007) suggest that the viscous time-scale at the innermost stable orbit 

acts as a filter on high frequencies and can produce the variability properties ob­

served. Arevalo and Uttley (2006) propose a model to explain the spectral-timing 

properties of the X-ray variability of accreting black holes based on fluctuating ac­

cretion disk models of Lyubarskii (1997) and Kotov et al. (2001). Arevalo and 

2 A measure of a fluid's resistance to deformation under stress. 
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Uttley (2006) suggest that the characteristic time-scales of variability observed in 

AGN is the viscous time-scale for a geometrically thick disk and is the result of 

an inward-propagating mass accretion fluctuations. Their model further endorses 

the possibility of the bend time-scale being related to the viscous time-scale and the 

aforesaid model can reproduce the energy-dependence of the power spectrum. Note 

that if the observed time-scale is the viscous time-scale then the accretion flow must 

be close to geometrically thick (otherwise the time-scale will be too long); more­

over the accretion flow need not be an optically thick disk, an accreting optically 

thin flow such as a corona or ADAF would explain the X -ray variability. 

6.8 A brief introduction to future missions in high­

energy astrophysics 

In this section I will briefly introduce some of the current and future missions in 

high-energy astrophysics that could potentially make important contributions to 

AGN timing. In the next few years it is likely that RXTE will no longer be a viable 

X-ray telescope and our X-ray monitoring of AGN will need to be re-evaluated. 

6.8.1 Swift 

The Swift Gamma-Ray Burst Mission (Gehrels et aI., 2004) was launched on 20 

November 2004 and for the last few years it has been providing important infor­

mation regarding the origin and nature of gamma-ray bursts (GRBs). Swift was 

primarily designed to carry out observations of GRBs using an on-board X-ray tele­

scope (XRT) and UV /optical monitor. The XRT has an energy range of 0.2-10 ke V, 

which is ideal for continuing our current observing campaigns, but it could also 

detect lower luminosity AGN than currently detected with RXTE due to increased 

sensitivity at softer energies. However, the priority of the Swift mission is GRBs, 

and as a result Swift is not designed to carry out AGN monitoring and any long-term 

monitoring campaigns with Swift would likely be interrupted by GRB detections. 

Nonetheless, long-term monitoring would be possible and would be extremely use­

ful in constraining variability on very long time-scales. 

Swift could be useful for long-term monitoring of bright AGN in the 15 keY -150 

ke V energy range with the Burst Alert Telescope (BAT). The BAT has a large field of 

view which would be ideal for monitoring bright AGN even when the GRB trigger 

instructs the telescope to point the XRT at a GRB afterglow. The wide field of view 
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of the BAT means that long time-scale monitoring of bright AGN is possible, but 

the energy band would be incompatible with those obtained from RXTE and XMM­

Newton. Swift BAT light curves could be interesting, since there is little information 

of how AGN power spectra should behave at such high energies. 

6.8.2 Astrosat 

Astrosat (Agrawal, 2006) is an Indian led X -ray mission, which is due for launch 

late 2008. The pIimary mission objective of Astrosat is X-ray timing and it is es­

sentially very similar to RXTE. The main instruments of interest to this work are the 

Large-Area Xenon-filled Proportional Counters (LAXPC) and the Soft-X-ray imag­

ing telescope (SXT). The field of view, effective area and sensitivity of the RXTE 

PCA and Astrosat LAXPC are similar. The SXT uses an X-ray CCD to image the 

source between 0.3 - 10 ke V, but the real power for AGN timing is its rapid slew 

and timing capabilities - the same reasons that made RXTE ideal for the task. The 

SXT would be sensitive to fainter AGN than RXTE, which would allow Astrosat to 

begin to probe the low-luminosity population of AGN. 

Astrosat is a perfect choice to continue long time-scale monitOling of RXTE sources. 

Longer light curves (i.e. continuation of RXTE monitoIing campaigns) would pro­

vide a two-fold benefit 

• Many AGN could be examined for the possibility of a second bend feature in 

their power spectrum, even for the more massive AGN. 

• Features in the power spectrum would be better determined, such as the bend­

frequency and weak LF QPOs, since more cycles of bend-frequency (or LF 

QPO) would lead to a more robust detection. 

The resultant light curves of Astrosat could also be used together withXMM-Newton 

light curves to provide broadband coverage of the power spectrum. 

6.8.3 The Gamma-ray Large Area Space Telescope (GLAST) 

In early 2008 NASA plans to launch the Gamma-ray Large Area Space Telescope 

(GLAST) (Gehrels and Michelson, 1999). GLAST will have a prodigious energy 

range of 8 ke V - 300 Ge V and constitute one of the most sensitive telescopes ever 

designed for measuIing the gamma-ray sky. 

Many AGN and blazars in particular are known to be powerful emitters of high­

energy gamma-rays and exhibit significant variability. The relativistic jet feature in 



6.8 A briefintroduction to future missions in high-energy astrophysics 184 

blazar objects is also a source of very-high energy photons. The energy range of 

CLAST has been fine-tuned to detect the majority of gamma-ray emission of these 

active galaxies. 

The Large Area Telescope (LAT) has an energy range of 20 MeV - 300 Ge V and 

is the main instrument of the CLAST telescope. LAT has an effective area of rv 8 

m2 at I-lOGe V and a wide field of view of rv 2 steradians. The other important 

instrument for GRB research is the CLAST Burst Monitor (GBM), which has an 

energy range of 8 ke V - 25 MeV and an enormous field of view of rv 8 steradians, 

suitable for monitoring the gamma-ray sky for GRBs. CLAST will be placed in a 

low-Earth orbit to minimise the effects of a charged proticle background found at 

high altitude orbits. At 90 minutes per orbit, CLAST will be able to view the entire 

sky in two orbits. 

Given the wide field of view of CLAST and low-Earth orbit, many active galaxies 

can be regularly observed. CLAST light curves will be very well sampled and have 

excellent signal-to-noise for long time-scale monitoring. CLAST would provide an 

excellent opportunity to undertake a regular monitoring campaign of bright blazars 

at high energies. 

6.8.4 X-Ray Evolving Universe Spectrometer Mission (XEUS) 

The X-Ray Evolving Universe Spectrometer Mission (XEUS) (Parmar et aI., 2006) 

is an ESA candidate large Cosmic Vision mission with an estimated launch in 2018. 

The main science goals of XEUS are to probe clusters of galaxies, study galaxy 

formation and black holes at redshifts of rv 10, determine the nature of space-time 

near massive black holes in the centre of AGN, and examine the extreme matter 

physics of highly collapsed stars. 

The energy range of XEUS of 0.1 keY - 15 keY is similar to that of XMM-Newton, 

but the effective area of XEUS is much bigger with 5 m2 at 1 ke V. XEUS will also 

be situated at Earth-Sun L23, which is ideal for long observations up to rv 1 Ms in 

duration. 

It is not practical to use XEUS as an X -ray monitoring satellite for the objects found 

in this work, XEUS will only be used to provide long continuous look observations 

of faint objects. XEUS should be able to detect the X-ray emission of faint high 

red shift AGN and the more local very low accretion rate AGN. XEUS X-ray power 

3 A Lagrangian point behind the Earth relative to the Sun, where an object affected only by 
gravity can remain stationary i.e. the gravitational force due to the Earth and Sun are balanced by 
the centripetal force of the orbiting satellite. 
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spectra of faint obscured AGN could also be used to provide a mass estimate where 

more conventional methods might fail by using the TB - MBH- mE correlation pre­

sented in Chapter 5. XEUS will be able to probe the high-frequency power spec­

trum of bright AGN and possibly detect a HF QPO in sources where a QPO might 

be expected e.g. Ark 564. Vaughan and Dttley (2005) have shown that a 120-ks 

observation with the Wide-Field Imager (\VFI) camera on-board XEUst" would be 

almost as good as 10 orbits or 1.2 Ms of exposure from XMM-Newton at detecting 

a possible QPO feature in the high-frequency power spectrum ofNGC 4051. 

Naturally, PSRESP would not require much (if any) modification to undertake a 

power spectral survey of XEUS targets. XEUS will provide important insights into 

the evasive nature oflow-Iuminosity, low-mass AGN. 

6.9 Final remarks 

Physical interpretations and models of AGN power spectra will need to be fur­

ther developed to probe the origin of the observed characteristic bend time-scale. 

Nonetheless, the work presented herein has further refined the process of deter­

mining AGN power spectra and provided a framework by which the current good 

sample of AGN, as observed by RXTE, have been reduced and analysed. I have 

further strengthened the relationship between AGN and BHXRBs by confirming 

NGC 3783 as a soft state AGN and identifying Ark 564 as the first very-high state 

AGN. Moreover, I have undertaken the first consistent large-scale survey of AGN 

power spectra and further validated the proposed correlation between TB - MBH­

mE at all mass scales. 

4Vaughan and Uttley (2005) based their analysis on the information presented in Parmar et al. 
(2001) and estimate the WFI count rate using the publically available XEUS response matrices. 
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Facts are stubborn things, but statistics are more pliable. 

MARK TWAIN (1835 - 1910) 

RXTE monitoring X-ray light curves 

The following RXTE long time-scale light curves have been used. 

o~~~~~~~~ o~~~~~~~~ 
o 0.2 0.4 0.6 0.8 0 2 4 6 

Time(yrs) Time (yrs) 

Figure A.I: The long time-scale RXTE 2-lO keY X-ray light curves. Count rates 
are nornlalised to PCU- I . 
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Man will occasionally stumble over the truth, 

but most of the time he will pick himself up and continue 

on. 

SIR WINSTON CHURCHILL (1874 - 1965) 

RXTE medium/short time-scale X-ray 

light curves 

The following RXTE medium/short time-scale light curves have been used. 
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Figure B.1: The medium/short time-scale RXTE 2- 10 keY X-ray light curves. 
Count rates are normalised to PCU- 1 
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The truth is rarely pure and never simple. 

OSCAR WILDE (1854 - 1900) 

XMM-Newton, ASCA and EXOSAT 

X-ray light curves 

The following short time-scale light curves have been used. The light curves are 

XMM-Newton 4-10 keY unless otherwise stated. 
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Figure C.I: The ShOlt time-scale X-ray light curves. The energy range of 
Ton S 180 is 0.3- 10 keY. 
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Figure C.I: The short time-scale X-ray light curves. 3C 120 and Mrk 79 are in 
the energy range 0.3- 10 keY. 
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