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A selection of low dimensional metal compounds have been synthesised; the structures and
magnetic properties of these materials have been characterised using Rietveld analysis of powder
X-ray and powder neutron data and magnetic susceptibility measurements. _

Refinements on the LnSrScO, (Ln = La — Sm) were performed in several space groups
accommodating octahedral tilts. Based on the statistics the Abma description was used to model
the data and the orthorhombic distortion results from tilting of the ScOg octahedra within the
perovskite layer. Graphs of the b/a ratio against temperature show that the level of distortion
increases between 25 — 300 °C and decreases between 300 — 1200 °C; for LaSrScO, and
PrSrScO, the compounds revert to the ideal K,NiF,-type structure at approximately 900 and
1100 °C respectively. A similar analysis was undertaken for LnSrInO4 (Ln = La and Pr), these
compounds adopt the Pbca space group at room temperature. A comprehensive study has been
carried out to investigate the factors that lead to the choice of structure and drive distortions of
the K,NiF,-type structure away from an 14/mmm description.

An investigation into the LnSrCoO, (Ln = La - Gd) series has been performed. As the smaller
lanthanides are incorporated into the structure (La—Er), the K,NiF, structure is maintained until
Tb. At which point the mismatch between the perovskite Co-O layer and the rocksalt (Sr/ Ln)-O
layers become too great, resulting in the formation of SrLnyO,. Graphs of Co-O axial bond
distances against temperature were plotted in order to determine whether a thermally induced
spin transition occurs, anomalous behaviour for all compounds was observed. A comparison of
the thermal expansion of the axial B-O distances in the compounds; LaSrCoO,, LaSrFeO,,
La,; §Sry,CuQ, and LaBaCoQO, enabled us to identify that the Co** compounds expand much
faster in the apical direction. If low spin Co™, (to", €,) dxy’dzy*dxz* can be thermally excited to
an intermediate-spin, (t,e,"), the electron density would transfer to the dz’ orbital. This would
expand the axial distance faster than a normal thermal effect. Based on this there is strong
evidence that a spin transition occurs in these compounds.

Novel analogues of La,BagC0,0;s have been synthesised by replacing La®* with Nd’* and Sm*”.
The structure of these phases and the previously reported La,BagCo,0;5 have been determined
from analysis of neutron diffraction data and adopt the P63mc space group. The compound
consists of one CoOg octahedron and three CoQ, tetrahedra linked by corner sharing oxygen
ions, forming a Co,0,s cluster. The clusters form a triangular based lattice that resembles a
honeycomb. Magnetic data reveal an antiferromagnetic transition due to the long range ordering
of clusters at 4, 8.5 and 17.5 K for Ln,BasCo0,0;5 (Ln = La, Nd and Sm) respectively. The ZFC
and FC susceptibilities have been discussed in detail.

Three complex transition metal triazole compounds have been synthesised and investigated by
single crystal X-ray diffraction. 1) [Co,Cl(3-amino-1,2,4-triazole);] is an intriguing magnetically
coupled coordination network. The implications of the observed ferrimagnetic ordering are
discussed in the context of the topological structural disorder. The compound was obtained from
a hydrothermal synthesis, crystallising in a primitive hexagonal cell a good structural model for
[Co,Cl(3-amino-1,2,4-triazole);] was obtained in the non-polar space group P6y/mmec, revealing
a 3-D coordination network. 2) [CuCl(3-amino-1,2,4-triazole),.Cl] crystallises in the
orthorhombic space group Pbcm and displays a zig-zag polymeric structure. 3) [CusCly(3,5-
diamino-triazolate);].H,O consists of unusual chains of trinuclear units with a 3,5-diamino-
triazole linking the trimeric units. These trimeric entities are bridged by Cu coordinated to CI
forming a chain, which are in turn linked by Cu-Cl in a zig-zag formation to form layers.
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Chapter 1 Introduction

1.1 Introduction

Complex metal oxides have a wide variety of industrial applications, which
utilise the unique chemical, and physical properties of the materials.' As a result,
both the structural chemistry and the physical properties of these materials have
been the focus of many studies in the last 5 decades. Characteristics such as
electrical and magnetic behaviour or variable oxygen stoichiometry may be
exploited. Applications of complex metal oxides include solid state devices such

as capacitors, heating elements and rechargeable batteries.

The majority of compléx oxides consist of multi-dimensional units constructed
from metal-oxygen polyhedra. Applications such as semiconductors,’
superconductors,’ ferroelectrics® and piezoelectrics5 arise from the cooperative
electronic effects facilitated by extended structures formed by linked MO,
polyhedra. A large amount of interest in the perovskite structure type was

prompted by the discovery of ferroelectricity. in BaTiOs by Von Hippel.6 The |
three-dimensional (3D) perovskite or related (2D) layered structure represented
by the general formula (AO),(ABO3), (A = lanthanide/ rare earth, B = transition
metal/ post transition metal) are adopted by a number of phases exhibiting
similar properties to BaTiO;. Studies by Galasso revealed that the A and B sites
can each accommodate two or more ions in varying oxidation states,” allowing
researchers to tune the properties to create new thermistors,8 IR windows,9
semiconductors’ and recenﬂy high temperature superconductofs or spin

crossover materials. 1!

1.2 First Row Transition Metals

The transition elements can be classified as metals with partially filled d-orbitals
in either the neutral atom or its ions. Characteristically they have high melting
points, alloy forming capabilities, and with very few exceptions display variable
oxidation states. As a consequence, transition elements exhibit many different

coordination geometries e.g. octahedral, square pyramidal and square planar.
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Chapter 1 o _ v o v - Introduction

The maximum attainable oxidation state is dependent upon the position of the
“element in the transition metal series; the highest oxidation state of the elements :

in the first row initially rises and then falls as the series is traversed. (Tablé 1).

Table 1 Known oxidation states of the first-row transition elements in oxides.

Element : Oxidation states -
Se T 3

Ti - 234

vV 2345

c 23456

Mn 234567

Fe 1 23456

Co o 2345

Ni B 234

Cu . 123

This pattern is a result of the changing écreening power of the extra nuclear
electrons. Although in hydrogen the_subshells of each éhell are equaily: energetic,
in the more complex atoms the s, p, d and f subshells split apart ahd drop to
lower energies. This descent in energy occurs because the extent to which an
| electron in a particular orbital is shielded from the. nuclear charge by. other
electrons decreases With atomic number. .Thé effective nuclear charge therefore

- rises with atomic number, for a particular oxidation state within a subshell. |
However, the increase in the third ionisation potential after iron reflects a
decreése in 'the screenin.gv power and consequently the higher oxidaﬁon states
become more difficult to attain. This is demonstrated by the greater amount of
compounds containing trivalent iron than trivalent nickel. The fall in the
oxidation state after manganese is also indicative of the drop in screening power.
The highest level of oxidation continues:to decrease uﬁtil ‘copper Wh¢ré the

prevalent valances afev Cu(l) and Cu(Il) and the maximum Cu(IID). In the

following section transition metals (TM) of importance in ihis work will be

described in more detail. -
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Chapter 1 : Introduction

1.3 Structural Chemistry of Scandium(I11)

The most common oxidation state of scandium is Sc(III) with typically
octahedral coordination geometry e.g ScOg. Scandium chemically resembles
yttrium and the rare earth metals more than it resembles aluminium or titanium.
Thus scandium is sométimes seen as Sc203 and as ScCls. Scandium(III) oxide is
a white- amorphous powder used in high temperature systems (for its resistance
to heat and chemical shock), electronic ceramics and glass cofnposition. Unlike
its higher homologues yttrium oxide and lanthanum oxide, scandium oxide will

dissolve in alkali to form scandate salts.

Examples of scandate phases include the LnScO;3 (Ln = La — Ho) orthorhombic
perovskites, adopting space group Pbrm, containing distorted polyhedra of both
Ln and Sc ions, together with strongly tilted ScOg octahedra (Figure 1).!?
Another example is the germanate compound CuzScyGesOrs," synthesised by
‘solid state ceramic sintering techniques between 1173 and 1423 K. The
compound crystallises in the monoclinic space group P2I//m. The structure
consists of crank shaft like chains of edge sharing ScOs octahedra running
parallel to. the crystallographic b-axis. These chains are linked laterally by
[Cu06]% dimers forming a sheet of metal-oxygen-polyhedra within the ab

plane. These sheets are separated along the ¢ axis by [Ge4O 13]'% units.
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Chapter 1 Introduction

[001] =0 =a,

[L1]= &

Figure 1 A polyhedral representation of LnScO;"

1.4 Structural Chemistry of Cobalt

The most common oxidation states of cobalt are Co(Il) and Co(Ill) with
typically tetrahedral or octahedral coordination geometries. In the solid state
cobalt primarily favours a trivalent oxidation state, exemplified by the oxidation
of CoO to Co304 upon sintering in air. Despite these materials being sensitive to
atmospheric moisture they are commonly used as a starting material for the
synthesis of cobalt materials. Extreme conditions are required to attain Co(IV) in
the solid state; e.g. the synthesis of SrCoO3 o occurs at 1000 °C using a diamond

anvil device to provide a pressure of 65 Kbar."
1.4.1 Structural Chemistry of Cobalt(1l)

As a result of the d’ electronic configuration of Co”", the complexes formed by
cobalt(I) generally contain tetrahedral units, this is due to the d’ electronic
configuration favouring a tetrahedral over octahedral geometry. Cobalt(II)

materials containg octahedral, five coordinate and square planar geometries have
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‘Chapter 1 - ' _ _Introduction

also been reported Tetrahedral complexes of the form [CoX4]> are generally |
formed with monodentate lrgands such as the halides Cl, Br and 1. Octahedral
Co(ID) favours a hlgh spm configuration, the low spin octahedral complexes lose
ligands to become five or four-coordinate. An example of a pure Co®* material in
the solid state is La,CoQ,4"> which is prepared by the reaction of CoO and La,0;
at 2000 °C under carbon dioxide or argon. It adopts an orthorhomblc structure
‘based on a K;NiF, tetragonal system. The. CoOg octahedra consist of equatorial
' 1nteract1ons (1.944 A) and two axial bonds (2 034 A). Other examples include
- LayCo,0s, "*which adopts the brownmrllerrte-type structure, where srngle layers
of corner sharing CoOg- octahedra are connected by layers with chains of corner
_ sharrng CoOy tetrahedra’ running along the [100] plane. La2C0205 was prepared
by the isothermal reduction of the srngle phase LaCoO;.

1.4.2 Structural Chemistry of Cobalt(111)

The majority of trivalent 'compounds in the solid. state are .octahedrally o
- coordinated; this is due to the increased stabrhty of the octahedral low spin d6v
conﬁgurat1on Compounds contamrng trivalent cobalt in the solid state are quite
abundant however pure cobalt(III) materrals such as the brownmrllerrte
Sr2C0205, 17 are qurte rare. Other examples .of cobalt(III) materials of recent |
interest 1nclude LiCo0,'® which has a potential application as a cathode
material, containing layers of octahedral Co and Li and LaSrCoO4," a material |
adopting the K,NiF; structure in which spin-crossotfer can be thermally induced.
The thermally induced spin-state and subsedu_ent nonmetal-metal interactions in
~ the perovskite-type cobalt oxide LaCoO; has also been of considerable interest

yet remains far from being completely understood.*?!

1.4.3 Structural Chemistry of Cobalt (IV)

‘There are few examples of materials contamrng ‘cobalt drsplayrng this oxrdatron
, state in the lrterature however the solid state synthes1s of several materials have
- been reported. These materrals often contain an alkali or an alkalr-earth metal ion

such as sodium or strontium. A variety of complex structures are present,
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Chapter 1 | Introduction

although cobalt is usﬁally found in six-coordination ve.g. K¢C0,072 or

LigCo0s4.”
1.4.4 Mixed Valence Cobalt Systems

One oxide that has been previously mentioned which is a good example of a
material containing cobalt in a mixed 2+/ 3+ valence state is Co**Co**,0,. The
material adopts the spinel structure, with C62+ in tetrahedral and Co®* in
octahedral sites within the -oxide lattice. Recently the oxygen deficient
Ruddlesden-Popper type phases Sr;Co;07, (0.94 < x < 1.22) have been
reported.* The partial occupancy of oxide sites in this structure leads to cobalt
adopting both octahedral and square pyramidal coordination geometries with a
range of Co-O distances (~ 2.0 — 1.87 A). SrCoOs.,*° and La;.Sr,Co0s? are
examples of mixed 3+/ 4+ valence cobaltates, these materials exhibit a wide

range of oxygen non-stoichidmetfy and a variety of perovskite related structures.

1.5 Structural Chemistry of Copper

Copper is known to exist in five different oxidation states (0, +1, +2, +3 and +4),
the most common of which are Cu(l) and Cu(II)l with typically tetrahedral,
square planar or distorted octahedral coordinétion. In the solid state copper
favours a divalent oxidatibn state displayed by the most common oxide CuO; a
black solid which adopts a monoclinic structure due to the presence of highly
distorted CuQOg octahedra. Cu(IIl) is much less stable and requires extreme
conditions for the preparation e.g. the synthesis of Cs3CuFs is performed using
high pressure fluorination of CsCl and CuCl,. The least stable and most rare ion
is Cu(IV) which is known to exist in the fluoride phases such as the brick red
material Cs,CuFs. In this study we are primarily interested in the Cu(Il) and

Cu(I) oxidation states and the structural chemistry is described. 27
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Chapter 1 _ Introduction

1.5.1 Structural Chemistry of Copper(I)

.Monovialent copper forms two collinear bonds or more commonly four
tetrahedral bonds. The tetrahedral geometry of Cu(l) is normally observed in |
systems where copper is bonded to halides, cyanides and sulphides as opposed to
oxygen atoms. CuZI) oxide systems, sucﬁ as those found in supercdnducting
materials, prefer a linear geometry which is often referred to as the dumbbell
configuration; examples include Cuz(j28 and ternary oxides such as KCu029_ and
-FeCu02.30 In KCuO, [CuO4] square planes are formed from a combination of
Cu-O linkages. A similar arrangement of Cu-O groups is also observéd in
SrC"uzOz31 where zig-zags of O-Cu-O groups run along the '[100] and [010]

planés.
" 1.5.2 Structural Chemistry of Copper(Il)

Due to the structural flexibility of the most common and important oxidation
state, Cu** exists in a wide range of coordination geometfies in numerous
compounds and exhibits extensive .structural chemistry. The most common
coordination numbers of Cu(ll) are four, five and six fold. However regular
geometries are rare because the d° configuration adopted by Cu? results in Jahn-
Teller distortion if placed in an environment of cubic symmetry i.e. regular
octahedral or tetrahedral coordination geometries. This has a sigﬁiﬁcaﬁt effect on |

the stereochemistry of Cu(Il).
1.5.2.1 The Jahn-Teller Effect

The Jahn-Teller theorem states that any non-linear molecular system in a
degenerate electronic state will be unstable and will therefore undergo a
distortion that will lower its symmetry and split the degenerate state. This is of
particular relevance for transition metals adopting the degenerate d’, d’ (low '
spin) and d* (high spin) electronic configurations. For example, an octahedral d’
complex (Cu2+(t2g6eg3)) is degenerate because the odd electron can occupy either
the d,(z.y2 or d,> orbital. A tetragonal distortion corresponding to extension along

the z axis and compression along the x and y axes removes the degeneracy by
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Chapter 1 - . : E ' v Introduction

increasing the energy of the dx orbltal and 1ower1ng that' of the d,* orbltal
(F1gure 2). The reduction in energy of the doubly occupied d,* orbital stablllses
the distorted coordination. Further distortion towards square planar geometry
may occur and the d,? orbital approaches the level of the dxy/dx, orbltals
Aiternatively the eleatrons can pair in the d,’.y ? orbital, with the d,> orbital singly
oécupied and a distortion arises whereby the axial ligands in 'thevz direction are

~ drawn in more than the four equatorial ligands in the xy-plane. The J ahn-Teller
effeat results in .distorfed, geometries of Cu(Il) complexes, wh_ich can be
“described as posséssing four ligands forming a équare_ planar arrangement with
one or two weaker orthogonal interactions. The geometries are often referred to
as ‘4>, ‘4+1° and ‘4+2’.3? The theorem only identifies an unstable g'eometry; it
does nor predict the preferred distortion and the effect is not equal for the same
element i in different env1r0nments For example in Cqu the distortion is small
(2F x 1.93 A and 4F x 2. 27 A) and larger in CuBrz (2Br x 3. 18 A and 4Br x 2.30 ,
A).

(1]
w
T
)
L
X

&

Elongation along z axis

Figure 2 Energy level dlagram showmg tetragonal (mlddle) and ultlmately square

planar (right) distortion for dg Cu**.
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1.5.2.2 Four, Five and Six-Coordinate Copper(Il) Compounds

Due to the Jahn Teller effect Cu* is rarely found in a regular tetrahedral
| coordmatlon For four-coordmate copper, square planar geometries are more -
commonly encountered The few materials that do exhibit approxrmate
tetrahedral geometry are mostly spinel type materials where the copper can be i ﬁ
observed in either the tetrahedral or octahedral sites-is the spinel structure; e. g |
Cr2CuO43-3 contams copper in a tetrahedral environment. In both octahedral and
‘tetrahedral cases, the Cu®" causes the crystal structure to distort from the regular
cubic structure commonly observed in most sp1nel materials.
. . . . 9 .

Divalent copper is. often found to be five coordinate; typically displaying' a
distorted square based pyramidal geometry. The elongated 'SQuare pyramidal 7
~ coordination Can be denoted as a 441’ structure. Materials "adopting this"
structure are often seen to have four relatively strong planar bond lengths
comparable to square planar ‘4’ structures and one weaker elongated axial bond. -

Desplte the similarity of the four planar bonds in five coordinate systems to

square planar structures the bond lengths are slightly longer than the values of

1.95A seen in square planar ox1des The longer axial bond is generally found to |

be in the region 2.1 - 2.4 A. As for purely square planar structures linking of
| CuOy planes either by edge or comer sharing to form chains, is observed for
4417 geometries. This is present in many superconducting phases, e.g.
YBa,Cuz07.5¢ in  which copper _exi.sts “in two different | coordination.

~ environments, both square planar and square pyramidal; _

: Additionally as a result of the Jahn-Teller effect the formation of a regular
octahedron geometry CuXe where all Cu-X bonds are equal in length has not yet
: been observed. Instead the tetragonally distorted ‘4+2° arrangement is observed,
where four relatively strong equatorial square planar bonds exist with two
weaker orthogonal mteractlons In some structures where a 3D copper-oxygen
network is present, the axial bonds can' be as long as 2.6 A. ,However, in these
cases,- it is difficult to determine the signiﬁcance of these interactions and
whether they should be classified as ‘4> or *4+2 type geometries. As with CuOy

: . + . T . . .
and CuOs groups, Cu® in six coordinate geometries is observed in many
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Chapter 1 Introduction

superconducting oxides, as two dimensional layers of comér-sharing or edge-
sharing octahedra. In certain cases, lattice constraints prevent the existence of the
tetragonally distorted ‘4+2° structure and a ‘4+1+1° type distortion is observed.
As in the ‘442’ structure, four relatively strong equatorial square planar bonds
exist, however the two longer axial bonds have two significantly different bond
lengths. This type of distortion is observed in PbCuz(SeO3)33 5 where the
equatorial bond lengths are ~1.9 — 2.0 A and the two weaker orthogonal
interactions are 2.32 and 2.59 A’® The ‘4+2’ distortion is the type most
commonly encountered for Cu2+‘ in 6-coordinate geometry, however theoretical
considerations do not exclude the possibility of ‘2+4’ type distortions. In
exceptional cases, this type of distortion is known to exist and has been reported
for K,CuF4®’ where two relatively short interactions and four longer interactions

of 1.95 and 2.05 A respectively are observed.
1.6 Structural Chemistry of Indium(111)

Indium is a group 13 element, the valence configuration of these elements is
ns’p' and all the elements addpt the +3 oxidation state, which renders these ions
strongly acidic. As a result they typically coordinate to electron rich, neutral or
anionic donors. The heavier elements of the group also form compounds with
the metal in the +1 oxidation state, the stability of which increases as you go
down the group, therefore the most common oxidation state of thalium is TI(I). -

> can be found in 4, 6 and 8 coordinate sites, T also prefers these

In
coordination geometries; in contrast AP compounds are generally 4, 5 or 6
coordinate. The 6 coordinate In®* metal centres adopt an o_ctahed-ral geometry,
the ionic radius of In** is in the range 0.62 — 0.92 A depending upon the
coordination environment adopted. In,O; is an amphoteric oxide of indium, it
forms bixbyte-type cubic crystals. Indium oxide is used in some types of
batteries, thin film infrared reflectors transparent to visible light, some optical
coatings and some antistatic coatings. Thin films of chromium-doped indium

oxide (InpxCryO3) were recently reported to be magnetic semiconductors

displaying high-témperature ferromagnetism, a singleiphaée crystal structure,
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and semiconductor behavior with high concentrations of charge carriers. These

have possible applications in spintronics as a material for spin injectors.

Other examples of indium phases include LaIn033 8 and Laj+xA;xInMnQOg (A =
Sr and Ba).39 LalnOs; was synthesised via a conventional solid state route; LayO;
and In,O3 powders were mixed with ZrO; balls in ethanol for 24 h. The powder .
was dried, calcined at 1573 K for 4 h in air, pressed into a disc and then sintered
at 1723 K for 4 h. LaInO; is an orthorhombic perovskite adopting the Pmna
space group. The structure is distorted by the in phase and antiphase tilting of
oxygen octahedra in the a’bb” system of the InOg polyhedra as proposed by

Glazer.***! In the Pmna space group, the In atoms lie on an inversion centre and

" the La atom and one of the O atoms lie on a mirror plane. La;xA4InMnOg (A =-

Sr and Ba) are a series of double perovskites, in all cases the B-site is occupied

by a disordered arrangement of In** and Mn*"*" cations. La;+xBa;xInMnOg

exhibits two octahedral tilts and exists in a body-centred cell, space group Imma,
however La;+Sr;xInMnQOg adopts the three tilt GdFe0;* structure and has a
primitive orthorhombic structure, space group Pmmna. Magnetic susceptibility
data show that all the compositions ssinthesised exhibit a spin glass freezing

transition at ~ 8 K.

1.7 The Lanthanide Series

The lanthanide series comprises of 15 elements with atomic numbers 57 through
to 71, from lanthanum through to lutecium. All lanthanides are f-block elements,
corresponding to the filling of the 41 electron shell. The lanthanides are all very
reactive and electropositive. The chemistry is dominated by the Ln(IIl) oxidation
state, other oxidation states are only stable when an empty, half filled, or full /
subshell is present. Thus Ce**, which is an 7' ion, can be oxidised to the 7 ion
Ce*, a strong and useful oxidising agent. The next most common of the atypical

oxidation states is Eu®*, which is an £ ion that reduces water.
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Despite the high charge, the large size of the Ln(IIl) ions result in low charge
densities and their compounds are primarily ionic in character. The ionic radii
decrease smoothly across the series (lanthanide contraction). The lanthanide
contraction is caused by the increase in effective nuclear charge across the series
due to the poor shielding ability of the 4f electrons. This is seen in every period
as a shell is filled, however it is particularly important for lanthanides because of
the length of the f'series and the directional characteristics of the forbitals. The f
orbitals are ‘angularly diffuse’ and the electrons are able to occupy different
volumes of space (different lobes) and so avoid each other. The Ln(IIl) ions are
also hard in character so they tend to bond to O, N and F donors with F preferred
to Cl > Br > I. They generally adopt high coordination numbers e.g. crystallised
Ln(H,O)s®" have a coordination number of 9 and are tricapped trigonal prisms
and LnF3; (Ln'= Sm-Lu) have a coordination number of 8 and are dicapped
trigonal prisms. This is contrasted with the 3d metals where coordination
numbers' of 6 and 4 are common. The smooth decrease in the ioni.c radii results
in a regular variation in chemical properties, the salts become (somewhat) less
ionic across the series. This leads to small changes in their chemical properties
e.g. Ce(OH); is more basic than Yb(OH); and Lu(OH)s, Ln*'(aq) ions become
increasingly acidic as the series is crossed and as the Ln(IIl) radius decreéses,

the hydration enthalpy and complexation energies‘ increase.

1.8 The Structures of Oxide Materials

1.8.1 The Perovskite Structure

The most widespread ternary phase is represented by the perovskite structure,
frequently adopted by materials of the‘ stoichiometry ABQj;. Perovskites are
named after the mineral CaTiO;" which was identified by the Russian
mineralogist L. A. Perovski and has retained its name even after the mineral has
been found to be orthorhombic as opposed to the cubic symmetry normally
associated with perovskite materials. In the notation ABO3, A represents a large
~ electropositive cation, e.g. Ba®*, Sr** and B represents a small transition metal/

main group ion, e.g. Co™, Fe’" or Cu*". The coordination geometry of the B
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cation is octahedral while that of the A cation is 12-fold; thus the structure can
be described as a framework of corner sharing BOg octahedra containing 12-

coordination A cations.

In the ideal structure, where the atoms are touching one another, the B-O
distance is equal to a/2 (a is the cubic unit cell parameter) while the A-O

distance is (a/V2) and the following relationship between the ionic radii holds:
ra+ro=\2(rz +ro)

However it was found that the cubic structure was still retained in ABO;3
- compounds, even though this equatioh is not exactly obeyed. As a measure of
the deviation from the ideal situation, Goldschmidt* introduced a tolerance

factor (), defined by the equation:
t=(ra +ro)N2(rs +ro)

This is applicable at room temperature to the empirical ionic radii. In the ideal
case, ¢ is unity (¢ = 1.06) and the perovskite structure crystallises with cubic
symmetry in space group Pm-3m. For t values below 1 (¢ = 0.85) super structures
of the cubic variant often form. When a smaller A-cation than ideal is included
in the close packed layers, the tolerance factor will be below 1. In these cases the
A cation relaxes towards the O anions and as a consequence the BOg octahedra
will tilt in order to fill the spaée. Values above unity indicate formation of a
hexagonal structure and are formed due to the insertion of an A ion larger than
ideal, or a smaller B ion, ieading to a contraction of the BOg octahedra. Face
sharing among the octahedra leads to the formation of cavities where the larger
A cations fit better. The structure of BaNiO;* where = 1.10, can be said to be

of ideal hexagonal type with pure hexagonal stacking of the close packed layers.
Another factor that may lead to the lowering of symmetry from cubic involves

Jahn-Teller effects. These include perovskite compounds where B is high-spin

Mn**, Cr** and Fe*', low spin N_i3+ and also Cu*. In for example LnMnOs
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(Ln=La, Pr or Nd)***" the Mn" ion is in the octahedral coordination field

causing elongation of the MnOg polyhedron.

The large number of perovskites is due to both the cation sizes and the number
of possible valences, which can be incorporated within the structure. In order to
retain charge neutrality and fulfil the coordination requirements of the cations
there are three possible combinations of A and B cations when considering
integral compositions of oxide perovskites. These include A"B>* e.g. KNbO3,*
A™B", e.g. SrTi0;" and BaSn05*’ and A**B** e.g. LaC003.°! A wide range of
perovskites are also possible due to A-cation and oxide non-stoichiometries such
as tungsten bronzes NaXWO352 and the cobaltates SrCoO3.,(_53 Varying the ratio
and oxidation states of the A and B cations e.g. AT (BB 067)

Ba(Srp33Tap67)O3 and Ba0,53r0.58n0354 may further increase the number of

possible stoichiometries.

BaOj; coordination SnOg coordination 3D network
of octahedra
Figure 3 The BaSnO; perovskite structure showing the AO,, (A=Ba) and BO, (B=Sn)

coordination geometry. The 3D network of octahedron is also displayed.

Perovskites are an important class of materials because they can exhibit
numerous properties attracting extensive research, including high T
superconductivity, ferroelectricity, piezoelectricity, colossal magnetoresistance
and metal insulator transitions. These properties are a result of cooperative
effects arising from the 3D network of transition metal ions connected via an

oxide lattice, which can be accurately controlled by doping at either the A or B
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cation sites. Due to the strong overlap of unfilled and therefore magnetic 3d
electron orbitals w1th the oxygen 2p orbltals these compounds dlsplay strong

correlatlons between’ crystallographlc magnetlc and transport propertles

1.8.2 Double Perovskites

The basm double perovskite structure is generated by introducing another ion
(B") on half of the B positions yleldmg the basic double perovsklte structure
formula A;BB'Os. A large increase in double perovskite research was initiated in
1998 when the eompound SrzFeMoO655, ' was found to exhibit magnetOresisti,ve'

-effects at temperatures above 298 K. In partieular thevhalf-metallicity of this and‘ |
similar compounds below the magnetic ordermg temperature is very 1nterest1ng

for future spmtromcs apphcat1ons

The properties of the double perovskite compounds are determined by the
'relatiVe'sizes, valences and orderi_ng of the A and B site_ ions. Given the vast
possibilities in variation of these parameters, interesting and useful physics is
likely to appear from further studies of this class -of materials. Double perovskite
| structures can adopt one of three drstlnct B-cation arrangements random rock-
| salt and layered, dependlng on the charge, size and coord1nat1on geometry of the
B cations and the A:B size ratio. As the difference i in charge/srze of the B cations
“increases, the systems are more likely to be 'ordered. The three B cation sub-
lattice types, common cell sizés, cystal systems andspace groups are shown in
Table 2. When assignment of sublattice type is based upon Powder X-ray
Diffraction (PXD) data, ambiguities' may arise,:- and may be resolved using

neutron diffraction or electron microscopy.
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Table 2 A summary of crystallographic information for common double perovskites; ap

= lattice parameter for cubic ABO; perovskites (~ 4 A).

Sublattice Type Cell Size Crystal System Space Group
Random apxapxap Cubic Pm3m
\2ap x \2ap x 2ap Orthorhombic Pbnm
Rock Salt 2ap x 2ap x 2ap Cubic Fm3m
\2ap x \2ap x 2ap Monoclinic P2,/n
Layered 2ap x 2ap x 2ap Monoclinic P2,/m

1.8.3 Random Structure Perovskites

Compounds that adopt a random structure show no evidence of B-cation order
and generally have a cubic 1ap unit cell e.g. BaLaFeMoOg° or an orthorhombic
\2a, x \2a, x 2a, unit cell such as that adopted by SrLaCuRuOs (Figure 4).
The orthorhombic cell results from rotations of the BOg octahedra about the 011
and 100 planes, and results in the absence of 0kl reflections (where K = 2n + 1).

The octahedral tilt reduces internal bond strain within the structure.

Figure 4 Polyhedral representation of SrLaCuRuOs, Strontium and Lanthanum atoms

have been removed for clarity.”’
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1.8.4 Rock Salt Structure Perovskites

The rock salt structure consists of a sub-lattice in which the B cations B> and B>’
resemble the AX arrangement of the anions and cations in the rock salt structure.
Generally they possess a cubic 2a, (Sro,FeMoOg) (Figure 5)> or a monoclinic
V2a, x V2a, x 2a, unit cell (Sr,LuRuOs).*® A monoclinic cell usually results from
rotation of the BOg octahedra about the 011 and 100 planes. Compounds with a
rocksalt sub-lattice show evidence of B-cation order; the indication of ordered
cations for the cubic cell is the doubling of lattice parameters with respect to
those for a random distribution of B-cations and the presence of the 111

reflection.

Figure 5 Polyhedral representation of SrzFeMOOf,w (MoOg octahedra in red, SnOg

octahedra in blue, strontium atoms have been removed for clarity).

1.8.5 Layered Structure Perovskites

Compounds with a layered structure also show evidence of B-cation ordering,
the layered arrangement is distinguished from the ‘rocksalt’ unit cell by the

presence of the hOI reflections (where h + 1 = 2n + 1) and the absence of the 111
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reflection. One material that exhibits a layered arrangement is La,CuSnOg
(Figure 6)*° which has a monoclinic cell derived from a 2a, X 2a, X 2a, unit cell.
An example of an oxygen deficient double perovskite is Ba;InCuO4:5>° which

crystallises with tetragonal symmetry.

Figure 6 Polyhedral representation of La,CuSnOg. The CuOq4 octahedra are in red and

the SnOg octahedra are in blue, lanthanum atoms have been removed for clarity.5 4

1.8.6 The K;NiF; Structure

The K,NiF, structure®' is tetragonal and is closely related to the perovskite
structure adopting a general formula AO(4BO;3),. When n = 1, a ‘layered’
perovskite structure is formed, which is the structure type of the first member of
the Ruddlesden-Popper series. The K,;NiF, structure is shown in Figure 7 and
consists of sheets of NiFs octahedra sharing four vertices. These layers are
separated by K" ions in nine fold coordination to fluorine. The structure is
widely adopted by ternary oxides of the stoichiometry A;BO4 where the A cation
is surrounded by nine oxygen atoms and the B cation is in six-fold coordination.
As with simple perovskites, the charge neutrality of these materials may be
satisfied in a range of ways, ie. A',BY  (e.g.  SnTiOy),

ATA e +(e.g.LaSrCoO4)'9 or A’ +2B2+ (e.g. LazCoO4).15

Page 19




Chapter 1 Introduction

Figure 7 The structure of K,NiF, showing the NiF, coordination and the infinite sheets

of octahedra.

1.8.7 The Ruddlesden-Popper Phases

Ruddlesden—Popper62 (RP) phases are layered Perovskites with the general
formula 40(4BO;3),. Corner sharing BOg octahedra form layers, with 4 atoms
occupying the 9 and 12 coordinate interstitial sites. The first characterised RP
phases were the SrO(SrTiO;), series (Figure 8), fully characterised by
Ruddlesden and Popper for n = 1, 2 and 3. n = o corresponds to the standard
Perovskite structure. These materials crystallise in the tetragonal space group

14/mmm.
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Figure 8 The structures of Sr,TiO4, Sr;T1,07 and SryTi;05,.

1.8.8 Oxygen Deficiency in Perovskites

The ideal perovskite structure only occurs when all atomic sites are fully
occupied. Due to the ability of the perovskite structure to accept cations of
varying oxidation states, oxygen deficient perovskites are very common. All
oxygen deficient phases can be described as being derived from stacks of AOs.«
layers, however the B-cations of the oxygen deficient phases can reside in six,
five, four or two coordinate interstices that result from a combination of oxygen

atoms and vacancies from the layers above and/or below.

The arrangement of vacancies around each B-cation in an oxygen deficient

perovskite is influenced in a similar way to that of B-cation arrangements.
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Differences in size, electronic configuration and coordination preferehces of
both the A and B cations affect the vacancy arrangement and control the manner
in which the AO; layer stacks. The large variety of vacancy patterns present in
different c;)mpounds is consequently due to either the replacement of an A or B
anion with one in a lower valence sfate i.e. heterovalent doping or reduction of a
B ion present in an ABO; perovskite. The latter is the case for the homologous
series of SrFe0s..% It has been shown that different compounds with oxygen
stoichiometry 3, 2.875, 2.75 and 2.5 can be prepared and hence the oxidation
state of Fe varies between +3 and +4. If the B cation can be present with other
coordinations than octahedral then vacancy ordered structures might form. The
structures of S.I'F602,g75, StFeO,75 and SrFeOys (=SrsFegOy3, SreFeqOyr and
SryFe,0s5 respectively) are built up by different arrangements of FeOg octahedra,

FeOs square pyramids and FeOj tetrahedra.

ther examples include Ca;Mn;0s** and YBaCuFeOs® they both possessing B-
cations which are exclusively 5-coordinate; in the latter there is a large size

difference between yttrium (1.19 A) and barium (1.61 A), whilst the former |
contains just one A cation type, calcium (1.34 A). Although both posses B
cations which are exclusively 5-coordinate there is a fundamental di_fferénce in
the two structures in that each compound has a distinct stacking sequence. This
can be attributed to the coordination requirements of the A sites 10,10 in the

calcium manganate versus 8,12 in YBaCuFeO:s.

A key example of a structure that adopts an oxygen deficient structure is the
high-temperature superconductor, YBa,Cu307x.%¢ This non-stoichiometric
'system is derived from three perovskite ABO; unit cells stacked directly on top
of each other, to form a material of stoichiometry A3;B;0,. Copper fills the
octahedral corners BOg, whilst the larger Ba—Y-lBa atoms are positioned in the A
sites. Removal of oxygen from the (0,0,%) and (}%,0,0) sites give the structure
- YBa,Cu30-. '

The selective removal of oxygen from the sites in the basal plane causes the
lattice parameters a and b to differ resulting in an orthorhombic unit cell (a =

3.82 A, b=3.88 A, c=11.4 A). The stacking sequence can be described as:
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Ba0-Cu0,-Y-CuO,-BaO : .

where yttrium is coordinated to 8 oxygen atoms in a distorted cube and barium
to 10 oxygen atoms. The copper atoms are in two different coordination

environments: square planar and square pyramidal.

1.9 Spin-Crossover

The spin crossover phenomenon was first discovered 60 years ago by Cambi et
al. when he reported on drastic changes of the magnetic susceptibility in
tris(N,N-dialkyldithiocarbomato)iron(IIT) complexes on varying temperature. As
a consequence of the splitting of the energy of d orbitals into the to; and e sets in
a ligand field, octahedral complexes of TM ions with configurations of dtod,
may exist in high (HS), intermediate (IS) or low spin (LS) states. In weak fields
the ground state is high-spin where the multiplicity is a maximum, the d
electrons being distributed over both t,g and e, sets whereas strong fields stabilise
the low-spin state with minimum multiplicity, the to; set being completely
occupied before electrons are added to the eg set. In the case of d&° Co(llD), the
electronic configurations are HS(tyg'es?), IS(tzg’e,') and LS(tys® e”). For
intermediate fields the energy difference (AE°y) between the lowest vibronic
levels of the potential wells of the two states may be sufficiently small such that
application of some felatively minor perturbation effects a change in state. This
phenomenon is known as the spin-transition (ST) or spin-crossover (SC) and its

origin is illustrated in Figure 9.
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Figure 9 Electronic configuration for a d® Co(III) ion, in the LS state, in the HS state
“and equilibrium between these tvwov states. in the case of t_hei'mal spih erossover 4

- stands for the cubic ligand ﬁeldvf)'arameter and P for the mean-spin pairing energy).

A ST will be thermally induced when AE°y = kgT and When thls is met pressure
and light 1nduced transitions may also be observed. The ST in 1ron(II) transition

metal complexes are probably the most extenswely studied.

| Energy

Flgure 10 Representation of the potentlal wells for the 'A; and °T, states of an 1ron(II)-

SC system the nuclear coordmate bemg the metal-donor atom distance.”’
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- From the measurement of the temperature-dependence of the properties of a ST
system it is possible to evaluate the relative concentrations of HS to LS states as
a function of temperature and thus to construct an ST curve, a plot of the HS |

molar fraction yys vs. T, (Figure 11).

For systems in solution the behaviour follows a curve similar to that of Figure
11a and may be interpreted as- a simple thermal equilibrium involving a
Boltzmann distribution oier all vibronic levels of the two spin states. In this_ case
“the transition occurs at the molécular level without the constraints of lattice

interactions.

For solid systems lattice effects become important and the full range of curves
Figure 11a-e are exhibited. The transition may be gradual and continuous over
an exteﬁded temperaturé range,. ‘s:imilér fo solut'ion,‘behaviour'(Figure 11a), or it
may be abrupt and occur with a narrow ter'rjlpcratu_’r_e"range (Figure 11b). The
transition may be associated with a thermél hysteresis loop (Figure 11c) or Be a
two-step process (Figure 11d). In certain cases the transition may be incomplete
~ at one or both extremes of the ST curve (Figure 11e). The curves are diagnostic
of the :naturé of the ST and thé steepness of the changé is indicative of the extent
of cooperativity involved in the propagation of the spin change throughout the
»lattice; ie. the extent to which the electronic and structural changes in a
molecule ilndergoing ST influence corresponding changes in neighbouring
molecule_s; When this is low fhé transition will be g-radual or a continuous -
process, but as the codperativity increases the transition becomes more abrupt
* and may occur within a very narrow ré.nge of temperatures or be aésociated with -
é' phaseb change ‘or hysteresis. A traﬁsition fempera‘aire is defined as that -
temperature at Wthh the fréct_ions of HS ahd"_LS_ species'v taking part in the
transition are equal. For transitions displaying hyéteresis two - transition

tenipe_raturés T1o¥ and Ty Tdefine the width of the hysteresis loop (Figure 1 1)767
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Figure 11. The nature of ST curves for SC systems. in the solid state: (a). gradual; (b)

abrupt; (c) with hysteresis; (d) with steps; (e) incomplete'.67

1.9.1 Applications of Spin-Crossover Systems

The term molecular materlals refers to molecular-based compounds exhrbrtmg
a property, or a set of propertles whlch can be used i ina devrce for example
display devrces, application in optical data processing and information storage.
The extreme sensitivity of the electronic properties of spin-crossover systems to
relatively minor external perturbations renders them likely candidates for these

practical applications.

Two aspects of the spin—crossover phenomenon are of particular interest in this

’ regard These are the occurrence in some instances of thermal hysteresis in the

HS - LS — HS cycle and the ablhty of light irradiation to effect changes in

spin s_tate. The existence of hysteresis. is a prerequlsrte for molecular bistability,

“which in turn offers the potential for technical’applications in memory and data

storage devices. For exploitation in ‘memory devrces the blstabllrty must be
associated wrth a response functlon In thls respect ST systems offer -
considerable scope since they show two dramatrc and readily detectable
responses, change in colour and magnetism. The change in colour accompanying

a ST is partlcular'ly suited to the development of display devices. Ideally, these
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_ applications require that room temperature should fall approximately in the
middle of the hysteresis loop, i.e. %2(T12t + Ti24) = 295 K. Systems meeting this
~ criterion are known and can now be synthesised in a more or less controlled
manner. Other criteria such -as chemical stability and reproducibility of
behaviour for new samples and after cycling through the hysteresis loop must

also be met.

The changes of \ST behaviour under applied pressure may be exploited in
pressure sensors for applications where refnote sensing of pressure could be
‘achieved by observation of a colour change in a SC material. The light induced
switching phenomena described above offer much promise for application in

optical data processing and information storage.
1.9.2 Spin-Crossover in'1,2,4-Triazole Complexes

1,2,4-Triazoles are ﬁve-memberéd heterocyclic compounds, containing three
nitrogen atoms in the ring system. The characteristic feature of 1,2,4-triazole
derivatives is the stability of the ring system, an inherent property of its aromatic
nature. The pKa value of 1H-1,2,4-triazole is 2.3.% 1H-1,2,4-triaozole occurs as
three tautomers, since the hydrogen atom can be situated on each of the three
ring nitrogen atoms. A consequence of the tautomerism is a variety of

coordination modes of 1,2,4-triazole to metal ions. The capabili‘;y of the ligand

to form a bridge between metal ions by establishing a bidentate coordination -

mode makes them very useful for obtaining polynuclear coordination
compounds. By substitution on the nitrogen ring'étoms, certain coordination
modes can be excluded. Furthermore, by attaching one or more substituents to
the ring, the 1,2,4-friazole nucleus can be forced to coordinate in a certain
predetermined fashion. In particular the use of chelating substituents can
contribute to bringing the ligand to the right conformation for binding two metal

ions simultaneously in close proximity (Figure 12).
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Figure 12 Bidentate coordination modes for 1 H(4H)-1,2,4-triazole.

Triazoles have numerous applications, some triazole derivatives have been
reported to act as antimicrobic, antiphlogistic or cytostatic agents.*’ A wide
range of triazole compounds exhibit activity against phytopathogenic fungi,’®"!
5-a1;1in0-1,2,4-triazole is the precursor of additives used in photography andv
products with known anti-corrosion properties.”>” In these industrial, medical
and biological processes metal ions are involved and their interaction with metal

ions is of particular interest.

The ability of azoleé, triazoles and tetrazoles to bridge transition metal ions is
central to the recent increased interest in their coordination chemistry. From a
1.”% have recently prepared an “open framework”
material from cobalt(Il) and imidazole, which displays extensive polymorphisrh
and a zeolitic character. While iron(II)” coordination polymers with triazoles
have been of interest to magnetochemists since many of these compounds show
spin crossover behaviour with thermal hysteresis effects. ‘Here a SC ciriven
structural phase transition results from the extensive covalently bridged network, \
which relays the structural changes at the iron centres. It is perhaps surprising
that despite much work in this area, crystallographic structural information is
often difficult to obtain. Another point of interest is the ability of these linkages

to mediate magnetic interactions and form molecular based magnets. The

coordination compounds of 1,2,4-triazoles are described in more detail in

Chapter 7.
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1.10 Scope of this Work

Layered complex oxides of the transition metals that adopt the K;NiFy structure
demonstrate a number of key - electronic properties such as superconductivity,
oxide ion conductivity and low dimensional magnetic ordering. Such materials
have been studied in depth for some transition metal elements, namely Cu, Fe,
and Ru but to a very limited extent for other metals e.g. Co(Ill) and Sc(III). In
general, however many materials potentially adopting the K,NiF4 structure type,
perfect or distorted through ion displacements have not been studied in detail.
Many compositions have not been previousiy synthesised and others are
assumed to adopt the perfect tetragonal structure (14/mmm) from poor quality
diffraction data. These compounds may show more complex structures when
studied in detail or as a function of temperature. Chapters 3, 4 and 5 are
concerned with the synthesis and characterization of Co(III), Sc(IlI) and In(III)
containing materials potentially adopting the K,NiF, type structure. In addition
to the investigation of Co(IIl) materials adopting-the K,;NiF, structure, attempts
were made to produce Co(Ill) compounds with intéresting structural and
magnetic properties. Chapter 6 reports the results of a detailed investigation into

the Lny;BagCo40;5 phases utilising several lanthanides.

Chapter 7 is concerned with the synthesis and characterisation of new
magnetooptic materials, in which the extended structures formed, may show
both magnetic coupling interactions and ‘cooperative ST effects’. If a material
with a ST close to room temperature can be engineered, then such a delicately
balanced system may be susceptible to perturbation by other stimuli such as

pressure, light or magnetic field.

The work described in this thesis concentrates on the synthesis and
characterisation of materials in the solid state, and the synthetic techniques
employed have produced polycrystalline oxides or single crystals. The principal
technique adopted in the characterisation of polycrystalline materials is PXD.
PXD allows initial phase identification and further detailed structural

characterisation. Powder Neutron Diffraction (PND) experiments have been
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performed on a selection of materials to provide more accurate structural
information particularly on the coordination environment surrounding the
oxygen atoms. In certain cases neutron diffraction data has also been utilised in

determining the magnetic structure of a material. In addition the magnetic

properties of several materials have also been investigated using a Vibrating
Sample Magnetometer (VSM) as well as a Superconducting Quantum
Interference Device (SQUID). Single crystal X-ray crystallography was used to

determine the structure of those materials formed as single crystals. -
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2.1 Introduction

A range of te_chniqﬁes were adopted in the characterisation of materials prepared in
this work. The primary method was PXD. PND experiments have been performed
on selected samples to provide more accurate structural information, particularly on
materials containing oxygen. Variable temperature powder and neutron diffraction
was undertaken on selected samples in order to investigate phase and structural
changes and also spin-crossover. Materiais that were formed as single crystals were
characterised using single X-ray diffraction techniques. The mégnetic properties of
several materials have also been investigated using both a Vibrating Sample
Magnetometer (VSM) and a Superconducting Quantum Interferehce Device
(SQUID). This chapter provides a summary of the experimental techniques used in

this work and describes their applications on a range of materials.
2.2 Synthetic Methods
2.2.1 Direct Solid State Route

The most widely ﬁsed‘ method for the synthesis of polycrystalline inorganic
materials is the direct solid state reaction. This involves heating the components
together at high temperatures over an extended period. In the consideration of a solid
state reaction, both thermodynamic and -kinetic criteria must be satisfied." The
temperature of a reaction must therefore be appropriate for the production of a
desired phase, and suitably high to facilitate the reaction at a reasonable rate.
Routinely used reaction temperatufes fall in the range 600 - 1200 °C. The need for
high temperatures required in the synthesis of complex oxides may be rationalised
by consideration of the nature of the reactant lattices and the degree of structural
change necessary for the formation of the new phase. The solid state reaction
involves the complete disruption of the structure; the cations in an oxide material are
normally coordinated to a large number of oxide ions. In order fbr these ions to

migrate to the interface and form a new structure a considerable amount of energy is
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required in order to overcome the lattice energy. Additionally, as the reactant solids
can rarely be truly intimately ground, the temperature must promote an appreciable '

N

rate of ion diffusion.

Standard direct solid state reactions involve the mixing of the reactant solids,
sometimes facilitated by the use of a volatile solvent e.g. ethanol, in an agate pestle
and mortar. The reactants are then placed in a crucible (typically constructed of an
inert material such as vitreous silica, recrystallised alumin.a or platinum) to avoid
contamination of the sample, and fired at elevated temperatures. The rate of reaction
can often be increased by frequent regrinds of the sintered mixture or by
pelletisation of the starting materials. Both of these effectively incréase» the
interfacial contact of the reacting species and minimise the distance over which the
cations are’ required to ‘migrate. Typically materials are synthesised from a
stoichiometric mixture of the relevant oxides. The use of high temperatures also

perndits the use of carbonates and other oxo-salts, which readily decompose in situ.

Controlling the environment surrounding a reéction is often crucial to its success. In
such cases the reactions are carried out in a controlled atmosphere. The use of a tube
furnace enables gases such as nitrogen, argon and oxygen to be passed over the
reactant mixture. These processes facilitate the partial control of the oxidation states
of the metals present in the reaction mixture, preventing or promoting metal

oxidation states as required.
2.2.2 The Sol-Gel Method

Chemical methods can be used to further decrease particle size thus enhancing
reaction rates. In a typical sol-gel process, the precursor is subjected to a series of
hydrolysis and polymerisation reactions to form a colloidal suspension. The particles
then condense in a new phase, the gel, in which a solid macromolecule is immersed
in a solvent. The sol is made of solid particles with a diameter of a few hundred nm,

usually inorganic metal salts, suspended in a liquid phase. The resulting porous gel
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is then chemically purified and fired at high temperatures into high purity oxide
materials. The sol-gel process allows the synthesis of materials with varying
properties: ultra-fine powders, monolithic ceramics and glasses, ceramic fibers,

inorganic membranes, thin film coatings and aero gels. -

This work primarily used a citrate gel method whereby the nitrate salts of the
required starting materialsllfe dissolved in water, followed by the addition of molar
equivalents of citric acid and ethylene glycolr. Heating of the mixture and
evaporation of water results in the formation of a gel, which fnay be further heated in
a crucible to form the complex oxide. The final stage, due to the mixing of various
ions at the atomic level, can be carried out at temperatures as low as 700 °C,

requiring less time compared to direct solid state routes.

2.2.3 Hydrothermal Synthesis

Many" non-oxide inorganic materials may be synthesised by crystallisation from
solption. Typical reactions involve the break-up of the lattices of the starting
materials and the formation of a new crystal structure. Therefore, in order for some
reactions to occur the conditions used must l;)e severe. Traditional solid state
chemistry relies on intimate mixing of the reagents, either by simply grinding
powders together, or using a sol-gel type technique. Hydrothermal chemistry
employs a differen£ approach, more related to geochemical processes that occur
naturally. Solutions of the reagents are heated in sealed Teflon-lined autoclaves with
an internal volume of 23 mL, a maximum operating temperature of 523 K (250 °C)
and a reported maximum operating pressure of over 12000 kPa. As water
approaches the boundary to supercritical behaviour, its properties change
dramatically. A supercritical fluid is any substance at a temperature and pressure
above its thermodynamlc critical point. It has the ability to diffuse through solids
like a gas, and dissolve materials like a liquid. In this state water exists as small but
liquid like hydrogen bonded clusters dispersed within a gas like phase, where

physical properties such as gas or liquid like behaviour Vary in response to changing

Page 38




Chapter 2 Experimental Techniques

density. Supercritical fluids can be regarded as ‘hybrid solvents’ with a low
viscosity, high diffusion rates and no surface tension. Hydrothermal and

solvothermal reactions can be carried out in .the supercritical conditions in the

autoclaves.

Hydrothermal synthesis has sigrﬁﬁcant advantages over solid-state approaches.

Reagents in solution or suspension have greater ion mobility than the solid phases

and the combination of heat and pressure enable reactions to occur at much lower

| ter\nperatures than dry techniques. A further advantage is that the product may form
| single crystals that are easier to characterise by diffraction than fine powders
| normally produced by traditional sol:id state routes. Despite efforts in the area of
crystal engineering it is still not possible to predict the outcome of such reactions;

" however this is not surprising when considering the amount of variables. The
hydrothermal reactor is a closed system.'ar‘ld reactions may be affected by factors
such as time, temperature, pH, and concentration of reagents and the fill level of the
reaction mixture. The order in which the reagents are added may also play a role, for
éxample a homogenised mixture will behave differently to one with concentrated

~ areas of reagents.

2.3 Powder X-ray Diffraction |

The application of PXD has become a crucial chara(;teri sation technique for the solid
state chemist. The most widespread use of PXD, and the one that we focus on here,
is for the identification of crystalline compounds by their diffraction pattern. It is a
non destructive technique that can be used to determine lattice parameters, locations
of atoms within a unit cell, sample purity and defects within a crystal structure. It

can also identify different phases of a compound if it exists as polymorphs.

This research has concentrated heavily upon PXD to identify the materials
synthesised, and determine the purity of the products formed. Initially short scans of
approximately 20 minutes allowed phase identifications to be undertaken and
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elucidation of the cell parameters of the materials. vLonger scans of approximately 13
hrs allowed structural refinement using the Rietveld method.? *Variable temperature

powder diffraction techniques were used to study structural changes in the materials.

2.3.1 X-ray Radiation

X-rays were discovered by Wilhelm Réntgen in 1895, for which he was awarded the
first Nobel Prize in Physics in 1901. The original records were lost, but a
reconstruction of them in Moore and Reynolds (1997)° shows that he discovered that
in an experiment with high energy electrons, another type of radiation with the

following properties was being produced:

e travels in straight lines

e are exponentially absorbed in matter with the exponent proportion to the
mass of the absorbing material

e darken photographic plates

¢ make shadows of absorbing material on photosensitive paper.

In following years, much investigation into Rontgen’s discovery was undertaken.
Studies of X-rays revealed that they could be polarised, but could not be refracted,
leading to controversy over whether X-rays were waves. It was understood that if X- .
rays were waves then the wavelength must be 10" m or less. Max von Laue
theorised that X-rays could be diffracted if the slits were small enough. In 1912 von
Laue proved that X-rays were not particles, but waves of light with very small
wavelengths by using a crystal as a diffraction grating. Lawrence Bragg and his
father William Henry Bragg used von Laue’s.discovery and, for monochromatic
radiation, were able to show that diffraction could be treated geometrically like a

reflection and derived Bragg’s law (Section 2.3.2).
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The wavelengths of X-radiation commonly used for X-ray diffraction lie between
0.7 and 2.3 A. This is very close to the interplanar.spacing of most crystalline
materials. X-rays are produced whenever matter is irradiated with a beam of high-
energy charged particles or photons. Provided that the beam of electrons striking a
metal plate (anode) is sufficient in energy, an electron from one of the metal atom
core orbitals will be ejected. Filling of this vacancy by electron decay from a higl.ler
energy orbital occurs with the emission of radiation. Typically the metal atoms are |
.~ ofa high enough atomic number, to yield high-energy photons in the X-ray region.
In copper, for example core electron vacancies formed by collision with electrons
can be filled by decay from various higher energy electrons and thus the spectrum of
X-rays obtained contains a number of intense maxima corresponding to the energies
of these various transitions. In addition bombarding a metal target with a focused
electron beam accelerated across a high voltage can also produce X-rays. As
electrons collide with the atoms in the target and decelerate, a continuous spectrum

of X-rays are emitted, which are termed Bremsstrahlung radiation. Common anode

materials are listed in Table 1.
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Table 1 Characteristics of common anode materials. v

Mat_ei’ial Atomic Ko/A Char M_in”/ . Opt"/ Advantages and Disadvantages
No. keV kv
-Cr 24 2.291 - 5.99 40 High resolution for large d-spacing’s,
| | ' -pa’rﬁbﬁlarly ofganics (high attenuation
_ _ in air) | v
Fe 26 1.937 7.11 40 Most useful for Fe-rich materials
| | ~where Fe ﬂuores_cence is a problem
_ . » ‘ (strongly fluoresces Cr in specimens)
" Cu - 29 - 1.542 ' _8.98 : 45 | Best overall for most inorganic‘ '
| " materials (ﬂubresc_es Fe and Co Ka
and these elements in samples can be
_ pro_blé_matfc.
42 0.710 - /80  Short wavelength good for small unit

- 20.00

cells, particularly metal alloys (poor

resolution of large d-spacing).

a.  Characteristic minimum excitation. potential
. b.  Optimal operatingkV -

2.3.2 Powd_er X-ray Diffraction Theory

The technique of powder diffraction depends on. a coherent beam of X-rays

- impinging on a powdered sample. A polycrystalline sample contains an enormous

number of randomly orientated crystallites, typically 107 = 10* m in dimension.

Many of these will be orientated so as to satisfy the Bragg condition. The effect of

this is that each lattice spacing in the crystal will give rise to a cone of diffraction.

o Diffraction maxima will be observed with the conical angle from the incident beam

defined by the Bragg equation. In 'or_de_r that all the reflections are detected it is :

important that the "sample :is completely randOmly orientated and there is no
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preferred crystallite orientation. Th1s is achleved by thorough grmdlng of the sample

~ . using an agate pestle and mortar.

Interaction of X-rays with matter (electrons) creates a secondary ‘.diffracted’ beam
according to a mathematical relation cail_ed ‘Bfegg’s Law’.> The concept of PXD is

~ introduced by considering a scattering situation as shown in Figure 1, in which a
- plane wave is 1n01dent on two parallel planes of atoms, separated by a perpendicular -

distance d.

- Figure 1 "Reflection" of X-rays from two planes of atoms in a solid:

For constructive interferen_ce the path difference between the two diffracted beams
must. correspond to an integral number of \_J\:lavelen_g:thvs. Simple trigonometry yields
the Bragg eqnation: _' o o
A =2dsind (n=1,23...)

The angle G is known as the Bragg angle At angles other than the Bragg angle, the
diffracted beams are out of phase and interfere destructlvely “The 1nterplanar
separations, d, in the crystal are calculated by measuring the dlffrgetlon maxima, of

which only first order diffraction maxima (n=1) are generally seen. Lattice planes
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are defined by their Mll]er mdlces hkl, the remproca] 'values of the fractional
posmons where the plane cuts the a b and ¢ axes respectlvely If the calculations -
result in indices with a common factor, i.e. (442) the index is reduced to the simplest
“set of integers (221). This means that a Miller index refers to a family of parallel
lattice planes defined by a fixed translation distances (d). in a direction perpendicular
to the plane. The crystal system can ‘thenv be derived frem these d values by
identification of the planes involved (Table 2). In theory, di_ffraction‘maxima shduld_ '
be seen for all planes in'a stfuctﬁre -but in practice this is not the case. Reflection
- conditions or systema’uc absences arise from the symmetry elements such as glide

planes and screw axes.’

* Table 2 Equations for d-spacing in the di.ffer'entvcrystal systefns.

1

dhkl

= —2[h2bzc2 sin? a + k*a’c?

© Crystal system Expression for dy
- Cubic 1 hE+k? _'_.liz
diu =, cat
Tetljegon_al 1 ‘}?2 +k2 72
, Orthorhombic'v 1. B2 sz 2
L mTateta
Hexagonal 1 a4l nt+ h)c. + k2 12 '
i =§( a’ j+:z—
Monoclinic’ 1 1 (hz + k? sinZB +f__ 2hl cosBJ
d,fk, sin [3 b c? _ac -
Triclinic -

sin? B +12a’b* sin’ y

+ 2hkabc? (cosa cos f—cosy)+ 2kla2bc(cos Peosy — cos a)

+ 2hlab c(cosacosy = cos 13]

whe;e V = abe(l- cos2 a~ cos2 p —cos?y + 2cosa cos[)’cosy)% '
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In X-ray difﬁ‘a(_:tion we make use of the repetition of the arrangement of atoms (or
| motif) in a crystal stfuct_urd The repetition produces the diffraction pattern, if there
is no repetition then the diffraction pattern is absent as in amorphous materials.
Repetition of the inotif in a lattice defines its symmetry. Symmetry is a series of
replication operations on one surface of a shape/. object by which the entire object
may .be generated. Crystal structures are based on the symmetry operations uvsed to
' replicate the structure. All symmetry 'bperétidns_ may be defined by several basic

movement operations:

] rotati'on', in which the symbois ﬁsed are 1,2 3,4,6 for rotation witl; the number
of repeats of the form during one rotation.
e reflection (m), in which the forin is reflected by mirr_or'reﬂection across a
plane. | _ | |
"o inversion (i), in .which the form is replicated by projection of ’all' points
through év’point of inversion; this'deﬁ.nes the centre of symmetry. | _
e rotation-inversion, dendted by ifor a single rotation/ inversion, which may bé
cdmbined with rotafibnal Qpefatibns, ie 303 —fvoldbrotation‘with an inversion at
each rotation). | ’

e . translation; a lateral movement which replicates the form along a linear axis.

In general, rotation, reflection and inversion operations generaté a variety of unique
arrangements of lattice points in three dimensions. These translation-free symmetry
operations are called point-group elements. Translatiohs‘ are used to generate a lattice
from the unit cell (the smallest special group that when tiled in three dimensional space

will complete the structure). The translations include a simple translation, a linear

- translation combined with a' mirror operation (glide pléne), or a translation combined

- with a rotational operation (screw axis). A large number of three dimensional structures

(the 230 space groups) are generated by these translations acting on the 32 point groups.

All crystal structures can be categorised into one of seven crystal systems‘ with distinct -

symmetry requirements. Subsequently these can be divided further into 14 Bravais
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' lattices by including the lattice types primitive (P), body centred (I) or face ccntred (F-or
C convention for cases in which only one face is centred). For each of these systems

there are different symmetfy arrangements possible (Table 3).

Table 3 The crystal systems and corresponding crystal classes.

| Crystal system . ~ Minimum Criteri# " Crystal Classes
Triclinic. ' . none : | - 1,-1 |
Monoclinic - a=y=90° 2,m,2/m.
Orthorhombic  a=B=y=90° © 2/m2/m2/m, mm2 (2mm),
| | 222 | |
Tetragonal  a=b#c,a= B=y= 4, -4,'4/m, 422, 4mm, -42m, -
| | 90°  4m2m2/m
Trigonal a=b=c,a=Bp=y#90° 3,-3,3m,-32/m,32
Hexagonal a=b#c,a=p=90"y= .6, -6, 6/m, 622, 6mm, -6m2,
| | 20  6/m2/m2/m |
Cubic - a=b=c,a=p=y=90° 23,2/m-3,432, -43m, 4/m-

2.3.3 Instrumentation

Two diffractometers were.foutinely used throughout this 'erk.; a Siemens D5000
diffractometer and a Bruker D8 Advance diffraétometer. The Siemens D5000
(Figure 2) uses a copper anode and a singl.e' crystal monochromator to provide Cu |
Kar (A= 1.54056 A) radiation. This radiation is coliimate’d by apefture slits before
hifting the sample, mountéd in a recesSéd aluminium or plastic sa‘mple.holder. A
standard scinti_llation counter detects thé diffracted X-réys. The: incideht _béam;
sample and detector are arranged according. to theb Bragg Brentano geométry._ in
which the incident beam and takeoff geometry is fixed at a 6/20 relationship by
rotating thé sample plate at precisely half the rate of the dctectorv'throu.gh the angular
| range to be studied. The diffrac’tometef is controlled by a PC, which collects the

data.
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X-ray Tube ' L C : Detector

Scattered-radiation ' L
diaphragm -

- Aperture diaphragm

Single crystal monochromator _ - , /20
- Sample

Figure 2 Schematic representation of the D5000 diffractometer.

‘The Bruker D8 Advance diffractometer uses the same X-ray ‘source, sample
rnOunting and geornetry as the D5000 diffractometer. The D8 however, can switch’
between several types of detector, dependirig on the sample being characterised. One
detector isa sfandard vscintil'lationdevtectOr, sirhilar to that on the D5000. The second
detector is a-Position Sensitive Detector (PSD); it is-compriée_d of an anode and a -

: 'cathode, separated by a work gas. At the anode, an intense electric field is applied
and the diffracted X-ray photons ionise the detector "ga.s. These electrons afe'

| immediately accelerated and have sufﬁcient encrgy to ionisé other argon atorns' A

- very fast 1onlsat10n avalanche occurs and an induced charge arrives on the cathode |
perpendicular to the impact point of avalanche. The position of thlS charge is- -

" determined by the delay-hne method. The charge travels to the left and right along
this delay line to both ends. The difference \in arrival times -of charg_e at each end
allows the position of the induced charge and hence ithe_ initial ionisation positions to_
be ca.lculated. The détectOr is split into channels and the position of the diffracted -
beam is measured in channel number. These channels must then be converted into
20 usmg a cahbratlon file from a known compound e.g. a-quartz The advantage of
the PSD over the scintillation detector is that the wire covers approximately 7 - 8°in

20. This means tha_t data can be coilecte'd much more rapidly than the scintillation-
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detector. The disadvantage is that the resolution is not as good, leading to a broader

peak shape in the diffraction pattern.

The third detector is the SOL-X, which is comprised of a semiconductor (Si[Li])
detector and a multi-spectrum analyser. The SOL-X is commonly used when the
materials being studied contain first row transition metals such as iron or cobalt. The
copper radiation interacts with the transition metals in the sample causing
fluorescence (luminescence that is mostly found as an optical phenomenon in cold
bodies in which the molecular absorption of a photon triggers the emission of
another photon with a longer wavelength, the energy difference between the
absorbed and emitted photons ends in molecular vibrations or heat). This results in a
very high and thus noisy background, obscuring the smaller peaks. Using the Sol-X
it is possible to tune out the fluorescence so that only the diffraction pattern from
CuK,; is observed, resulting in much more accurate structural determinations

(Figure 3).

) w0 50 o0 70 0

2-Theta - Scale

Figure 3 X-ray patterns of Fe,Os. The upper pattern is collected with a scintillation counter,
demonstrating fluorescence. The lower pattern shows the increased peak discrimination

available with the SOL-X detector.
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2.3.4 Variable Temperature PXD

The D8 diffractometer is also able to support several different sample stages. Much
of this work takes advantage of the Anton Paar HTK-1200 furnace stage (Figure 4).
The sample is mounted in a recessed alumina holder. This is then inserted inside a
sealed furnace chamber. Incident and diffracted X-ray beams pass through Kapton
windows. The chamber can be placed under vacuum or flowing gas if required. The
furnace is controlled by a PC, and can operate between room temperature and 1200
°C. The stage can operate with any of the three detectors. In this work the furnace

stage is used in conjunction with the Position Sensitive detector.

Figure 4 Photograph of the Anton Paar HTK-1200 furnace stage.
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2.3.5 Analysis of PXD Data

- ]jata for routine phase identification were acquired typically in the 20 range 10 — 60°
with a step size of 0.02° and scan time of approximately 20 minutes. Following the
diffraction experiment the data can be manipulated using software on the PC. Phase
identification and purity is accomplished by comparing the data (peaks and relative
intensities) from the sample with peaks and relative intensities from a large database,
the JCPDS Powder Diffraction File.® Following these initial studies, if required,
further data can be collected, usually over a larger 26 range and for a longer period

of time enabling full structural refinement using the Rietveld method.

As well as providing information regarding the structure type and cell size, X-ray
diffraction permits the resolution of atoms within the structure by considering peak
intensities. The intensity of each diffraction maximum is related to the structure
factor, F. It may be shown that, for any regular arrangement of motionléss atoms, F'
is equal to the sum over all the atoms, of a combination of the scattering amplitudes,

£, and the phases, 8, of each atom® giving the expression:
N _
F= Zij explid,]
=

In a unit cell, the total phase shift of an atom j at a point (X;, yj, z;) from the origin is
the sum of the phase shifts in each direction. When the phase shift is evaluated, the

structure factor for one unit cell becomes:

N
F, = Z fexpl27i(hx ; + ky ; +1z ;)]
Jj=v ,

where h, k and [ are Miller indices defining the plane from which the reflection

occurs.
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For very small crystals, it may be shown that the intensity of the scattered beam is

proportional to the square of the structure factor:

Ly = kL2|Fhk1|2

where & is a scaling constant and L is the Lorentz factor, a geometric function of the

method of data collection and hence the instrument used.’

In real crystals, the scattered intensity is modified by imperfections in the lattice'
structure. Defects and substituent disorder causes local structﬁre irregularities,
particularly in non-stoichiometric materials. Further changes to the scattering
intensity occur as a result of time dependent vibrations (i.e. thermal motion) of the
atoms about their mean positions: the atoms in a plane 4kl are displaced randomly
from their ideal in-plane positions, disrupting the in-phase behaviour of their
combined scattering. The correction to a structure factor reflected by a plane, Akl,

takes the form:’

: )
sin” @
T, =exp {“ By PE }

So that for a unit cell, the structure factor becomes:

N sin26?j )
F an exp| — 7— exp[27i(hx , + kx ; +1z )]
Jj=1

where »; is the occupation factor of the 7™ atom, equal to unity in a structure free
from vacancies. However, this assumes that the displacements due to thermal motif)n
are equal in all directions (isotropic) which is usually only the case in some highly
symmetric positions of cubic space groups.'® A more rigorous analysis™'' describes

the anisotropy of thermal motion in the form of an ellipsoid, replacing the above

equation with:
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1 (B“hza'z + B,k + B,l%c" J
4

Thkl =exp - P * x
Y 2B, hka'b' + 2B, kb'c" + 2B hla"c

There are a number of other expressions for Thk19 but the form given here is used to
- describe the anisotropic temperature factors used in this work. The intensities of the
diffracted beams are also governed by the multiplicity of an Akl reflection; that is,
for a particular Akl reflection in a given crystal symmetry class, there are a number

of equivalent planes diffracting at the same angle to give an enhanced intensity.

2.4 Powder Neutron Diffraction

Selected samples within this work were investigated using neutrons. The interaction
of a neutron with the nucleus of an atom is weak, but not negligible making them a
highly penetrating probe. Due to the weak interaction, neutrons are a non-destructive‘
probe. The first neutron diffraction experiments were carried out in 1936'* following
the realisation that neutron motion is governed by wave mechanics. The wavelength

of a given neutron is governed by the de Broglie equation:'’

where A is wavelength, 4 is Planck’s constant, m is mass of a neutron and v is the
velocity of a neutron. At 273 K the ‘rootAmean square of a Boltzman distribution of
neutron velocities is 2200 ms’!, which corresponds to a wavelength of approximately
1.55 A, comparable to interatomic spacing and so moderate velocity neutrons are

suitable for diffraction experiments.

Neutrons scatter from materials by interacting with the nucleus of an atom rather
than the electron cloud. This means that the scattering power (cross-section) of an

atom is not strongly related to its atomic number, unlike X-rays where the scattering
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power increases in proportion to the number of electrons in the atom. This has three

advantages:

e it is easier to disﬁnguish light atoms, such as hydrogen, in the presence of

“heavier ones.

e neighbouring elements in the periodic table generally have substantially

different scattering cross sections and can be distinguished.

e the nuclear dependence of scattering allows isotopes of the same element to
have substantially different scattering lengths for neutrons. Isotopic
substitution can be used to label different parts of the molecules making up a

material.

Additionally with neutron diffraction there is no angular dependence such as that
seen in X-ray diffraction. The result is that reflections can be seen at high angles that

would not be seen by X-rays.

The primary requirement for a neutron scattering experiment is a beam of neutrons,
there are two principle sources of neutron radiation suitable for diffraction
techniques: Constant Wavelength PND and Time of Flight (TOF), both of which
were used in this work. Constant wavelength uses conventional nuclear fission
reactors, which use the spontaneous decay of uranium to produce neutrons, this then
further catalyses uranium fission. TOF uses a synchrotron spallation source, here a
very high intensity beam of protons is fired at a heavy metal target, the metal atoms

absorb the protons, and then decay releasing many neutrons.
2.4.1 Constant Wavelength PND

In this work PND data were collected on the D1A high resolution instrument at the
high flux reactor Institute Laue Langevin (ILL.L) in Grenoble. The nature of the
instrumentation is. such that the peaks are of near perfect Gaussian nature in the 26
range 30 — 150° permitting refinement of complex structures with a volume up to
1000 A®. The high resolution over a wide rénge of scattering angles permits the
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refinement of up to 150 structural parameters by the Rietveld method. Other features
include: a high take-off angle of 122°, giving high resolution at large scattering
angles (up to 160°); a bank of 25 high efficiency collimators and counters; an
anisotropically squashed germanium monochromator focussing a 250 mm high
beam onto only 30 mm; a wide choice of wavelengths, from 1.39 A to 2.99 A,
quickly available by simple rotation of the focussing monochromator and
programmed temperature control for cryostats and furnaces. A schematic diagram of

the D1A high resolution PND diffractometer at the I.LL is shown in Figure 5.

New 25-collimator detector bank on diffractometer D1A

Reactor 60m Monochromator

Figure 5 Schematic diagram of the D1A diffractometer.

2.4.2 Time of Flight (TOF) PND

TOF PND data were collected at the ISIS facility at the Rutherford Appleton
Laboratory (R. A. L), Oxfordshire. The facility is a synchrotron spallation source,
which provides pulses of a range of neutron wavelengths covering the entire neutron

spectrum.
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Hydrogen gas and caesium vapours are mixed in a reaction chamber, electrical
discharge across the chamber results in the formation of H and Cs" ions. The

hydride ions are removed from thé chamber by a 665 kV static potential into a linear

" accelerator; here radiofrequency pulses are used to accelerate the anions up to

energy of 70 MeV. The resulting pulse of H ions is fired at a thin (0.3 pum) foil of

Al,0;. This strips the electrons from the ions leaving a pulse of H' ions, which are

 injected, into an H' synchrotron ring. Here magnets are used to steer the beam and

control the pulse shapes. The injections of H' ions into the synchrotron ring happens
many times and the number of protons in the storage ring is gradually built up; since
the protons are positively charged they repel each other and this limits the maximum
size of the pulse. At ISIS the ring can store approximately 2.8 x 10" protons at any
one time. Inside the synchrotron the protons are further accelerated until they reach
energy of 800 MeV. The pulse structure inside the ring consists of two rapidly
circulating bunches of protons, they each make a complete revolution in 460 ns and
the width of the bunch is approximately 100 ns. Once the energy of the protons has
reached 800 MeV the pulses are, extracted from the ring by a kicker magnet. A
kicker magnet is simply. an electromagnet that can be switched on and off very

rapidly. The rapid change in magnetism ‘kicks’ the two proton pulses out of the ring,

at ISIS the extracted proton beam has a double pulsed structure, with 100 ns long

pulses separated by 230 ns, the whole process is repeated every 20 ms. There is a-
second Kicker magnet which is used to separate the two pulses, one is directed at a
heavy metal target made from a series of tungsten plates (clad with tantalum to
pre\;e'nt corrosion), which absorbs the proton and then decays emitting protons,
neutrons and garﬁma radiation. About 30 neutrons are produced for each. collision.
The other proton pulse is directed to a carbon target and results in the production of

muons.

Just as in nuclear reactors the energy of the neutrons can be altered by thermalisation
with moderators, and just like reactor sources the instruments are crowded radially
around the source target station in order to make maximum use of the neutron flux.
The key difference between reactor and spallation sources is that the former

produces a continuous supply of neutrons while the latter produces neutrons in short

Page 55




Chapter 2 Expérimental Techniques

pulses. Since neutrons with different energies travel at different spéeds, a pulsed

source easily allows energy determination by measurement of its flight time.

A pulsed neutron source diffractometer operates in a fundamentally different way
from a conventional diffractometer. In a conyentipnal diffraction experiment the
wavelength is fixed by the monochromator, and the variables are d and the angle of
detection 6. In TOF experiments, the detection angle € is fixed and the variables are
d and the wavelength of the neutron, 4. The relationship between TOF and d-spacing

is linear and is derived from the de-Broglie’s relati(;nship and Bragg’s law as shown:

L3
P

=

=2dsin @

where 4 is Planck’s constant, m,, v, and p, are the mass, velocity and momentum of
a neutron respectively with 4 and siné as derived by Bragg’s law. If a primary flight
path (moderator to sample) is a distance L, a secondary flight path (sample to

detector) is L, and the corresponding time of flight are t; and £, then:

: _h_ Lt =2dsin @
m,| L +L,

7

- therefore with a total neutron flight path L and time of flight ¢ such that

L +'L2=Landt1wit2=t

then

‘= 2dL(Th"—)sin 0
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therefore, for a 12 m instrument like POLARIS, a 1 A d-spacing reflection will be
detected in a back scattering bank at a TOF of ~ 5000 ps.

Stoeed v
2.4.3 TOF Instrument POLARIS

The POLARIS instrument is a high flux, medium resolution diffractometer.
POLARIS receives short pulses (< 90 us) of neutrons from the proton spallation of a
uranium or tantalum target, with neutrons of wavelengths down to 0.2 A suitable for
diffraction. The initial burst of neutrons is slowed in a gadolinium poisoned water
monchromator at 295 K to give the required tight neutron pulse over a wide range of -
wavelengths. A schematic representation of POLARIS is shown in Figure 6. On
POLARIS backscattered neutrons are detected by 58 *He detectors giving a
resolution of Ad / d of 5 x 10> and a d spacfng range of 0.2 - 3.2 A. Typical data
collection periods on POLARIS for samples of ~ 2 g were 4 - 5 hours. The increased”
speed of data collection on POLARIS over HRPD makes it a good instrument to use

when the highest resolution is not required.
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Transmitted
Low angle detectors beam monitor

90 degrees detectors

Long d-spacing

......
------
o tihpd

Incidentbeam
monitor

Figure 6 Schematic diagram of the POLARIS diffractometer.

2.4.4 TOF Instrument HRPD

HRPD is a high resolution powder neutron diffractometer (Figure 7), its resolution is
quoted as Ad / d = 4.5 x 10™ in backscattering mode. In the back scattering bank a
complicated array of ZnS scintillation detectors are fixed at scattering angles of 160°
<20 < 176°. This leads to the highest available resolution in the d-spacing range of
~0.6 - 4.6 A. HRPD has a path length of 95 m which gives long times of flight and
high resolution, however the beam line only takes one in five pulses generated by
the source to prevent overlap. This leads to long collection times in the range 8 - 12

hours.
HRPD was designed to handle cell volumes of up to 2500 A* with up to 400

structural parameters. This makes it a superb instrument for the study of complicated

structures.
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Figure 7 Schematic plan view of the HRPD detector configuration.

On both instruments samples are loaded into vanadium cans of ~ 6 — 12 mm in
diameter, as vanadium is largely transparent to neutrons. This can is then mounted
within an evacuated sample tank before being exposed to the neutron beam. Data
collection is computer controlled. It is also possible to control the sample
environment using either the cryostat or furnace. The furnace is capable of operating
at temperatures up to 800 °C while the cryostat uses liquid helium to operate down to
a base temperature of 2 K. This enables the study of a phase change or magnetic

behaviour.
2.5 The Rietveld Method

Sections 2.3 and 2.4 have summarised the collection of three different types of
data; PXD, constant wavelength and TOF PND. A method of structural
determination is required to analyse the data and determine accurate atomic
parameters. Throughout this work the Rietveld refinement method has been

used.

In a single crystal diffraction experiment each Akl reflection leads to a single
diffracted point whose intensity can be easily measured. In a powder diffraction

experiment, the X-rays are diffracted from randomly orientated small crystallites,
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giving cones of diffracted X-rays. The powder pattern is a one dimensional slice
through these rings. Due to the one dimensional nature of the powder pattern full
structure factor determination is difficult as much of the information is contained in
overlapping peaks. In 1967 H. M. Ri_etveld2 originally developed the idea of least
squares fitting. Rietveld realised that although many individual reflections did
overlap and thus could not be modelled as single entities, they could be fitted using
simple peak shape parameters to determine the total intensity and peak shape of
overlapping reflections. Today, most experiments. aimed at deriving structural
information from powder samples exploit the Rietveld method of refinement, and
the application of this method has expanded from purely PND data into PXD
studies, high resolution synchrotron PXD studies and TOF PND pattern refinement

on pulsed machines.

The refinement uses a least squares method to minimise the difference between the
observed data and a i)attern calculated for a model structure. As the method is one of
structure refinement, rather than structure solution;, a good starting model is
essential. Scale factors and background parameters are the first to be introduced,
since the refinement of these parametefs involves only coefficients of ordinary or
orthogonal polynomials the problem is linear and should immediately converge
irrespective of the starting values. Lattice parameters and zero point error are then'
refined to accurately position diffraction maxima. Initial refinement of the peak
shape parameters can also be introduced at this point. After this the atom positions
are varied, to locate their position. Tl}is varies the peak intensities and improves
peak shape. Thermal motion of the located atoms is then calculated by varying the
isotropic temperature factors. A final refinement of peak .shapé is then accdmplished,
together with further background coefficients, to account for asymmetry or sample

broadening effects.
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The refinement process is a least squares best fit method. The quantity minimised by

the least square method is the function A
M= z Wi(yiobs"_‘ yicalc)2

W; is a weighting factor given by '4/°%, % is the observed intensity at each step/
point i (26; for PXD) and y* is the calculated intensity at each step.
calc

For PXD, the calculated intensities y,"“ are determined from the |Fil? values

collected from the structural model by summing of the calculated contributions from

neighbouring Bragg reflections (k) plus a background b;:

2
| yicalc ___SZ LlekI ¢(29i _26k )PkA+ Yb;
k

I

where s is the scale factor, L; contains Lorentz polarisation and multiplicity factors,

¢ is a reflection profile function, F is the structure factor for the k" Bragg

reflection, Py is the preferred orientation function, A is an absorption factor and yj, is

the background intensity at the i*" step.

- Preferred orientation arises when there is a stronger tendency for_the crystallites to

be ordered in one way/ set of ways and is defined by:

P, =[G, + 1 - Gyyexpl- Gya?

where G; and G, are refinable parameters and oy is the angle between the presumed

cylindrical symmetry axis and the preferred orientation axis direction.
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The background intensity, ys; is modelled by a function that is a cosine Fourier series

with a leading constant term:'*

N A
Vs, =B+ B, cos[P*(j-D)]
j=2

For X-ray, P is the position of the step in 28. For TOF, the time is scaled by
180/TMax, where TMax is the maximum allowed by the incident spectrum. Values

of B;and B; are determined by least squares during the refinement.

Since a comparison of intensities is performed at every point, it is essential for the
construction of the calculated profile to accﬁrately describe the peak shape of the
Bragg reflections. Peak shape is generally dictated by the instrument; for the
Siemens D5000 the peak shape is pseudo-Voigt, and is described by the function:

nL+ (1 -n)G

where L and G are the Lorentzian and Gaussian contributions to the peak shape and

n is the mixing parameter which can be refined as a linear function of 26:
n= Ny + N, 3(23)
where N4 and Np are refinable parameters.

The Gaussian (G) and Lorentzian (L) contributions to the peak shape are represented

by the equations: -

G (4m2)"

H\x

exp(—— 41n2(20, -20, )*/H,* )

and

L= z21 ) 20, —26, )?
T 1+4( ; =20, )
, Hk?
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where 26 is the calculated positidn for the " Bragg peak corrected for the counter
zero-point and Hj is the full-width-at-half-maximum (FWHM) of the " Bragg

reflection.

The FWHM, H; of a peak has been shown to vary with the scattering angle 26; '*and

is modelled as:
Hi? = Utan®0 + Vtan®0 + W

where U, V, and W are the refinable parameters and are both instrument and sample
dependent. Therefore, this formula can account for peak broadening effects resulting

from particle size..

At low scattering angles the peak shape shows marked asymmetry due to the
detector and sample heights. This results in the peak maximum shifting to slightly
lower angle while the integrated intensity remains unchanged. This can be corrected

by the use of a semi-empirical correction factor of the form:

_sPQ26, - 26,)*
tan 6,

1

where P is the asymmetry parameter and s = +1, 0, -1 when (26; - 26))° is positive,

zero or negative.
2.5.1 Criteria of Fit

In any refinement, the parameters that can be varied fall into two distinct groups.
The ﬁfst group are the structural parameters that describe the contents of the unit cell
- and include the overall temperature factors, coordinates and occupancies of each
atom. The second group contains the proﬁie parameters that deﬁ»ne the position,
shape and full-width-at-half-maximum of each peak and consist of the profile scale
factor, unit cell parameters, U, V, W, zero-point, asymmetry and preferred

orientation correction. In order to make a quantative assessment of the agreement
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between the calculated and observed proﬁles a number of reliability factors are

- defined as follows

R, is a parameter showing agreement to the profile.

cale

—Yi

profle . Zyobs

R

R.xp 1s a statistical derivation where N is the number of observables, P is-the number

of refinable parameters-and C is the number of constraints.

N =

: _(N-P+C) ~P+C)
Rexpacted Rexp ZW (yo bA)Z

From a mathematical point, Ry, is the most meaningful of the R-factors because the
numerator is the residual being minimised. For this reason it best reflects the

progress, of the refinement and is given by: -

-
calc 2
Rweighted — profile v: pr = Z W, (Yobs
Finally, the chi-squared parameter (/) may be defined as:
obs cale 2

i\Yio i

2. 1
= —_— 7%
* |:N—P+,Clzi:
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This is the natural measure of the fit and is normally minimised in the refinement.
Therefore for a good fit R,, should approach the statistically expected R, i.e 7
should approach unity.

2
R,,
R,

The goodness of fit can also be estimated visually by examining a plot of the profile
fit; for a good fit the difference line between calculated and observed should be as

flat as possible with fluctuations consistent with noise.

In this work PXD and PND data were analysed using the Generalised Structural
Analysis Sﬁite, (GSAS),]4 of Von Dreele and Larson. The Rup, R, and x2 Values
obtained from Rietveld refinements have been quoted as an indication of the
goodness of fit achieved to the data. In addition selected profile fits are shown in the

relevant sections of the chapters.

2.6 Single Crystal X-fay Diffraction

The majority of X-ray characterisation carried out in this work was done on
powdered samples. However, hydrothermal reactions resulted in crystals, which can
be analysed by single crystal X-ray diffraction. This enables complete structural
determination of the materials; the main challenge is to obtain a crystal of sufficient
size and quality. Diffraction from a single crystal leads to clearly ‘deﬁned points of
intensity from each plane, which is easily measured. In contrast a powder consists of
randomly oriented crystallites leading to rings of diffraction intensity, with the

pattern obtained being one-dimensional slices through the rings.

The angles at which diffraction occurs will depend on the symmetry, unit cell size

and contents of the crystal lattice. In general crystals that possess less symmetry
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operations require more data to be collected before the structure can be solved. This

is because for a highly symmetrical lattice often the incident X-ray beam will
produce the same diffraction pattern. Data are collected with the incident beam fired
from all unique orientations of the crystal, collecting a portion of the sphere of
diffracted beams. The diffracted beams are collected as spots of different intensities
by an area detector. The arrangement and intensities of these spots give an indication
of the reciprocal lattice. This means spots close together in one direction imply a

long d-spacing in this particular orientation of the crystal.

The University of Southampton, School of Chemistry has two Bruker Nonius Kappa
CCD diffractometers. These run from a single Bruker-Nonius FR591 rotating anode
X-ray generator giving molybdenum K, radiation (A = 0.71073 A). Both devices run
crystals at low temperatures (120 K) using a liquid nitrogen cryostream. One
diffractometer has a conifocal mirror instead of a monochromator to focus and
" monochromate the X-ray beam, resulting in a much le{rgcr flux (six times greater)
enabling shorter collection times. Larger crystals cannot be collected with the rﬁore
focussed beam. A 95 mm CCD camera collects diffraction data. The crystal is

mounted on a glass fibre and fixed in a goniometer, which can orient the crystal in a

range of angles to the X-ray beam. The intensities of the diffracted data are

measured by an area detector. Initially a single position scan is done to check the
quality of the diffraction from the crystal (blurred or doubled diffraction spots

indicate twinned crystals). If this is suitable, a series of eight phi/chi scans are made
6,17

in order to determine the unit cell. The program DirAx'®!” will suggest a unit cell
and give an indication of how well thié model fits the collected data. The gi(zen unit
cell is compared with the database of known cells to see if the structure or
isostructural materials have been characterised. If the structure is to be collected then
the software package COLLECT' is used to calculate the number of frames
required and suggests the collection time, based on the unit cell. Collection time is
| very much dependent on crystal quality and symmetry, usually the full data set is
collected with 10 — 30 seconds per frame at each orientation. The program aims to

obtain 100% data completeneés and further redundancies. The excess of data helps
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reduce the impact of any poor qualify frames and give better statistical accuracy of

results.

In this work, crystal data were solved using the WinGX suite of software,'

principally using the SHELX-97 program'**® and XPREP.*' This uses direct
methods to determine the crystal structure. The data obtained will be a list of the
angles at which the reflections occur and their intensities. The intensity results from
two sourcés; the first is a scattering factor that is related to electron density of the
atoms, the second is a phase factor, which comes from different planes. The
scattering factor of all the atoms in a unit cell can be combined to form a structure

factor:

Once the data have been collected, we have a set of reflections 4kl with their
respective intensities. These can be used to construct a picture of the electron density

in the unit cell, according to equation:

Ppxyz) =D 3> |Fy|cos2m(hx + by +12) - e, ]

The amplitudes |[F(#k)| have been measured, the final exponential term can be
calculated for the contribution of each reflection 4k/ to each position xyz. However,
the phases of the reflections () are unknown, so the calculation cannot be carried

out immediately. This is known as the phase problem.

The Direct method is the most common way of solving this problem relying on
statistical techhiques. The electron density is the Fourier transform of the diffraction
pattern. This means that we add together a set of waves in order to produce the
electron density distribution. Each wave has half its value positive and half negative,
except for F(000), which is constant and positive. The electron density however is
positive or zero; it can-have no negative regions. So the waves must be added in
such a way so as to concentrate positive regions and cancel out negative regions.

Since large numbers of reflections are involved in the complete Fourier transform,
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individual phase relationships are not certainties but have to be expressed in terms of

probabilities, and the probabilities depend upon the relative intensities.

Direct methods involve selecting those reflections which contribute most to the
Fourier transform, working out the probable relationships among their phases, and
then trying different possible phases to see how well the probability relationships are
satisfied. For the most promising combinations, (assessed by various numerical
measures), Fourier transforms are calculated from the observed amplitudes and trial
phases, and are examined for recognisable molecular features. Once an approximate
model has been produced it can then be refined, and the iterative process can give
the positions of all the other atoms. In some case hydrogen atoms will not be
resolved. due to the small and diffuse electron density. Least square refinement
optimises the model and eventually other parameters such as anisotropic témperature

factors, which can be included to give a very accurate picture of the crystal structure.

The accuracy of the model is shown by the reliability (R) factors:

> (Fe |- |Fel)
R, =2 x100

Z|F;lkl|

hkl

A good refinement will have an R factor below 5%.

2.7 Magnetic Measurements

Magnetic susceptibility is the quantitative measure of the response of a material to
an applied (i.e. external) magnetic field. Diamagnetic materials only have paired
electrons. Such materials will be weakly repelled by a magnetic field, as the field
will induce an opposite magnetic moment in the substance. Paramagnetic materials
(unpaired electrons orientated at random on different atoms), possess a permanent

magnetic moment, even in the absence of an external field. When an external field is
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applied these materials will tend to be weakly attracted to it as the two fields élign.
Paramagnetism is weak because the thermal vibration of the atoms moves the

magnetic moments of the atoms reducing the alignment.

Diamagnetic susceptibilities are temperature independent, but paramagnetic
susceptibilities depend on the temperature of the sample, often in a rather complex
fashion. Cooling the substance down allows the individual magnetic moments to
interact and gfeater ordering can occur. Normally, below a critical temperature the
individual moments align with each other in a parallel arrangement, giving rise to
ferromagnetism, or antiparallel, in which case the material is known as
antiferromagnetic. For ferromagnets this .critical temperature is known as the Curie
point, T, and in the case of antiferromaghets the Neel point Ty. Since all the
- individual magnetic moments are interacting in ferromagnets or antiferromagnets the
interaction with an external field will be larger. Ferromagnets will be strongly#
attracted, leading to an increase in susceptibility, whereas the antiferromagnet will
‘behave more like a diamagnet and the susceptibility Will drop. The temperature
dependence of the magnetic susceptibility of paramagnetic, ferromagnetic and

antiferrromagnetic materials is shown in Figure 8.
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Paramagnetic Ferromagnetic

Antiferromagnetic

Figure 8 Temperature dependence of the magnetic susceptibility of a) paramagnetlc b)

ferromagnetic and ¢) antlferromagnetlc materlals

Ferrimagnetism is found when the magnitudes of the magnetic moments associated
with the two AF sublattices are not exactly the same. Then, when the spontaneous
anti-parallel alignment occurs at a transition temperature, the material retains a small
but permanent magnetic moment rather than a zero one. The simplest example is

magnetite, Fe3O4, a spinel. The two chemical or structural sublattices are

1) iron(III) ions in tetrahedral coordination to oxygen

2) iron(1l) and iron(IIl) ions in equal proportion to octahedral oxygen coordination.

The result is that the inequivalent magnetic sublattices cannot balance each other

out, and a weak moment persists below T..

A Superconducting Quantum Interference Device (SQUID) was used to measure the

magnetic susceptibility of certain materials. If two superconducting regions are kept
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totally isolated from each‘other the phases of the electron pairs in the two regions
will be completely unrelated. If the regions‘ are brought close together then the
electrons will be able to tunnel through the space and interact. This is known as
Josephson tunnelling and the gap between the superconductors a Josephson junction.
A SQUID magnétometer consists of a superconducting ring . with Josephson
junctions at opposite sides. A magnetic field is applied perpendicular to the ring and
this induces a current within the ring. A small quantity of the sample (~ 20 mg) is
lowered into the ring and any change in the magnetic field due to the sample is
detected as differences in the current around the ring. This enables determination of
the magnetic properties of the material (e.g. ferromagnetic) down to temperatures as
low as 2 K. The great advantage of this techniqué over other methods of magnetic
analysis such as the Guoy balance is the small sample volume required. SQUID

analysis typically uses 20 — 30 mg of material in comparison to 1 or 2 grams.

The magnetic properties of several of the materials included in this thesis were also
characterised using Vibrating Sample Magnetometry (VSM). A schematic diagram -

of the VSM instrument is shown in Figure 9. The sample is loaded into a small |
magnetically neutral, plastic container which is then placed in a magnetic field
between two search coils. The sample is then vibrated rapidly and the temperature
dependence of the magnetic susceptibility of the sémple measured. When a material
is placed within a uniform magnetic field and is made to undergo sinusoidal motion,
there is some magnetic flux change. This 'induces a voltage in the pick up coils,

which is proportional to the magnetic moment of the sample.
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Figure 9 Schematic diagram of the VSM instrument.

The data reveal what type of magnetic behaviour the materials exhibit i.e.

paramagnetic, ferromagnetic, antiferromagnetic or superconductivity. For non-

interacting paramagnetic materials, the molar magnetic susceptibility, y, which is

related to the number of unpaired electrons present within the compound, may be

determined using the Curie equation:

Ea e
b 0T

where y is magnetic susceptibility, C is the Curie constant and 7 is the temperature.

Therefore a plot of l/x against temperature will yield a straight line through zero.
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When we have a weak interaction the behaviour can be described by a modified

equation; the Curie-Weiss law:

where 6 is the Weiss constant. The plot of l/x against temperature for this behaviour
will yield a straight line with a gradient related to C and an intercept on the T axis
related to 6. In general if @ is positive it implies a dominant ferromagnetic interaction
and if 4 is negative it implies an antiféfromagnetic interaction. The Curie-Weiss law
can be re-written as:

— NAluleueﬁ" 2
3k,(T - 0)

where N, is Avogadro’s number, up is the Bohr magneton, kz is the Boltzman
constant and y.zis the magnetic moment. Therefdre from the gradient of the line in a

plot of l/x against T we can calculate the magnetic moment.

2.8 Thermal Analysis

Thermal analysis involves the measurement of physical or chemical changes that
occur as a function of temperature, the properties examined are usually mass and
thermodynamic events. These changes are measured by Thermogravimetric Analysis
' (TGA). The mass of a sample is recorded as a function of temperature, in a
controlled atmosphere the sample can be heated at a rate between 1 and 50 °C per
minute. The measurement of the weight loss can give information on the

dehydration or decomposition of a material.

Several samples were studied using the Metler Toledo thermal analysis module in .
the temperature range 25 — 1000 °C in the presence of flowing gas. The instrument is
controlled by a PC and enables different heating regimes to be run. In a typical

experiment approximately 20 mg of sample was heated under H,/N; to 1000 °C at a
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rate of 10 °C per minute. The temperature was held for 30 minutes to ensure any
thermal events had occurred before cooling back to room temperature at 20 °C per
minute. Data points were recorded every second and displayed in real time. The
output from the computer can then be exported for plotting and analysis usiﬁg other

software.

2.9 Infra-red Spectroscopy

IR spectra were recorded on a Perkin Elmer Spectrum One spectrometér in the range
4000 cm™' to 450 cm™. Samples were mixed with dry KBr and pressed into discs for
conventional IR ‘spectroscopy. Diffuse reflectance scans were taken using the micro
cup facility and rely on the beam being refocused once it has been scattered by the
sample to record the spectra. As the beam does not pass through the sample time

spent in sample preparation can be greatly reduced.
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Chapter 3 The LnSr(Sc/In)O, phases

3.1 Introduction

Layered perovskite-type compounds in the Ruddlesden-Popper series AO(ABO3),
(n =1, 2, 3) are interesting materials because of their chemical and physical
properties, which include photocatalysis, ability for ion exchange and

superconductivity in for example Lay—,Ba,CuO, and Sr,RuQ4."** The idealized two

~dimensional structure of A;BO, oxides (K;NiF4-type),* consists of perovskite-like,

. corner linked BOg sheets interleaved by rock-salt like AO layers giving a body-

centred tetragonal cell. Sheets of BOg octahedra sharing four vertices are separated
by A cations in nine-fold coordination to O i.e. the large A cations are arranged in
layers with nine nearest O neighbors. The BOg octahedra are not perfectly regular
consisting, typfcally, of four s‘hort' in plane B-O distances (equaforial) plus two

slightly longer axial B-O interactions.

As with many complex oxide structures built from BO, polyhedra the potential
exists for these units to tilt or rotate around their centres while maintaining the basic
structure type. This has been well studied for perovskite ABO;” 57 structures and to
a much more limited extent for the double layer Ruddlesden-Popper phases
(A3B,07).® Such rotations and tilts of the BO, polyhedra in these structures
generally result in a reduction of the unit cell symmetry but also allow improved
coordination to the A type cations. Thus one important factor that determines the
structuré of the A;BO4 compounds is the matching between the perovskite-like BOs
layers and the rock salt like AO layers. A measure of the bond length matcﬁing can

be calculated from a version of the Goldschmidt tolerance factor:

(ra+ro)

,: \/EI(I’B + 70)

For perovskite structure types, ideal matching between the A cation and one layer of

linked BOg octahedra occurs for ¢ = 1 and the structure formed is tetragonal,
described in the space group I4/mmm. Ganguly and Rao’ proposed that A,BO4

compounds with the ¢ value near the.- lower limit # = 0.85 exhibit superlattice
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reflection lines in their diffraction patterns associated with a rotation of BOg

octahedr_a around the c axis or a tilting of BO_6 octahedra in the 100 or 110 direction.

This results in orthorhombic deformation of the tetragonal archetype. In these cases
| two types of orthorhombic distortion have been observed; one is due to the tilting of
the BOg octahedra resulting in the Abma space group,' as exemplified by La;CoOj.
The other is a consequence of displacements in the positions of the rare earth cations
and the oxygen anions along the c¢ axis generating a structure that can be described

in the space group Fmm2 - as for Sm2C004.1O |
A structural study of the ternary lanthanide orthoscandate perovskites; LnScO; (Ln
= La, Pr, Nd, Sm, Eu, Gd, Tb and Dy) has been undertaken by Liferovich and
Mitchell."! The structures of these compounds have been determined by PXD at’
room temperature. These ternary stoichiometric perovskites adopt the space group
Pbmn and contain distorted coordination polyhedron of both Ln and Sc ions,
. together with strongly tilted ScOs octahedra. Because of the decrease in size of
lanthanides through the series, the Goldschmidt tolerance factor decreases from
0.843 (LaScOs) to 0.783 (hypothetical LuScO3). In terms of the observed tolerance
factor to the critical distortion of the perovskite structure in scandates is just less
than ¢ = 0.841 (observed in HoScO3). It has also begn shown that the coordination
polyhedron of the lanthanides in the A-site of the orthorhombic perovskites is best
| regarded as ""'Ln®" rather than *'Ln®". This is because the rotation of the lanthanide
in the A-site results in the degeneration of 12 Ln-O bonds to 8 short Ln-O and 4
long Ln-O bonds and determines the first and second coordination spheres for the
Ln®* cations. The distortion of the ScOg octahedra increases for the orthoscandates
of La-Sm and irregularly decreases in the Eu-Ho orthoscandates. The latter shows a
poorly developed trend of decreased ScOg distortion values towards the heavy

lanthanides.

Recently structural studies on LalnO; have also been undertaken. LalnO; was
synthesised by a solid state reaction method. Rietveld refinements reveal that the

compound crystallizes in the Pmmna space group, in which the In atom lies on an

Page 79




Chapter 3 The LnSr(Sc/In)O4 phases

inversion centre and the La atom and one of the O atoms lie on a mirror plane. The
structure of LalnO; is distorted by the in-phase and antiphase tilting of oxygen
octahedra in the a’bb” system of the InOs polyhedra. The InOg octahedra consist of
three types of In-O bond with bond lengths of 2.11(2), 2.164(4) and 2.22(2) A."?

The description of all possible space groups that may occur for A,BO4 phases as a
result of various octahedral tilts and rotations have been discussed by Hatch and
Stokes."? In general, however, few materials adopting, or potentially adopting, the
K;NiF4 structure type have been studied in detail structurally. Indeed many
compositions have not been previously synthesised and others are assumed to adopt
the perfect tetragonal structure on the basis of poor quality diffraction data.
Furthermore, in most cases only the room temperature structures have been

investigated.

Of the few previously studied A;BO, complex oxides those adopting the lqwer
symmetry orthorhombic K;NiF,-type structure, as a result of octahedral tilts or
rotations, include the oxygen deficient Lal.xSr1+xInO4-d x=0- 0.2)14 compounds
and LaSrScO4.’5( LaggSr; 2InO3 9 crystallises in the space group Pbca and has a
calculated ¢ value of 0.9, which suggests that the ionic radius of In*" is too large to
form a regular square-net perovskite-type layer in association with these A site
cations (La0_83+Sr1,22+). This results in the formation of a perovskite layer that

consists of tilied InOg.« octahedra.

LaSrScOy has been studied using both PXD and dielectric measurements by Kim et
al’® This work targeted S¢’* as the B site ion of A;BO;, because Sc* has the
greatest ionic radius among the trivalent 3d-transition metal jons and, therefore, was
predicted to have the greatest mismatch between the A and B sites. Rietveld profile
refinements carried out using the PXD data investigated. three different: space
groups; I4/mrﬁm, Fmmm and Abma. On the basis of thé lower profile fit R factors
obtained for the refinements with the space groups mem and Abma it was

concluded that these two space groups offered the best descriptions of the structure
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adopted by LaSrScO4. Abma, which can accommodate a tilting of the ScOs

octahedra, was chosen as the most plausible based on the dielectric measurements.

In this. work the effect on the K;NiF4 structure type on introducing an even greater
mismatch in the A and B ion sizes caused by reducing the effective jonic radius of
the A site in the series of compounds LnSrScOy4 (Ln = La, Ce, Pr, Nd and Sm) and
LnSrInO4 (Ln = La and Pr) has been studied. The effect of terriperafure on the
~ structures and phase behaviors of these materials has also been investigated. Using
this information the relationship between A and B cation sizes and choice of

structure in the general A,BO, system is discussed.

3.2 The LnSrScO4 (Ln = La, Ce, Pr, Nd and Sm) Phases

3.2.1 Synthesis

The LnSrScO4 (Ln = La, Pr, Nd and Sm) compounds were synthesised by the direct
reaction of stoichiometric amounts of Ln;O3 (99.99%, Aldrich) (Ln = La, Nd and
Sm), PrgOi; (99.99%, Aldrich), SrCO; (99.9+%, Aldrich) and Sc,0; (99.9%,
Avocado). The lanthanide oxides were dried in air at §00 °C for 24 hours prior to
use. The starting materials were intimately ground as a suspension in ethanol, which
was subsequently evaporated. The mixed powders were pressed into pellets of 10
mm diameter and 3 mm thickness under 10 tonnes of pressure and these were then
fired at 1200 °C for 48 hours. Samples were cooled, ground, reformed into pellets
and heated again in air at 1350 °C for 48 hours and the products quenched to room

temperature to obtain a single phase product.

CeSrScO,4 was synthesised via a sol-gel route, whereby stoichiometric amounts of
Ce(NO;3)3.6H,0 (99.99+%, Aldrich), Sr(NO;3), (99.9+%, Aldrich) and Sc;03
(99.9%, Avocado) were dissolved in the minimum quantity of 15.8 M nitric acid.
Molar equivalents of ethylene glycol and citric acid dissolved in ~ 25 mL distilled

water were added to this solution. The mixture was heated and stirred to dryness.

Page 81




Chapter 3 ) The LnSr(Sc/Ih)04 phases

The dry mixture was further decomposed at 220 °C for 5 hours. After
decomposition the sample was heated to 400 °C in air for 48 hours and then 1200 °C
under 5% Hy/N, for a further 48 hours. Following regrinding and pelletisation the
sample was annealed under 5% Hy/N; for another 48 hours at 1350 °C; these

conditions avoid the potential for oxidation of Ce(IIl) to Ce(IV).

The synthesis of GdSrScO4 and DySrScO,4 was also attempted using both the direct
route and the sol-gel method, however PXD patterns show that the required phase is
not formed and the pattern matches that of Ser§O4 and SrDy,04. Attempts to
prepare LaBaScO4 using the same procedure results in the formation of the required

phase as well as the double layered Ruddlesden-Popper phase La;BaSc,05.

3.2.2 Structural Characterisation

3.2.2.1 Variable Temperature PXD Structure Refinement of LnSrScO,

The LnSrScOs4 (Ln = La, Ce, Pr, Nd and Sm) compounds were characterised using
PXD. Variable temperature PXD data were collected over the 20 range 10-100°
using a step size of 0.018° and the Bruker D8 diffractometer operating with Cuxke
radiation in conjunction with the PSD detector and an Anton- Paar HTK 1200

furnace stage.

In order to determine the cbrrect structural descriptioh for the LnSrScO,4 compounds,
initial detailed analysis centred on the room temperature data from LaSrScOs.
Rietveld'®!” refinements using the;GSAS18 suite of programmes and PXD data
obtained for LaSrScO, were perférmed in the different space groups
accommodating various octahedral tilts as proposed by Hatch and Stokes."? For each
structural description the appropriate model was set-up within GSAS and identical
numbers of profile parameters refined; the number of atomic positional parameters,
which were varied as a function of the structural model are included in Table 1.
Table 1 also summarises the degree of success achieved in fitting each of these

structural models to the data obtained.
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" Table 1 Refined lattlce parameters and final fit parameters for room temperature LaSrScO,

PXD data in space groups accommodating different octahedral tilts (e.s.d’s are given in

parantheses).
Space : Latice Parameters/ A b e R.,, Rp  No.of atomic
Group o ' ' ' ' , (%) (%) positional

' ’ | ' : o ' o param_eters'
varied

_ a . b - c.

CYmmm  4.0699(1)  4.0699(1) 12.4676(3) 435 512 -3.73 2

 Abma  57615(1)  5.7499(1)  12.46742) 289 417 311 5
Phca  12.4674(4)  5.7619(3)  5.7499(3) 995 773 494 9
Peecn  5.7616(1) . 5.7496(1)  12.4676(2) 286 414 3.09 8.
Fmmm . 5.7619(1) 5.'7493_(1) 12.4674(3) 371 472 345 2

Two space grcups model the data better than the others, Abma and Pccnf/ of these
the higher symmetry Abma was chosen as it is a simpler model and reqnires three
- less posifional parameters tovdescribe"the- structure. In this Abma description, alsov
nsed by Kim et al., the 1anthanum and strontium are fully disordered and situated on
(x,0,2), x~0.02, z~ 0. 36 scandium on (0,0,0) and oxygen atoms on (0.25 0 25,2)
z ~0.02 and on (x,0 Z) x ~ 0. 45 z~0. 33 As with the I4/mmm crystal structure
description for K2N1F4 phases the B- -type / S¢** ions occupy sites with a dlstorted
~ octahedral coordination to oxygen and the Sr** and Ln ions occupy sites havmg a
coordination number of 9, though-varlatlon in bond lengths to oxygen -are much
larger than for the regular tetragonal K,NiF, structure. Final stages of the
refinements in the Abma description included alyl. global parametefs, i.e. histogram
| scale'facto_r, peak'shape, zero point displacement, background parameters and lattice
~ constants; isotrcpic tempefature_ factors and the atom positions were also yaried. As
expected for X-ray data, the Ui, of the oxygen atoms were high and as a result the
thermal ‘parame'ters of the axial and equatorial oxygen atoms were ccnStrained ;
:together.' The data in Table 2 summarise this crystallographi¢ model and provides a

comparision with the model published by Kim ef al. Figure 1 shows the results of
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the structural reﬁnement in terms of the profile fit achleved for the data collected

from LaSrScO4 at room temperature.

' Table 2 Reﬁned atomlc pos1t10ns for LaSrScO; at room temperature (PXD)
- Space group Abma; a = 5. 7615(1) 5. 7657(5) b = 57499(1), 5.7513(4), ¢ = 12. 4674(2)
12, 4670(1) A4 (e s.d’sin parentheses and Kim et al.” parameters are hzghlzghted) '

Atom X : y z ~ Occupancy Uy, x 100/A°
La/St  0.0137(3) 0 0.3565(1) 'v 05/05 1.36(5)
© 0.0146(9) . 03566(3) : 0.68
S¢ 0 0 0 1 0428)
- 01 0.25 025 0.01549) 1 1.97(21)
' 0.0137(6) ' 2.54
02 0.4353(16) 0. 03307(6) 1. ©1.97221)

0.451485)  03297(28) @ 2.90

X =2.80, R, = 3.11%, R, 4.17%
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Figure 1 PXD refinement profile fit for orthorhombic LaSrScO; in the space group Abma

at room temperature (crosses indicate observed data, the upper continuous line shows

calculated profile, the lower continuous line the difference and tick marks show reflection

positions).
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Figure 2 Variable temperature PXD data for LaSrScO,.

Figure 2 shows the variable temperature data obtained for LaSrScOy, the room
temperature model was used to successfully fit the diffraction data obtained from
LaSrScO, at temperatures between 25 and 800 °C though above 300 °C the
orthorhombicity in the unit cell decreased significantly. Data collected above 800 °C
could be fully modelled in the tetragonal space group I4/mmm (i.e. a regular
tetragonal K,NiF, type structure) with similar fit factors to the orthorhombic space
group Abma and therefore refinements were undertaken using this simpler

crytallographic description.

For the other scandate phases LnSrScOy (Ln = Ce, Pr, Nd and Sm) a similar analysis
was undertaken. Initial modeling of the data collected at room temperature for each
lanthanide phase confirmed that the appropriate choice of space group was the
orthorhombic Abma while at high temperatures the diffraction data from the
PrSrScO, phase could again be modeled in the simpler tetragonal 14/mmm

description. For all lanthanides and all temperatures for which data were collected,
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- structure refinements were completed to convergence to include all profile and
positional parameters. Thé ‘unit c}elvl's of the I4/mmm (ar x ar x cr) and vam,a
'descriptions are related via the vrelationvship V2ar x 2ar x cr, allowing direct

comparison of the values extracted from the r}eﬁne_mentS.

The refined -atomic positions and final: fit parameters -for all phases at room
témperature have been tabulated (Tables 3 — 6), the refined structural parameters as |
a function of temperature are sﬁmmarise_d in Table a/ Appendix A. Table b/
Appendix A details the extracted important interatomic disfancés and bond angles of - |
- these comp(‘)un.ds as a funétion of temperature. The final fit to the profile for the '
room temperature data are shown in Figuresv 3-6. Variable temperéture PXD data
for CeSrScO4 were collected under a constant flow of nitro’gén with the aim of
preventing oxidation of Ce(Ill) to Ce(IV), however from detailed analysis of the
th’ermodiffractogram and Rietveld reﬁnementé using. fhé high temperature data it
* was clear that above 500 °C the éompdund staﬁed to oxidise. This resulted in the
formation of an impurity with a cubic structure” (of ‘possible stoichiométry
(Sr2+Ce3+)(Ce4+Sc3+)O3) and data collected above 500 °C from this phase were not

analysed further.
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Table 3 Refined atomic positions for CeSrScO, at room temperature (PXD).
Space group Abma; a =5.7606(2), b =5.7459(2) and ¢ =12.3942(4) A (e.s.d’s in

parentheses)

Atom X y z Occupancy Uy, x 100/A’
Ce/Sr 0.0162(4) 0 0.3560(1) 0.5/ 0.5 2.65(9)

Sc 0 0 0 1 2.14(15)

(0)) 0.25 02 0.0135(15) 1 2.80(32)

02 0.4140(22) 0 0.3307(11) | 2.80(32)

X =4.99,R,=4.37%, R, = 6.22%

1.5

Counts x 104
1.0

0.5

IR S R | L (Al LR T B (O (O L LR O L AL

0.0

| |
10.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0 100.0

20/ °

-0.5
=

Figure 3 PXD refinement profile fit for orthorhombic CeSrScOy in the space group
Abma at room temperature (crosses indicate observed data, the upper continuous line

shows calculated profile, the lower continuous line the difference and tick marks show

reflection positions).
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Table 4 Refined atomic positions for PrSrScO, at room temperature (PXD).
Space group Abma; a = 5.7625(2), b = 5.7339(1) and ¢ = 12.3206(24) A (e.s.d’s in

parentheses)

Atom X y z Occupancy U, x 100/A’
Pr/Sr 0.0185(4) 0 0.3562(1) 0.5/ 0.5 1.98(8)

Sc 0 0 0 I 1.11(14)

01 0.25 0.25 0.0198(12) 1 3.27(29)

02 0.4351(24) 0 0.3358(10) 1 3.27(29)

X =2.73, R, = 3.46%, R,,,= 4.81%

4

Countsx 10
05
|

o. ! ¥ @ f F 1 Ed S tanon i IR T F T TR A O8I/ VA 1 T TR WA 1A A} TRV A I R R N
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b i i i Viandimrior (g v Y ¥
! ! | o 2 I | ], | — 4 i
10.0 20.0 30.0 40.0 50.0 60.0 70.0 80.0 90.0 100.0
20/ ¢

Figure 4 PXD refinement profile fit for orthorhombic PrSrScOy in the space group
Abma at room temperature (crosses indicate observed data, the upper continuous line

shows calculated profile, the lower continuous line the difference and tick marks show

reflection positions).
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Table 5 Refined atomic positions for NdSrScO4 at room temperature (PXD).
Space group Abma; a = 5.7419(2), b = 5.7008(2) and ¢ = 12.2437(4) A (e.s.d’s in

parentheses)

Atom X y z Occupancy Uy, x 100/A’
Nd/Sr 0.0182(4) 0 0.3561(1) 0.5/0.5 2.33(5)

Sc 0 0 0 1 0.91(13)

Ol 0.25 0.25 0.0177(14) 1 3.54(29)

02 0.4369(27) 0 0.3240(10) 1 3.54(29)

£ =1.54,R, = 4.12%, R,, = 5.26%

4.0
I
el

4

Countsx10

2.0

Lo
or l‘ 1 : (I i R N 1 Fatdadt F T XU VA X T TR VI 1 R A 11T T R T N
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Figure 5 PXD refinement profile fit for orthorhombic NdSrScOj in the space group
Abma at room temperature (crosses indicate observed data, the upper continuous line

shows calculated profile, the lower continuous line the difference and tick marks show

reflection positions).
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Table 6 Refined atomic positions for SmSrScO, at room temperature (PXD).

Space group Abma; a = 5.7383(2), b = 5.6994(2) and ¢ = 12.2946(5) A (e.s.d’s in

parentheses)

Atom X y z ~ Occupancy Ui, x 100/A*
Sm/Sr 0.0186(5) 0 0.3542(1) 0.5/0.5 2.42(8)

Sc 0 0 0 1 1.78(19)

Ol 0.25 0.25 0.0252(12) 1 2.3(4)

02 0.4138(25) 0 0.3357(14) 1 2.3(4)

=3.00, R, =2.83%, R, = 3,89%

4

Countsx10
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Figure 6 PXD refinement profile fit for orthorhombic SmSrScOy in the space group
Abma at room temperature (crosses indicate observed data, the upper continuous line

shows calculated profile, the lower continuous line the difference and tick marks show

reflection positions).
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3.2.2.2 Variable T. emperature PND Structure Refinement of LnSrSc04 (Ln = La,
Pr,and Nd) '

: In order to determme the exact phase transrt1on and oxygen pos1t1ons PND data
- were collected on selected samples us1ng the high resolution, constant wavelength (7\.'

= 1.90_9 A) powder neutron diffractometer D1A at the 1L.L, Grenoble. |
Approximately' 5 g of sample was placed in an 8 mm diameter vanadium can. Data
~ were collected in the temperature range 25 — 1000 °C with a step size 0.1°, over the .

range 0 — 160° with a collectlon perlod of 3 hours

The PND patt_ems Were analysed using the _GSAS suite of programs, and the |
- structural model determined from the PXD vreﬁnement-(se_Ction- 3.2.2.1) with Ln*"
and ‘Sr** at half occupancy and Sc** and O* at full occupancy. The neutron
's'cattering lengths used were: La = 8.240 , Pr =, Nd = 7.690, Sr = 7.020, S¢'= 12.29

and O: = 5.805 fm. Initial stages_of the refinement included variation_ of the ..
background parameters, histogram scale factor, peak shape, lattice parameters and
Zero point displacement. Isotropic temperature factors and the atomf positions were
also varied. The thermm parameters of the axial and equatorial oXygen atoms were

constrained together.

~ The final atomic coordinates obtained for LnSrScO, (Ln= La Pr and Nd) at room
temperature are summarized (Table 7 — 9), the refined structural parameters as-a
'functlon of temperature are tabulated Table c/ Appendlx A. Table d/ Append1x A
details the extracted - lmportant interatomic distances and bond angles of these

compounds as a function of temperature- and the final fit to the proﬁle for the room |
temperature data are shown in Flgures 7 - 9 The room temperature model was used

to successfully fit the diffraction data obtained from LaSrScO4 at temperatures.
between 100 and 800 °C; data collected above. 800 °C could be fully modelled in the -
tetragonal ‘space group I4/mmm with similar fit factors to the orthorhomblc space
group Abma and therefore refinements _were undertaken using this simpler

‘crytallographic description. -
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all proﬁle and pos1t10nal parameters.

Table 7 Reﬁne'd atomic positions for LaSrScO, at room temperature (PND)
Space group Abma; a = 5. 7629(4) b= 5 7494(4) and ¢ =12 4833(7) A (e s.d’s are given'in .

2 =11.62,R, = 6.83%, R,

parentheses)
" Atom X , 'y oz . Occupancy U, X 100/A%
La/Sr 0.0119(7) 0 03562(2)  05/05. 0.49(10) .
S Se 0 0 0 1 1.28(10)
o1 . 0.25 025  0.0156(5) 1 2.60(12)
02 0.4405(10) 0 0.3295(5) .1 2.60(12)
=9.48%

A similar analysis was undertaken for PrSrScO4.and NdSrScOy. Initial modelling of
the room temperature diffraction data comfirmed that the Abma space group was the
: appropriate choice of Space group. For all the phases and all temperatures for which

data were collected, structure refinements were completed to convergence to include
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Figure 7 PND refinement profile fit for orthorhombic LaSrScOy in the space group
Abma at room temperature (crosses indicate observed data, the upper continuous line

shows calculated profile, the lower continuous line the difference and tick marks show

reflection positions).
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Table 8 Refined atomic positions for PrSrScO, at room temperature (PND).
Space group Abma; a = 5.7648(4), b = 5.7377(4) and ¢ = 12.3377(8) A (e.s.d’s are given in

parentheses)

Atom X y z Occupancy Uy, x 100/A’
Pr/Sr 0.0140(13) 0 03554(3) 0.5/05 0.62(16)
Sc 0 0 0 1 1.33(14)
01 0.25 025  0.0176(7) ] 3.37(16)
02 0.4388(14) 0 0.3251(7) ] 3.37(16)

=243, R,=521%,R,, =6.87%

A % &l iy o

2.0

3

Countsx 10
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Figure 8 PND refinement profile fit for orthorhombic PrSrScOy in the space group

Abma at room temperature (crosses indicate observed data, the upper continuous line

shows calculated profile, the lower continuous line the difference and tick marks show

reflection positions).
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Table 9 Refined atomic positions for NdSrScOy4 at room temperature (PND).
Space group Abma; a =5.7680(4), b =5.7234(4) and ¢ = 12.2985(7) 4 (e.s.d’s are given in

parentheses)

Atom X y z Occupancy U, x 100/A”
Nd/Sr 0.0149(9) 0 0.3561(2) 0.5/0.5 0.61(12)
Se 0 0 0 1 1.28(13)
01 0.25 025  0.0183(6) ] 3.74(14)
02 0.4364(13) 0 0.3257(7) i 3.74(14)

=541 R,=6.10%, R,, = 8.13%
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Figure 9 PND refinement profile fit for orthorhombic NdSrScOy in the space group

Abma at room temperature (crosses indicate observed data, the upper continuous line
shows calculated profile, the lower continuous line the difference and tick marks show

reflection positions).
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3.2.3 Discussion

Analysis of the variable temperature data obtained via both PXD and PND allowed
elucidation of the structural distortion as a function of temperature for the LnSrScO,
(Ln = La, Ce, Pr, Nd and Sm) systems. The orthorhombic nature of the crystal
distortion in these compounds at room temperature results from the tilting of the
ScO4 octahedra within the perovskite layer; Figure 10 displays a polyhedral
representation of the structure adopted by LaSrScO, at room temperature. This

behaviour mirrors that reported for LaSrScO, by Kim ef al.”

: OoTOTO
LbOO 9

Figure 10 Polyhedral representation of LaSrScO, at room temperature (La in green, ScOg

octahedra in blue and O in red).

Graphs of the a and b lattice parameters (converted to a pseudo-orthorhombic
description for the highest temperatures) as a function of temperature for LaSrScO4
(Figure 11) and temperature against b/a ratio for LnSrScO4 (Ln = La, Ce, Pr, Nd and
Sm) (Figure 12) obtained from PXD data have been plotted. It can be seen that in all

compounds the level of distortion increases in the temperature range 25 - 300 °C
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and then decreases in the temperature range 300 — 1200 °C; for LaSrScO, and
PrSrScO4 the compounds convert to the ideal K)NiF4-type structure at
approximately 900 and 1100 °C respectively.

Similar graphs using data obtained from PND have also been plotted for LnSrScO4
(Ln = La, Pr and Nd), (Figure 11 and 12), the data mimics that obtained from PXD
reconfirming the trends and conclusions drawn from the PXD data. Due to time
constraints and limited resources we were unable to obtain data sets for LaSrScO4
and NdSrScO4 at 300 °C and above 1000 °C for PrSrScOys. Howéver, PND data
obtained for PrSrScQO, shows that the level of distortion increases in the temperature

range 25 — 300 °C and then decreases in the temperature range 300 — 1000 °C.
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Figure 11 o and b lattice parameters as a function of temperature for LaSrScO, as extracted

from PXD (top) and PND (bottom) data ; ®(a parameter), o (b parameter)
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Figure 12 Temperature dependence of the b/a lattice parameter ratio for LnSrScO, as

extracted from PXD (top) and PND (bottom) data; o (LaSrScO,), A (CeSrScO,), A (part

oxidised CeSrScQ, sample), m (PrSrScQ,), ® (NdSrScOy,), o (‘SerScO4).
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Octahedral tilting in the Abma space gr;)up causes the coordination sphere al/)out the
' Ln3+‘ cation to change dramatically in comparison with the Ln** coordination sphere
in the 14/mmm space group; the coordination sphere around the Sc** is left virtually
unchanged. Therefore it is logical to assume that the octahedral tilting is driven by
the need to. optimise the anion coordination about the A site and particularly the
Ln*" cation. The Sc-O-Sc bond angles, which connect the ScOg¢ octahedra and
provide a measure of the tilting are 169.1(6), 170.6(10), 166.0(8), 167.3(9) and
162.8(9)° for LaSrScOs, CeSrScO4, PrSrScO4, NdASrScO; and SmSrScO4
respectively in the room temperature PXD structures. This shows a general trend
towards an increased tilt of the octahedra as the average ionic radius of the A site
cations d‘ecreases. In tetragonal‘ K, NiF4-type A,BOy4 oxides, the BOg octahedra of

the perovskite layer connect with each other at an angle of 180°.

Figure 13 shows the coordination environment of the La**/Sr** sites at room
temperature and at 1000 °C in LaSrScO,. The effect of the tilting of the octahedra
can clearly be seen and the effect is most apparent in the coordination environment
of the A site cation. The K,;NiF4 structure adopted at the highest temperature
produces the more regular 1 + 4 + 4 environment for (La,Sr) site with one very short
contact (2.35 A) and § further contacts in the range 2.7 - 3.0 A. The effect of the
octahedral tilting at room temperature is to markedly lengthen one of these contacts
while shortening the remainder producing an effectively 8 coordinate site. In
general, the level. of tilting and the asymmetry in the Ln/Sr-O coordination
environment increases as the lanthanide cation size decreases. This behavior mirrors
that found in many lanthanide compounds with a tendency to move to lower
coordination numbers but with shorter contacts as the size of the lanthanide

decreases.
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Figure 13 Coordination environment about La’" in LaSrScO, at room temperature (left)

and at 1000 °C (right). Ln/Sr-O bond distances extracted from PND data are labelled.

The variable temperature PXD data show that for all compounds LnSrScO4 (Ln =
La-Sm) the degree of octahedral tilt increases on heating to ~ 300 °C before
decreasing; for the compounds with the larger lanthanides, Ln = La and Pr this angle
reaches 180 °C and the materials become tetragonal. Extrapolation of the data from
Ln = Nd and Sm indicate that a similar phase transition would occur for these
materials but only at temperatures close to those at which they were synthesised.
The origin of this behavior may derive from the competing factors associated with
the thermal expansion of different structural elements of the materials. Between
room temperature and 300 °C this thermal expansion is accommodated in an
increased tilting of the octahedra which allows lengthening of the Sc-O distances;
the short Ln-O interactions also increase in length while the longer Ln-O distances

decrease as the overall Ln-O coordination geometry becomes more regular.
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3.3 The LnSrIn0O, (Ln = La and PF) Phases
3.3.1 Synthesis

The LnSrInOy4 (Ln = La and Pr) compounds were synthesised by the direct reaction
of stoichiometric amounts of LayO3 (99.99%, Aldrich)), Pr6011' (99.99%, Aldrich),

SrCO; (99.9+%, Aldrich) and In,0; (99. 9%, Avocado) The: ]anthamde oxides were:

dried in air at 800 °C for 24 hours prior to use. The starting materrals were
intimately ground as a suspenslon in ethanol in an agate pestle_ and mortar. The
‘ethanol was subsequently evaporated The mixed' powders were pressed into pellets
of 10 mm diameter and 3 mm thrckness under 10 tonnes of pressure and these were-.
then fired at 1200 °C for 48 hours Samples were cooled ground, reformed into
pellets and heated again in air at 1350 °C for 48 hours and the products quenched to

- room temperature to obtain a single phase product.
3.3.2 Structural Characterisation -
3.3.2.1 Variable Temperature PXD Structure Refinement of LnSrIn0O,

Variable temperature PXD data were collected on LaSrInO4 in the temperature
range 50 — 1000 °C. In order to determine the vcorrect structural descriptioh_for
LaSrInO4 a similar refinement process as for LaSrScO4 Was-uﬁdertaken Initial
detailed analysis centred on the 50 °C data set from LaSrInO,. Rietveld'®'7
refinement using the GSAS suite of programmes ‘and PXD data obtained for:
- LaSrInO4 were performed in the different spac‘e groups accommodating various
- octahedral tilts as proposed by Hatch and Stokes.'* For each structural description
the appropriate model was set-up within GSAS and identical numbers of profile
_parameters refined; the numiaer of atomic positiohal parameters' whieh were varied
as a function of the structural model are 1ncluded in Table 10 Table 10 also

, summarlses the degree of success achieved in fitting each of these structural models -

to the data obtained.
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Table 10 Refined lattice parameters and final fit parameters for 50 °C LaSrInO, PXD data

in space groups accommodating different octahedral tilts (e:s.d’s are given in parentheses).

Space Latice Parameters/ A R R.w, Rp No. of atomic

Growp = : S ,_(%) (%) " positional
. . o | o parameters
varied
pa— — —
Abma  5.8783(2) 5.8233(2)  12.5729(4) 659 828 5.62 5
Pbca © 12.5731(3)  58788(1)  58233(1) 464 694 491 9 -
_ Peen S8787(2) . 5.8231(2)  12.5727(4) 613 798 538 8.
Fmmm  5.8788(2) 5.8230(2)  12.5729(6) 1057 1049 6.58 2
Fmmm2  5.8790(2) 58232Q2)  125731(5) 771 896 592 6

The space group that models the data better than the others was found to be Pbca
producing the best refinement statistics. This also corresponds to the model used by>

1.'* Table 11 describes the reﬁned atomic parameters for LaSrInOy4 at 50

‘Kato etra
°C. As with the 14/mmm crystal structure ‘description for the K2N1F4 phases, the B-
type / In** ions occupy sites w1th a d1storted octahedral coordmatlon to oxygen and
<" the Sr2+_ and Ln>" ions ‘occupy sites havmg a coordmatlon number of 9, though
| variation in bond lengths to-oxygen are much larger than for the regular tetragonal
K2NiF4. structure. Final stages of the refinements of the structure in the Pbca
description included all global parémeters, i.e. histogram scale factor, peak shape,
zero point displacement, background parameters and lattice con's'tant_s;‘ isotropic
temperature factors and the atom positions were also varied. As expected for X-ray
~ data, the Ui, on the oxygen atoms were high and as a result the thermal parameters
of the axial and equatorlal oxygen atoms were constralned together. Figure 14

. shows the results of the structural reﬁnement in terms of the proﬁle fit achieved for

the data collected from LaSrInO4 at 50 °C.

Figure 15 shows the variable temperature data obtained for LaSrInQ,. All variable
temperature PXD- data collected were modelled in the space group Pbca and the

| - refined atomic positions and select'ed bond distances are tabulated (Table e,: f and g/
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Appendix A). It is however apparent that the Pbca space group is a poor model for
the PXD data sets in the temperature regime 300 — 600 °C, producing negative
thermal parameters for the O1 and O2 atoms. The structure is the most deformed at
300 °C, therefore the poor model in this range may be a result of the space group no
longer being able to accommodate the increased distortion as measured by ¢/b. The
poor model may also account for no diffraction intensity observed at the calculated
reflection positions that are allowed and unique to the Pbca description in the PXD
data, these reflections are however observed in the PND data. Figure 16 focuses into
the region 1 — 4 A in both the PXD and PND profile fits for LaSrInOy4 at 50 °C and
25 °C respectively. It is also apparent from the thermodiffractogram that at 300 °C

an intensity grows in at 20 = 35°.
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Figure 14 PXD refinement profile fit for orthorhombic LaSrInO, in the space group Pbca at
50 °C (crosses indicate observed data, the upper continuous line shows calculated profile,

the lower continuous line the difference and tick marks show reflection positions).
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Table 11 Refined atomic positions for LaSrIinO, at 50 °C (PXD).

Space group Pbca; a = 12.5731(3), 12.5806(8), b = 5.8788(15), 5.8332(4), ¢ = 5.8233(1),
5.8332(4) 4 (e.s.d’s are given in parentheses and Kato et al parameters for LaysSr;InQOs

at room temperature are highlighted for comparison)

Atom X y z Occup Uy, x 100/A%
ancy
La/ Sr 0.1451(1) -0.0179(5) -0.0277(3) 0.5/0.5 1.53(8)
0.1443(1) -0.005(1) -0.0043 0.4/0.6 0.59(6)
In 0.5 0 0 1 0.41(8)
0.59(7)
Ol 0.0146(18) 0.2315(94) 0.2360(9) 1 2.8(4)
0.032(1) 0.233(7) 0.250(15) 0.975 1:62%
02 0.3186(15) 0.0854(27) 0.0200(4) 1 2.8(4)
0.323(1) 0.057(4) 0.074(4) 0.975 1.6(7)
* Uiso x 100/ A* for the O1 site was fixed at the final cycle of refinement.
X =4.60,R,=4.91%, R, = 6.94%
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Figure 15 Variable temperature PXD data obtained LaSrInO,.
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Figure 16 PXD (top) and PND (bottom) profile fits for LaSrInO, at 50 and 25 °C

respectively in the region 1 —4 A (crosses indicate observed data, the upper continuous line

shows calculated profile, the lower continuous line the difference and tick marks show

reflection positions).
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An even greater A:B cation mismatch. was introduced by replacing La** (1;216 A)
for Pr’* .( 1.179 A). Variable temperature PXD data for PrSrinO4 were. collected in
| the temperature range 25 - 1000 °C (F1gure 17). Tnitial R1etveld analysis centred on
modelling the 25 °C data set in the Pbca space group. In order to correctly determme ;
- the exact structure adopted for PrSrInO; a similar initial profile fitting process as for
LaSrInO, was undertaken. Rietveld refinements were performed in the dlfferent
- space groups accommodatmg various octahedral trlts ‘For each structural descrlptlon
~ the appropriate model was set-up within GSAS and identical numbers of prof le -
parameters reﬁned. The number of atomic positional parameters, which were varied
as a function of the structural model are included in Table 12. Table 12 also
* summarises the degree of success achieved in fitting each of these structural models
to the data obtalned the thermal parameters for all atoms in each space group are -

~ also included.

Taking into account the results obtained from the structural refinements the space
groups that model the data better than the others- are Abma, Pbca and Fmmm, of
which Fmmm - requires  the least posrtlonal parameters When: comparmg the |
| reﬁnement profile fits for these space groups (Flgure 18) it is clear that unlike the
~ Pbca model the Fmmm and. Abma models do not take into account all drffractron
intensity present in the PXD pattem Based on thlS the better refinement. statlstlcs
and atomic temperature factors it would be logical to assume that the Pbca space
group is the correct model. The final refined parameters have been tabulated (Table
13) and the final profile fit is displayed in Figure 19. Refinement of the 50 - 300 °C
~ variable temperature PXD data was attempted in the Pbca space group The 50 and -
100 °C data were modelled well in the Pheca space group, however above 100 °C the '_
data can 1o longer be refi ned with thrs model The exact structure solution of
| _ PrSrInO4 as a. functron of temperature will remain unsolved untrl PND data are :

acqulred and further structural work i is undertaken
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Table 12 Refined lattice parameters and final fit parameters for 25 °C PrSrInO, PXD data in space groups accommodating different octahedral

tilts (e.s.d’s are in parentheses).

Space Group Latice Parameters/ A Pr/Sr Ui/Ue In Ui/Ue x100 O* Ui/Ue v Ry, Rp  No. of atomic
x100 A? A? x100 A? (%) (%) positional
parameters
varied
a b c

Abma 5.8806(4) 5.8333(4) 12.4361(9) 0.88(19) 0.54(20) 5.7(11) 474 781 523 5
Pbca 12.4395(7) 5.8832(4) 5.8343(3) 0.43(15) 0.42(16) 3.1(14) 436 749 553 9
Pccn 5.881(4) 5.8345(4) 12.4347(10) 1.62(22) 0.53(21) -5.0(5) 468 7.75 517 8
Fmmm 5.8943(4) 5.8404(4) 12.4554(5) 1.42(23) 0.64(26) 5.7(10) 5.98) = 877 5.82 2

O* = All O atoms constrained

§ ;"w E\\Qf’\\«k‘:} \—b’"\“‘l“ “‘—-WLJ s e T AR TR pe s Dr ) INow s o
= R A
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Figure 17 Variable temperature PXD
data obtained for PrSrInO;.
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Table 13 Refined atomic positions for PrSrinO, at 25 °C (PXD).
Space group Phca; a = 12.4395(7), b =5.8832(4) and ¢ = 5.8343(4) A (e.s.d’s are given in

parentheses)

Atom X y z Occup Uy, x 100/A2
ancvy

Pr/Sr 0.1458(2) -0.0134(11)  -0.0408(6) 0.5/0.5 0.43(15)

In 0.5 0 0 1 0.42(17)

01 0.010(5) 0.253(12) 0.206(13) 1 3.1(14)

02 0.305(5) 0.351(11) 0.0274(9) 1 3.1(14)

X =4.3,R, = 5.53%, Ry, = 7.49%
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Figure 19 PXD refinement profile fit for orthorhombic PrSrInO, in the space group Pbca at
25 °C (crosses indicate observed data, the upper continuous line shows calculated profile,

the lower continuous line the difference and tick marks show reflection positions).
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3.3.2.2 PND Structure Refinement of LaSrIn0O,

In order to determme the exact structure, space group and oxygen positions adopted
| by LaSrInO4, room temperature PND data were collected on the high resolution, _'
constant wavelength (A = 1.909 A) powder neutron: dlffractometer DIA at the LL.L,

- Grenoble. Approximately 5 g of sample was placed‘ in an 8 mm diameter vanadium
~ can. The powder pattern was collected at steps of 26 - 0.1°, over the range 0 — 160°
with a collection period of 3 houré' The structural parameters from the X-ray |
: reﬁnement were used as the startlng model. The neutron scattermg lengths used-
were La = 8.240 , Sr = 7.020, In = 4. 07 and 0 =5. 803 fim. Lattice parameters and
the background function were the ﬁrst varlables to be introduced. Then a peak shape
function was included. Once these were stable the atomlc p051t10ns and' thermal
' parameters were mcluded in the refinement; Table 14 summarises. the refined lattlce
parameters, atomic positions and final fit parameters. Figure 20 shows the results of

the structural refinement in terms of the profile fit achieved fer the data collected

from LaSrInO4 at room temperature. '
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Table 14 Refined atomic positions for LaSrInO, at room temperature (PND).
Space group Pbca; a = 12.6002(5), b =5.8797(3) and ¢ = 5.8435(3) A (e.s.d’s are given in

parentheses)
Atom X y z Occupancy U, x
100/A*
La/Sr 0.1455 (1) -0.0134(3) -0.0309(4) 0.5/ 0.5 1.06(5)
Sc 0.5 0 0 1 0.33(11)
o1 0.0262(2) 0.2156(5) 0.2126(5) 1 1.67(6)
02 0.3268(2) 0.0769(5) 0.0269(5) 1 1.67(6)
X =2.34,R, = 5.65%, R, = 7.34%
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Figure 20 PND refinement profile fit for orthorhombic LaSrInOy in the space group Pbca at
room temperature (crosses indicate observed data, the upper continuous line shows
calculated profile, the lower continuous line the difference and tick marks show reflection

positions).
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3.3.3 Discussion

Analysis of the variable temperature data obtained via PXD allowed elucidation of
the structural distortion as a function of temperature for LaSrInO4. The variable
temperature PXD data obtained for LaSrInO, in the temperature range 50 — 1000 °C
have been described in the space group Pbca. Rietveld refinement of PND data
collected for LaSrInO4 at 25 °C further confirms that the compound does in fact
adopt the Phca space group. Figure 21 displays a polyhedral representation of the
structure adopted by LaSrInO4 at room temperature, the structure was plotted using

PND data.

Figure 21 Polyhedral representation of LaSrInO, at room temperature (La in green, InOg

octahedra in light blue and O in purple).

Graphs of the b and c lattice parameters as a function of temperature for LaSrInO4
(Figure 22) and temperature against ¢/b ratio for LaSrInO4 and LaSrScOy4 (Figure
23) obtained from PXD data have been plotted. Similarly to the LnSrScOj4 systems,
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it can be seen that the level of distortion of these compound increases on heating to
~ 300 °C before decreasing. Unlike LaSrScO4, LaSrInO4 does not revert to the ideal

K, NiF,-type structure in the temperature range studied.

Lattice parameters/ A

5.80 T T - T
200 400 600 800 1000

Temperature/ °C
Figure 22 b and c lattice parameters as a function of temperature for LaSrInO, as extracted

from PXD. o (b parameter), ®(c parameter)
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Figure 23 Temperature dependence of the ¢/b lattice parameter ratio for LnSrInO, (®) and

b/a for LaSrScO, (m) as extracted from PXD.

The orthorhombic nature of the crystal distortion in LaSrInO4 arises from both the
- tilting and deformation of the InOg octahedra within the perovskite layer (Figure
21). This causes the coordination sphere about the La** cation to change
considerably in comparison with the La>" coordination sphere in both the Abma and
I4/mmm space groups. The effect of octaheédral tilting and deformation of the InOg
octahedra is evident in the coordination environment of the La**/St*" sites at room
temperature (Figure 24), the result is a marked lengthening of three of the La/Sr-O

bonds and shortening on average of the remainder. The In-O-In bond which

connects the InOg octahedra in the structure and provides a measure of the tilting is
166.0(2)°, which is smaller than the Sc-O-Sc bond angle of 169.8(7)° in LaSrScOy at
50°C.
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It is apparent from the structural studies undertaken that the level of distortion in the
LnSrInO4 compounds is higher compared to the LnSrScO4 systems. The increased
distortion maybe a result of the larger ionic radii of In’*, hence the structure
accommodating a greater mismatch between the A and B cations (La/ Sr = 1.263,

Pr/ Sr=1.244, In = 0.80 and Sc = 0.745 A).

Figure 24 ScOg octahedra (left) (Sc in dark blue and O in red) and InOg octahedra (right)
(In in light blue and O in purple) in LaSrMO4 (M = Sc and In). Sc-O and In-O bond

distances extracted from PND data are labeled.
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Figure 25 Coordination environment about La® in LaSrInO, at 25 °C (La in green and O in

purple). Ln/Sr-O bond distances extracted from PND data are labelled.

3.4 Structural Distortions in the K>NiF ~type Structures

In order to investigate the factors that lead to the choice of structure and drive
distortions of the K,;NiF-type structure away from an 14/mmm description, a further
analysis of structural data using that obtained in this work and from literature
sources was undertaken. Tolerance factors, 7, which use the relative sizes of the A
and B cation types can provide a reasonable indication of whether a material with
the K;NiF, structure-type may have a tendency to distort. However, it should be
noted that the value of ¢ at which a material chooses to adopt a specific structure
type rather than another may depend on additional factors such as spin state, anion
type (O™, F,, CI" and N* are all known in K,NiF4 type structures) and polarization

effects.

The regular tetragonal A,BOj structure can react to changes in the relative sizes of A
and B. When A is relatively large in comparison with B the network of octahedra is

under tension but any tilting of the corner sharing BOg units would unfavorably
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result in reduction of some A-O distances. In this circumstance the system could
lengthen most of the _A-Qv interactions by increasi_ng the interlayer. separation but

" maintaining the regular arrangement of BOg units along the ¢ direc’t‘ion' The other

alt_emative is to drive the formation of BO4 tetrahedra that are coordmated in a
* regular manner by nine A*" ions e.g. Ba**. The large ionic rad1us of the Ba ions,

effectively isolates the ‘BO,* tetrahe‘dra and prevents oxo-bridging and is the

 primary reason for the isostructural nature of the Ba,BO, (B = T, v ¢rland

~ Co*?) compounds. An important feature of the structure is that the atoms are loosely

packed there is room for erght more oxygen atoms in the unit cell. The atomic

arrangement in. Sr2T104 and Sr,FeO,** prov1des an example of the type of structure

Ba,TiO, might adopt if the barium atoms were slightly smaller. The radn of the Sr2+

. and O* 1ons are nearly equal wrth the result that Sr2T104 and SrzFeO4 adopt the

K;Ni F, 4 structure.

When B is relat1vely large in comparison with A, the network of octahedra is under

' compression and this generally leads to a bucklmg at the shared oxygen aplces along

the B-O-B dlrectlons, which can be accommodated by coopérative rotations of the

octahedra. This acts to shorten 'some A-O distances while lengthening others

- producing a more compact coordmatron geometry for the relatively smaller A-type -

CatIOI‘l

The three situations, matched A and B relatwely large A, and relatlvely large B can

| be discussed in terms of the tolerance factor £ = (ra + ro)/\/2(rB + ro) (F1gure 26). .-

~ This expressmn represents the fit between an A type cation in. one perovsk1te plane

| to which it is formally 9 coordmated but does not allow for the add1t1onal often

very short contact, W1th the oxygen in the adjacent perovsk1te layer. Thus whent=1

this would representa match between A, B and O for just one A to perovskite layer 5

- interaction rather than the complete K,NiF4 structure.
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Figure 26 A diagram representing the three possible situations (matched AB; LaSrFeO,
(left), relatively large B; LaSrInO, (middle) and relatively large A; Ba,FeO, (right)) when in
the A,BOy structure-type.

A scatter-plot of K;NiF4-type oxide phases as a function of A cation and B cation
sizes using Shannon® ionic radii is shown in Figure 27 and covers systems where A
= Ba, Sr, Ca, Ln and mixtures thereof, and B = Co’*, Sc*, Ni*", AI*", Ga’*, V**,
cr’’, Fe¥', In**, Cu**, Co*", Ni** and Cu®". Lines are plotted on this graph that
represent =1, = 0.906 and 7 = 0.8. It should be noted that no tetragonal compound
exists with t >1 which would represent a very large A relative to B; such a system
would require the largest A-type cations found in this structure type i.e. Ba® in
combination with the smallest B-type, e.g. A" or Co®". For example LaBaAlO4* (¢
= 1.002) adopts a structure with the space group P2,2,2; containing discrete AlO4
tetrahedra and Ba;TiO4 (¢ = 1.012) adopts a structure with the space group P2,/c also
containing discrete tetrahedra of TiO4. This indicates that the K,;NiF, structure
cannot accommodate the coordination preferences of both cations for 7 > 1 (using
the Shannon set of ionic radii values) and other phases become thermodynamically

more stable.
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Figure 27 A cationic radii against B cationic radii for compounds adopting the A,BO,

structure type; e(tetragonal A,BO,), o (distorted A,BO, (B*")), ¥ (distorted A,BO, (B*")).

For values of ¢ above ~ 0.9 all compounds adopt the perfect (14/mmm) A2BOa4 '
structure-type; those below this value are distorted. For example tetragonal
(14/mmm) LaBaCoOy (LS) (ra = 1.343 A, r5 = 0.545 A and ¢ = 0.9972) is above the
threshold and orthorhombic (Abma) La,CoOy4 (ra = 1.216 A, rg = 0.73. A and ¢ =
0.8684) is below the threshold. The best value delineating the separation between
tetragonal and distorted structure type is equivalent to ¢ = 0.9068 with materials
having values lower than this adopting non-14/mmm descriptions. Clearly for a
particular B type cation size, and thus size of BOg octahedron, there is a minimum A
type cation size which can occupy the semi-regular 9-coordinated position; for
values smaller than this the BOg octahedra tend to tilt, rotate or distort so as to
modify the coordination of oxygen to the A-type cation. Generally these lower

symmetry structures described in space groups such as Abma, Fmmm and Pbca
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. produce a lower number of shorter coordination ihteractions for the A type cation.
LaSrScO, and LaSrInOy lie above-the ¢ = 0.9068 line with # = 0.878 and ¢ = 0.856 in
this diagram consistent with the experimental observation of a tilting/distortion of

the BOg octahedra.

Using this model it becomes possible to rationalise the high temperature behavior of
these materials. The greater thermal vibration that occurs with increased temperaturé
allows the tetfagonal K;NiF, structure to accommodate more readi]y any mismatch
between ion sizes, so effectively the 7 line separating the two regions moves to lower
values. Materials with ¢ values close to the line would be expected to transform to
the regﬁlar tetragonal structure more readily at higher temperatures than those
further away, though such arguments. would also need to take into account kinetic
considerations. This behavior is observed in this work with the two phases with
LaSrScO, and PrSrScOs, transforming to the tetragonal phases on heating to around

900 °C and 1100 °C respectively.

It is also possible to use Figure 27 to predict the stability and structure type of other
A;BO4 phases. Thus it should be possible to synthesise phases of the type
LnSrCoOy4 possessihg a smaller B cationic radius (rg = 0.545 A) for smaller A
cations; current work has shown that the smallest lanthanide to fit into a K;NiFs-
type structure is Gd* (ra = 1.107 A) yieldiﬁg GdSrCoQq. For the LnSrScOy4 systems
with a larger B cationic radius (rg=0.73 A) the smallest lanthanide to accommodate
the structure type is Sm**. Attempts to synthesise the pure LaBaScOj phase was
unsuccessful leading to the formation of a mixture of the n = 1 and n = 2
Ruddlesden-Popper phases. By replacing Ba®* with Sr** the ¢ value increases and a
regular 14/mmm structure is predicted, however the greater disparity in the La’* and

Ba®" jonic radii seems to favor the formation of La;BaSc,07, presumably because

the larger Ba>* cation can occupy a site with 12-fold coordination to oxygen.
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3.5 Conclusion

The work presented in this chapter has expanded the structural studies of complex
A;BO4 oxides. The novel LnSrScO4 (Ln = Ce, Pr, Nd and Sm) and PrSrInOy4
compounds as well as the pre&iously reported LaSrScO4 and LaSrInO4 have béen
synthesised. Detailed variable temperature structural analyses on these materials
were carried out using PXD and high resolution PND, and the compounds were
found to adopt the lower symmetry orthorhombic space groups Abma (LnSrScOy)
and Pbca (LaSrInOy) at 25 and 50 °C respectively. The orthorhombic nature of the
crystal distortion in the LnSrScO4 compounds at room temperature results from the
tilting of the ScOg octahedra whereas in L_aSrInO4 the diétortion arises from both the
tilting and deformation of the InOg octahedra within the perovskite layer. In all the
compounds the level of distortion increases in the temperature range 25 - 300 °C
and then decreases in the temperature range 300 — 1200 °C; for LaSrScO, and
PrSrScO, the compounds convert to the ideal KzNiF4-typé structure at
approximately 900 and 1100 °C respectively. Taking into account tolerance factors
and structural data obtained from this work and literature studies, further analysis
has been undertaken in order to investigate the factors that lead to the choice of
structure and drive distortions of the K,NiF -type structure away from an [4/mmm

description.

In order to completely understand the structural properties of the LnSrInO, systems, .
further work is required. In order to elucidate the correct structural description

fhroughout the temperature range 25 — 1000 °C variable temperature neutron

' diffraction data on both LaSrInO4 and PrSrInO4 would be beneficial. Also,

LaSrScOg4 and PrSrScO4 phases need to be studied at elevated temperatures (> 1000

;’C) by both PXD and PND in order to conclude whether these .structures revert to

the ideal K,NiF, structure. . |
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Chapter 4 The LnSrCoO, phases

4.1 Introduction

‘Mixed oxides with Ruddlesden-Popper (RP) structures have received
considerable attention in recent years due to their interesting magnetic and
electrical properties such as superconductivity (e.g. Lal,gBao.zCqu;l’2 and
Sr;RuOy),? oxide ion conductivity and low dimensional magnetic ordering. Such
materials have been studied in depth for some transition metal elements, namely
Cu,*’ Fe,*” Cr*° and Ru but to a very limited extent for other metals e.g.
Co(I1D)!*'"12 and Ni(IID)." Layered cobalt oxides with structures based on a
Co0O; square net demonstrate a number of unusual electronic and magnetic
properties associated with the various spin states of the Co(Ill) ion and
interactions between such centres. These properties appear to derive from the
specific electronic states of Co(Ill) in octahedral enviroﬁments and the
associated co-operative phenomena such as charge ordering spin ordering
(magnetism) and conductivity. Many of these properties also appear to be a
result of the closeness in energies of the high, intermediate and low spin states of
Co(Ill) in the octahedral environment (d°, t25" e;* (HS), tay €' (IS), b’ €5’ (LS)).
Thus redistribution of spins among these cobalt centres, sometimes concertedly,
leads to major changes in the compounds physical properties. HS and IS Co(III)
systems are generally favored at high temperatures and give rise to a high
effective moment and metallic phases, conversely at low temperatures insulating
phases of LS Co(III) are generally favored. However, in practice the behaviors of
Co(lII) oxides are much more complex due to phenomena such as multiple sites
and coordination environments leading to partial or complete spin ordering, low
dimensionalities in the structure and dopant effects. Materials that have been
studied ih detail include LaCoO3,]4’15 TISr,CoOs and structurally related
LnBaCo0,0s.0, O < 0.5. LaSrCoO4 and some stoichiometrically closely related
phases have also been studied to some degree and show the spin-crossover

1'% state that LaSrCoOy undergoes a spin

behavior albeit weakly. Demazeau et a
crossover from IS to HS transition near 400 K, which is reflected in their
extracted structural data as a weak change in the Co-O distances with a distinct
increase in the axial Co-O distance relative to the equatorial Co-O separation.

However, their data were collected at a few temperatures and as such any
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significant shift in positions is very poorly defined. The spin state and electronic
configuration of LaSrCoO4 have been the subject of numerous investigations and
discussions over the past 30 years, however its intrinsic magnetic behavior is still

controversial, %1112

The thermally induced spin transition in LaCoOj3 has been investigated for nearly
five decades, but there are still some aspects that are not fully understood. At low
temperatures LaCoOs ié ﬁon-magnetic, Co®" ions being in the LS state with 6
electrons in the ty; levels and empty eg states (LS, t2g6eg°, S=0) At = 100 K
LaCoOj; undergoes a transition to a magnetic state, the character of which is still
under intense debate. Possiblé states of Co>" that can give rise to the magnetism

correspond either to intermediate spin (IS, t2g5 egl, S=’1) or high spin (HS, t2g4eg2,
| S=2) states. A second transition at = 500 K is accompanied by a further change
of paramagnetic properties. The magnetic and ,electr;)nic_ transitions are also
accompanied by subtle changes in the crystal structure, which is of the
rhombohedral perovskite type R3C for LaCoOs. The effects are of two types; the
ionic radii of Co" increases from rLS = 0.545 A to #IS = 0.56 A or #HS = 0.61
A. The Co* ion in IS or HS is Jahn-Teller active and correspdnding distortion of
the CoOg octahedra may arise. A monoclinic distortion of the LaCoOj3 structure
(space group 12/a) and Jahn-Teller distortion of CoOg¢ octahedra was found
recently by single crystal X-ray diffraction between 100 ‘and 300 K. The Co>*
size effect is responsible for the anomalous thermal expansion that reflects the

increasing population of magnetic species.'*"*

In this chaptetr the results of an investigation of the LnSrCoQOj series where Ln =
La-Gd), are reported. The phases synthesised were initially characteriséd by
PXD with more detailed structural characterisation on the compounds performed
using Rietveld analysis. The spin-crossover behavior was investigated using
variable temperature PXD and PND, and the magnetic behavior of the

compounds interpreted.
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4.2 Synthesis

Polycrystalline samples of the LnSrCoO, (Where Ln = La, Pr, Nd, Sm, Eu,<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>