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UNIVERSITY OF SOUTHAMPTON 

ABSTRACT 

Faculty of Engineering, Science and Mathematics 

School of Electronics and Computer Science 

Doctor of Philosophy 

Iterative Downlink Multi-User MIMO Systems 

by Chun-Yi Wei 

In this treatise, we explore diverse multi-user transmission techniques and joint detection-decoding schemes 

designed for downlink multi-user transmissions, while maintaining a low complexity, a high throughput and a 

high integrity. 

More specifically, in Chapter 2 we will introduce various Multi-User Transmission (MUT) techniques 

for the Space Division Multiple Access Down-Link (DL-SDMA) employing the sophisticated linear Spatio­

Temporal Pre-processing (STP) schemes, which are capable of eliminating the multi-user interference at the 

Base Station (BS) and increase the transmission integrity at the Mobile Stations (MS). Additionally, we will 

design signal detection techniques for the DL-SDMA system, which achieves a near-Maximum Likelihood 

(ML) performance at a fraction of the ML detector's complexity. 

In Chapter 3 we extend our research to a joint iterative detection and decoding based DL-SDMA system. 

We will first introduce the iterative detection aided DL-SDMA system, which is capable of operating in the 

so-called rank-deficient scenario, where the number of transmit antennas is higher than the number of receive 

antennas and hence the system-matrix becomes non-invertible. Furthermore we will introduce a precoder aided 

iterative DL-SDMA system, which is designed with the aid of Extrinsic Information Transfer (EXIT) charts and 

has an improved iterative decoding gain. Finally, we will characterize the impact of imperfect Channel State 

Information (CSI) on the proposed iterative DL-SDMA and introduce sophisticated IrRegular Convolutional 

Codes (IRCC) for improving the integrity of the iterative DL-SDMA system. 

In order to reduce the complexity of the iterative receivers, in Chapter 4 we will introduce a novel detection 

algorithm, which is referred to as the Irregular Generic Detection (IrGD) algorithm. The IrGD has a tunable 

complexity and it was particularly designed for reducing the complexity of the iterative decoding aided system. 

Furthermore, we will demonstrate the impact of imperfect CSI with the aid of EXIT charts. In addition, we 

will introduce an EXIT-Chart Optimized CSI Quantizer (ECO-CQ) for the iterative DL-SDMA system, which 

is capable of reducing CSI-related feedback overhead. 

In Chapter 5 we will introduce an advanced space-time signaling technique aided MUT designed for the 

DL-SDMA system, which results in an improved capacity. Furthermore, we will propose a low-complexity 

Irregular Sphere Detection (IrS D) scheme designed for approaching the capacity DL-SDMA systems, which is 

capable of maintaining a near-ML performance. Additionally, we will characterize our pilot assisted channel 

prediction aided DL-SDMA system using limited CSI feedback. 
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I 1 Chapter 

Introduction 

1.1 State-of-tbe-art and Trends 

There is an increasing demand for high-rate wireless multimedia communication systems. Advanced 

wireless systems employing multiple transmit and receive antennas [1 J are capable of providing a high 

bandwidth efficiency, hence they are attractive in the context of forthcoming wireless applications, 

such as Long-Term-Evolution (LTE) project [2J and in the IEEE 802.11 standard family [3]. 

The capacity of Multiple Input and Multiple Output (MIMO) systems increases linearly with the 

number of antennas employed [4 J. 1 Hence MIMOs are capable of supporting the high data-rates 

required by the emerging Wireless Internet. However the teletraffic demands of the Uplink (UL) and 

Downlink (DL) may be rather different, where the DL-rate has to be typically higher for the sake of 

supporting file download for example. This is one of the justifications for studying the DL of Space 

Division Multiple Access (SDMA) systems in this thesis. Secondly, the UL of SDMA systems has 

been documented in more detail in the literature [5]. Thirdly, the separation of multiple DL users' 

streams is more challenging than in the UL, because the UL MSs typically have rather different 

Channel Impulse Responses (CIRs) owing to their geographic separation, while for the DL this is 

not necessarily the case, because all the DL signals emanate from the BS and hence their CIRs are 

similar. 

Hence the design of efficient DL transmitters and receivers is of paramount importance, as we 

will demonstrate throughout this thesis. Powerful iterative detection aided, soft-information assisted 

1 More explicitly, the capacity of the MIMO system equipped with M transmit antennas and N receive antennas is 

proportional to the value ofmin{M, N}. 



1.2. Multiple Input and Multiple Output 17 

receivers capable of achieving a near-capacity performance will be designed, as motivated by [6]. 

1.2 Multiple Input and Multiple Output 

MIMO systems employing multiple antennas at both the transmitter and receiver exhibit a substan­

tially higher spectral efficiency than their conventional single-antenna aided counterparts [1]. The 

family of MIMO systems can be divided into four main classes. 

Beamforming Beamforming is an angularly selective technique, which is widely employed for 

mitigating the effects of multiuser interference with the aid of multiple-antennas [7]. The ability of 

suppressing the co-channel interference allows the beamforming assisted system to support multiple 

users within the same bandwidth or same time-slot [5]. When used for transmissions, this technique 

can also be considered as a transmit pre-processing or Multi-User Transmission (MUT) technique, 

which requires the accurate knowledge of the eIR experienced by the remote receiver. It is also 

feasible to jointly design the transmitter and receiver for maximizing the achievable beamforming 

gain, for example, using Singular Value Decomposition (SVD) in order to decompose the multiple­

antenna aided system into a number of parallel single-antenna systems. This technique is also often 

referred to as eigen-beamforming [8]. 

Spatial Diversity In this type of MIMO systems, we achieve diversity gain by generating extra 

copies of the transmit signal with the aid of multiple antennas using either transmit or receive diver­

sity. Transmit diversity is achieved by sending extra copies of the data signals from multiple transmit 

antennas, while receive diversity is obtained by receiving the data signals from multiple receive an­

tennas. The extra copies of the transmitted signals allow us to recover the original signal, despite 

being subjected to hostile fading channels. In [9, 10], the family of space-time coding techniques 

capable of achieving both transmit and receive diversity has been investigated. The knowledge of the 

eIR encountered by each MIMO element is required at the receivers of this type of MIMO systems. 

Space Division Multiplexing (SDM) In SDM aided MIMO systems, we achieve a high data rate by 

transmitting independent data streams from the different transmit antennas [11]. In other words, the 

independent data streams are spatially multiplexed. In order to separate the independent data streams, 

SDM detectors, optimized using the Minimum Mean Squared Error (MMSE) or the Maximum­

Likelihood (ML) criterion may be employed at the receivers of this type of MIMO systems. A 
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successful example of this type of the MIMO systems is the well-known Vertical Bell Laboratories 

Layered Space-Time Architecture (V-BLAST) [12]. In order to detect the signals, accurate knowledge 

of the CIR is required at the receiver of SDM-MIMO systems. 

Space Division Multiple Access (SDMA) SDMA exploits the unique, user-specific "spatial signa­

ture" of the individual users for differentiating them [5]. In analogy to the conventional Code Division 

Multiple Access (CDMA), which differentiates the users by assigning them a unique spreading code, 

SDMA systems utilize the CIRs as the users' signatures. 

In SDMA systems, there is a significant difference between the up-link and downlink, which 

is the ability of coordination between users. In the SDMA UL, the signals are transmitted from 

the Mobile Stations (MSs), while the Base Station (BS) equipped with multiple receive antennas 

employs a Multi-User Detector (MUD) for jointly detecting the users' signals. On the other hand, in 

the downlink of SDMA systems, the signal is transmitted from the BS to the MSs. In the absence 

of coordination between the MSs, each MS detects its own signal separately, while the other users' 

signals are considered as the undesired interference imposed on the desired user's signal. 

The MUD techniques employed in the UL of SDMA systems have been well-documented in the 

literature [5, 13]. For rich scattering environments, the MIMO channel matrix may become near­

orthogonal [14]. Therefore, in SDMA UL systems, the users' spatial signatures may be considered 

to be independent of each other. In this case low-complexity linear MUDs, such as the MMSE may 

achieve an adequate performance. However, in realistic shadow-faded environment the orthogonality 

of the MIMO channel matrix may not be guaranteed. In this scenario more powerful MUDs are re­

quired. In [5,13], various non-linear MUDs have been advocated and detailed, such as the Successive 

Interference Cancellation (SIC) detector, the Parallel Interference Cancellation (PIC) aided MUD and 

the Maximum-Likelihood (ML) detector. By definition, the ML detector maximizes the probability 

of correct decisions at the cost of the highest complexity. 

When the number of users and transmitter antennas is increased, the complexity of the non-linear 

MUD, especially that of the ML detector increases exponentially. Clearly, there is a tradeoff between 

the affordable complexity and the achievable performance. Hence our design objective is to achieve 

a near-ML performance at a fraction of its complexity. 

The concept of Sphere Decoding (SD) employed for computing the ML estimates of the mod­

ulated symbols transmitted simultaneously from multiple antennas was first proposed by Damen et 

at. in [15]. The complex-valued version of the SD was proposed by Hochwald and Brink in [16] for 
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employment in multi-level modulations. An improved version of Complex Sphere Decoding (CSD) 

was presented by Pham et al. [17J. In [18J, a new class sphere decoding, referred to as Optimized 

Hierarchy aided Reduced Search Algorithm (OHRSA) was advocated, which will be further detailed 

in Chapter 2. 

Another powerful class of guided-random detection algorithms is constituted by Genetic Algo­

rithm (GA) aided MUDs [19,20J and Markov Chain Monte Carlo (MCMC) aided MUDs [21]. 

In Figure 1.1, we portray the family-tree of the prominent SDMA detectors. 

Linear Detection 

J 
LS 

MMSE 

SDMlSDMA 
Detection 

PIC 

Non-Linear Detection 

/ 
Structured 

SIC ML 

Log-MAP 

SD 

OHRSA 

Figure 1.1: The family of SDMlSDMA detectors 

Guided Random 

GA MCMC 

In 1993, Berrou introduced the concept of iterative decoding in [6J, where a concatenated code can 

be decoded at a moderate computational cost, while approaching the channel's capacity. Following 

Berrou's work, the turbo-detection principle has been further developed for channel equalization [22J, 

MUD [5J, channel estimation [23J, synchronization [24J, etc. In [25J, Wang and Poor extended the 

conventional MMSE MUD to a Soft-In Soft-Ouput (SISO) MMSE MUD. In [26], van Zelst et at. 

proposed an iterative decoder for the BLAST system. In [27J, Vikalo et al. proposed a SISO SD for 

MIMO systems, which can be readily adopted to MUD in the UL of SDMA systems. Wolfgang et 
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al. [28] discussed a SISO turbo space-time equalizer using the OHRSA detector of [18]. 

In our future discourse we focus our attention on the detection techniques of SDMlSDMA sys­

tems. In Table 1.1, we list the major contributions on the detection techniques employed in SDM/SDMA 

systems, while in Table 1.2 we list the major contributions on iterative detection. 

Table 1.1: Major MUD contributions designed for SDMlSDMA systems 

[5] Hanzo et al., 2003 Detailed discussions of prominent MUDs designed for the UL of 

SDMA systems are provided, including SIC, PIC and ML MUDs. 

The generation of soft-bits in MUDs combined with soft-in soft-

out based channel coders was detailed. 

[15] Damen et al., 2003 Sphere Decoding (SD) invoked for computing the ML estimates 

of the modulated symbols transmitted simultaneously from multi-

ple transmit antenna. 

[16] Hochwald and ten Brink, 2003 A SD technique having a reduced computational complexity due 

to using a limited number of SD candidates to attain a near-ML 

performance. 

[29,30] Wong et al., 2004 An advanced SD technique, designed for supporting rank-

deficient MIMO systems. 

[31,32] Cui and Tellambura, 2004 An advanced SD technique, referred to as multistage sphere de-

coding, which was proposed for supporting high-order modula-

tion schemes. 

[17] Pham et al., 2004 An advanced extension of the CSD technique was proposed. 

[18,20] Akhtman et al., 2007 The Optimized Hierarchy aided Reduced Search Algorithm 

(OHRSA) aided log-MAP detector was proposed, which is ca-

pable of operating in rank-deficient scenarios. 

[19,20] Jiang et al., 2007 Nonlinear hybrid MUD scheme based on a novel soft-information 

assisted Genetic Algorithm (GA) was proposed for a Turbo Con-

volutional (TC) coded SDM aided Orthogonal Frequency Divi-

sion Multiplexing (OFDM) system. 
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Table 1.2: Major contributions on iterative MUDs designed for SDM/SDMA systems 

[25] Wang and Poor, 1999 The classic MMSE MUD was extended to a soft-input soft-output 

(SISO) MMSE MUD. 

[26] van Zelst et a!., 2001 Iterative decoding was proposed for the BLAST system. 

[33] Ttichler et al., 2002 Minimum mean squared error equalization using a priori informa-

tion was proposed. 

[27] Vikalo et a!., 2004 A SISO SD assisted by iterative decoding was proposed for 

MIMO systems. 

[28] Wolfgang et a!., 2006 A SISO OHRSA MUD was designed for single-carrier MIMO 

systems. 

1.3 Downlink Space Division Multiple Access 

In the DownLink of Space Division Multiple Access (DL-SDMA) all users' signals will contribute 

the composite multiuser received signal of the desired user, imposing substantial Multi-User Inter­

ference (MUI). The strategy to eliminate MUI is to invoke pre-processing at the BS's transmitter by 

assuming that the CIRs experienced by the MSs are quantized and reported back to the BS, which 

hence exploits this user-signature, for example in the form SVD-aided MUT. 

Zero-Forcing aided Multi-User Transmission (ZF-MUT) is the simplest MUT technique designed 

for mitigating the MUI in a DL-SDMA system [13]. A more general version of the ZF-MUT referred 

to as Block Diagonalization (BD) was introduced in [34]. A similar approach based on SVD was 

advocated by Choi and Murch in [35]. The above-mentioned pre-processing techniques constitute 

linear Spatio-Temporal Pre-processing (STP). A well-known example of non-linear STP is consti­

tuted by Dirty Paper Coding (DPC) proposed by Costa [36], demonstrating that DPC is capable of 

approaching the maximum achievable capacity. An alternative non-linear STP technique, referred 

to as vector-precoding [37], was proposed in [38,39]. In Figure 1.2, we portray the family-tree of 

spatio-temporal pre-processing of MUT (STP-MUT) techniques. 

Unlike the SDMA UL, which has been well documented in the literature, the SDMA DL is less 

well characterized at the time of writing. In Table 1.3, we list the major contributions related to the 

design of DL-SDMA systems. 

Hence in this treatise we embark on the design of DL-SDMA systems, which strike an attractive 

balance between the achievable system performance and the implementational complexity imposed. 
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STP-MUT 

SVD-MUT 

Figure 1.2: The family-tree of STP-MUT techniques 

Table 1.3: Major contributions in DL-SDMA systems 

[13] Vandenameele et at., 2001 The concept of SDMA with employing different MUD strategies 

and the relationship between up-link and down-link SDMA sys-

tems was investigated using ZF-MUT based DL-SDMA systems. 

A single-receive antenna was used by the MS. 

[40] Wong et at., 2003 A joint transmitter-receiver design was proposed to eliminate the 

MUI in the downlink by employing a pair of pre- and post-

processor. 

[41] Tenenbaum et al., 2004 Optimal transmit-receive linear processing based on the MMSE 

criterion was proposed. 

[34] Spencer et al., 2004 Block Diagonalization (BD) was proposed as a general form of 

ZF-MUT scheme, which is capable of supporting multiple receive 

antennas for each MS in DL-SDMA systems. 

[35] Choi and Murch, 2004 A SVD based decomposition approach was proposed for DL-

SDMA systems, which is reminiscent of the BD technique. How-

ever, the system model was generalised for an unequal number of 

transmit and receive antennas. 
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1.4 Outline and Contributions 

Against the background provided in Sections 1.2 and 1.3, in Section 2.1, we will investigate various 

MUT techniques designed for DL-SDMA systems. In Section 2.2 we will characterize the DL-SDMA 

system's performance in conjunction with different detection techniques, such as the OHRSA aided 

ML detector. The corresponding results were published in [42]. 

In Chapter 3, we extend our research documented in Chapter 2 to a joint iterative detection and 

decoding based DL-SDMA system, which contains the following novel contributions: 

• The iterative DL-SDMA system was proposed [43], which is capable of operating in the so­

called rank-deficient scenario, where the number of transmit antennas is higher than the number 

of receive antennas and hence the system-matrix becomes non-invertible. The convergence 

behaviour of the iterative decoding aided DL-SDMA systems is improved by integrating it with 

a unity-rate precoder designed with the aid of Extrinsic Information Transfer (EXIT) charts . 

• The impact of imperfect Channel State Information (CSI) on the precoded iterative DL-SDMA 

[43] was investigated using EXIT charts [44]. Sophisticated IrRegular Convolutional Codes (IRCC) 

were integrated with the iterative detection aided DL-SDMA system. 

In Chapter 4 we further exploited EXIT charts to assist us in the design of iterative DL-SDMA 

system and proposed the novel concept of irregular iterative detection aided DL-SDMA systems, 

which relied on the following novel contributions: 

• In order to reduce the complexity of our iterative receivers, we proposed the novel Irregular 

Generic Detection (IrGD) concept, where appropriately selected received signal segments are 

detected by different constituent detectors in the interest of reducing the overall system com­

plexity and/or improving the attainable performance. The corresponding results were published 

in [45] . 

• The achievable performance of iterative DL-SDMA systems employing imperfect Spatio-Temporal 

Channel Impulse Response available at the Transmitters (ST-CIRT) imposed by the finite­

accuracy CSI feedback was investigated. We proposed an algorithm, which assists us in ex­

ploring the CSI overhead required for achieving an infinitesimally low BER. We refer to the 

CSI quantization employing this algorithm as the EXIT-Chart Optimized CSI Quantizer (ECO­

CQ), which was disseminated in [46]. 

The novel contributions of Chapter 5 are as follows: 
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• In Section 5.1 we improved the achievable capacity of the DL-SDMA systems by proposing 

a Linear Dispersion Coding (LDC) [47] aided MUT, which exhibits an improved achievable 

capacity and an increased degree of diversity, hence supporting a high data throughput. 

• By extending the previously proposed IrGD concept of Section 4.2, we derived the Irregular 

Sphere Detection (IrSD) philosophy in Section 5.2, which was constructed by using the novel 

Center-Shifting aided K-best Sphere Detector (KSD-CS). 

• In Section 5.3 we proposed and characterized a pilot assisted channel prediction aided LDC­

MUT DL-SDMA system using limited CSI feedback. 

The corresponding results of Chapter 5 were published in [48,49]. 

Our conclusions provided in Chapter 6 highlight our major findings and elucidate the logical 

connection between chapters, leading to a number of future research ideas. 

1.5 Assumptions and Channel Models 

In this treatise, the following simplifying assumptions are stipulated, in order to facilitate our discus­

sions. We will outline these assumptions in the following paragraphs. 

Narrowband flat-fading channel model The wireless communication channel considered is as­

sumed to be an (M x N)-element non-dispersive MIMO channel, where M transmit and N receive 

antennas are employed [1], although in practice the dispersion often exceeds the bit duration of high­

rate systems. 

Uncorrelated channel statistics In SDMA systems, an antenna element spacing in excess of lOA 

would be necessary to ensure that the transmitted signals of different antennas experience indepen­

dent fading [50]. In SDMA UL systems this condition is easier to satisfy than in the DL, since the 

transmitted signals arrive at the receiver from a number of geographically dispersed MSs. On the 

other hand, in SDMA DL systems, the size of the BS limits both the number of antenna elements 

as well as their affordable maximum spacing, which in tum imposes correlation on the fading pro­

files of the antennas. Therefore, the number of users supported will be limited by the number of 

transmit antennas accommodated at the BS. In order to be able to use the CIRs as their unique user­

specific signature, their independent fading is assumed in this treatise, which implies that the users 
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are sufficiently far apart. A more sophisticated technique was proposed in [51], which redesigned 

the transmitter using a pre-filter based on a priori knowledge of the inter-user channels. In practice, 

Interleaver Division Multiple Access (IDMA) [52] may be employed for differentiating SDMA UL 

and SDMA DL users with the aid of their unique, user-specific interleavers. The resultant IDMA 

system may also be viewed as a chip-interleaved CDMA arrangement. 

Channel prediction and estimation In the coherent SDMA DL system considered, the transmitter 

employing the spatio-temporal DL pre-processing technique of Section 2.1.2 may adopt the knowl­

edge of the individual users' eIRs to be encountered during the next transmission burst, which may 

also be needed by the receiver to assist in the signal's detection. In practice, the eSI adopted at the 

transmitter may be predicted into the future on the basis of the previous stored eSI, which was peri­

odically fed back via the UL feedback channel from the MSs, by using realistic long-range channel 

prediction algorithms [53,54]. The eSI adopted at the receiver may also be generated by using real­

istic channel estimation algorithms [23]. Unless stated otherwise, we will assume that perfect eSI is 

available at both the transmitter and receiver. Since the study of channel prediction and estimation is 

not within the main scope of this treatise, the eSI is assumed to be uncorrelated in the time domain. 

Therefore the effect of different Dopper frequencies is not investigated. However, the impact of im­

perfect eSI on the systems' performance will be investigated and further discussed in Section 2.2, 

Section 3.3, Section 4.3 and Section 5.3. 
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In Section 2.1.1, we will commence our discussions with the general system model ofDL-SDMA 

systems. Different linear STP schemes designed for eliminating the MUI will be discussed in Section 

2.1.2. In Section 2.1.3, we continue by quantifying the achievable information rate of DL-SDMA 

systems assisted by different linear STP arrangements. In Section 2.2, we will consider the design 

of a SVD-MUT assisted DL-SDMA system invoking a reduced-complexity ML detector in order to 

support a high throughput, complemented by our complexity analysis and performance results. 

2.1.1 System Model 

S(K) 
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, 
, 
, , 

T(K) 
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-----, 

Base Station 

· · • • • • 

Figure 2.1: Multiuser transmission in the DL-SDMA system 

MSI 

The DL-SDMA system considered is depicted in Figure 2.1. More specifically, our system com­

prises a Base-Station (BS) employing M transmit antennas as well as K Mobile Stations (MS), each 

employing Nk receive antennas. 

In this treatise we consider a flat fading MIMO channel. Consequently, each link between the 

i-th BS transmit antenna and the j-th MS receiver antenna of the k-th user may be characterized by 

a complex-valued scalar channel coefficient Hr~), which we assume to be an i.i.d. Gaussian random 

variable having a variance of unity and a mean of zero. Moreover, the MIMO channel corresponding 

to the k-th user may be described as an (Nk x M)-dimensional complex-valued time-domain channel 
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matrix H(k), which may be defined as follows 

H(k) 
1,2 

H(k) 
2,2 

28 

H(k) 
I,M 

H(k) 
2,M (2.1) 

Finally, the entire multi-user MIMO channel may be characterized by the supermatrix H, which may 

be constructed by concatenating the corresponding channel matrices associated with each of the MSs. 

Thus we have 

H(K) ]T. (2.2) 

Let s(k) E CLkX1 be a complex-valued column vector, which denotes the data symbol vector 

to be transmitted for the k-th MS. Furthermore, let r(k) and n(k) be the received signal vector and 

noise vector associated with the k-th MS, respectively. Additionally, we define a so-called space­

time preprocessor matrix T(k) E CMxLk , which was designed for the sake of eliminating the MUI 

[35]. The composite multiuser received signal, denoted by r, encountered by all receivers may be 

formulated as a column-based supervector constituted by the received signal vectors associated with 

each of the user terminals. Thus we have 

r = HTs + n, (2.3) 

where we have 

(2.4) 

and 

T = [T(I) T(2) T(K) ] (2.5) 

is the space-time preprocessor's supermatrix. The multi-user data-stream is hosted by the supervector 

(2.6) 

and the complex-valued Additive White Gaussian Noise (AWGN) noise supervector is given by 

(2.7) 

where each constituent element of n(k), k = 1,2, ... K, has a zero mean and a variance of No = 20"~. 
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To elaborate a little further, we may express the effective channel supermatrix HT of Equation 

(2.3) as follows 

The received signal model of the k-th user is given by, 

K 

H(l)T(K) 

H(k)T(K) 

H(K)T(K) 

r(k) = H(k)T(k)s(k) + L H(k)T(i)s(i) + n(k). 

i=l,icfk 

(2.8) 

(2.9) 

The second term of Equation 2.9 represents the MUI imposed on the received signal of the k-th user. 

Moreover, we assume that the power constraint PT ~ tr (T(k) (T(k»)H) of the STP matrix T(k) 

is satisfied for all values of k. Therefore we may define the Signal to Noise Ratio (SNR) for each 

receiver antenna as 

SNR = PTEs , 
No 

where Es = E { IIs(k) 112} is the average power of the k-th user's modulated signal. 

2.1.2 Linear Spatio-Temporal Preprocessing 

(2.10) 

In the context of MUT, a witty approach to spatio-temporal preproccessing was proposed by Vande­

nameele et. at. in [13], where the MUT transformation matrix was specifically designed so that its 

product with the channel matrix yielded an identity matrix. This MUT transformation matrix may be 

regarded as a perfect pre-equalizer, which effectively results in a MUI-free channel. A STP scheme 

based on the Minimum Mean Squared Error (MMSE) criterion was introduced in [58]. Furthermore, 

Choi and Murch [35] proposed an attractive precoder design, which allows for a specific user to re­

ceive hislher dedicated signal, entirely free from MUI inflicted by other users. A somewhat similar 

pre-processing method, which is referred to as the Block Diagonalization (BD) algorithm [34], which 

relied on employing the SVD. More specifically, the spatio-temporal pre-processing technique of [35] 

decomposes a MIMO channel into a set of parallel single-user MIMO channels, which facilitates the 

employment of well-known MIMO-processing techniques [5,13]. 

In this forthcoming section, we will summarise the most prominent STP techniques, which were 

designed for eliminating the MUI in the context of the linear algorithms of Figure 1.2. Unless oth­

erwise stated, these techniques assume that the CIR to be encountered by the transmitted signal is 
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perfectly known at the transmitter. This simplifying assumption will be relaxed by quantifying the 

effects of imperfect channel estimation/prediction in Section 2.2.5. 

2.1.2.1 Zero Forcing Aided Multi-User Transmission 

The most straight-forward method of designing the STP matrix T of Equation 2.3 is to mimick the 

inverse of the channel matrix H. This technique is referred to as Zero-Forcing (ZF). When it is 

employed at the transmitter of the DL-SDMA system, we refer to it as Zero Forcing aided Multi-User 

Transmission (ZF-MUT), which is formulated as 

(2.11) 

However, this technique is only suitable for the full-rank scenario, when the number of transmit 

antennas is equal to the number of receive antennas. 

2.1.2.2 Minimum Mean Squared Error Aided Multi-User Transmission 

When designing the STP matrix T to minimize the Mean Squared Error (MSE) between the trans­

mitted signal s and received signal r of Equation 2.3, which we refer to as Minimum Mean Squared 

Error aided Multi-User Transmission (MMSE-MUT) 2, we have 

T = arg min E {llr - sll2} , 
E{ IITsJJ2}=PTE{lIsJJ2} 

(2.12) 

where E {.} represents the expectation value, while PT is the power constraint value imposed on the 

transmitted signals after preprocessing with the aid ofT. Again, the CIR to be encountered is assumed 

to be known at the transmitter. 

We reformulate the cost function of Equation 2.12 as 

C(T) E{IIr- sll2} 

E {IIHTs + n - sll2} 

E {IIHTs - sll2} + E {IInll2} 
2 2 E {liTs l/2} 

E { II HTs - s II } + E { II nil} PTE { "s" 2 } 

E { II HTs - s II 2} + f3E { II Ts II 2 } , 

(2.13) 

(2.14) 

(2.15) 

(2.16) 

(2.17) 

2The STP scheme based on the MMSE criterion in [58], which was referred to as TOMIMO, was designed for a single­

user MIMO system. However, it can be readily extended to multi-user MIMO systems. Hence, while giving the credit 

to [58], we referred to this solution as the MMSE-MUT. On the other hand, the Transmit-MMSE (T-MMSE) multi-user 

system discussed in [59] is joint or coordinated transmit-receive design. This arrangement is different from our MMSE­

MUT arrangement, which is simply a transmitter-only pre-processing scheme. 
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where we have 

E {lInI12} 
f3 = PTE {lIsIl2}' 

(2.18) 

Since the transmitted signal s is independent of the channel matrix Hand STP matrix T, we may 

rewrite Equation 2.17 as 

C(T) E { II S 112} {E { II HT - 11I2} + f3E { "T 112 } } 

E{lI s Il2}R(T), 

where the cost function to be optimized is given by R(T) = E {IIHT - 11I2} + f3E {IITII2}. 

(2.19) 

(2.20) 

Since E {lIsIl2} does not affect the design of the STP matrix T, the T which minimizes the cost 

function C(T) also minimizes the cost function R(T). Therefore, we aim for finding the STP matrix 

T, which minimizes R(T) and derive R(T) as follows 

R(T) E {IIHT - 11I2} + f3E {IITII2} 

tr (E {(HT - I)(HT - I)H}) + f3tr (E {TTH}) 

(2.21) 

(2.22) 

tr (HTTHHH - HT - THHH + 1 + f3TTH) (2.23) 

tr (HTTHHH) - tr (HT) - tr (THHH) + tr (I) + f3tr (TTH) , (2.24) 

where tr (A) is the sum of the diagonal elements in the matrix A. 

In order to derive the STP matrix T, which minimizes R(T) of Equation 2.24, we derive the 

gradient of the cost function R(T) and set it to zero [60J, which is given by 

VTR(T) = 0 

=? HHHT - HH + f3T = 0 

=? T = (HHH + f3I)- l HH 

Finally, Equation 2.27 reveals the MMSE-MUT solution for the STP matrix T. 

2.1.2.3 Singular Value Decomposition Based Multi-User Transmission 

(2.25) 

(2.26) 

(2.27) 

In this section we introduce the Singular Value Decomposition based Multi-User Transmission (SVD­

MUT). As it was demonstrated in [35J, the n-th column of the MUT preprocessor T(k), which we 

denote as t~k), has to be in the null space of H(i), i =I k. More explicitly, we have [35J 

K 

t~k) E n ker ( H(i)) , for k = 1,2, ... ,K, 
i=},i# 

(2.28) 
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where ker(X) denotes the null space or kernel of the matrix X, while n~l,i# Yi is the intersection 

of the sets Yi, i = 1,2, .... 

Let V(k) denote an (M x nk)-dimensional matrix representing an orthogonal basis of the subspace 
K n ker ( H(i)), where nk is the dimension of this subspace. As suggested by Choi and Murch 

i=l,i# 
in [35], we may formulate a solution of the MUT preprocessor design problem as T(k) = V(k) A (k), 

where A (k) is a nonzero (nk x Lk)-dimensional matrix. Subsequently, the design of the matrices V(k) 

and A (k) may be summarized in the following three steps. 

Step 1 Let us define the quantity fl(k) by omitting the k-th matrix-element from the supermatrix H 

of Equation (2.2) describing the channels. Thus, we have 

H(K) ] T. (2.29) 

The null space basis V(k) can be calculated using the SVD [61] of fl(k) expressed as: 

ii(k) = [a(k) U(k) 1 . [~ :]. [ ~;::: ] . (2.30) 

Step 2 The specific choice of the (nk x Lk)-dimensional matrix A (k) in T(k) = V(k) A (k) may 

depend on a particular system design. For instance, in the simple scenario considered in this discourse, 

where we have nk = Lb we may choose A (k) to be a scaled identity matrix. As an example of an 

alternative solution, consider the somewhat more sophisticated system design described in [62]. More 

specifically, the system outlined in [62] employs pre-filters at the transmitter and post-filters at all 

the receivers, in order to achieve a near-capacity throughput. Correspondingly, the matrix A (k) was 

chosen as the right-hand-side SVD factor of the matrix H(k) V(k) [62]. 

Step 3 Calculate T(k) = V(k) A (k) according to the results obtained in Steps 1 and 2. 

Note that according to Equation 2.30 the nonzero matrices T(k) exist only in the scenario when 

fI(k) has more columns than rows. Consequently, we have to satisfy the following condition 

M>max{. t Ni,k=l,2, ... ,K}. 
l=l,li'k 

Moreover, the rank nk of the null space basis V(k) may be expressed as 

K 

nk=M- L Ni· 
i=l,i# 

(2.31) 

(2.32) 
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2.1.3 Capacity of DL-SDMA 

In this subsection, we will discuss the capacity ofDL-SDMA systems. According to [63], the achiev­

able information rate of a system can be quantified by evaluating the mutual information between 

with the transmitted signal s and received signal r, which is defined as [63] 

lI(rJs) = lH(r) -lH(rJs), 

where lH represents the entropy of a random variable defined as lH ( . ) 

the Probability Density Function (PDF) of the signal considered. 

(2.33) 

-log2(p(,)), and p(.) is 

Therefore, the capacity of a system is defined as the average of the maximum achievable infor­

mation rate [4], formulated as 

Q: = E {lI(rJs)}, (2.34) 

where E {.} represents the expectation with respect to the complex-valued Gaussian noise. 

2.1.3.1 Gaussian Input Signals 

Although in practice the transmitted signal is quantized to a discrete-amplitude, discrete-phase mod­

ulated signal [64], the assumption of encountering a continuous Gaussian-distributed input signal 

assists us in quantifying the capacity of an idealized system. According to [4], the assumption of 

having a Gaussian transmitted signal achieves the maximum mutual information in Equation 2.34. 

Therefore, in the following paragraphs we will first discuss the capacity of systems based on ideal­

ized Gaussian input signals and illustrate the capacity upper bound of DL-SDMA systems in different 

scenarios. 

MIMO capacity bound The capacity of the single-user MIMO system achieved for transmission 

over flat Rayleigh fading channels was quantified in [4]. According to [4], the MIMO capacity can 

be formulated as 

(2.35) 

where E { . } represents the expectation operation with respect to the different realizations of the chan­

nel matrix H and the complex-valued Gaussian noise. 

In contrast to a multi-user DL-SDMA system where the MSs are geographically dispersed, the 

receiver of a single-user MIMO system may jointly detect the signals received by all allocated anten­

nas. More explicitly, in a DL-SDMA system, when the MSs are geographically dispersed, they have 
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to separately detect their own signals. Hence, the capacity of the single-user MIMO system represents 

the upper bound of the DL-SDMA system's capacity. 

DL-SDMA capacity in the absence ofMUI As long as the STP matrix T of Equation 2.3 is capable 

of perfectly eliminating the MUI, the DL-SDMA system may be considered as a number of parallel 

single-user MIMO systems. Provided that the CIRs to be encountered by the transmitted signals 

are perfectly known, the DL-SDMA system is MUI-free and hence the capacity of the DL-SDMA 

system may be considered to be equivalent to the sum of the capacities of the individual MIMO 

streams transmitted in parallel. As suggested in [65], the capacity of the MUI -free D L-SD MA can be 

quantified as 

\1: = E L~ log, det (I + ~ H(k) T(k) (T(k»)H (H(k») H) } . (2.36) 

In the previous discussions of Section 2.1.2, linear STP schemes, such as ZF-MUT and SVD-MUT 

assisted arrangements were proposed for diagonalizing the effective channel matrix HT of Equation 

2.3. The resultant DL-SDMA system employing these linear STP schemes results in MUI-free re­

ceived signals for each user. Therefore, we may use Equation 2.36 to quantify the capacity of the 

linear STP assisted DL-SDMA system. 

DL-SDMA capacity in the presence of MUI In practical scenarios, the DL-SDMA system's re­

ceived signal will be contaminated by residual MUI. For example, the MMSE-MUT assisted DL­

SDMA system does not aim for decomposing the system into parallel single-user or single-stream 

MIMO systems, it rather generates a STP matrix T, which minimizes the MSE between the transmit­

ted and received signals. By contrast, for the ZF-MMSE and SVD-MUT assisted STP schemes we 

need perfect CSI to perfectly eliminate the MUI, which is unavailable in practice. Hence, the realis­

tic imperfect CSI will impose residual MUI on the users' received signals for both the ZF-MUT and 

SVD-MUT assisted DL-SDMA systems. When the users' received signals are contaminated by resid­

ual MUI, this scenario becomes analogous to that of an uplink SDMA system, where the BS detects 

all receive antennas' signals separately, as discussed in [66]. More specifically, the capacity of the 

SDMA uplink was quantified in [66], when each receive BS antenna's receivers separately detects the 

received signals contaminated by residual MUI. Analogously, the capacity of the MUI-contaminated 

DL-SDMA system may be upper-bounded by [67] 

_ K {I (det (I + Jio (H(k)T(k) (T(k))H (H(k))H + L~1,i# H(k)T(i) (T(i))H (H(k))H))) } 

e: -?:E og2 det(I + ~ L~ . H(k)T(i) (T(i))H(H(k))H) . 
1=1 No 1=1,lo;fk 

(2.37) 
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It also has to be noted in Section 1.5 that owing to the MSs' different geographic position, the 

UL CIRs are typically less correlated than the DL CIRs, which is expected to lead to a significantly 

lower practically achievable DL capacity and a more challenging system design. Equation 2.37 may 

be considered as a more general capacity formula of DL-SDMA systems, which encapsulates the 

MUI-free scenario of Equation 2.36. 
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Figure 2.2: Capacity of the DL-SDMA systems of Figure 2.1 using different STP schemes for a 

(6 x 6)-element MIMO channel. The DL-SDMA systems using different linear STP arrangements 

are assumed to have the same system configuration. The system supports K = 3 users. Each MS has 

Nk = 2 receive antennas and is receiving Lk = 2 independent data streams from the BS's transmitter. 

The total number of transmit antennas at the BS is M = 6. The capacity of the single-user MIMO 

system employing M = 6 transmit antenna and K . Nk = 6 receive antennas is provided as a 

benchmarker. The power constraint is assumed to be the same for the different linear STP schemes 

employed. Assuming perfect ST-CIRT knowledge at the transmitter, the capacity of the SVD-MUT 

and ZF-MUT aided DL-SDMA systems characterized in this figure with the aid of Equation 2.36 are 

MUI-free. On the other hand, the MMSE-MUT aided DL-SDMA system benefitting from perfect 

ST-CIRT at the transmitter still experienced some residual MUI. Its capacity was quantified in this 

figure using Equation 2.37. 

Figure 2.2 portrays the ergodic sum capacity of DL-SDMA using different linear STP techniques 

in a (6 x 6)-element MIMO channel, having M = 6 transmit antennas and K . Nk = 6 receive an­

tennas, which was evaluated by Equation 2.37. More explicitly, based on the capacity formulas of 

Equation 2.37, we evaluate sum capacity of the systems by employing different STP matrix T of Equa­

tion 2.3, which were generated by ZF-MUT, MMSE-MUT and SVD-MUT scheme using Equation 
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2.11, Equation 2.27 and Equation 2.30 respectively. Also by averaging the results of Equation 2.37 

for different channel realizations we evaluate the ergodic sum capacity for each linear STP scheme. 

In Figure 2.2, the DL-SDMA systems using different linear STP techniques have assumed the same 

system configuration supporting K = 3 users. Furthermore, each MS has Nk = 2 receive antennas 

and detects Lk = 2 independent data streams received from the BS. The total number of transmit an­

tennas at the BS is M = 6. The capacity of the single-user SDMA DL system using M = 6 transmit 

antenna and K· Nk = 6 receive antennas is also provided in Figure 2.2 as a benchmarker. For the 

sake of fair comparison, the power constraint of T was assumed to be the same for the different linear 

STP schemes. Observe that in the moderate to high SNR region, the SVD-decomposition assisted 

STP scheme has a higher information rate than the other two. 
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Figure 2.3: Capacity of the DL-SDMA systems of Figure 2.1 using different STP schemes for a 

(15 x 15)-elementMIMO channel. The DL-SDMA systems using different linear STP arrangements 

are assumed to have the same system configuration. The system supports K = 3 users. Each MS has 

Nk = 5 receive antennas and is receiving Lk = 5 independent data streams from the BS's transmitter. 

The total number of transmit antennas at the BS is M = 15. The capacity of the single-user MIMO 

system employing M = 15 transmit antenna and K . Nk = 15 receive antennas is provided as a 

benchmarker. The power constraint is assumed to be the same for the different linear STP schemes 

employed. Assuming perfect ST-CIRT knowledge at the transmitter, the capacity of the SVD-MUT 

and ZF-MUT aided DL-SDMA systems characterized in this figure with the aid of Equation 2.36 are 

MUI-free. On the other hand, the MMSE-MUT aided DL-SDMA system benefitting from perfect 

ST-CIRT at the transmitter still experienced some residual MUI. Its capacity was quantified in this 

figure using Equation 2.37. 
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As a further result, in Figure 2.3, we quantify the ergodic sum capacity of DL-SDMA using 

different linear STP schemes for a (15 x 15)-element MIMO channel. Again, for fair comparison, 

the DL-SDMA systems using different linear STP scheme are assumed to operate in the same system 

configurations. All systems support K = 3 users. Each MS has Nk = 5 receive antennas and is 

receiving Lk = 5 independent data streams from the BS. The total number of transmit antennas at the 

BS is M = 15. The capacity of the single-user MIMO system employing 15 transmit and 15 receive 

antennas is also provided as a benchmarker. The power constraint imposed on T of Equation 2.3 is 

assumed to be the same for the different linear STP schemes. As expected, compared to Figure 2.2, 

the information rate of the DL-SDMA systems becomes higher for the increased number of transmit 

and receive antennas. Specifically, observe that the SVD-decomposition assisted DL-SDMA system 

has a higher information rate than the other two linear STPs in the moderate to high SNR region. 

2.1.3.2 Discrete Input Signals 

In contrast to the previous section, in this section we assume that the modulated signal transmitted 

over the channel is a discrete-valued signal, such as that of an M-ary QAM scheme, which has 

log2(M) different modulation levels. Unfortunately at the time of writing, there is no closed-form 

formula for the capacity of MIMO systems communicating using discrete input signals. 

An alternative was suggested in [16], for characterizing the transmission of non-Gaussian input 

signals, where we may quantify the achievable information rate by the amount of mutual information 

between the transmitted signal s and received signal r of a (M x N)-element MIMO system: 

H(rls) = IH(r) - IH(rls), (2.38) 

where we have [16] 

IH(rls) = Nlog2(27[eO"~) (2.39) 

and [16] 

(2.40) 

where S is the set containing all MM candidates of the transmitted signal s. 

Again, the capacity of the MUI-free DL-SDMA system may be upper-bounded by the sum capac­

ity of the constituent parallel single-user MIMO systems. Therefore, we may quantify the achievable 

information rate of the MUI-free DL-SDMA system, which employs an M-ary QAM scheme, by 
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using Equation 2.38 for evaluating the corresponding achievable rate of each equivalent single-user 

single-stream MIMO system and then sum them. Hence, the achievable rate of the linear STP assisted 

DL-SDMA scheme considered can be quantified by 

K 

lI(rls) = L lI(r(k)ls(k)). 
k=l 

(2.41) 

For the purpose of illustration, in Figure 2.4 we used Equation 2.41 to quantify the achievable 

information rate of the SVD-MUT assisted DL-SDMA system employing 4QAM, while the lines 

marked using black dots provided as benchmarkers were obtained by using Equation 2.36. The term 

lI(r(k) Is(k)) of the k-th user in Equation 2.41 was evaluated by Equation 2.38. Figure 2.4 characterizes 

the different antenna configurations, where the legend [K, M, Nkt LkJ represents the corresponding 

parameters of the system configurations. The first digit specifies the number of users K, while the 

second digit the number of transmit antennas M. Furthermore, the third digit indicates the number of 

receive antennas Nk of each user, and finally the last parameter Lk specifies the number of independent 

data streams destined for each supported user. Interestingly, observing that when the number of 

streams received by each user is increased in the context of the same (6 x 6)-element scenario, the 

sum of the information rate of all users is also increased, although naturally, the system is capable of 

supporting a reduced number of users. This implies that when the users have more antennas for which 

they perform a joint detection, we will have a higher total achievable information rate. A single-user 

MIMO system then constitutes a special case, where the user has all the available antennas at hislher 

disposal to perform a joint detection and that results in attaining the highest achievable information 

rate. This observation also supports our argument that the capacity of a single-user MIMO scheme 

constitutes the upper bound of the DL-SDMA system's capacity. 

On the other hand, the ZF-MUT and MMSE-MUT assisted DL-SDMA systems benefit from no 

receive diversity due to their specific design. The ZF-MUT scheme removes all the MUI and Inter­

Channel Interference (lCI), which is imposed by multiple antennas. By contrast, the MMSE-MUT 

criterion minimizes the MSE between the transmitted and received signals, as seen in Equation 2.12. 

Hence, these two systems have the same achievable information rate in the context of different pa­

rameters. By contrast, the SVD-MUT assisted DL-SDMA system is capable of decomposing the 

DL-SDMA system into a number of parallel single-user/multi-stream schemes with the aid of the 

multiple transmit and multiple receive antennas and may simultaneously benefit from a spatial mul­

tiplexing gain and transmit-receive diversity gain. Our further discussions on SVD-MUT assisted 

DL-SDMA systems will be presented in the following section. In summary of this section, in Table 

2.1 we outline the system configurations supported by the various linear STP schemes. 
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Figure 2.4: Capacity of the SVD-MUT assisted DL-SDMA scheme of Figure 2.1 for a (6 x 6)­

element MIMO channel. The legend [K, M, Nb Lkl represents the corresponding parameters of the 

system configurations. The first digit specifies the number of users K, while the second digit the 

number of transmit antennas M. Furthermore, the third digit indicates the number of receive antennas 

Nk of each user, and finally the last parameter specifies the number of independent data streams 

for each supported user. Provided that perfect ST-CIRT is available at the transmitter, this figure 

characterizes a MUI-free case. 

SVD-MUT MMSE-MUT ZF-MUT 

M> N, Lk > Nk V X X 

M = N, Lk = Nk V V vi 
M < N, Lk < Nk V V X 

Table 2.1: System configurations supported by the different Linear STP schemes 
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2.2 Reduced Complexity Maximum Likelihood Detection Aided DL­

SDMA for High Data Throughput 

As mentioned in the previous section, the SVD-MUT assisted DL-SDMA system is capable of de­

composing the SDMA DL into a number of parallel single-user systems. As a benefit of using mul­

tiple transmit antennas and multiple receive antennas, the system may benefit from both spatial mul­

tiplexing and transmit-receive diversity gains at the same time. Hence, for the sake of increasing 

the effective system throughput, we consider a so-called rank-deficient scenario, where we have a 

higher number of antennas in the transmitter than that in the receiver. Furthermore, we advocate 

a MUT technique, which is capable of reliable detection in this rank-deficient system. However, a 

powerful detection algorithm is required at the receiver, in order to support the high-integrity op­

eration of our rank-deficient system configuration. The performance of the family of classic linear 

detectors, such as the Minimum Mean Squared Error (MMSE) detector was shown to be unsatis­

factory in the rank-deficient scenario [20J. Consequently, we invoke a nonlinear detector. However, 

the typically high complexity of nonlinear detectors is often prohibitive in practical systems. Thus, 

a Reduced Search Algorithm (RSA) may be employed for reducing the complexity of the nonlinear 

detector. In this contribution a novel Optimized Hierarchy (OH) RSA-aided ML detection method is 

advocated [20J, which may be regarded as an advanced extension of the CSD techniques portrayed 

in [17]. As opposed to the CSD, the OHRSA considered exhibits a relatively low complexity even in 

heavily rank-deficient scenarios and thus its employment is meritorious. In the next subsection, we 

introduce an objective measure for quantifying the system's achievable throughput in support of our 

performance-related discussions. 

2.2.1 The Normalized System Load 

The SVD-MUT assisted DL-SDMA system considered in this application provides a flexible sys­

tem design framework capable of supporting various spatial multiplexing and diversity requirements. 

More specifically, an equivalent single-user SDMA system may potentially provide a spatial multi­

plexing gain of factor min {nkt Nd [55J. Furthermore, in the scenario of having a K-user SDMA 

system, where the corresponding MIMO channel may be decomposed into K number of parallel 

single-user MIMO channels, the system may potentially achieve a spatial multiplexing gain, which 

increases linearly with the value of min {Knkl KNd. 

As stated above, in this contribution we considered a particular scenario of having Lk nb 
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where the corresponding dimension of the effective transmit antenna array encountered by the k­

th MS is Lk. Consequently, the achievable spatial mUltiplexing gain will increase linearly with the 

value of min {KLb KNd. Furthermore, the achievable transmit diversity increases with the number 

of physical transmit antennas, M. Observe that the MUT's preprocessor matrix y(k) of Equation 

2.9 transforms the signal vector s(k) into the column space of y(k). Hence, each element of s(k) 

contributes to each of the signals transmitted from the corresponding physical transmit antennas. For 

instance, let Xi denote the symbol transmitted from the i-th transmit antenna. Then Xi, i = 1, ... ,M, 

comprises contributions from each element of the transmit symbol vector s(k), which results in the 

transmit diversity gain achievable by the system. 

In the scenario of having an (M x N)-dimensional MIMO channel, where M and N refer to 

the number of transmit antennas as well as to the total number of antennas employed by all user 

terminals, different system configurations of M and N provide different spatial multiplexing and 

transmit diversity gains. In order to categorize the potential system design options relevant to the 

current discussion, let us introduce the measure of the normalized system load expressed as 

(2.42) 

Consequently, we may distinguish three different scenarios as follows: 

1. lightly-loaded scenario, for Ls < 1; 

2. fully-loaded scenario, for Ls = 1; 

3. rank-deficient or 'over-loaded' scenario, for Ls > 1. 

In the lightly-loaded case, the number of the antennas in the receiver exceeds that in the trans­

mitter. Hence, the extra receiver antennas may potentially provide the system with the corresponding 

receive diversity. On the other hand, in the fully-loaded case, the receiver antennas provide a degree 

of freedom, which is just sufficient for a linear detector to separate the M independent users' signals. 

Finally, in the rank-deficient scenario, the number of receiver antennas is insufficient for providing 

an adequate degree of freedom required by a linear detector. Thus, non-linear detection techniques 

have to be employed. The normalized system load Ls of Equation 2.42 may be utilized in order to 

characterize both up- and down-link SDMA systems. 
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2.2.2 Optimized Hierarchy Reduced Search Algorithm Aided Maximum likelihood 

Detection 

In this subsection we outline the principles of the OHRSA [20], which we adapted for our DL-SDMA 

system in order to reduce the computational complexity imposed by the ML detector employed by 

each of the MSs. For the sake of convenience, in our forthcoming discussions we will focus on a 

single MS and omit the user index k. Assuming that the MUI of Equation 2.9 is entirely eliminated 

by using the SVD-MUT of Section 2.1.2.3, according to Equation 2.9, the received signal model of 

the each user, is given by, 

r = HTs. (2.43) 

The optimum ML solution of Equation 2.43, is given by [20] 

(2.44) 

where Me denotes the set of M complex-valued constellation points of the modulation scheme 

employed and M~ is the total set of legitimate values hosted by the transmitted symbol vector S. 

Moreover, U is an upper-triangular matrix having real-valued elements on its main diagonal and 

satisfying 

(2.45) 

while 

(2.46) 

and the effective channel matrix is given by He = H· T, where again, we omit the user index k for 

the sake of brevity. Consequently, let us define the following objective function [20] 

:I(s) = /lU(s - x) /1 2 = (s - x)UHU(s - x), 

where we have Si = [Si,' .. ,sd and 

L L 
L LUij(Sj - Xj) 
i=l j=i 

2 L 

= L cfJi(Si), 
i=l 

(2.47) 

(2.48) 

(2.49) 

Equation (2.48) and (2.49) enable us to employ a highly efficient reduced-complexity search algo­

rithm, which decreases the number of objective function evaluations associated with solving the min­

imization problem of Equation (2.44) to a small fraction of the entire set M~. 
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2.2.3 Generation of Soft-Bit Information 

It is widely recognized [5] that the BER associated with the process of communicating over a noisy 

fading MIMO channel can be dramatically reduced by means of employing channel coding. A par­

ticularly effective channel coding scheme is constituted by the soft-input soft-output turbo coding 

technique [22]. Turbo coding, however, requires soft information concerning the bit decisions at the 

output of the detector, in other words the a posteriori soft information regarding the confidence of the 

bit-decision is required. 

The derivation of an expression for the low-complexity evaluation of the soft-bit information 

associated with the bit estimates of the detector's output characterized by Equation (2.44) is given 

in [20]. Specifically, it is demonstrated in [20] that the soft-bit value associated with the mth bit of 

the ith QAM symbol of the data symbol vector assigned to the kth user may be closely approximated 

as 

(k) ~ 1 [(vO ) (vI )] 
Lim ~ 2£72 J Sim;min - J Sim;min ' 

n 
(2.50) 

where both s7m'min and the corresponding cost function value J(sf,wmin) may be obtained by apply-, , 

ing the extended OHRSA-aided search derived in [20] and briefly summarized above in Section 2.2.2. 

The resultant soft-output OHRSA method exhibits a near-Log-MAP performance, while requiring a 

dramatically reduced computational complexity, as we will demonstrate in Section 2.2.5. 

2.2.4 Complexity Analysis 

Although the non-linear Maximum-Likelihood (ML) detection method of Section 2.2.2 attains the 

best possible BER perfonnance [5], the excessive complexity of the associated exhaustive search 

in the solution-space constituted by all the legitimate transmitted signal vector candidates makes its 

implementation difficult challenging. More explicitly, assuming that M -ary QAM is employed, as 

quantified in [20] the computational complexity of the ML detection at each MS is on the order of 

(2.51) 

where (3Nk + 2NkL) represents the complexity associated with a single search step, i.e. the compu­

tational complexity of evaluating the ML's cost function of IIHs - rl12 [20], where ML is the number 

of legitimate transmitted signal vector candidates s. Clearly, the complexity will increase, when we 

increase the number of the independent data streams L transmitted to each MS, and the number of 

receivers Nk. However, the computational complexity is dominated by L and the M. For example, 
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while the system employing 4-QAM, i.e. M = 4, in conjunction with L = 4 and Nk = 2, which rep­

resents a rank-deficient scenario, the computational complexity associated with the full-search based 

ML detection is of the order of 103. By contrast, the system employing 16-QAM, i.e. M = 16, 

L = 4 and Nk = 2, has a computational complexity associated with ML detection, which is near 

the order of 107. Furthermore, the generation of soft-bit information will impose a substantial addi­

tional increase of the associated computational complexity. More explicitly, the soft-output Log-MAP 

detection advocated in [20] has a computational complexity on the order of 

(2.52) 

The linear MMSE detector, on the other hand has a computational complexity on the order of [20] 

(2.53) 

Clearly, the computational complexity of MMSE detection is substantially lower than that associated 

with the full-search based ML detector. Naturally, the achievable performance of the linear detector 

is more limited, as demonstrated in [20]. Moreover, linear detectors, such as the MMSE detector, do 

not allow the system to operate in a rank-deficient scenario, where the number of transmit antennas 

exceeds that of the receive antennas. 

In order to mitigate the excessive complexities of the ML detector, the reduced-complexity OHRSA 

detector advocated in [20] may be used, which imposes a substantially lower complexity and yet at­

tains a nearly-optimum performance. The computational complexity of OHRSA depends on the SNR 

and Figure 2.5 quantifies this as a function of the Eb / No value, which was evaluated with the aid of 

simulations. Clearly, upon increasing the normalized system load, a higher computational complex­

ity will be imposed by the detection process. However, the computational complexity of the OHRSA 

detector will decrease in the high Eb / No region. 

To elaborate further, Figure 2.6 characterizes the computational complexity imposed by the dif­

ferent detectors considered. The corresponding system configuration and the normalized system load 

characteristics are detailed in Table 2.2. The associated complexity is quantified in Figure 2.6 in 

terms of the total number of additions and multiplications per detected QAM symbol as a function of 

the normalized system load Ls recorded at Eb/No=6 dB. The complexity figures associated with the 

exhaustive search-based ML and the log-MAP detector [5] are also provided for the sake of compari­

son. Observe that the OHRSA detector exhibits a complexity, which is two orders of magnitude lower 

than that imposed by the Log-MAP detector, while their performance is quite similar. Moreover, the 

superior efficiency of the OHRSA detector becomes more obvious upon increasing the system load. 



2.2.5. Performance Analysis 

10
4 r------,-------,-------,-------,---r===========9 

0 L =1.0 s 

0 L =1.167 s 

Ls =1.333 

L =1.5 s 
L =1.667 s 

101L-----~------~------~------~----__ ~ ______ ~ 
-10 -5 o 10 15 20 

Figure 2.S: Complexity comparison of the OHRSA detector aided DL-SDMA scheme of Figure 

2.1 having different normalized loads. The normalized system load Ls ranging from 1 to 1.667 

corresponds to the system configuration (A) detailed in Table 2.2, supporting K = 3 users with the 

aid of Nk = 2 antennas at each receiver. The uncorrelated Rayleigh fading channel model was used. 

2.2.5 Performance Analysis 

45 

In this section, we characterize the achievable performance of the DL-SDMA system employing 

the proposed OHRSA detector. Our simulations were performed in the discrete base-band domain. 

We employed 4-QAM modulation protected by rate-1I2 turbo coding using a 1000-bit interleaver.3 

The system configuration as well as the corresponding system load characteristics considered in our 

simulations are listed in Tables 2.2 and 2.3. All system configurations considered supported K = 3 

users. Finally, for the sake of convenience, we assume L1 = L2 = ... = LK = L. 

Figure 2.7 portrays our performance results corresponding to two different system load scenarios, 

namely to Ls = 1.0 and 1.5. The system configuration and the corresponding normalized system 

loads are detailed in Table 2.2. For each system load scenario, we characterize the BER performance 

exhibited by the OHRSA detector along with the corresponding BER performances exhibited by both 

the MMSE and the log-MAP detectors as benchmarkers. In the scenario of Ls = 1.0 all three de-

3The component codes of the turbo coder employed are RSC [5,7] schemes, where the octal generator polynomials are 

5 and 7. (The value 7 should be used for the feedback generator polynomial [22].) 
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Figure 2.6: Complexity comparison of the 4QAM DL-SDMA scheme of Figure 2.1 having different 

normalized loads at an Eb / No of 6 dB. The normalized system load Ls ranging from 1 to 1.667 

corresponds to the system configuration (A) outlined in Table 2.2, supporting K = 3 users with the 

aid of Nk = 2 antennas at each receiver. The uncorrelated Rayleigh fading channel model was used. 

Table 2.2: System configuration (A) 

M 6 7 8 9 10 

L 2 3 4 5 6 

Ls 1 1.167 1.333 1.5 1.667 

Table 2.3: System configuration (B) 

M 9 10 11 12 13 14 

L 3 4 5 6 7 8 

Ls 1 1.111 1.222 1.333 1.444 1.556 
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system load of Ls = 1.0 and 1.5, which corresponds to the configuration of Table 2.2. Our system 

supports K = 3 users, where each user employs Nk = 2 receives antennas. A rate-I12 turbo coding 

using a WOO-bit interleaver was employed. The uncorrelated Rayleigh fading MIMO channel model 

was used. 
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tectors exhibit an adequate performance. However, when the normalized system load Ls is increased 

to 1.5, which corresponds to a severely rank-deficient scenario, the MMSE detector fails to attain a 

satisfactory BER performance. The OHRSA detector, on the other hand, performs well and the corre­

sponding BER performance is fairly close to that exhibited by the exhaustive search aided log-MAP 

detector. The Eb I Norequired by the different systems for the sake of achieving a target BER of 10-4 

is quantified in Figure 2.8 as a function of the system load Ls. The associated system configuration 

and normalized system load are detailed in Table 2.3. As we can see in Figure 2.8, the EblNo re­

quired by the system employing the linear MMSE detector diverges rapidly escalates upon increasing 

Ls. On the other hand, the Ebl No required by the OHRSA-aided system increases at a moderate 

rate upon increasing the system load. Finally, the EblNo requirements imposed by the OHRSA and 

Log-MAP detectors are nearly identical. 

To elaborate a little further, Figure 2.9, reveals the ability of the OHRSA detector operating in 

the high-integrity detection mode, where the number of transmit antennas is higher than that of the 

receive antennas and hence it results in a rank-deficient scenario. By increasing the normalized sys-
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ios, where Ls is ranging from 1 to 1.556 in the system configuration (B) outlined in Table 2.3 when 
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using a lOOO-bit interleaver was employed. An uncorrelated Rayleigh fading MIMO channel model 

and 4-QAM transmission was employed 
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tern load Ls ranging from Ls = 1.0 to 1.667, which corresponds to the configurations seen in Table 

2.2, Figure 2.9 shows a slightly increased power is required by the DL-SDMA scheme employing the 

OHRSA detector. Figure 2.9 demonstrates that the OHRSA detector is capable of closely approach­

ing the performance of the full-search-Log-MAP detector in rank-deficient scenario, despite its low 

complexity. 

In order to increase the achievable data throughput, higher-order modulation schemes, such as 

16QAM and 64QAM may be employed in the system. We portray the DL-SDMA system employing 

the OHRSA detector in conjunction with 4QAM, 16QAM and 64 QAM for different normalized 

system loads in Figure 2.10. 

In Figure 2.11, we compare the BER performance of the OHRSA detector aided DL-SDMA sys­

tem using half-rate turbo and half-rate Recursive Systematic Convolutional (RSC) coding [22] having 

a memory of three and an octal generator polynomial of G = [5 7]. In Figure 2.11(a), the systems 

support a normalized system load of Ls = 1.0 and explicitly demonstrates the benefit of employing 

a powerful turbo codec. Quantitatively, as a benefit of turbo coding, there is an approximately 3 dB 
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Figure 2.9: BER performance of the 4QAM DL-SDMA scheme of Figure 2.1 using OHRSA detector 

at a normalized system load ranging from Ls = 1.0 to 1.667, which corresponds to the configuration 

of Table 2.2. The performance results of DL-SDMA scheme employing the Log-MAP are provided 

as benchmarkers. Our system supports K = 3 users, where each user employs Nk = 2 receives 

antennas. A rate-II2 turbo coding using a 1000-bit interleaver was employed. The uncorrelated 

Rayleigh fading MIMO channel model was used. 
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Eb / No gain for all the systems maintaining a target BER=10-s, regardless of the choice of the detec­

tors. In Figure 2.11 (b), the systems support a normalized system load of Ls = 1.5, also demonstrating 

the benefit of employing a powerful turbo codec, although the turbo-coding gains are less significant 

at this high system load. 

The previous discussions were based on the assumption that perfect CSI is available at both the 

transmitters and the receivers. In the following discussion, we will demonstrate the impact of imper­

fect CSI on the attainable BER performance of the OHRSA detector aided DL-SDMA systems. In 

practice the CSI will be obtained by employing long-range prediction algorithm [54] and CSI esti­

mation algorithm to assist the transmitters and receivers, respectively. We define HST-CIRT as the 

Spatio-Temporal Channel Impulse Response available at the Transmitters (ST-CIRT), which is used 

for designing the STP matrix T of Equation 2.9 according to Section 2.l.2.3. Furthermore, (T~T-CIRT 

is the variance of the estimation error between HST-CIRT and the perfect ST-CIRT HST-CIRT, which 

is defined as (T~T-CIRT = E {//HST-CIRT - HST-CIRT//2} / E {I/HST-CIRTI/2}. Similarly, we 
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Figure 2.10: BER performance of the DL-SDMA scheme of Figure 2.1 employing the OHRSA 

detector for 4QAM, 16QAM and 64QAM. The systems have a normalized system load ranging from 

Ls = 1.0 to 1.333, which corresponds to the system configuration of Table 2.2. The performance 

results of the DL-SDMA scheme employing the OHRSA detector are provided as benchmarkers. Our 

system supports K = 3 users, where each user employs Nk = 2 receives antennas. A rate-1I2 turbo 

coding using a 1 OOO-bit interleaver was employed. The uncorrelated Rayleigh fading MIMO channel 

model was used. 
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define HST-CIRR as the Spatio-Temporal Channel Impulse Response at the Receivers (ST-CIRR), 

which assists the receivers in detecting the signals. The variance (T§T -CIRR represents the variance 

of the estimation error between HST - CIRR and the perfect ST-CIRR HST-CIRR, which is defined as 

(T§T-CIRR = E {/lHST-CIRR - HST-CIRR/l
2

} IE {/lHs T - CIRR//
2

}. We investigate the impact of 

imperfect ST-CIRT and ST-CIRR quantified in terms of both the ST-CIRT prediction error variance 

(T§T-CIRT and the ST-CIRR estimation error variance (T§T-CIRR' which adequately characterizes the 

quality of the ST-CIRT and ST-CIRR under the assumption of encountering a Gaussian estimation er­

ror model. 4 In Figure 2. 12(a) and Figure 2. 12(b), we illustrate the impact of imperfect ST-CIRT and 

ST-CIRR on the OHRSA detector aided DL-SDMA system, respectively. The imperfect ST-CIRT 

4In order to illustrate the detrimental impact of imperfect ST-CIRT on the DL-SDMA system, the ST-CIRT error im­

posed by ST-CIRT prediction and estimation was modelled by using a Gaussian estimation error model. However the 

probability density function of the ST-CIRT prediction and estimation error depends on both the propation environment and 

on the prediction and estimation algorithms employed in reality. 
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Figure 2.11: BER performance of the 4QAM-modulated DL-SDMA schemes of Figure 2.1 employ­

ing half-rate turbo and half-rate RSC[5,7] channel codecs. In (a), the systems have a normalized 

system load of Ls = 1.0, while in (b), the normalized system load is increased to Ls = 1.5, which 

corresponds to Table 2.2. Our system supports K = 3 users, where each user employs Nk = 2 

receive antennas. The uncorrelated Rayleigh fading MIMO channel model was used. 
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inflicts an increased MUI upon each user's received signal and hence degrades the attainable perfor­

manCe of the system as illustrated in Figure 2.12(a). Similarly, the imperfect ST-CIRR induces an 

increased detection error and hence results in a limited system performance, as evidenced by Figure 

2.12(b). 

2.3 Summary and Conclusions 

In this chapter, we introduced the concept of DL-SDMA systems assisted by different linear STP 

schemes, which render transmitted signals robust to MUI. The achievable capacity of different linear 

STP assisted DL-SDMA systems has been investigated. The SVD-MUT assisted DL-SDMA system 

invoking the reduced complexity ML detector of Section 2.2 was advocated as the most attractive 

design option. 

In Section 2.1, we first introduced a general model for the DL-SDMA system. Spatio-temporal 

preprocessing was invoked at the transmitters, which eliminated the multi-user/multi-stream interfer-
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Figure 2.12: BER performance of the OHRSA detector aided DL-SDMA scheme of Figure 2.1 

employing imperfect CSI. (a) shows the BER performance of the system for different values of 

(j~T-CIRT' while employing perfect ST-CIRR. (b) shows the BER performance of the system for 

different values of (j~T-CIRR' while employing perfect ST-CIRT. The systems have a normalized 

system load of Ls = 1.0, which corresponds to Table 2.2. Our system supports K = 3 users, where 

each user employs Nk = 2 receives antennas. A rate-II2 turbo coding using a 1000-bit interleaver 

was employed. The uncorrelated Rayleigh fading MIMO channel model was used. The 4-QAM 

modulation scheme was employed 
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ence. The ZF-MUT, MMSE-MUT and SVD-MUT schemes were introduced in Section 2.1.2. In 

Figure 2.2 of Section 2.1.3, we investigated the achievable capacities of the different linear STP as­

sisted DL-SDMA systems. In Section 2.1.3, we found that the SVD-MUT assisted DL-SDMA system 

exhibits a higher information rate than the other two linear STP assisted systems in the moderate to 

high SNR region. By contrast in the low-SNR range of Figure 2.2, where the Gaussian noise dom­

inates the attainable performance, the MMSE-MUT exploiting the perfect knowledge of the noise 

level has a slightly higher information rate than the SVD-MUT assisted DL-SDMA system. These 

observations were illustrated in Figure 2.2 and Figure 2.3. Additionally, due to their specific design 

limitations, we found that the ZF-MUT and MMSE-MUT algorithm did not achieve a receive di­

versity gain. By contrast, the SVD-MUT assisted DL-SDMA system was capable of decomposing 

the DL-SDMA into a number of parallel single-user/multi-stream schemes and benefited from both a 

spatial multiplexing gain and a transmit-receive diversity gain at the same time. 



2.3. Summary and Conclusions S3 

In Section 2.2, we introduced an objective measure of the system's achievable throughput, which 

we referred to as the normalized system load Ls, in support of our performance-related discussions. 

With the assistance of the normalized system load Ls , we investigated the SVD-MUT assisted DL­

SDMA system in different system configurations. We have demonstrated that the SVD-MUT assisted 

DL-SDMA system employing the reduced-complexity ML detector is capable of achieving the near­

optimum Log-MAP performance in the rank-deficient scenarios considered. Finally, in Section 2.2.4 

we provided a brief complexity analysis. The selected results were published in [42]. 

Having introduced a non-iterative near ML detector, we will further improve the achievable BER 

performance of the DL-SDMA system discussed in this chapter by introducing an iterative DL-SDMA 

system in Chapter 3. 
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information between the constituent decoders, which is investigated using EXIT Charts. 

In order to cast our study in a practical context, in Section 3.3, we will investigate the precoded and 

iteratively detected downlink multiuser system employing imperfect Spatio-Temporal Channel Im­

pulse Response at the Transmitters (ST-CIRT). In practice, the ST-CIRT has to be estimated by using 

realistic channel prediction algorithms [53,54], which is particularly challenging for high throughput 

systems, where (M x N) number of ST-CIRs have to be estimated [5] for an M-element transmitter 

and N-element receiver. The resultant imperfect ST-CIRT will inflict an increased MUI upon each 

user's received signal and hence degrades the attainable performance of the system. Hence, we inves­

tigate the impact of imperfect ST-CIRTs quantified in terms of the ST-CIRT prediction error variance, 

which adequately characterizes the quality of the ST-CIRT for a Gaussian error model. I Again, we 

employ the EXIT charts to analysis the impact of imperfect ST-CIRTs. Furthermore, we employ so­

phisticated IrRegular Convolutional Codes (lRCC) [69] using several different-rate component codes 

for producing a closely-matching outer EXIT curve, which allows us to improve the attainable BER 

performance. By matching the outer decoder's EXIT curve to that of the inner decoder, we may still 

obtain an open EXIT-tunnel for a severe impact of imperfect ST-CIRT. 

The novel contribution of Section 3.3 is that we propose an EXIT-chart based design technique 

for precoded and iteratively detected DL-SDMA using IRCCs, which allows us to take into account 

the expected level of ST-CIRT prediction/estimation error, hence resulting in an infinitesimally low 

BER, despite using impeifect channel prediction for the MUT-aided transmitter. 

3.2 Iterative Near-Maximum-Likelihood Detection in Downlink SDMA 

Systems 

In this section, an iteratively detected downlink multiuser system is proposed. In order to further 

improve our previous Near-Maximum-Likelihood (NML) Detection aided DownLink (DL) SDMA 

systems, we redesign the previous system by embedding it into a serial-concatenated iterative ar­

rangement, which is capable of providing a better performance after a number of iterations. 

In Chapter 2, the performance of the family of classic linear detectors, such as the Minimum Mean 

1 As we mentioned in Section 2.2, the probability density function of the ST-CIRT prediction and estimation error will 

be sensitive to the time-variant propagation environment and to the prediction as well as estimation algorithms employed. 

However, in this section the ST-CIRT error imposed by ST-CIRT prediction and estimation was modelled by using a 

Gaussian estimation error model in order to mimic the detrimental impact of imperfect ST-CIRT on the DL-SDMA. The 

proposed analysis technique and the resultant solution may be applicable in diverse communication environments. 
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Squared Error (MMSE) detector [5] was shown to be unsatisfactory in high-throughput rank-deficient 

scenarios [20]. As a solution, nonlinear (NL) detectors may be used [5]. However, the typically high 

complexity of NL detectors [5] is often prohibitive in practical systems. Thus, Reduced Search Algo­

rithms (RSA) may be employed for mitigating the complexity of the NL detector. A novel Optimized 

Hierarchy (OH) RSA-aided Maximum-Likelihood (ML) detection method was advocated in [20], 

which may be regarded as an advanced extension of the Complex-valued Sphere Decoding (CSD) 

techniques portrayed in [17]. As opposed to the CSD, the OHRSA exhibits a relatively low complex­

ity even in highly rank-deficient scenarios and thus its employment is meritorious. 

In order to further improve the performance of the OHRSA aided DL-SDMA systems, especially 

in rank-deficient system configurations, where the number of transmit antennas is higher than the 

number of receive antennas, we first characterize an iterative NML detection aided DL-SDMA sys­

tem. Additionally, we will propose a precoded iterative DL-SDMA system. Our EXIT chart analysis 

will demonstrate in Section 3.2.3 that the convergence of the iterative decoding is improved with the 

aid of precoding by exchanging extrinsic information between the constituent decoders. The pre­

coder employed is a unity-rate convolutional encoder using a single shift register stage [70]. We will 

demonstrate in Section 3.2.4 that the proposed precoder aided iterative DL-SDMA scheme is capa­

ble of obtaining an infinitesimally low BER. For example, the proposed system having a normalized 

system load of Ls = 1.333 - i.e. 1.333-times higher effective throughput facilitated by having 1.333 

times more DL-SDMA transmitter antennas than receiver antennas - exhibits a 'turbo-cliff' at an 

Eb/NO value of 5dB and hence results in an infinitesimally low BER. By contrast, at Eb/NO = 5dB 

the equivalent system dispensing with precoding exhibits a BER in excess of 10%. 

The forthcoming discussions are structured as follows. In Section 3.2.1 we outline the system 

model used. The portrayal of the iterative decoding algorithm is in Section 3.2.2. Our EXIT chart 

analysis is provided in Section 3.2.3, leading to the performance results provided in Section 3.2.4. 

Finally, we conclude our discourse in Section 3.2.5. 

3.2.1 System Model 

Based on the DL-SDMA system depicted in Section 2.1.1, we briefly summarize the structure of the 

DL-SDMA system considered in this chapter. 

We repeat the structure of the DL-SDMA system of Section 2.1.1 in Figure 3.1, where the sys­

tem comprises a BS employing M transmit antennas while it supports K MSs and each of the MSs 

employs Nk receive antennas. Again, we consider a flat fading MIMO channel. Consequently, each 
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Figure 3.1: Multiuser transmission in the DL-SDMA system, repeated from Figure 2.1 
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link between the i-th BS transmit antenna and the j-th MS receiver antenna of the k-th user may be 

characterized by a complex-valued scalar channel coefficient Hi:J), which we assume to be an Li.d. 

Gaussian random variable having a variance of unity and a mean of zero. Moreover, the MIMO chan­

nel corresponding to the k-th user may be described as an (Nk x M)-dimensional complex-valued 

time-domain channel matrix H(k), which may be defined as follows 

H(k) 
1,1 

H(k) 
1,2 

H(k) 
I,M 

H(k) = 
H(k) H(k) H(k) 

2,1 2,2 2,M (3.1) 

H(k) 
Nb1 

H(k) 
Nb2 

H(k) 
NbM 

Based on the system model of the DL-SDMA system portrayed in Figure 3.1, we detail the struc­

tures of the iterative detector aided DL-SDMA system and the precoder aided iterative DL-SDMA 

system in the following sections. 

3.2.1.1 Iterative Detector Aided DL-SDMA system 

As illustrated in Figure 3.2, the data bits are encoded by the channel encoder before modulation. Let 

s(k) E C LkX1 be a complex-valued column vector, which denotes the modulated data symbol vector to 

be transmitted to the k-th MS, while Lk represents the number of independent data symbols contained 

in s(k). 
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Figure 3.2: Generating the modulated data symbols s(k) of Figure 3.1 for the k-th user 
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Additionally, we define the so-called space-time preprocessor matrix T(k) E CMxLk , which was 

designed for the sake of eliminating the MUI [35] as detailed in Section 2.1.2. In this chapter we 

employ the SVD-MUT of Section 2.1.2.3, which is summarized as follows. As suggested by Choi 

and Murch [35], we may formulate a solution of the MUT design problem as T(k) = V(k) A (k), where 

A (k) is a nonzero (nk x Lk)-dimensional matrix and V(k) can be calculated using the SVD [61] of 

fI(k) expressed as: 

[ 
L 0] [V(k)H] 

U(k) ] . . H I 

o 0 V(k) 
(3.2) 

while 

H(K) ] T. (3.3) 

Furthermore, let r(k) and n(k) be the received signal vector and noise vector associated with the 

k-th MS, respectively. As it was demonstrated in [35] and Section 2.1.1, once the MUI was eliminated 

by the MUT, the received signal vector associated with the k-th MS can be expressed in the following 

form 

(3.4) 
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where the (Nk x Lk)-dimensional matrix H(k)T(k) characterizes the effective channel corresponding 

to the k-th MS. 

As detailed in Section 2.1.2.3, according to Equation 3.2 the non-zero matrices T(k) exist only in 

the scenario, when :fI:(k) has more columns than rows. Consequently, we have to satisfy the following 

condition 

M > max {. t Ni' k = 1,2, ... 'K} . 
l=l,li'k 

Moreover, the rank nk of the null space basis V(k) may be expressed as 

K 

nk=M- L Ni· 
i=l,ii'k 

(3.5) 

(3.6) 

Observe that the particular value of nk will directly affect the spatial multiplexing gain achievable by 

the system as detailed in Section 2.2.1. In the following discussions, we assume Lk = nk in order to 

obtain the maximum spatial multiplexing gain. 

As seen in Figure 3.3, the OHRSA aided SDMA detector, which has been discussed in the previ­

ous chapter, constitutes the first stage of the receiver. Iterative decoding is carried out by exchanging 

extrinsic information between the OHRSA aided SDMA detector and the channel decoders. Figure 

3.3 illustrates the iterative receiver's structure. The further discussion of iterative decoding will be 

presented in Section 3.2.2. 

3.2.1.2 Precoder Aided Iterative DL-SDMA system 

Binary 
Source 

Conv. 
Encoder 

Interleaver 

Precoder 
Mod. 

Figure 3.4: Generating the precoded data symbols s(k) of Figure 3.1 for the k-th user 

In the structure of the precoder aided iterative DL-SDMA system, the data bits are encoded by 

both the channel encoder and the unity-rate precoder before modulation as illustrated in Figure 3.4. 

More explicitly, the unity-rate precoder is a convolutional encoder using a single shift register stage 

[70]. 

Again, let s(k) E C LkX1 be a complex-valued column vector, which denotes the precoded data 

symbol vector to be transmitted to the k-th MS, while Lk represents the the number of independent 

data symbols contained in s(k). Similarly, the space-time preprocessor matrix T(k) E C Mx Lk will be 
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employed to eliminate the MUI [35] as summarized in Section 3.2.1.1. Each column-vector s(k) is 

multiplied by the STP matrix T(k) and combined with the other users' signals before being transmitted 

via M transmitter's antennas as illustrated in Figure 3.1. 

As seen in Figure 3.5, the OHRSA aided SDMA detector, which has been discussed in Section 

2.2.2, constitutes the first stage of the receiver. Iterative decoding of the precoder aided iterative DL­

SDMA system is carried out by exchanging extrinsic information between the unity-rate precoder's 

decoder and the channel decoders. Figure 3.5 illustrates the iterative receiver's structure. The further 

discussion of iterative decoding will be presented in Section 3.2.2. 

3.2.2 Iterative Decoding 

3.2.2.1 Iterative Detector Aided DL-SDMA 

In the iterative detector aided DL-SDMA system of Section 3.2.1.1, the iterative decoding is carried 

out by exchanging extrinsic information between the OHRSA aided SDMA detector and the channel 

decoder. Figure 3.3 illustrates the iterative receiver structure, where £ represents the Log Likelihood 

Ratios (LLRs). The super-script Det indicates the detector, while Dec represents the channel decoder. 

The subscripts apr, ex and apt indicate a priori, extrinsic and a posteriori LLRs, respectively. First, 

the OHRSA aided SDMA detector generates the soft-bit output £?;: as detailed in [20] and Section 

2.2.3. Then the extrinsic information £get to be used by the channel decoder is obtained from £?;: 
by subtracting the a priori LLR values £?;;. Then, the channel decoder processes £?;;, which was 

generated by the deinterleaver n-1 from £get, and outputs the a posteriori LLRs £?;{ to be used 

as a feedback for the next decoding iteration. When the iterations are curtailed, the channel decoder 
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outputs £?;{i' which represents the hard decision based data bits. 

3.2.2.2 Precoder Aided Iterative DL-SDMA 

In the precoder aided iterative DL-SDMA system of Section 3.2.1.2, the iterative decoding is carried 

out by exchanging extrinsic information between the unity-rate precoder and the channel decoder. 

Figure 3.5 illustrates the iterative receiver structure, where £ represents the Log Likelihood Ratios 

(LLRs). SimiarIy, the super-script Det indicates the detector, P denotes the precoder, while Dec 

represents the channel decoder. The subscripts apr, ex and apt indicate a priori, extrinsic and a 

posteriori LLRs, respectively. First, the unity-rate precoder's decoder processes the soft-bit output 

£?;f of the detector generated in the previous stage and the a priori LLR values £:pp which are 

appropriately arranged by the interieaver n are produced from the extrinsic information £gee of the 

channel decoder. Then the extrinsic information £:x to be used by the unity-rate precoder is obtained 

from £:pt by subtracting the a priori LLR values £:pr' Then, the channel decoder processes £?;i, 
which was generated by the deinterieaver n-1 from £:x, and outputs the a posteriori LLRs £?;{ to 

be used as a feedback for the next decoding iteration. When the iterations are curtailed, the channel 

decoder outputs £?;{i' which represents the hard decision based data bits. In the following section, 

we will use EXIT charts [68] in our detailed investigations of the iterative receiver. 

3.2.3 EXIT Chart Analysis 

The system used the low-complexity OHRSA detector employed 4-QAM and half-rate Recursive 

Systematic Convolutional (RSC) coding [22] having a memory of three and an octal generator poly­

nomial of G = [5 7]. The system configuration and the corresponding normalized system loads are 

detailed in Table 3.1. 

M 6 7 8 9 10 

L 2 3 4 5 6 

Ls 1 1.167 1.333 1.5 1.667 

Table 3.1: System configurations investigated in Figure 3.7 

According to [68], if the extrinsic transfer curves intersect at the (I1~t, I1;t) = (1.0,1.0) point 

in Figure 3.6 and an open EXIT tunnel exists at a certain value of Ebl No, then the system will 

exhibit an infinitesimally low Bit Error Ratio (BER). In Figure 3.6, the system operates at an Ebl No 

of 7dB. Observe that the non-precoded DL-SDMA system of Section 3.2.1.1 does not exhibit an 
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Figure 3.6: EXIT chart comparison of the non-precoded and precoded DL-SDMA systems of Figure 

3.1 having a normalized system load of Ls = 1.333 at Eb / No = 7 dB and the system configuration of 

(M, Lk) = (8,4) as seen in Table 3.1. This system supports K = 3 users, where each user employs 

Nk = 2 receive antennas. The channel model was a uncorrelated flat fading MIMO channel. The 

other system parameters employed are listed in Table 3.2. 
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open EXIT tunnel, despite emerging from a higher I~~~ point than its precoded counterpart. More 

explicitly, its EXIT curve intersects with that of the rate-O.5 RSC[5,7] code at a point lower than 

(I~~~, 11it) = (1.0,1.0). Therefore, the non-precoded DL-SDMA system operating at an Eb/NO of 

7dB is expected to exhibit a rather high BER. On the other hand, at the same Eb/NO of 7 dB the 

precoded system of Section 3.2.1.2 exhibits an open EXIT tunnel, despite emerging from a lower I~~~ 

point, since it intersects the EXIT curve of the rate-O.5 RSC[5,7] code at the (I~~~, 11it) = (1.0,1.0) 

point. Hence the precoded DL-SDMA system has a better iterative decoding convergence than the 

non-precoded system, hence consequently exhibiting a better BER performance. 
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Table 3.2: System Parameters 

Channel Encoder rate-O.5 RSC [5,7] 

Interleaver length 105 bits 

Modulation 4QAM 

Number of users K=3 

Number of transmit antennas M=6 

Number of data symbols in the transmit 

signal vector for the k-th user Lk = 2, for k = 1,2,3. 

Number of receive antennas of each MS Nk = 2, for k=I,2,3. 
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Figure 3.7: The Eb/NO required by both the non-precoded and precoded DL-SDMA systems of 

Figure 3.1 to exhibit an open EXIT tunnel at different system loads. The five points recorded cor­

respond to the system configurations of (M,Ld = [(6,2)(7,3)(8,4)(9,5)(10,6)] seen in Table 

3.1. The channel model was a uncorrelated flat fading MIMO channel. The other system parameters 

employed are listed in Table 3.2. 
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Figure 3.7 shows the minimum EblNo required by both the non-precoded and the precoded DL­

SDMA systems in order to exhibit open EXIT tunnels at different normalized system loads. When the 

systems operate at those EblNos, we expect to see the emergence of turbo cliffs in the corresponding 

BER curves. As observed in Figure 3.7, a lower EblNo value is required for the precoded DL-SDMA 

system of Section 3.2.1.2 to exhibit a turbo cliff than by the non-precoded DL-SDMA system of Sec­

tion 3.2.1.1, when the normalized system load is lower than Ls = 1.333. Beyond the corresponding 
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Ebl No values the systems are capable of operating at an infinitesimally low BER. By contrast, when 

the normalized system load is increased beyond 1.333, the precoded system requires a high Ebl No 

value for maintaining an open EXIT tunnel associated with an infinitesimally low BER. 

Figure 3.8 illustrates the actual decoding trajectory of the proposed precoded and OHRSA de­

coded DL-SDMA system of Section 3.2.1.2 using interleaver lengths of 104 and 105 bits. Again, 

the system operates at an Eb I No of 7 dB and Ls = 1.333. As expected, the interleaver length sub­

stantially affects the number of iterations required for maintaining an open EXIT tunnel. While the 

precoded DL-SDMA OHRSA detector using an interleaver length of 104 bits needs I = 13 iterations 

for maintaining an open EXIT tunnel, at an interleaver length of 105 bits only I = 8 iterations are 

required. 
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Figure 3.8: EXIT chart comparison of the precoded DL-SDMA systems of Figure 3.1 using different 

lengths of interleavers with a normalized system load of Ls = 1.333 at Eb / No = 7 dB and the system 

configuration of (M, Lk) = (8,4) as seen in Table 3.1. These systems support K = 3 users, where 

each user employs Nk = 2 receive antennas. The interleaver lengths (IL) used are 104 for (a) and 

105 for (b). The channel model was a uncorrelated flat fading MIMO channel. The other system 

parameters employed are listed in Table 3.2. 

In general, the narrower the EXIT tunnel, the closer the system operates to the Shannon limit [71] 

and hence a high number of iterations is required for reaching the point of decoding convergence. 

As shown in Figure 3.9, the system operating at an EblNo of 7 dB needs I = 8 iterations to reach 

decoding convergence. At the same time, upon simply increasing the Ebl No by 1 dB, the number of 
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Figure 3.9: EXIT chart comparison of the precoded DL-SDMA systems of Figure 3.l with a nor­

malized system load of Ls = 1.333 at a Eb / No of 7dB and 8dB and the system configuration of 

(M, Lk) = (8,4) as seen in Table 3.1. These systems support K = 3 users, where each user em­

ploys Nk = 2 receive antennas. The length of the interleaver used is 105 . The channel model was a 

uncorrelated flat fading MIMO channel. The other system parameters employed are listed in Table 

3.2. 
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Finally, in Figure 3.10 we characterize the achievable BER performance of the precoded DL-SDMA 

system of Section 3.2.1.2 employing the OHRSA detector. Again, we employed 4-QAM protected 

by the half-rate RSC[5,7] code having a memory ofthree and using a lOS-bit interIeaver. The channel 

model was a flat-fading MIMO channel. All system configurations considered supported K = 3 

users. Finally, for the sake of convenience, we assume Ll = L2 = ... = LK = L. 

Figure 3.10 portrays our BER performance results corresponding to two different system load 

scenarios, namely to Ls = 1.0 and 1.333. The system configuration and the corresponding normalized 

system loads are detailed in Table 3.1. For each system load scenario, we characterize the BER 

performance of the precoded DL-SDMA system invoking the OHRSA detector along with that of the 

precoded DL-SDMA system employing the MMSE detector. The non-precoded DL-SDMA system 

employing the OHRSA detector is also characterized in Figure 3.10 as a benchmarker. In the fuIl-
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Figure 3.10: BER performance of the precoded DL-SDMA scheme of Figure 3.1 having a normal­

ized system load of Ls = 1.0 and 1.333 as seen in Table 3.1. Our system supports K = 3 users, 

where each user employs Nk = 2 receive antennas. The length of the interleaver used is 105 and 

I = 10 iterations are employed by the iterative decoder. The channel model was a uncorrelated flat 

fading MIMO channel. The other system parameters employed are listed in Table 3.2. 
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loaded scenario of Ls = 1.0 all three detectors exhibit an adequate performance. However, the 

precoded DL-SDMA system using both the MMSE and the OHRSA detectors outperforms the non­

precoded OHRSA aided system. The precoded DL-SDMA system using the MMSE detector has a 2 

dB Ebl No gain over the non-precoded DL-SDMA OHRSA aided system at a target BER of 10-5. At 

the same time, the EblNo required by the precoded DL-SDMA OHRSA aided system for maintaining 

a target BER of 10-5 is 2 dB less than that of the MMSE detector. 

Furthermore, when the normalized system load is increased to Ls = 1.333, which corresponds to 

a highly rank-deficient scenario, the MMSE detector fails to attain a satisfactory BER performance. 

On the other hand, both the non-precoded and precoded DL-SDMA OHRSA aided systems perform 

well. However, the EblNo needed by the OHRSA aided precoded system for achieving a target 

BER of 10-5 is about 2 dB lower than that necessitated by the OHRSA aided non-precoded system 

for attaining the same target BER. At an EblNo of 5dB the precoded OHRSA-aided DL-SDMA 

system exhibits a turbo cliff and results in an infinitesimally low BER, while the non-precoded system 

supporting the same system load exhibits a BER in excess of 10%. 
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3.2.5 Conclusion 

Although the uplink performance of SDMA systems is well documented, there is a paucity of DL­

SDMA studies and no indepth studies can be found in the open literature for high-throughput rank­

deficient systems. In this scenario low-complexity linear detectors, such as the MMSE detector ex­

hibit a high residual error floor, while most NL detectors exhibit an excessive complexity. Hence the 

near-ML OHRSA detector was adopted for employment in the DL and it was amalgamated with an 

iteratively detected unity-rate precoder. This amalgamated and iteratively detected rank-deficient sys­

tem was capable of achieving an infinitesimally low BER at a normalized system load of Ls = 1.333 

and Eb/NO = 5dB, when supporting K = 3 users, each employing Nk = 2 receiver antennas over a 

flat fading MIMO channel. 
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3.3 Iterative Downlink SDMA Systems Using Imperfect Channel State 

Information 

In this section, we analyze the precoder aided iterative downlink SDMA system of Section 3.2.1.2 

employing imperfect ST-CIRT with the aid of EXIT charts. We will show that the Precoder aided 

Iterative DL-SDMA (PI-DL-SDMA) system remains capable of maintaining an infinitesimally low 

BER, despite using an imperfect ST-CIRT. A further novel feature ofthe PI-DL-SDMA system is that 

we design an IrRegular Convolutional Code (IRCC) with the aid of EXIT chart analysis for creating 

an open EXIT tunnel between the inner decoder's and outer decoder's EXIT curve at a reduced fbi No 

value and hence maintain an infinitesimally low BER. 

In the considered PI-DL-SDMA systems, the transmitter of the system adopted the spatio-temporal 

DL pre-processing technique of [35] for eliminating the effects of MUI, which may also be termed 

as a MUT technique. The philosophy of this MUT is that in the presence of perfect knowledge of 

the individual users' ST-CIR to be encountered, the MUT scheme exploits the unique, user-specific 

ST-CIRs accurately differentiating the user's transmitted signals. 

Given that the MUT essentially eliminated the MUI, the low-complexity soft-out MMSE detector 

of [5] may be invoked by the PI-DL-SDMA multiuser system for the full-loaded system configuration 

considered in this section. As mentioned, a unity-rate convolutional encoder using a single shift 

register stage [70] is employed for precoding. As it was demonstrated in previous section and [43], 

the performance of iterative decoding is substantially improved, when carried out by exchanging 

extrinsic information between the unity-rate precoder's decoder and the channel decoder. 

Again, when the idealized scenario of having perfect knowledge of the ST-CIRT is assumed, our 

system employing the spatio-temporal pre-processing technique of [35] becomes capable of separat­

ing the signals destined for the different users at the base station's DL transmitter and hence results in 

MUI-free performance. However, as we mentioned in Section 3.1, the accuracy of the ST-CIRT may 

be expected to depend on the specific channel prediction algorithms [53,54] and channel estimation 

techniques [5] employed. Although the statistics of the ST-CIRT prediction and estimation error will 

be sensitive both to the time-variant propagation environment and to the prediction as well as esti­

mation algorithms employed, for the sake of convenience the ST-CIRT error imposed by ST-CIRT 

prediction and estimation was modelled by using a Gaussian estimation error mode in this section. 

Again, the proposed analysis method and the resultant solution may apply to diverse communication 

environments. 
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We will demonstrate using EXIT chart analysis that as expected, the area under the inner decoder's 

EXIT curve - where we refer to the MMSE detector concatenated with the precoder's decoder as the 

inner decoder - is reduced upon increasing the ST-CIRT prediction error variance, which may result 

in the closure of the decoder's open EXIT tunnel. More explicitly, once the inner decoder's EXIT 

curve crosses the outer decoder's owing to ST-CIRT errors, the system exhibits a high residual error 

rate. In order to improve the achievable performance of our system proposed in [43] we design so­

phisticated IrRegular Convolutional Codes (IRCC) [69] using several different-rate component codes 

for producing a better-matching outer EXIT curve, which allows us to improve the attainable BER 

performance. 

The rest of this treatise is structured as follows. In Section 3.3.1 we outline the system model used, 

while in Section 3.3.2 we summarize the design of IRCCs. Our EXIT chart analysis is provided in 

Section 3.3.3, leading to the performance results of Section 3.3.4. Finally, we conclude our discourse 

in Section 3.3.5. 

3.3.1 System Model 

The structure of the PI-DL-SDMA system considered was described in Section 3.2.1.2 and in [43]. 

As detailed in Section 3.2.1, let s(k) E C LkX1 be a complex-valued column vector, which denotes 

the precoded data symbol vector to be transmitted to the k-th MS, while Lk represents the number 

of independent data symbols contained in s(k). Additionally, we defined the so-called space-time 

preprocessor matrix T(k) E C MxLk , which was designed for the sake of eliminating the MUI [35]. 

As it was demonstrated in Section 3.2.1, once the MUI was eliminated by the MUT, the received 

signal vector y(k) associated with the k-th MS can be expressed as Equation 3.4, which we rewrite 

here, 

(3.7) 

where the (Nk x Lk)-dimensional matrix H(k)T(k) characterizes the effective channel corresponding 

to the k-th MS. 

Furthermore, in this section the MMSE aided SDMA detector constitutes the first stage of the 

receiver of Figure 3.5. Iterative decoding is carried out by exchanging extrinsic information between 

the unity-rate precoder's decoder and the channel decoder, which is the IRCC decoder in this section. 

Let us now consider the impact of imperfect ST-CIRT. More specifically, let H~~d denote the 

predicted channel of the k-th MS, which is modeled as H~~~d = H(k) + ek, where Ek is assumed to 

be the Gaussian channel prediction error of the k-th MS. When the BS uses the predicted channel 
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H~i;ed' i = 1,2,··· ,k - 1, k + 1, ... ,K to generate the space-time preprocessor matrix t(k) for 

transmission to the k-th MS, the system becomes unable to entirely eliminate the MUI and hence the 

resultant residual MUI contaminates the received signal of the k-th MS according to 

r(k) = H(k) t(k) s(k) + IMUI (ti' i = 1,2, ... ,k - 1, k + 1, ... ,K) + n(k), (3.8) 

where the MUI term IMUI (ti' i = 1,2, ... ,k - 1, k + 1, ... ,K) is a function of ti. 

When using the space-time preprocessor matrix t(k), the closed-form analytical formula is not 

available at the moment of writing for deriving the MUI in terms of the channel prediction error ti. 

Hence we used Monte Carlo simulations combined with semi-analytical EXIT charts to characterize 

the impact of channel prediction errors ti, which is assumed to be a Gaussian distributed random 

variable having a variance with CTgT -CIRT and a zero mean. Nonetheless, in order to establish a 

benchmarker, initially we assume that the receiver has perfect ST-CIRT. 

3.3.2 Design of Irregular Convolutional Codes 

In order to design a near-capacity system, the outer decoder's EXIT chart has to match the inner 

decoder's EXIT curve as accurately as possible, which results in an infinitesimally low EXIT-chart­

tunnel area [71]. We employ IRCCs for solving this curve-fitting problem. Ttichler and Hagenauer 

[69,72] proposed the employment of IRCCs, which are constituted by a family of convolutional codes 

having different code rates. They were specifically designed with the aid of EXIT charts, for the sake 

of improving the convergence behaviour of iteratively decoding systems. To be specific, an IRCC 

is constructed from a family of P subcodes. First a rate-r convolutional mother code C1 is selected 

and the (P - 1) other subcodes Cj of rate rj > r are obtained by puncturing. Let I denote the total 

number of encoded bits generated from the K uncoded information bits. Each subcode encodes a 

certain fraction tXjrjl of the original uncoded information bits and generates tXjl encoded bits. Given 

the target overall average code rate of R E [0,1 J, the weighting coefficient tXj has to satisfy: 

p p 

1 = LtXj,R = LtXjrj,andtXj E [O,l],\fj. (3.9) 
j=l j-l 

For example, the EXIT functions of the 17 subcodes used in [69] are shown in Figure 3.11. In 

order to solve this curve-fitting problem, our optimized weighting coefficients are generated with the 

aid of the algorithm proposed by Ttichler and Hagenauer [69]. 



3.3.3. EXIT Chart Analysis for Imperfect ST-CIRT 

0.9 

0.8 

0.7 

0.6 

OJ 

0.2 

0.1 

0.1 0.2 OJ 0.4 0.5 0.6 0.7 0.8 0.9 
Idet=Idec 
apr ex 

Figure 3.11: EXIT functions of the 17 subcodes in [69] 
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In this section, we provide the EXIT chart analysis of the PI-DL-SDMA system in the presence of 

imperfect ST-CIRT. We adapt the IRCCs to match the inner decoder's EXIT curve in order to maintain 

a marginally open tunnel, which implies having both an infinitesimally low open-tunnel area as well 

as a low BER at the target Ebl No value. 

Figure 3.12 characterizes the impact of different ST-CIRT prediction error variances (T~T-CIRT on 

the system invoking the rate-0.5 RSC [5,7] channel decoder of [43] and operating at an Ebl No of7dB. 

The value of (T~T-CIRT characterized in Figure 3.12 is ranging from 0 to 0.2, where (T~T-CIRT = 0 

represents a perfect ST-CIRT. Observe that when (T~T-CIRT increases, the corresponding EXIT curves 

of the inner decoder move closer to the curve of the RSC [5,7] outer channel decoder, potentially 

crossing the EXIT curve of the outer decoder. When the value of (T~T -CIRT is less than 0.1, an open 

tunnel appears between the inner and outer EXIT curves. By contrast, the system fails to exhibit an 

open tunnel, when the value of (T~T-CIRT increases to 0.15. 
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Figure 3.12: EXIT chart analysis of the PI-DL-SDMA system of Figure 3.5 employing rate-O.5 RSC 

[5,7]. The system operates at an Eb / No of 7dB and uses the parameters of Table 3.3. The value of 

lT~T -CIRT assumes 0,0.001, 0.01, 0.05, 0.1, 0.15 to 0.2. 

Table 3.3: System Parameters 

Channel Encoder rate-O.S RSC or rate-O.S IRCC 

Interleaver length 105 bits 

Modulation 4QAM 

Number of users K=3 

Number of transmit antennas M=6 

Dimension of transmitted 

signal vector of the k-th user Lk = 2, for k = 1,2,3. 

Number of receive antennas of the k-th user Nk = 2, for k=1,2,3. 
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Figure 3.13: EXIT chart analysis of the PI-DL-SDMA system of Figure 3.5 employing rate-O.S 

IRCC for (T~T-CIRT = 0.15. The system operates at an Ebl No of 7dB and uses the parameters of 

Table 3.3. 
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Figure 3.14: The EXIT chart convergence behavior of the PI-DL-SDMA system of Figure 3.5 em­

ploying rate-O.5 RSC [5,7] and rate-O.5 IRCC for (T~T -CIRT = 0.1. The system using the parameters 

of Table 3.3 operates at an EblNo of7dB. 
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Clearly, if the value of CT§T -CIRT reaches 0.15, it becomes necessary to design a better-fitting outer 

curve. Hence, we employ the IRCCs briefly introduced in Section 3.3.2 in order to obtain a better 

fitting outer curve. Using the iterative algorithm of [69], we designed a rate-O.S IRCC employing the 

weighting coefficients it = [0,0,0,0,0,0,0.574825,0.167428,0,0,0, 0.0291502, 0.149874, 0, 0, 0, 

0.0787566J. The resultant EXIT chart is shown in Figure 3.13, which is seen to exhibit an open 

tunnel. The recorded iterative decoding trajectory seen in Figure 3.13 more accurately characterizes 

the convergence behavior of the system. When using I = 25 iterations, the system employing a 

rate-O.5 IRCC exhibits an open tunnel, which implies that an infinitesimally low BER is expected at 

the Eb/NO = 7dB. We will provide the corresponding BER performance results in the next section. 

Figure 3.14 characterizes the convergence behavior of the system at CT§T-CIRT = 0.1, where 

the system employing the rate-O.S RSC exhibits a marginally open tunnel. The iterative decoding 

trajectory of the system employing the rate-O.S RSC was recorded using dotted lines in Figure 3.14 

and requires I = 13 iterations for approaching an infinitesimally low BER, because the EXIT-tunnel 

exhibits a constriction. By contrast, the recoded decoding trajectory of the system employing a rate-

0.5 IRCC requires only I = 7 iterations for maintaining an open tunnel, as shown using solid lines, 

since the tunnel is more widely open. 
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3.3.4 Performance Results 

In this section, we provide the corresponding BER performance results, showing their reasonable 

consistency with our EXIT chart analysis. The system parameters used are listed in Table 3.3. 
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Figure 3.15: BER performance of the PI-DL-SDMA system of Figure 3.5 operating at an Ebl No 

of 7dB with different values of iT~T -CIRT' ranging from 0.08 to 0.2. The rate-O.5 IRCC and rate-O.5 

RSC are tested with the system, using 8 decoding iterations. The channel model was a fiat fading 

MIMO channel and the parameters of Table 3.3 were used. 

In Figure 3.13, we already showed that the rate-O.S IRCC exhibits an open tunnel for the system 

having (T~T-CIRT = 0.15. However, it is beneficial to explore the tolerable range of the ST-CIRT 

prediction variance of (T~T-CIRT for the system employing the rate-O.S IRCC. In Figure 3.1S, we 

portray the BER performance of the system operating at an Ebl No of 7dB for different ST-CIRT 

variances (T~T -CIRr> ranging from 0.08 to 0.20. As illustrated in Figure 3.15, the system employing 

the rate-O.S IRCC and I = 25 decoding iterations is capable of providing an infinitesimally low BER 

for (T~T -CIRT = 0.15. The BER performance of the system employing rate-D.S RSC is also provided 

as a benchmarker. It appears that the system employing the rate-O.S RSC using I = 25 decoding 

iterations exhibits an infinitesimally low BER for (T~T -CIRT = 0.1. 
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Figure 3.16: BER performance of the PI-DL-SDMA system of Figure 3.5 invoking rate-O.S IRCC 

operating at an Eb / No of 7dB for different values of (T~T -CIRT' ranging from 0.12 to 0.18. The BER 

performance results of the system with different numbers of decoding iterations are compared. The 

channel model was a flat fading MIMO channel and the parameters of Table 3.3 were used. 
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Figure 3.16 portrays the BER performance of the system employing the rate-0.5 IRCC at different 

numbers of decoding iterations. We observed that when the number of decoding iterations increases, 

the system reaches an infinitesimally low BER for [TiT -CIRT = 0.15. This shows the consistency 

with Figure 3.13, which also exhibits an open tunnel for 1= 25. 
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Figure 3.17 portrays the attainable BER performance of the system employing the rate-O.5 IRCC 

in conjunction with 1=25 decoding iterations for (T~T-CIRT = 0.15. While Figure 3.13 exhibits an 

open tunnel for I = 25 and (T~T-CIRT = 0.15 at the target of EblNo = 7dB, which implies an 

infinitesimally low BER for our system operating at an EblNo of at least 7dB, the results shown 

in Figure 3.17 demonstrate that an even lower Ebl No is sufficient. We observed that the system 

employing the rate-O.S IRCC reaches an infinitesimally low BER at the EblNo value about 6.3 dB. 

By contrast, the system employing a rate-O.S RSC exhibits a high BER in the excess of 10% at the 

same EbiNo. 

3.3.5 Conclusion 

In this section, we investigated the impact of imperfect ST-CIRT on our PI-DL-SDMA system with 

the aid of EXIT charts. In this study, the impact of imperfect ST-CIRT was quantified in terms of the 

ST-CIRT prediction error variance, which adequately characterizes the quality of the ST-CIRT for a 

Gaussian error model. We found that increasing variance of the ST-CIRT estimation error, namely 

(T~T -CIRT' results in a narrower EXIT-tunnel for system, which would either require an increased 

number of iterations to open the EXIT-tunel or an increased Eb I No value. As an alternative solution, 

a novel IRCC scheme was designed for matching the outer decoder's EXIT curve to that of the inner 
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decoder for obtaining an open EXIT-tunnel. Matching the outer decoder's EXIT curve to that of the 

inner decoder for the sake of minimizing the EXIT tunnel's area allowed us to operate at a reduced 

Eb I No value. 

3.4 Summary and Conclusions 

In Section 3.2, we introduced an iterative DL-SDMA system, which was then further improved with 

the aid of a unity-rate convolutional encoder using a single shift register stage [70]. We have shown 

in Figure 3.6 that using EXIT chart analysis the convergence of the iterative decoder was improved 

with the aid of precoding by exchanging extrinsic information between the constituent decoders. We 

also demonstrated that the OHRSA aided iterative DL-SDMA system was particularly suitable for 

the rank-deficient scenario, as shown in Figure 3.10. Quantitatively, the proposed system having a 

normalized system load of Ls = 1.333 - i.e. 1.333-times higher effective throughput facilitated by 

having 1.333 times more DL-SDMA transmitters than receivers - exhibits a 'turbo-cliff' at an Ebl No 

value of 5dB and hence results in an infinitesimally low BER. By contrast, at EblNo = 5dB the 

equivalent system dispensing with precoding exhibits a BER in excess of 10%. In Table 3.4, we 

summarized the Ebl No values required by the system to reach a target BER of 10-5 based on Figure 

3.10. As seen in Table 3.4, the precoded OHRSA DL-SDMA system outperformed the otherwise 

identical non-precoded OHRSA DL-SDMA system by about 2.5 - 3.0 dB, when the normalized 

system loads were Ls = 1.0 and Ls = 1.333. 

Normalized System Load Ls 1.0 1.333 

Precoded OHRSA DL-SDMA 2dB 5 dB 

Non-precoded OHRSA DL-SDMA 5 dB 7.5 dB 

Table 3.4: The Eb / No values required by the iterative DL-SDMA system to reach a target BER of 

10-5 based on Figure 3.10. 

In Section 3.3, we investigated the impact of imperfect ST-CIRT quantified in terms of the channel 

estimation error variance, assuming that it obeys a Gaussian error model. We demonstrated that the 

resultant imperfect ST-CIRT inflicted an increased MUI upon each user's received signal and hence 

degraded the attainable performance of the system. In Figure 3.12, we observed the degradation 

imposed by the MUI introduced by the imperfect ST-CIRT. The higher the error variance of (T~T-CIRP 

the narrower the EXIT-tunnel of the iterative processing aided the system. As a solution, the system 
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may be operated either at an increased Ebl No level or at an increased number of decoding iterations. 

We demonstrated that the IRCC aided DL-SDMA system in Section 3.3 was capable of creating an 

open EXIT tunnel between the inner decoder's and outer decoder's EXIT curve at a reduced Ebl No 

value and hence achieved an infinitesimally low BER, as illustrated in Figure 3.13 and Figure 3.17. 

Having introduced a two-stage iterative detection aided DL-SDMA system in this chapter, in 

Chapter 4 we will design three-stage iterative detection aided DL-SDMA scheme, which attains an 

improved BER performance, while striking a balance between the computational complexity imposed 

and the system performance attained. 
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DL-SDMA system. In contrast to [69J, where the authors design an irregular outer code to fit the 

EXIT curve of the inner code and hence approach the attainable capacity, here we intend to use this 

design concept in our iterative DL-SDMA system for reducing the complexity required for achieving a 

specific target BER in Section 4.2 and for mitigating the performance degradation imposed by having 

a limited CSI feedback in Section 4.3. 

4.2 Irregular Generic Detection Aided Iterative DL-SDMA Systems 

Iterative detection aided systems may dramatically improve the attainable system performance and 

often result in a near-capacity performance [16]. However, this may impose an increased complexity. 

As an extension of Chapter 3 [43], we introduce the "complexity-conscious" frame work of a generic 

hybrid detection algorithm, which is optimized using EXIT charts [68]. 

In order to reduce the overall iterative decoding complexity, we take into account both the com­

plexity per iterative detection stage and the number of iterations required. We observed with the aid 

of ten Brink's EXIT charts [68] that the different detectors require different numbers of iterations for 

reaching the (lA, h) = (1,1) point of the EXIT chart, provided that the Eb/NO value experienced 

is sufficiently high for maintaining an open EXIT tunnel. Specifically, more powerful detectors, such 

as the Maximum A Posteriori probability (MAP) and the Optimized Hierarchy Reduced Search Al­

gorithm (OHRSA) aided detector of [18,20] require a lower number of iterations. At the same time, 

the family of less powerful detectors, such as the Minimum Mean Squared Error (MMSE) based [5], 

necessitate a higher number of iterations. At higher Eb/NO values the resultant EXIT-tunnel tends 

to be more widely open and hence the system tends to require a lower number of iterations to reach 

the point of perfect convergence at (lA, h) = (1,1), where typically an infinitesimally low BER is 

achieved. By contrast, at lower Eb/NO values the system tends to require a higher number of itera­

tions to attain an infinitesimally low BER. Therefore, the complexity of iterative decoding depends on 

the complexity of the detector as well as on the Eb / No level encountered. In order to reduce the com­

plexity imposed by the iterative receiver of [43], we will propose a novel detection algorithm, which 

we refer to as the Irregular Generic Detection (IrGD) algorithm, where the terminology 'irregular' 

will be justified later in this section. 

The philosophy of the IrGD is that of utilizing multiple detectors in the iterative decoding process, 

instead of a single detector. When invoking multiple detectors applied to different appropriately 

selected fractions of the input bit-stream, the complexity of the IrGD may be quantified by weighting 

the complexity of each constituent detector according to their 'duty cycle', which is defined here the 
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aforementioned relative fraction of the input bit-stream. Designing a IrGD requires searching for the 

lowest-complexity 'optimum' duty cycle of the candidate detectors, namely that which has the lowest 

total complexity for the entire iterative decoding process and hence we refer to this as the optimization 

of the IrGD scheme. The details of the IrGD scheme's optimization will be discussed in Section 4.2.4. 

The proposed IrGD algorithm has the following attractive properties: 

1. By invoking appropriately amalgamated multiple detectors, the complexity of the IrGD be­

comes tunable, since it is obtained by weighting the complexity of the individual detectors 

invoked according to their duty cycle. 

2. The design of the IrGD scheme may be readily accomplished with the aid of EXIT charts. The 

EXIT function of the IrGD aided system and its convergence behaviour can also be readily 

predicted and analyzed. In other words, the design of the IrGD arrangement can be simplified 

to an inner-EXIT curve fitting or matching problem, adopting a philosophy originally suggested 

for the design of near-capacity IrRegular Convolutional Codes (lRCC) [69]. This conceptual 

similarity between the IRCCs [69] and the IrGDs justified our choice of terminology. 

3. Similarly to IRCCs, the design of the IrGD requires finding the specific weighting coefficients 

for the various IrGD receiver components, which results in the lowest total complexity. This 

requires an 'off-line' optimization. Hence its complexity does not contribute to the complexity 

of the real-time iterative decoding process. 

The rest of this section is structured as follows. First, we introduce the IrGD algorithm in more 

depth in Section 4.2.1. In Section 4.2.2, we illustrate the structure of the IrGD aided iterative DL­

SDMA system considered and the constituent detectors of the IrGD in Section 4.2.3, followed by 

the details of the weighting factor optimization process applied to our iterative DL-SDMA system in 

Section 4.2.4. In Section 4.2.5, we analyze the convergence of our iterative DL-SDMA scheme with 

the aid of EXIT charts. The corresponding performance results are detailed in Section 4.2.6, followed 

by our conclusions in Section 4.2.7. 

4.2.1 Irregular Generic Detection Algorithm 

The philosophy of the IrGD technique is that of utilizing different candidate detectors for detecting 

predetermined segments of the transmitted signals, instead of using a single detector, as justified later 

in this section. Based on the appropriately optimized fractions of the received signal, each detector 
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generates its soft-bit estimates of the appropriate fractions of the transmitted signals. More specifi­

cally, for a transmission block containing L encoded bits and assuming that Nbps bits per symbol are 

transmitted by the modulator, we have LI Nbps symbols per transmission block, where each transmis­

sion block is mapped to a separate time-slot. At the receiver, we invoke the proposed IrGD scheme, 

which is constituted by Ndet component detectors. Let Cj be the complexity of the j-th component 

detector of the IrGD scheme. Then the weighting coefficient ctj has to satisfy: 

Ndet Ndet 

1 = L ctj' Cgd = L ctjCj, and ctj E [0,1], Vj, (4.1) 
j=l j=l 

where Cgd is the average complexity of the IrGD scheme. 

Furthermore, each constituent detector generates ctjL soft-bits for a transmission block containing 

L bits. The IrGD's design philosophy is that it allows us to superimpose the EXIT curves of the 

individual component detectors appropriately weighted by the optimum ctj value, which facilitates 

the matching of the detector's EXIT curve to that of the outer channel decoder. It was shown in [69] 

that this EXIT-curve matching has the potential of minimizing the open EXIT-tunnel's area and hence 

it is capable of a near-capacity operation, while maintaining an infinitesimally low BER. To elaborate 

a little further, according to [69], the EXIT function Tgd (lin), which characterizes the detector referred 

to synonymously as the inner 'decoder' of the IrGD aided system, is given by 

Ndet 

Tgd(Iin) = L ctjTj(Iin), 
j=l 

where Tj(Iin) is the EXIT function of the j-th component detector invoked by the IrGD scheme. 

(4.2) 

In summary, using the weighting-coefficient vector ct formed by the weighting coefficients ctj 

for j = 1,2, ... ,Ndet satisfying Equation 4.1 creates a IrGD having a given average computational 

complexity of Cgd. Given the weighting-coefficient vector ct, the EXIT function of Tgd(Iin), char­

acterizing the inner decoder's EXIT curve can be generated based on Equation 4.2. Therefore, we 

can design the superimposed EXIT function Tgd(Iin) of the IrGD aided system by optimizing the 

weighting-coefficient vector ct, for the sake of minimizing the open EXIT-tunnel area and hence to 

facilitate near-capacity operation, while maintaining an infinitesimally low BER. 

In the next section, we will apply the IrGD in the context of an iterative DL-SDMA system in [43]. 
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4.2.2 System Model 

Based on the iterative DL-SDMA system of Chapter 3 [43], the iterative DL-SDMA system con­

sidered in this chapter combines the two-stage iterative decoding schemes of Section 3.2.1.1 1 and 

3.2.1.22 into a three-stage iterative decoding scheme 3. The structure of the DL-SDMA system's 

MUT scheme considered in this chapter is depicted in Figure 4.1, which is repeated from Figure 

3.1. The Base-Station (BS) employs M transmit antennas for supporting K Mobile Stations (MSs), 

where each of the MSs employs Nk receive antennas. We assume a flat-fading Multi-Input and Multi­

Output (MIMO) channel. Let s(k) E C LkX1 be a complex-valued column vector, which denotes the 

S(l) 

. • • 
8(2) r---------1 
- - - ....: (') ~---r*"H__+_r_---l><.. 

,---_''---, T - ,:, 

--~ 

Base Station 

MSI 

Figure 4.1: Multiuser transmission in the DL-SDMA system, repeated from Figure 3.1 

data symbol vector to be transmitted to the k-th MS, while Lk represents the number of independent 

data symbols contained in s(k) and is defined as Lk = Er=l,j# Nj as detailed in Section 3.2.1. Ad­

ditionally, we define the so-called Space-Time Preprocessor (STP) matrix T(k) E C MxLk , which was 

designed for the sake of eliminating the MUI [35] as detailed in [43] and Section 3.2.1. 

As illustrated in Figure 4.2, the data bits are encoded by both the channel encoder and the Unity­

Rate Coder (URC), which is constituted by a convolutional encoder using a single shift register 

IThe iterative decoding process of Section 3.2.l.I is carried out by exchanging the extrinsic information between the 

detector and the channel decoder employed. 

2The iterative decoding process of Section 3.2.1.2 is carried out by exchanging the extrinsic information between the 

unity-rate precoder and the channel decoder employed. 

3The iterative decoding process of Section 4.2.2 is carried out by exchanging the extrinsic information between the 

detector, the unity-rate precoder and the channel decoder employed. 
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stage [70]. The interleaver placed between the channel encoder and the URCs is denoted by TIJ, 

as seen in Figure 4.2. The three parallel paths in Figure 4.2 indicate that not only the IrGD, but also 

the transmitter has to process the fraction of {tIL, {t2L and {t3L bits separately, although the same 

URC and modulation schemes are employed. The weighting-coefficient vector {t is used for parti­

tioning the coded bits into the appropriate-length segments for the URC encoders. For example, for 

a transmission block containing L encoded bits, the j-th URC encoder encodes {tjL bits. Assuming 

that N bps bits per symbol are used for transmission, {tj L / Nbps modulated symbols are generated by 

the j-th modulator. Furthermore, the length of the interleaver between the j-th URC and the j-th mod­

ulators, denoted as TI2,j in Figure 4.2, is equal to {tjL/Nbps. Both the number Ndet and the weight 

of the constituent detectors used for creating the IrGD may be chosen to minimize the complexity of 

the IrGD while maintaining the target BER. As an illustration, in this study, we utilize three detectors 

(Ndet = 3) to create the IrGD, as detailed in Section 4.2.3. 

Binary Source 
For User k Channel 1----1-.... S (k) 

Encoder 

Figure 4.2: Generating the precoded data symbols for the k-th user of Figure 4.1. 

IrGD 

alLURe 

URC 

URC Channel Decoded bits 

Decoder 

URC 
a3 LDec 

ex 

Figure 4.3: The structure of the receiver of the IrGD aided iterative DL-SDMA system. This is 

a three-stage iterative decoding scheme, which combines two-stage iterative decoding schemes de­

picted Figure 3.3 and 3.5. 

Furthermore, Figure 4.3 illustrates the structure of the MS's receivers. As shown in Figure 

4.3, the IrGD is assembled from three different detectors. The received signals are partitioned into 

appropriate-length segments according to the weighting-coefficient vector {t. Each detector then pro-
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cesses the corresponding fraction of the received signal. The j-th URe decoder generates lXjL~~C 

number of soft-bits for the channel decoder. 4 Then iterative detection is invoked for exchanging 

extrinsic information between the constituent detectors, URC decoders and the channel decoder. The 

extrinsic information bits generated by the channel decoder are also partitioned into appropriate­

length segments according to the weighting-coefficient vector lX and then they are fed back to the 

URC decoders. 

As a simplifying assumption, the perfect channel knowledge is assumed to be available at both 

the transmitter and receiver side in this study. Therefore the MUI may be entirely eliminated [43]. In 

this case, the system can be considered as a number of parallel single-user MIMO systems. 

4.2.3 The Constituent Detectors 

We use the following linear and nonlinear detectors for constructing the IrGD: 

1. Log Maximum A Posteriori Probability (Log-MAP) detector [5]; 

2. Optimized Hierarchy Reduced Search Algorithm (OHRSA) aided detector [18], which is a 

reduced-complexity near-ML sphere detector; 

3. Minimum Mean Squared Error (MMSE) detector [5], which has the lowest complexity; 

Any of these detectors can be considered as a stand-alone SDMA detector, which were detailed in 

[5,20]. All of these detectors are capable of generating soft-bit LLR information for supporting 

iterative detection. 

While amalgamating these detectors into a IrGD, the resultant computational complexity of the 

IrGD arrangement may also be controlled by appropriately designing the weighting-coefficient vector 

lX. In Table 4.1, we summarize the average computational complexity of each component detector, 

which was quantified in term of the number of multiplications and additions required for generating 

the LLR of each soft-bit. Given Equation 4.1, the associated computational complexity of the IrGD 

may be characterized by taking the computational complexity of the individual component detectors 

of Table 4.1 into account. As stated in [18], the direct calculation of the OHRSA detector's compu­

tational complexity is infeasible, since it is SNR-dependent. Hence the complexity of the OHRSA 

detector was compared to that of the other detectors using the computer simulations illustrated in [18]. 

4 L;{,,~C is the number of the soft-bits, which are represented by the Log Likelihood Ratio (LLR) [5] values generated by 

the URC as the a posteriori information. LPfc is the number of the extrinsic soft-bits generated by the channel decoder. 
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Table 4.1: The average computational complexity of component detectors on the basis of generating 

the LLR of each soft-bit 

CLog-MAP 2· [2Lklog2M-l. (3Nk +2NkLk)J, 

where M is the constellation size of the modulation scheme used. 

COHRSA calculated using computer simulations as illustrated in [18] 

CMMSE [Lk3 + 2(LkNk 2 + LtNk + LkNk + Lk)]I (Lk log2 M) + (2Nk + 3) 

4.2.4 Optimization of the Irregular Generic Detector 

The weighting-coefficient vector ~ E IRNdet has to satisfy Equation 4.1 and Equation 4.2. Let F be 

a set containing all the candidate solutions ~. We may find the weighting-coefficient vector ~ E F 

by conducting a search similar to that suggested in [69]. By defining a (Np X Ndet)-element matrix 

A, which is constituted by Ndet number of EXIT functions Tj(lin),j = 1,··· ,Ndeb and a vector 

b = Tc-;;l (lin), for lin E {iI, i2, ... ,iNp }' we have 

A= 

and 

Tl (il) T2 (il ) 

Tl (i2) T2(i2) 

b= 

Tc~,l (il) 

Tc~,l (i2) 

Tc~,l (iNp ) 

Our Objective Function (OF) O(~) may be defined as 

TNdet (il) 

TNdet (i2) 
(4.3) 

(4.4) 

(4.5) 

which represents the area between the outer channel decoder's EXIT curve and the inner decoder's 

EXIT curve, where the latter is constituted by the combined IrGD and URC decoder. Naturally, all 

elements of e, where we have e = (A~ - b), have to be larger than zero, since they physically 

represent the area between the outer and inner decoder's EXIT curve. We define a subset A c F 

containing all weighting coefficient vectors ~ meeting this constraint. Secondly, for a specific fixed 

computational complexity Cgd, we opt for that particular ~ value, which is associated with a higher 
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Algorithm 4.1: Optimization of the IrGD weighting-coefficient vector A: 

Set the value of the affordable computational complexity Cgd of the IrGD. 

Let 

[ ~1 1 1] [1] C= ,d = , 
C2 CNdet Cgd 

Tl (il) T2(il) TNdet(h) Tc~,\ (il) 

A= 
Tl (i2) T2(i2) TNdet(i2) 

,b = 
Tc~\ (i2) , 

Tl (iNp) T2(iNp) TNdet(iNp) Tc~,\ (iNp) 

Find A:opt using the following steps: 

Step 1) Find A: E :F which satisfies CA: = d of Equation 4.1 using the algorithm sum­

marized in Appendix A. 

Step 2) Find A:opt = maxA: O(A:) = IIAA: - bW. 

area O(A:) between the outer EXIT curve Tc~l (lin) and the inner EXIT curve Tgd(lin), which implies 

requiring a low number of decoding iterations. Therefore, we assume that the optimal weighting­

coefficient vector A:opt can be obtained by finding the A: value satisfying: 

A:opt = max O(A:). 
A:EA 

(4.6) 

We summarize the IrGD technique in Algorithm 4.1, which was generalized for an arbitrary 

number of constituent detectors Ndet. 

4.2.5 IrGD Design and Analysis Using EXIT Charts 

In this section, we will demonstrate how EXIT charts may be used to assist us in the design of the 

IrGD and in the analysis of the systems' iterative decoding performance. 

Let us first define the IrGD's per-iteration target complexity ratio r gd with respect to the Log-MAP 

detector's complexity CLog-MAP as follows: 

(4.7) 

where again Cgd is the computational complexity of the IrGD. 

Furthermore, the total complexity Cgd,iter 5 of the IrGD embedded into the iterative decoding 

5The total complexity is defined here as the product of the per-iteration complexity and the number of iterations required 

for approaching an infinitesimally low BER. 
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Table 4.2: System Parameters of Figure 4.1 

Channel Coder rate-O.S RSC [5,7] 

Interleaver length 105 bits 

Modulation 4QAM 

Number of users K=3 

Number of transmit antennas M=6 

Number of independent data streams 

transmitted for the k-th user Lk = 2, for k = 1,2,3. 

Number of receive antennas Nk = 2, for k = 1,2,3. 

process, is given by 

Cgd,iter = Cgd X 19d, (4.8) 

where liter,gd is the number of IrGD iterations required for achieving convergence to the (lA, Ir) = 

(1, 1) point in the EXIT chart. Therefore, the total complexity ratio of the IrGD is given by 

rgd,iter = Cgd,iter/CLog-MAp,itm (4.9) 

where CLog-MAP,iter is the total complexity imposed by the iterative Log-MAP detector, when attain­

ing perfect convergence to the (lA, Ir) = (1,1) point in the EXIT chart. 

The system parameters employed for the EXIT analysis in this section are listed in Table 4.2. 

In Figure 4.4, we illustrate a IrGD design example for r gd = 0.4, configured for operation at 

Eb/NO = 1.7dB. The inner EXIT curve Tgd(lin) of the IrGD aided iterative DL-SDMA system 

using IX = [0.27; 0.73; 0] is shown as the solid line in Figure 4.4. According to Equation 4.2, the inner 

EXIT curve of the IrGD aided iterative DL-SDMA system is constituted by a linear combination of 

the inner EXIT curves of the iterative DL-SDMA system employing the MMSE, OHRSA and Log­

MAP detectors. Recall that IX determines the percentage of soft-bits decoded by each constituted 

detector and in this case only the MMSE and OHRSA detectors were employed, where the MMSE 

detector had a duty cycle of 27%, while the OHRSA detector a duty cycle of 73%. The elements in 

IX = [0.27; 0.73; 0] represent the duty cycles of the MMSE, OHRSA and Log-MAP detectors in this 

order. 

For further characterizing the complexity of the IrGD, in Figure 4.5 we illustrate the inner de­

coder's EXIT-curves for the IrGD aided iterative DL-SDMA system designed for different complex­

ity ratios rgd, ranging from 0.4,0.3,0.2 to 0.19. The weighting-coefficient vectors IX designed for 
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Figure 4.4: EXIT chart analysis of the iterative DL-SDMA system of Figure 4.1 invoking IrGD 

of Figure 4.2 and 4.3 having a complexity ratio of r gd = 0.4 and a weighting-coefficient vector of 

It = [0.27; 0.73; OJ. The system operated at Eb/NO = 1.7dB. A rate-0.5 Recursive Systematic Con­

volutional (RSC) channel coder, having the octal generator polynomials of G=[5,7], was employed 

for the system. The channel model was a flat-fading MIMO channel and the system parameters of 

Table 4.2 were used. 
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each of the corresponding complexity ratios r gd are listed in Table 4.3. As expected, by reducing the 

complexity ratio r gd, the duty-cycles of the lower-complexity detectors, such as the MMSE detector, 

becomes higher than those of the higher-complexity detectors, such as the OHRSA and Log-MAP 

schemes. On the other hand, as a consequence of reducing the complexity ratio r gd, the EXIT-tunnel 

becomes narrower. The number of iterative decoding iterations required for attaining perfect conver­

gence increases due to having a narrower EXIT-tunnel. Therefore, there is a tradeoff between the 

complexity ratio r gd corresponding to the single-iteration-complexity and the number of the decoding 

iterations Igd. In order to reduce the overall complexity of the iterative DL-SDMA receiver, we have 

to take both effects into account. In Table 4.3, we illustrated this trade-off. The required number 

of iterations Igd is increased, when reducing the complexity ratio r gd. When r gd is lower than 0.18, 

the EXIT-tunnel becomes narrow and the number of iterations required for navigating through the 

EXIT-tunnel becomes excessive. 

Furthermore, in Table 4.3, we record the overall complexity of the IrGD aided iterative decoding 

process, i.e. Cgd,iter and its complexity ratio, r gd,iter, for different values of r gd. We have found that the 

IrGD aided DL-SDMA system has the lowest iterative decoding complexity, when we have r gd = 0.2 
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Figure 4.5: EXIT chart analysis of the iterative DL-SDMA system of Figure 4.1 invoking IrGD 

of Figure 4.2 and 4.3 associated with different values of rgd, ranging from 0.4,0.3,0.2,0.19 in 

(a)(b)(c)(d), respectively. The systems operated at Ebl No = 1.7dB. A rate-D.S RSC[S,7] chan­

nel coder was employed for the system. The channel model was a flat-fading MIMO channel and the 

parameters of Table 4.2 were used. 
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and the corresponding weighting-coefficient vector is it = [0.957; 0.043; 0] at Ebl No = 1.7dB. The 

overall complexity ratio r gd,iter of the IrGD in the case of r gd = 0.2 is equal to 0.36. In other words, 

it reduces the complexity by about 64% (1-0.36), compared to the Log-MAP detector aided iterative 

decoder. 
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Table 4.3: Parameters of the IrGD of Figure 4.2 and 4.3 at Ebl No = 1.7dB 

rgd IX Igd Cgd,iter r gd,iter 

1 [0;0;1] 5 2240.00 1.0 

0.4 [0.27 ;0. 73 ;0] 7 1254.40 0.56 

0.3 [0.61 ;0.39;0] 8 1075.20 0.48 

0.21 [0.922;0.078;0] 9 846.72 0.37 

0.2 [0.957;0.043;0] 9 806.40 0.36 

0.19 [0.992;0.008;0] 10 851.20 0.38 

0.18 NIA NIA NIA NIA 

4.2.6 Performance Results 

In this section, we characterize the attainable performance of the IrGD aided iterative DL-SDMA 

system. The system parameters used are listed in Table 4.2. 
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Figure 4.6: Comparison of the computational complexity per detect bit for iterative decoding in the 

iterative DL-SDMA systems of Figure 4.1, 4.2 and 4.3 employing different detectors. 4-ary QAM 

was used by the systems. The channel model was a flat-fading MIMO channel and the parameters of 

Table 4.2 were used. The weighting-coefficient vector- (X. of the IrGD employed at the recorded Eb / No 

from 1.7,2.2,2.7 to 3.2 dB are [0.957;0.043;0], [1 ;0;0], [0.9;0.1 ;0] and [0.88;0.12;0], respectively. 

In Figure 4.6, we recorded the computational complexity of the iterative DL-SDMA system de­

signed for reaching a target BER of 10-5 . The 4-ary QAM modulator was employed by the systems 

discussed in Figure 4.6. Observe in Figure 4.6 that the IrGD aided iterative DL-SDMA systems have 
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a lower computational complexity than the benchmark systems. 
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Figure 4.7: Comparison of the computational complexity per detect bit for iterative decoding in the 

iterative DL-SDMA systems of Figure 4.1,4.2 and 4.3 employing different detectors. 16-ary QAM 

was used by the systems. The channel model was a flat-fading MIMO channel and the parameters of 

Table 4.2 were used. The weighting-coefficient vector lX of the IrGD employed at the Eb / No values 

of 4,4.5,5,5.5 and 6 dB are [0.8;0.2;0], [0.9;0.1 ;0], [1 ;0;0] and [1 ;0;0], respectively. 
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Similarly, in Figure 4.7, we recorded the computational complexity of the iterative DL-SDMA 

system designed for reaching a target BER of 10-5, but the 16-ary QAM modulator was employed by 

the systems discussed in Figure 4.7. Observe in Figure 4.7 that the IrGD aided iterative DL-SDMA 

systems have a lower computational complexity than the benchmark systems. Additionally, observe 

in Figure 4.7 that the inner component's EXIT-curve in the MMSE aided iterative DL-SDMA system 

was intersected by the outer RSC channel decoder's EXIT curve at Eb / No = 5.5 dB and hence 

the MMSE aided iterative DL-SDMA system fails to reach the target BER of 10-5, regardless of 

the number of iterations. The other detectors used by the iterative DL-SDMA system also failed 

to have an open EXIT tunnel at Eb / No = 4 dB. Observe furthermore in Figure 4.7 that when the 

Eb/No value is sufficiently high, such as Eb/No = 5.5dB, the IrGD aided system employed the 

MMSE detector during the entire iterative decoding process. Therefore, the proposed IrGD provides a 

flexible detection framework. By switching amongst multiple detectors according to the appropriately 

designed weighting-coefficient vector lX, the system may be expected to operate at the lowest possible 

iterative decoding complexity. 
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4.2.7 Conclusions 

We proposed the IrGD design philosophy for reducing the complexity of the iterative decoding aided 

DL-SDMA system. By appropriately designing the weighting-coefficient vector 1\:, the IrGD aided 

system may potentially provide the lowest possible iterative decoding complexity. Quantitatively, the 

IrGD aided iterative DL-SDMA system associated with I\: = [0.957; 0.043; 0] reduces the complexity 

by about 64%, compared to the log-MAP aided benchmark systems. 

Table 4.4: Comparison of the complexity ratio of iterative DL-SDMA systems using different detec­

tors (extracted from Figure 4.6) 

I Eb/NO [dB] I 1.7 2.2 3.2 

Log-MAP 1 1 1 1 

OHRSA 0.64 0.4167 0.4000 0.3750 

MMSE 0.41 0.2056 0.2056 0.2056 

IrGD 0.36 0.2056 0.1967 0.1752 

Table 4.5: Comparison of the complexity ratio of iterative DL-SDMA systems using different detec­

tors (extracted from Figure 4.7) 

4.51 5 5.51 
Log-MAP 1 1 1 1 1 

OHRSA N/A 0.0101 0.0097 0.0095 0.0091 

MMSE N/A N/A N/A 0.0003 0.0003 

IrGD N/A 0.0037 0.0028 0.0003 0.0003 

The complexity imposed by the iterative DL-SDMA systems using different detectors has been 

extracted from Figure 4.6 and summarized in Table 4.4. By using the complexity ratio, which is 

obtained by normalizing the complexity of each detector to the complexity imposed by the Log-MAP 

detector, Table 4.4 indicates that IrGD has the lowest complexity compared to the other detectors. 

Additionally, Table 4.5 summarizes the complexity of the iterative DL-SDMA system characterized 

in Figure 4.7. 
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4.3 Iterative DL-SDMA Systems Using Limited Feedback 

In this section, we analyze the achievable performance of iterative DL-SDMA systems employing 

imperfect ST-CIRT due to finite-accuracy CSI feedback, which is both outdated and prone to channel 

errors. Its impact on the convergence behavior of the system will be demonstrated by using EXIT 

charts. The fundamental question is namely, how high this normalized overhead has to be? In re­

sponse to this question, we propose an algorithm, which assists us in exploring the overhead required 

for maintaining an open EXIT-tunnel. Therefore we refer to the CSI quantization employing this 

algorithm as the EXIT-Chart Optimized CSI Quantizer (ECO-CQ), where the terminology will be 

further justified when the algorithm is detailed in Section 4.3.3. 

In our forthcoming discussions CSI Quantization (CQ) will be referred to as ST-CIRT quantiza­

tion. When the idealized scenario of having perfect knowledge of ST-CIRT is assumed, our system 

employing the spatio-temporal pre-processing technique of [35] becomes capable of separating the 

signals destined for the different users at the base station's DL transmitter and hence results in a 

MUI-free single-user performance. In practice, the ST-CIRT required by the BS's DL transmitter 

may be obtained via a feedback channel from the DL receiver. The DL receiver is typically designed 

to feed back the quantized ST-CIRT to the BS by striking a balance between reducing the amount 

of the feedback information and maintaining a near-perfect MUI rejection. However, limited amount 

of feedback bits to BS results in having partial ST-CIRT only. Even if no errors are imposed on the 

feedback channel, the imperfect ST-CIRT converged by the limited feedback will result in a residual 

MUI and hence will further degrade the performance of the system. The overhead required by the 

transmission of the sampled ST-CIRT is determined by striking a trade-off between maintaining a low 

BER and a low feedback overhead. 

In our forthcoming study, we will first illustrate the scenario of ST-CIRT feedback in Section 

4.3.1 and provide a brief overview of CSI quantization in Section 4.3.2, while in Section 4.3.3 we 

summarize the proposed ECO-CQ algorithm. In Section 4.3.4 we outline the system model used. 

Our EXIT chart analysis is provided in Section 4.3.5, leading to the performance results of Section 

4.3.6. Finally, we conclude our related discourse in Section 4.3.7. 

4.3.1 The Scenario of ST-CIRT Feedback 

Consider the scenario when the BS periodically sends pilots to the DL receivers, so that the MSs 

may estimate the ST-CIRTs and use the allocated feedback channels to periodically feed back the 
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ST-CIRTs, as illustrated in Figure 4.8. The DL channel and the UL feedback channels of the MSs 

are typically allocated in different bandwidths and the UL feedback information is assumed to be 

transmitted over the strongly protected UL control channel. Additionally, the BS may avoid the 

latency involved in awaiting the current ST-CIRTs by employing their predicted value generated by 

the ST-CIRT prediction [78] based on the previously received quantized ST-CIRTs. 

BS DL channel 

j 
The k-th MS 

~ the n-th frame 

~+- Td 

n--1 p 1 D 1 D 1 

propagation 
delay -+; , 

UL feedback channel p 

feedback completed 
start feeding back quantized ST-CIRTs 

receiving pilots 

Figure 4.8: The pilot-aided ST-CIRT estimation 

Let Tp denote the duration of a pilot symbol interval which typically identical to the data symbol 

interval and Td denote the total duration of data-transmission symbol intervals between two pilots, as 

seen in Figure 4.8. The pilot symbols are used for sampling the fading channel's envelope according 

to the Nyquist theorem [64], which requires a sampling rate Is in excess of 21D, where 10 denotes 

the normalized Doppler frequency. According to Figure 4.8, we have Is = Tp~Td and the condition 

of 

1 
f - >2·fO 

s - Tp + Td - j, 
(4.10) 

should be satisfied. 

On the other hand, each MS estimates its ST-CIRTs using the received pilots as indicated in Figure 

4.8. Assuming that there are (M x N) ST-CIRT coefficients for each frame - which tacitly implies 

having a single complex-valued CIR tap - and the DL receivers quantize each ST-CIRT coefficient 

using q bits for the magnitude and q bits for the phase, the symbol interval Tq required for feeding 

back all the ST-CIRT coefficients of each transmission frame is given by 

(M· N)· 2· q 
Tq = -'-----'-----'-

Nbps 
(4.11) 
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where Nbps is the feedback transmission rate of the MS's UL transmitter. The propagation delay 

of the channel may be negligible compared to Tq, due to the high number of ST-CIRT coefficients 

representing the MIMO channels. 

Assuming that 10% DL pilot overhead is employed, we have Tp/Td = 0.1. According to Equa­

tion 4.10 and letting Tpt Td = 2 . Jo, we may define the normalized feedback overhead i\. when the 

DL-receivers use q-bit quantization as 

(4.12) 

Let us now consider two schemes. First, the MSs employ a-bit quantization to convey the ST­

CIRT coefficients to the BS, which are subject to a feedback duration of Ta. In the second scheme, 

the MSs employing b-bit quantization to signal the ST-CIRT coefficients to the BS and have the 

corresponding feedback duration of Tb. Then we define the normalized overhead reduction ratio Ri\ 

associated with using b instead of a bits as 

a-b 
a 

Example 4.1: The UL ST-CIRT overhead calculation 

Consider a scenario that the BS equipped M = 6 DL transmit antennas and supports 

K = 3 MSs. Each MS has N = 2 receive antennas. 

Scheme A: When the MS employs a q = 3-bit quantization scheme, we have Tq = (6· 

2) . 2 . 3/4 = 18 symbols, where we assumed that the MS had a feedback transmission 

rate of Nbps = 2 . 2 bits per transmit symbol interval by using 4QAM and two transmit 

antennas. Let us furthermore assume that Jo = 0.001. Then the normalized overhead of 

the q = 3-bit quantization scheme is Aq = 0.018, i.e. 1.8%. 

Scheme B: When the MS employs q = 2-bit quantization scheme, we have Tq = 

(6·2) ·2·2/4 = 12 symbols, where we assumed that the MS had a feedback trans­

mission rate of N bps = 2 . 2 bits per transmit symbol interval by using 4QAM and two 

transmit antennas. Let us furthermore assume that Jo = 0.001. Then the normalized 

overhead of q = 2-bit quantization scheme is Aq = 0.012, i.e. 1.2%. 

(4.13) 

The resultant normalized overhead reduction ratio becomes Ri\ = (3 - 2) /3 = 0.33(33%), 
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when we use the q = 2-bit ST-CIRT quantization of Scheme B instead of using the 

q = 3-bit ST-CIRT quantization of Scheme A. 
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In this study, we did not take the channel prediction error into account in order to focus our 

attention on the investigation of the limited ST-CIRT feedback. Assuming that the channel prediction 

is perfect, the ST-CIRT coefficients are contaminated by the quantization error only. Hence, at every 

symbol interval we assume that the MUT exploits the current ST-CIRT coefficients quantized by 

using the CQs. Consequently, in our forthcoming discourse the inaccuracy of the ST-CIRT employed 

by the BS will be dominated by the limited ST-CIRT feedback. 

4.3.2 Introduction to Channel Quantization 

In general, the quantization of ST-CIRT may utilize two different types of quantization schemes, 

namely Scalar Quantization (SQ) and Vector Quantization (VQ) [79]. Vector quantization may be 

viewed as a generalization of SQ, where several ST-CIRT coefficients are quantized jointly. The 

attainable performance of VQ may be superior to that of SQ, because VQs exploit the correlation 

between the components of the input-vector [79], which in our case is either the spatial-domain or 

time-domain correlation of ST-CIRT coefficients. However, since in our study uncorrelated ST-CIRT 

coefficients are assumed, we employ a SQ scheme. 

The accuracy of quantization is typically measured by the distortion D, defined as the mean 

squared error of the quantized signal hq, namely as 

(4.14) 

where h is the signal to be quantized. In order to reduce the distortion D, we may use a high­

resolution quantizer, which increases the number of quantization levels. Let us denote the number of 

quantization levels of the SQ by Nq. Then, q = Zag2 (Nq) bits are required to represent Nq quanti­

zation levels. Furthermore, we may design the spacing between quantization levels to be uniform or 

nonuniform [80]. The benefit of using nonuniform quantization [79] is that the dynamic range that 

can be accommodated for a given number of bits may be significantly increased without increasing 

the average distortion of the quantizer. This is achieved by exploiting the knowledge of the Proba­

bility Distribution Function (PDF), of the input signal. A NonUniform Quantizer (NUQ) is typically 

designed by placing the quantization intervals more densely, where the PDF indicates a high relative 

frequency of the input samples. The most widely used codebook design algorithm is the Generalized 

Lloyd Algorithm (GLA) [79]. 
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In our study, the magnitude ofthe input signal's PDF is assumed to be Rayleigh distributed, while 

the phase of it is assumed to be uniformly distributed. Therefore we employ a scalar ST-CIRT quan­

tizer using NUQ to separately quantize the magnitude and phase of each eIR coefficient using q bits. 

We used the GLA [79] to obtain the N quantization intervals for both the magnitude and phase of the 

ST-CIRT coefficients. In Figure 4.9, we illustrate the magnitude and phase quantization characteristic 

of the scalar NUQ scheme employed for q = 4. The solid lines indicate the quantization levels and 

the dashed lines portray the input signals' PDF. Figure 4.9(a) shows that the quantization intervals 

of the ST-CIRT's magnitude has more densely spaced quantization intervals in high-probability re­

gion. In contrast, in Figure 4.9(a) the quantization intervals are equi-spaced, since the PDF of the 

ST-CIRT's phase is uniform. 
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Figure 4.9: Non-uniform SQ characteristic for q = 4, which was constructed using the GLA. 

In our forthcoming discussions we focus our attention on the investigation of our iterative DL­

SDMA system using limited-feedback, while perfect CSI is assumed to be available at the DL re­

ceivers. Furthermore, for the sake of simplicity, an free-error feedback channel is assumed. Hence, 

the mean square error of the ST-CIRT quantizer, which is denoted by (T§T-CIRT' is given by 

(4.15) 

By recording (T§T -CIRT for different number of ST-CIRT quantization bits under the assumption 

of having a narrow-band Rayleigh-faded ST-CIRT, we illustrate their relationship in Figure 4.10. 

Naturally, the higher the number of quantization bits, the lower the quantization error of the ST-CIRT. 

On the other hand, in order to reduce the feedback overhead, we have to strike a good compromise by 

employing the minimum number of quantization bits, while maintaining a high system performance. 

u.. 
o 
0.. 
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Figure 4.10: Quantization error cr~T -CIRT of the ST-CIRT for different number of quantization bits 

4.3.3 EXIT-Chart Optimized Channel Quantization 
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In this section we continue our discourse by proposing an algorithm, which allows the system to use 

a different number of quantization bits q in different symbol intervals. The goal is to minimize the 

average of q over a number of symbol intervals, while maintaining a certain target performance. Let 

us assume for example that there are 100 symbol intervals. The receiver quantizes the ST-CIRTs 

of 40 symbol intervals using q = 2-bit quantization and the rest of the ST-CIRTs of 60 symbol 

intervals using 3-bit quantization. Therefore during the observed 100 symbol intervals, the average 

number of feedback bits for each sampled ST-CIRT conveying both the magnitude and phase is q = 

2 . 0.4 + 3 . 0.6 = 2.6. The question is now, how to determine the required number of quantization 

bits q for the sampled ST-CIRTs. 

In order to resolve this design dilemma, we adopt the design concept of irregular convolution 

codes [69] and aim to minimize the average value of q, while assuming that an open EXIT-tunnel 

is still attainable for the iterative system at a given Eb / No values. More explicitly, we exploit the 

fact that similarly to having different channel SNRs, the different amount of ST-CIRT quantization 

noise imposed by varying q allows us to shape the EXIT-curve of the inner component of our DL­

SDMA system. Assume that there are N ts symbol intervals in an observed transmission block and 

we employ NQ different number of quantization bits to quantize the ST-CIRT. For example, we have 

q = {2,3,4,5} for NQ = 4. The ST-CIRTs in the segment of CXjNts symbol intervals will be 

quantized by using a specific number of quantization bits q, where CXj is a weight, controlling the size 
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of each segment. Then the weighting coefficient IXj has to satisfy: 

NQ NQ 

1 = L IXj, q = L IXjq, and IXj E [0,1], Vj. (4.16) 
j=l j=l 

where q is an averaged value over the observed transmission block. 

According to [69], the corresponding EXIT function TJ (lin), which characterizes the inner de­

coder's EXIT-curve in the system, is given by 

NQ 

TJ (lin) = L IXj Tq (lin), 
j=l 

(4.17) 

where Tq (lin) denotes the EXIT function, when the ST-CIRTs are quantized by using q-bit channel 

quantization. 

Observe that this algorithm provides a framework for managing the ST-CIRT quantization at the 

DL receivers and their UL transmitter counterparts by using different number of quantization bits q 

for feeding the ST-CIRTs back to the BS. This design principle may also be applied for different types 

of channel quantizers, namely to uniform, nonuniform, scalar or vector channel quantization. Again, 

we refer to the proposed algorithm as the EXIT-Chart Optimized Channel Quantizer (ECO-CQ). For 

the sake of simplicity, we demonstrate this EXIT-chart based optimization procedure in the context 

of the scalar NUQ, which has been introduced in Section 4.3.2. 

4.3.4 System Model 

In this section, we illustrate the system models of the iterative DL-SDMA using conventional CQ and 

the proposed ECO-CQ. Assume that our system equips M transmit antennas at BS for supporting 

K MSs while each MS employs Nk receive antennas. We denote the (M x Nk)-element channel 

matrix by H(k), which is constituted by the sampled flat-fading channel impulse responses of each 

AE experienced by the k-th user. The elements [H(k)]i,j, where we have 1 :S i ::; Nk and 1 ::; j ::; M, 

are LLd complex Gaussian random variables with distribution eN (0,1). 

4.3.4.1 Iterative DL-SDMA Systems Using Conventional CQ 

The structure of the iterative DL-SDMA system using a conventional CQ is depicted in Figure 4.11. 

The source bits are encoded by the channel encoder as well as the URC precoder and are mapped to 

the modulated symbols. Let s(k) E C LkX1 be a complex-valued column vector, which denotes the data 

symbol vector to be transmitted to the k-th MS, while Lk represents the number of independent data 
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symbols contained in s(k), which is defined as Lk = M - 'Lf=l,j# Nj as detailed in Section 3.2.1. 

Furthermore, we utilize the MUT-STP matrix T(k) E CMxLk of Section 2.1.2.3, which was designed 

for the sake of eliminating the MUI [35] by exploiting the knowledge of channel state information at 

transmitter, as detailed in Chapter 2. In this section, we assume that T(k) is generated based on the 

quantized ST-CIRT fed back from the DL receivers, which is indicated by the notation T(k) (Hq), as 

shown in Figure 4.11. After the processing of the MUT-STP, the K DL signals transmitted to K the 

MSs will be superimposed and transmitted by the M transmit antennas. 
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Figure 4.11: The structure of the BS transmitter in the iterative DL-SDMA system using conven­

tional CQ 
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Figure 4.12 depicts the structure of the MS receiver in the iterative DL-SDMA system using 

conventional CQ. As seen in Figure 4.12, the MMSE aided SDMA detector constitutes the first stage 

of the receiver. The iterative decoding process is carried out between MMSE detector, URC decoder 

and channel decoder. 

MMSE 
Detector URC 

£Dec 
ex 

Channel 

Decoder 

Decoded bits: 

Figure 4.12: The structure of the MS receiver in the iterative DL-SDMA system using conventional 

CQ 

Let r(k) and n(k) be the received signal vector and noise vector associated with the k-th MS, 

respectively. If the MUT-STP matrix T(k) is generated based on perfect ST-CIRTs, the MUI can be 
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perfectly eliminated. The received signal vector associated with the k-th MS can be expressed in the 

following form 

(4.18) 

where the (Nk x Lk)-dimensional matrix H(k)T(k) characterizes the effective channel corresponding 

to the k-th MS. 

Naturally, when the MUT-STP matrix T(k) is generated based on imperfect ST-CIRT, the system 

becomes unable to entirely eliminate the MUI and hence the resultant residual MUI contaminates the 

received signal of the k-th MS according to 

K 
r(k) = H(k) T(k) s(k) + L H(k) T(i) s(i) + n (k), (4.19) 

i=Uf=k 

where the second term of Equation 4.19 represents the experienced MUI. We define 

I~~I = 'Lf=Uf=k H(k)T(i) s(i) and use the denotation (T~UI to represent the recorded variance of I~~I 

in the later discussions. 

4.3.4.2 Iterative DL-SDMA Systems Using ECO-CQ 

Certain structural modifications are required by the iterative DL-SDMA system, when it employs an 

ECO-CQ. Let us utilize four conventional CQs having different number of quantization bits, namely 

q = 2,3,4 and 5, to construct an ECO-CQ. As illustrated in Figure 4.13, the data bits encoded by 

the channel encoder will be partitioned into four segments corresponding to the weighting coefficient 

vector of tx = [txl, tx2, tx3, tx4J. Each of the four segments of the channel-encoded bits will also be 

encoded by the URC encoder of Figure 4.13 before the modulation stage. For example, for a coding 

block containing L encoded bits, the j-th URC encoder encodes ctjL bits. Assuming that Nbps bits 

per modulated symbol are used for transmission, we have a total of ctj L / Nbps transmitted symbols 

generated by the j-th modulator of 4.13. Accordingly, as illustrated in Figure 4.13, the MUT-STP 

matrix T(k) will be generated by using the ST-CIRTs, which were quantized using four different 

number of quantization bits per ST-CIRT coefficient for the four segments of transmitted symbols. 

The MUT-STP matrix T(k) generated by the q-bit quantized ST-CIRTs is denoted by T(k) (Hr bit
), 

as shown in Figure 4.13. 

Figure 4.14 shows the structure of the iterative DL-SDMA using ECO-CQ. First, the received 

signal will be partitioned into four segments. Accordingly, for each segment of the received signals, 

the MMSE detector will generate the soft-bits as the input of the URC decoder. The four segments 
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Figure 4.13: The structure of the BS's transmitter in the iterative DL-SDMA system using ECO-CQ 

2 

of the extrinsic information bits generated by the URe decoder will become the a priori information 

bits of the channel decoder of Figure 4.14. As the iterative decoding process is carried out, the 

extrinsic information bits of the channel decoder will be partitioned into four segments again in order 

to construct four segments of a priori bits of the URe decoder. The four-segment output of the URe 

decoder will then be forwarded to the MMSE detector for the next iteration of the decoding process . 

......................................................................................................... , . . 

URC 

Channel 

Decoder 

Decoded bits 

Figure 4.14: The structure of the MS receiver in the iterative DL-SDMA system using ECO-CQ 

Again, the specific partitioning of the bits or symbols into segments is carried out according to 

Equation 4.17, where the transfer functions represent the four segments of soft-bits, i.e. LLRs. 
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4.3.5 EXIT Chart Analysis 

In the following discussions, we provide the EXIT chart analysis of our iterative DL-SDMA systems 

using conventional CQs and the proposed ECO-CQs. 

4.3.5.1 Iterative DL-SDMA Systems Using Conventional CQ 

Figure 4.15 illustrates the EXIT chart of the iterative DL-SDMA systems using the conventional CQs 

in conjunction with different number of quantization bits, q, which is ranging from q = 2,3,4 to 

5. Observe that by reducing the number of quantization bits, the inner EXIT-curves, which char­

acterizes the MMSE detector and URC-decoder represented inner systems, are getting closer to the 

outer EXIT-curve, which characterizes the employed RSC channel decoder, until the open tunnel 

disappears between them. Based on this EXIT chart, we expect that the system will suffer from a 

high BER, when using 2-bit CQ at Eb / No = 6 dB. On the other hand, the system using a 5-bit CQ 

performs close to the one benefiting from perfect ST-CIRT. 

.. X 
'0 ~ 

0.9 

0.8 

Ji~ 0.5 
~ c. 
~m 

0.4 

0.3 

0.2 

--q 

2 
x 3 

o 4 
+ 5 

0.1 * Perfect ST -CIRT 
... RSC[5,7] 

O~~~~~--~~~~====~ 
o 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 

Idet=ldec 
apr ex 

Figure 4.15: EXIT chart analysis of the iterative DL-SDMA system of Figure 4.11 and 4.12 using a 

q-bit conventional CQ, where q is ranging from 2,3,4 to 5. The systems are operated at Eb/NO = 6 

dB. A rate-O.5 RSC[5,7] channel coder is employed by the system. The channel model was a fJat­

fading MIMO channel and the parameters of Table 4.6 were used. 
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Table 4.6: System Parameters 

Channel Encoder rate-O.5 RSC code 

Interleaver length 105 bits 

Modulation 4QAM 

Number of users K=3 

Number of transmit antennas M=6 

Dimension of transmitted signal vector Lk = 2, for k = 1,2,3. 

Number of receive antennas Nk = 2, for k 1,2,3. 
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Figure 4.16: EXIT chart analysis of iterative DL-SDMA system of Figure 4.11 and 4.12 using 

conventional CQ having different values of quantization bit, ranging from 3,4 to 5 in (b)(c)(d), re­

spectively, when (a) indicates the system employs the perfect ST-CIRT. The systems are operated at 

Eb/NO = 6dB. A rate-O.S RSC[S,7] channel coder is employed for the system. The channel model 

was a flat-fading MIMO channel and the parameters of Table 4.6 were used. 

106 

Furthermore, Figure 4.16 shows the recorded iterative decoding trajectory of the DL-SDMA sys­

tems using a q-bit conventional CQ for Eb I No = 6dB. Observe that after iterative decoding, the 

systems using 3-bit, 4-bit, and 5-bit CQs will be able to maintain an open EXIT-tunnel. This implies 

that the system may reach an infinitesimally low BER for Ebl No = 6 dB. 
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Figure 4.17: EXIT chart analysis of the iterative DL-SDMA system of Figure 4.11 and 4.12 using a 

3-bit CQ for different values of Eb/NO' ranging from 5,4.5,4 to 3.5dB in (a)(b)(c)(d), respectively. 

A rate-D.S RSC[5,7] channel coder is employed for the system. The channel model was a flat-fading 

MIMO channel and the parameters of Table 4.6 were used. 
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Figure 4.17 shows the EXIT chart analysis of iterative DL-SDMA systems using a 3-bit CQ for 

different values of Eb/No. Observe that an EXIT-tunnel is maintained for the tested Eb/No range. 

With the aid of Figure 4.16 and Figure 4.17, we are able to demonstrate it is feasible to analyze the 

impact of quantized ST-CIRT on the iterative DL-SDMA systems. 

4.3.5.2 Iterative DL-SDMA Systems Using ECO-CQ 

In Figure 4.15, we found that the systems using 2-bit CQ are unable to maintain an open EXIT-tunnel 

for Eb / No = 6dB. Therefore, in order to assist the system in maintaining an open EXIT-tunnel at 

Eb/NO = 6dB, we have to increase the number of quantization bits to q = 3. However, the EXIT­

tunnel of the systems using 3-bit CQ is rather wide. With the aid of the proposed algorithm of Section 

4.3.3, and given a certain level of Eb / No, we will be able to design the system for maintaining a 

narrow but still open EXIT-tunnel using an average of less than q = 3-bit accuracy quantization. 

According to Equation 4.16, we can design ECO-CQ having a low value of q corresponding to the 

weighting vector lX. Figure 4.18(a) shows the EXIT-curves of the iterative DL-SDMA system using 
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ECO-CQ and q = 2.6 as well as tx = [0.4,0.6,0, OJ, namely that 40% ST-CIRTs in a transmission 

block were quantized by 2-bit CQ, while 60% ST-CIRTs were quantized with 3-bit CQ. In this way, 

we reduce the number of bits to be fed back to the transmitters. In this example, we reduced 0.4 bits 

feedback of each sampled ST-CIRT for both the magnitude and phase parts, which means we reduce 

0.13%(0.4/3) overall feedback-rate. 
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Figure 4.18: EXIT chart analysis of the iterative DL-SDMA system of Figure 4.13 and 4.14 using 

ECO-CQ in conjunction with q = 2.6 for Eb/NO = 6dB. (a) shows the inner EXIT-curve of the 

iterative DL-SDMA system using ECO-CQ. (b) shows the recorded iterative decoding trajectory of 

the iterative DL-SDMA system using ECO-CQ. A rate-D.S RSC[S,7] channel coder is employed for 

the system. The channel model was a flat-fading MIMO channel and the parameters of Table 4.6 

were used. 

Furthermore, Figure 4.19 characterizes the iterative DL-SDMA system using ECO-CQ in con­

junction with different values of q along with the corresponding weighting vector tx listed in Table 

4.7. 

Table 4.7: q and corresponded weighting vector tx 

q 2.6 2.7 2.8 2.9 3.5 

tx [0.4,0.6,0,0] [0.3,0.7,0,0] [0.2,0.8,0,0] [0.1,0.9,0,0] [0,0.5,0.5,0] 
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Figure 4.19: EXIT chart analysis of the iterative DL-SDMA system of Figure 4.13 and 4.14 using 

ECO-CQ in conjunction with different values of q for Ebl No = 6dB. A rate-O.5 RSC[5,7] channel 

coder is employed for the system. The channel model was a flat-fading MIMO channel and the 

parameters of Table 4.6 were used. 
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In the following discussions we provide the corresponding BER performance results and also show 

their consistency with our EXIT chart analysis. The system parameters used are listed in Table 4.6. 

4.3.6.1 BER performance of the iterative DL-SDMA system using CQ and ECO-CQ 

Figure 4.20 characterizes the BER performance of the iterative DL-SDMA system using a conven­

tional CQ and am ECO-CQ. As illustrated in Figure 4.20, the iterative DL-SDMA systems using 

ECO-CQ in conjunction with q = 2.6 bits are capable of obtaining an infinitesimally low BER lower 

at EblNo = 6 dB. This confirms the prediction of the EXIT chart analysis seen in Figure 4.18. Upon 

increasing q, we are able to achieve an infinitesimally low BER at lower EbiNo. The BER perfor­

mance of system using perfect ST-CIRT is also provided in Figure 4.20 as a benchmark. Figure 4.20 

shows the performance of the system using 5-bits CQ is close to the one benefiting from perfect ST­

CIRT. Compared to q = 5, we are able to reduce 1.5 quantization bits per ST-CIRT sample for both 

magnitude and phase quantization by using ECO-CQ in conjunction with q = 3.5 at an Ebl No loss 
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of less than 0.5 dB. 
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Figure 4.20: BER performance of the iterative DL-SDMA systems of Figure 4.13 and 4.14 using 

ECO-CQ in conjunction with different values of q. The number of decoding iteration is I = 12. A 

rate-O.5 RSC[5,7J channel coder is employed for the system. The channel model was a flat-fading 

MIMO channel and the parameters of Table 4.6 were used. 
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Figure 4.21 portrays the BER performance of the ECO-CQ aided iterative DL-SDMA system 

for different values of qat Eb/NO = 5dB, which was recorded for different numbers of decoding 

iterations. As expected, the achievable system performance will improve upon increasing the number 

of decoding iterations I. As illustrated in Figure 4.21, the BER of the system employing q = 3 is 

improved from 10-1 to a value below 10-5 upon increasing I from 2 to 5. Secondly, when using 

the ECO-CQ, we are able to employ lower value of q. For example, for I = 10, the ECO-CQ 

aided system is capable of achieving a target BER of 10-5 using q = 2.7, while the system uses 

conventional CQ requires q = 3 for the same. In other words, the flexibility of ECO-CQ assists the 

system in employing lower number of quantization bits, which reduces the feedback bitrate at a given 

BER performance. 
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Figure 4.21: BER performance of the ECO-CQ aided iterative DL-SDMA systems of Figure 4.13 

and 4.14 for different values of qat Eb/NO = 5dB. The performance of the system at different 

numbers of decoding iterations are investigated. A rate-O.5 RSC[5,7] channel coder is employed for 

the system. The channel model was a flat-fading MIMO channel and the parameters of Table 4.6 

were used. 
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As mentioned, the imperfect ST-CIRT will introduce MUI. In Figure 4.22(a), we illustrate the BER 

performance of the system subject to MUI, which is characterized by recording the variance O'Irw 
of the MUI. Also, the O'Irw induced by different values of q is illustrated in Figure 4.22(b). In the 

low Eb/No range, such as 2 dB, the systems become less sensitive to (7'1w, because the ST-CIRT 

quantization error effects are masked by the noise. However, for higher E b / No values, such as 5, 10 

dB, the BER performance of the systems improves upon reducing the effects of O'Irw, which is 

achieved by using a higher q. Observe in Figure 4.22(a) that when O'Irw is less than -4 dB, the BER 

performance can be further improved by using a higher number of decoding iterations. If O'Irw is 

higher than this -4dB, the system tends to exhibit a high BER. 

4.3.6.3 Further improvement of the ECO-CQ-aided iterative DL-SDMA system using IRCCs 

In the above discussions, the systems employed a rate-O.S RSC[S,7] channel coder. However, we can 

further improve the achievable performance by employing IRCC [69]. With the aid of EXIT charts, 

we may redesign the outer EXIT-curve, which characterizes the channel decoder, by employing IR­

CCs for reducing the value of q of ECO-CQ. In Figure 4.23 we characterize the iterative DL-SDMA 
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Figure 4.22: (a) shows the BER performance of the iterative DL-SDMA systems of Figure 4.13 and 

4.14 subject to the variance crlUI of the MUL The performance at different numbers of decoding 

iterations and different Eb / NoS are investigated. (b) shows the variance crlUI of the MUI subject to 

different values of q. A rate-O.5 RSC[5,7J channel coder is employed for the system. The channel 

model was a flat-fading MIMO channel and the parameters of Table 4.6 were used. 

system of Table 4.6 employing an IRCC having a rate-O.S, while using an ECO-CQ having q = 2.5 

and operating at Ebl No = 5 dB. First, we show the EXIT chart of the rate-O.S IRCC in Figure 4.23(a) 

with its weight vector set to (tiree = [0,0,0,0,0,0,0.574825,0.167428,0,0,0, 0.0291502, 0.149874, 

0,0,0,0.0787566]. In the EXIT chart analysis of the system we employ a rate-O.S RSC[5,7J, pro­

vided as a benchmarker, Figure 4,23(a) illustrates the absence of an open EXIT-tunnel for the system 

employing a rate-O.S RSC[S,7] for the ECO-CQ having q = 2.5. On the other hand, by employing a 

rate-O.S IRCC using the appropriate weighting vector (tiree, we had an open EXIT-tunnel. We also il­

lustrate the recorded decoding trajectory in Figure 4,23(a) showing the Monte Carlo simulation based 

convergence behaviour. Additionally, we characterize the attainable BER performance of the systems 

employing rate-O.S IRCC and RSC channel coders in Figure 4.23(b) in conjunction with different 

numbers of decoding iterations at EblNo = 5 dB. The associated BER performance further indicated 

that the rate-O.S IRCC employed enables the system using ECO-CQ having q = 2.5 to achieve a good 

BER performance upon increasing the number of decoding iterations. For example, the system em­

ploying the rate-O.S IRCC is capable of achieving a BER less than 10-5, when the number of iteration 

is higher than I = 35. On the other hand, the system employing the rate-O.S RSC experiences a high 

BER, around 10-1 even at a high numbers of decoding iterations. 
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Figure 4.23: (a) shows the EXIT chart analysis of the iterative DL-SDMA systems of Figure 4.13 

and 4.14 employing the rate-D.5 IRCC and the ECO-CQ having q = 2.5 at Eb / No = 5 dB. (b) shows 

the corresponding BER performance subject to the number of decoding iterations, I. The EXIT chart 

analysis and BER performance of the iterative DL-SDMA systems employing a rate-D.5 RSC[5,7J 

channel coder are provided as benchmarkers. The results show that the rate-D.5 IRCC employed 

further assist the iterative DL-SDMA system utilizing q = 2.5 in maintaining a low BER, while the 

system employing a half-rate RSC[5,7J results in a high BER. The channel model was a flat-fading 

MIMO channel and the parameters of Table 4.6 were used. 

4.3.7 Conclusions 

In this section, we characterized the iterative DL-SDMA systems using ST-CIRT quantization. The 

quantization error of ST-CIRTs introduce MUI and degrade the attainable performance of the system. 

We quantified the ST-CIRT imperfection by measuring the variance of ST-CIRT quantization error, i.e. 

CTgT -CIRT and investigated its relationship with the number of channel quantization bits employed in 

Figure 4.10. In addition, in Figure 4.22(a) we quantified MUI by measuring the variance of MUI, i.e. 

CT'irw and related it to the degradation of the BER performance in the iterative DL-SDMA systems. 

The relationship between CT'irw and the number of channel quantization bit employed presented in 

Figure 4.22(b). 

Furthermore, we demonstrated in Figure 4.15 and Figure 4.16 that the impact of imperfect ST­

CIRT on the systems can be analyzed with the aid of EXIT chart. We found that when the number 

of quantization bits q employed in the conventional CQ is increased to q = 5, the EXIT chart anal-
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ysis predicts a performance close to that using perfect ST-CIRT. This implies that the impact of the 

imperfect ST-CIRT becomes negligible, when the number of quantization bits employed increases to 

q = 5 bits. Moreover, we proposed an ECO-CQ aided iterative DL-SDMA system designed with 

the aid of EXIT charts. The merit of ECO-CQ is that it allows to more flexibly utilize the ST-CIRT 

quantization and hence further assists us in reducing the number of quantization bits and hence to 

reduce the feedback bit-rate. Quantitatively, at EblNo = 5 dB, by using ECO-CQ having q = 2.7 

quantization bits, the iterative DL-SDMA becomes capable of achieving a BER less than 10-5. By 

contrast, the conventional CQ needs q = 3 quantization bits. In addition, we further improved the 

achievable performance by reshaping the outer EXIT-curve by employing a rate-0.5 IRCC. Observe 

in Figure 4.23(b) that the system employing the rate-0.5 IRCC resulted in a BER less than 10-5, while 

the system using the rate-0.5 RSC experienced a high BER, around 10-1 . 

4.4 Summary and Conclusions 

In this chapter, we used the design concept of [69] to assist us in configuring the iterative DL-SDMA 

system for different operating conditions, namely reducing the complexity of iterative detection in 

Section 4.2 and when using a limited-rate ST-CIRT feedback channel in Section 4.3. 

In Section 4.2, we proposed a generic detection framework, which was referred to as the IrGD 

scheme. By taking into account both the complexity per iterative detection stage and the number of 

iterations required, the proposed IrGD arrangement may reduce the overall iterative decoding com­

plexity. We showed in Figure 4.6 and Figure 4.7 that the IrGD aided iterative DL-SDMA system 

has the lowest complexity compared to the benchmark systems. Tables 4.8 and 4.9 summarize the 

complexity ratio of the IrGD aided iterative systems and the benchmarker systems in comparison to 

the Log-MAP detector. Again, the IrGD aided system had the lowest complexity. 

Table 4.8: Comparison of the complexity ratio achieved by the iterative DL-SDMA systems using 

different detectors (extracted from Figure 4.6) 

1 EblNo [dB] 1 1.71 2.2 1 2.7 3.2 

Log-MAP 1 1 1 1 

OHRSA 0.64 0.4167 0.4000 0.3750 

MMSE 0.41 0.2056 0.2056 0.2056 

IrGD 0.36 0.2056 0.1967 0.1752 
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Table 4.9: Comparison of the complexity ratio achieved by the iterative DL-SDMA systems using 

different detectors (extracted from Figure 4.7) 

4.5 5 5.5 

Log-MAP 1 1 1 1 1 

OHRSA N/A 0.0101 0.0097 0.0095 0.0091 

MMSE N/A N/A N/A 0.0003 0.0003 

IrGD N/A 0.0037 0.0028 0.0003 0.0003 
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In Section 4.3, we proposed an algorithm referred to as ECO-CQ, which assists the system in 

maintaining the minimum feedback overhead, while ensuring that an open EXIT-tunnel is still at­

tainable. In Table 4.10, we characterized the ECO-CQ aided iterative DL-SDMA system using the 

minimum required number of quantization bits q for both magnitude and phase of each ST-CIRT 

coefficient, while maintaining a target BER of 10-5. In order to attain the target BER, the system em­

ploying conventional CQ may be required to use a 3-bit CQ to quantize the ST-CIRT, when we have 

Eb / No 2: 4dB, as illustrated in Figure 4.20. On the other hand, the ECO-CQ aided system may use a 

reduced value of q to quantize the ST-CIRT, such as 2.9,2.8,2.7, and 2.6, while maintaining the same 

target BER. The corresponding reduced feedback overheads are listed in Table 4.10. For example, the 

ECO-CQ aided iterative DL-SDMA system associated with q = 2.7 has 10% normalized overhead 

reduction at Eb/No = 5dB. 

Table 4.10: Reduced feedback rate of the ECO-CQ aided iterative DL-SDMA systems (extracted 

from Figure 4.20) 

3 3.5/ 4 4.5 5j 
Minimum required q-bit 4 3 3 3 3 3 

Conventional CQ 
Normalized overhead A 0.024 0.018 0.018 0.018 0.018 0.018 

Minimum required q-bit 4 3 2.9 2.8 2.7 2.6 
ECO-CQ 

Normalized overhead A 0.024 0.018 0.0174 0.0168 0.0162 0.0156 

Normalized overhead reduction ratio RA 0 0 0.033 0.067 0.1 0.13 
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motivates us to redesign the MUT scheme of Chapter 2 invoking LDC-aided space-time signaling for 

ensuring that the LDC-aided MUT DL-SDMA scheme approaches the MIMO channel's capacity. 

Moreover, in Chapter 2 we considered a scenario, which is similar to a V-BLAST-type downlink 

(DL) transmission scheme and may be classified as an SDM-SDMA MUT scheme. In Chapter 3 

and 4 we studied the design of iterative joint detection and decoding based on this MUT scheme. 

However, this MUT scheme exploited the independent fading of the Array Elements (AE) in the 

spatial domain only. This spatial diversity scheme may, however, have a limited diversity gain owing 

to the correlated nature of shadow-fading. In order to counteract this limitation, our contribution in 

this chapter is that we introduce an MUT aided DL-SDMA using an LDC based space-time signaling 

scheme in Section 5.1.2, which jointly exploits the independent nature offading in both the spatial­

and time- domain in order to increase the achievable degree of freedom and hence to further increase 

the attainable diversity gain. Furthermore, we proposed the concept of irregular sphere detection, 

which was designed to reduce the complexity imposed by the joint iterative detection and decoding of 

the LDC aided iterative DL-SDMA system. 

In order to differentiate the MUT scheme of Chapter 2 and the MUT invoking the LDC based 

space-time signaling scheme proposed in this chapter, we refer to the former as the basic MUT scheme 

and to the latter as the LDC-aided MUT scheme. The exploitable degree of freedom provided by the 

basic MUT scheme is proportional to the number of transmit antennas, which is limited due to the 

physical size of the BS's transmitters. This limits the achievable data throughput and the diversity gain 

attained by the system. As a countermeasure, the proposed LDC-aided MUT DL-SDMA system has 

an increased diversity gain, which results in an improved BER performance, as we will demonstrate 

in Section 5.1.4. Furthermore, the increased flexibility of the proposed LDC aided MUT assisted 

DL-SDMA system allows us to accommodate time-variant channel conditions, as we will discuss in 

Section 5.1.4. 

The rest of this section is structured as follows. First, we highlight the general structure of LDCs 

in Section 5.1.1. Then we introduce the LDC-aided MUT DL-SDMA system model in Section 5.1.2. 

In Section 5.1.3, we detail the design of the LDC-aided MUT scheme, followed by our discussions of 

the system's capacity. The normalized system load is defined in Section 5.1.4, complemented by the 

corresponding performance results. Finally, we conclude in Section 5.1.5. 
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5.1.1 Linear Dispersion Code 

In this section we briefly summarize the general structure of LDCs [47,81]. The basic philosophy of 

LDCs is to encode the Q data symbols which are about to be transmitted in an interval of T symbol 

Time Slots (TS) into a new codeword with the aid of a set of dispersion matrices, which we refer to as 

an LDC symbol. Then the code rate of the LDC is given by Nbps . Q/T, where Nbps is the number of 

bits contained in each data symbol. Let us consider a single-user MIMO system having M transmit 

antennas and N receive antennas. Let dn 1~=1 be the complex data symbol, which may be generated 

by a QPSK or QAM modulator. Let Mnl~=1 be the set of (M x T)-element dispersion matrices. 

Therefore, the LDC symbol, denoted by Z, obeys 

Q 
Z = LMndn. 

n=1 

Example 5.1: Use LDC in a (2 x 2)-MIMO system 

Let us consider a (2 x 2)-MIMO system as an example, where the MIMO system has 

M = 2 transmit antennas and N = 2 receiver antennas. As illustrated in Figure 5.1, 

there are (Q = 2) data symbols d1 and d2 to be encoded into an LDC symbol Z. First, 

the data symbols d1 and d2 will be multiplied by the dispersion matrices Ml and M2, 

respectively and then they will be added to construct the LDC symbol Z. Also, let T = 2, 

which means that the LDC symbol Z will be transmitted in T = 2 consecutive symbol­

slots. 

As seen in Figure 5.1, the coefficients of Z, 21 and 23 are transmitted via AE 1 in the TS 

t = 0 and t = 1, respectively. Similarly, 22 and 24 are transmitted via AE 2 in TS t = 0 

and t = 1, respectively. Observe that due to the LDC coding, the both data symbols d1 

and d2 contribute all the coefficients of the LDC symbol Z, namely the 21,22,23 and 24, 

which indicates that the data symbols d1 and d2 are both dispersed to the two AEs and to 

the two time slots. Hence they benefit from both spatial- and time-diversity. 

(5.1) 

The coefficient [Z]m,t represents the symbol to be transmitted from the m-th transmit antenna in 

the t-th QPSKlQAM-symbol slot of the LDC-symbol interval T. Let H t be the (N x M)-element 

matrix which represents the Rayleigh fading MIMO channel realization experienced during the t-th 

QPSKlQAM -symbol slot. Let us now define the diagonal channel matrix 'H = diag ([HI, H2, ... ,H T] T) 

and the linear dispersion matrix X as X = [vec(Ml)' vec(M2),' .. ,vec(MQ)] l as well as d = 

1 vec(.) is the operator that forms a column vector from successive columns of a matrix, where vec-1 ( .) is the reverse 

operation, reconstructing the original matrix from the column vector. 
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t = 0, ZI = dlml,1 + d2m2,1 

t = 1, Z3 = dlml,3 + d2m2,3 

t = 0, Z2 = dlml 2 + d2m2 2 

t = 1, Z4 dlml:4 + d2m2:4 

Figure 5.1: LDC in a (2 x 2)-MIMO system 

119 

[d1, d2, ... ,dQl T. The received signal vector observed over the duration of T, denoted by Y, is then 

given by 

Y = 'HXd+N, (5.2) 

where N represents the AWGN vector observed over the duration of T QPSKlQAM-symbol slots. 

Each constituent element of N obeys the distribution CN(O, No). We may express the LDC symbol 

in vectorical form as S = X d, where S = vec(Z). 

According to [47,81], the ergodic capacity of the system described by Equation 5.2 when using 

the optimum LDC is given by 

e: = max -T
1 

E {log2 det (I + NEd 'HX X H1-{H)}, 
tr(XXH):ST 0 

(5.3) 

where we have Ed = E {lldI12}. 

The algorithms designed for finding X, which optimizes Equation 5.3 were detailed in [47,81-

83]. LDCs may be optimized using different criteria. For example, Hassibi and Hochwald [81] 

proposed the design of LDCs maximizing the ergodic capacity of a single-user MIMO system. On 

the other hand, Heath and Paulraj [47] designed LDCs for minimizing the Bit Error Ratio (BER). 

By contrast, the design objective of Wang et. aZ. [82] was to design LDCs for achieving a low 

BLock Error Ratio (BLER). In contrast to the pervious randomly-search LDC design, [84] proposed 

a structured LDC. Against this background, we aim for designing LDCs for achieving the maximum 

attainable sum capacity ofthe DL-SDMA system, which will be detailed in Section 5.1.3. Let us now 

continue by introducing the system model of our LDC-aided DL-SDMA scheme in the following 

section. We will further discuss the highest- capacity LDC in Section 5.1.3 in the context of the LDC­

aided MUT DL-SDMA system. Let us continue by introducing the system model of the LDC-aided 

DL-SDMA scheme in the following section. 
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5.1.2 System Model 

In this section, we first brief by outline the structure of the iterative DL-SDMA using the basic MUT 

scheme and later extend it to the system using the LDC-aided MUT scheme. 

5.1.2.1 Iterative DL-SDMA Using Basic Multi-User Transmission 

The structure of the iterative DL-SDMA schemes of Chapter 3 [43] using the basic MUT scheme 

is repeated here for the reader's convenience in Figure 5.2. The BS employs M transmit antennas 

for supporting K MSs, while the k-th MS invokes Nk receive antennas for receiving Lk independent 

transmitted data streams, where Lk has been defined in Section 3.2.1 as Lk = M - r.f=l,Yk Nj- We 

assume a flat-fading MIMO channel. We denote the (M x Nk)-element channel matrix by Hik
), 

which is constituted by the sampled flat-fading channel impulse responses of each AE experienced 

by the k-th user at the t-th symbol instant. The elements [Hik)]i,j' where we have 1 :S i :S Nk and 

1 :S j :S M, are i.i.d complex Gaussian random variables obeying the distribution CN(O,l).2 

As illustrated in Figure 5.2, the source bits bjk) 1~!~bPS transmitting to the k-th user are encoded 

both by the channel encoder and URC precoder encoder before being modulated using the 2NbPs _ary 

QAM modulator. Let sik
) E C LkX1 be a complex-valued column vector, which is constituted by 

the QPSKlQAM modulated data symbols d~k) I~~l and denotes the modulated signal vector to be 

transmitted to the k-th MS in the t-th DL-SDMA symbol time slot, while Lk = M - r.f=l,j# Nj 

represents the number of independent signal streams contained in the DL-SDMA symbol stream sik
). 

Additionally, we define the so-called Space-Time Preprocessor (STP) matrix Tik) E C MxLk , which 

was designed for the sake of eliminating the MUI [35] as detailed in [43] and Section 3.2.1. Briefly, 

Tik) may be constructed based on the nullspace of the matrix Hik), where the elements of Hik) are 

constituted by Hii) If=u#' in order to prevent the users' signals from being transmitted to other users. 

Hence, the general received signal model of the k-th user is given by, 

K 
(k) _ H(k) T(k) (k) + \' H(k) T(i) (i) + (k) 

r l - I I Sl L.J I I Sl nl , (5.4) 
i=U# 

where the second term of Equation 5.4 represents the MUI, which will be entirely eliminated, when 

Tii) is designed based on the perfect knowledge of Hii) I~l. Furthermore, nik) represents the AWGN 

noise vectors obeying the distribution CN(O,No) for each constituent element and we have No = 

2(T~. 

2 [Aji,j indicates the i-th row and j-th column element of matrix A. 
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Figure 5.2: Multiuser transmission in the DL-SDMA system 
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Moreover, we assume that the power constraint FT ~ tr (T~k)(T~k))H) of the STP matrix T~k) 

is satisfied for all values of k and t. Therefore we may define the Signal to Noise Ratio (SNR) for 

each receiver antenna as 

SNR = FTEs 
No I 

where Es = E {lls~k) 112} is the average power of the k-th user's modulated signal. 

(5.5) 

Figure 5.2 also illustrates the structure of each MS's receiver. The detector constitutes the first 

stage of the receiver and provides soft-bits for the URC decoder. The extrinsic information exchange 

is carried out between the URC decoder and the channel decoder employed. More detailed discussions 

of the benefits of this iterative design and its operation have been detailed in Chapter3. 

5.1.2.2 Iterative DL-SDMA Using LDC-aided Multi-User Transmission 

In this section, we extend the iterative DL-SDMA system of Figure 5.2 using the basic MUT scheme 

of Section 5.1.2.1 to the system of Figure 5.3 using the LDC aided MUT scheme. As mentioned in 
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Section 5.1.1, the LDC scheme's space-time symbol is transmitted over an interval of T conventional 

time slots. Therefore, in order to formulate the system model of the LDC aided MUT in an equivalent 

input-output format, similarly to Section 5.1.1, we rewrite the related parameters of the basic MUT 

scheme of Section 5.1.2.1. 
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Figure 5.3: LDC-aided Multiuser transmission in the DL-SDMA system 

We portray the structure of the iterative DL-SDMA system using the more sophisticated LDC­

aided MUT schemes in Figure 5.3. As illustrated in Figure 5.3, the source bits bjk) 1;:~bPS transmitted to 

the k-th user are encoded both by the channel encoder and the URC encoder, before being modulated 

using the M-ary QAM modulator, where we have M = 2Nb ps and N bps denotes the number of 

bits per modulated symbol. The QAM modulated data symbols d~) 1~=1' which constitute the data 

vector d (k), are encoded into the LDC symbol S(k) by multiplying the data vector d (k) with the 

optimum linear dispersion matrix X(k), where the LDC symbol S(k) is a hyper-vector constituted 

by T column-vectors, i.e. we have s~k) 1;=1' Each column-vector s~k), constituted by the elements 
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sj,~) If!l' is multiplied by the MUT-STP matrix T~k) and combined with the other users' signals before 

being transmitted via M AEs. 

Figure 5.3 also illustrates the structure of each MS's receiver. First, the detector will detect the 

received signals of the T slots. Then, similar to the basic MUT scheme of Figure 5.2, the extrinsic 

information exchange is carried out between the URC decoder and the channel decoder employed. 

Data-symbol vector 
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i.e. S(k) = vec(Z(k)) 

I 
I I 

I I d1k) 
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(a) 

~
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: ': spatial 

D --------I---t----I" 
s~) - - - - - - - s~k) s\k) Lk spatial domain dimensions 

time --;----------~/ r- T symbol time slots ---1 
(b) 

Figure 5.4: The illustration of the LDC symbol encoded from the data symbol 

(c) 

Figure 5.4 illustrates how the Q data symbols d~k) I~=l benefit from having joint space-time do­

main diversity gains by virtue of being mapped to the LDC symbols. Again, in the LDC aided MUT 

DL-SDMA scheme, the LDC symbol is represented by the T -element hyper-vector S (k), which is 

constructed by multiplying the (LkT x Qk)-element linear dispersion matrix X(k) with the 2NbPs _ary 

QAM modulated signal vector d (k), i.e. we have S (k) = X(k) . d (k). As illustrated in Figure 5.4(a), the 

t-th column-vector s~k) in the LDC symbol S(k) is constituted by the Q data symbols d~k) I~=l' There­

fore, the total transmit power of each data symbol d~k) I ~=l is dispersed into Lk . T transmit symbols 

over the interval of T slots, as illustrated in Figure 5.4(a). The vectorically segmented LDC symbol 

S(k) will be transformed to the LDC symbol Z(k) of Figure 5.4(b) by using the operator vec 1 (.) or 



5.1.3. Design of the Linear Dispersion Matrix 124 

equivalently the parallel-to-serial operation shown in Figure 5.3, namely Z(k) = vec-1 (S(k»). As 

illustrated in 5.4(b), for each LDC symbol Z(k), the constituent column-vectors s~k) are transmitted 

during the T consecutive slots. The t-th constituent column-vectors s~k) are also distributed to the Lk 

spatial-domain dimensions, namely the Lk effective transmit antennas allocated to the k-th user. Due 

to the MDT-STP, shown in Figure 5.4(c), the number of effective transmit antennas allocated to the 

k-th user Lk obeys Lk = M - 'Lr=l,j# Nj- As illustrated in Figure 5.4(b), the power of each data 

symbol d~k) 1~=1 is distributed over T time slots and Lk spatial-domain dimension. This provides joint 

space-time domain diversity gains for each data symbol. 

Let H(k) represents the observed MIMO CIR of the k-th user, which is assumed to be time-variant 

over an interval of T slots, i.e. we have H(k) = [Hi
k
) I H~k) I' •• I H~k) I' •• I H?)]T. Furthermore, let 

T(k) = [Ti
k
) I T~k) I' •• I T~k) I' •• I T?)]T. Therefore, we may express the effective channel matrix 

1{(k) experienced by the k-th user over the interval of T slots, i.e. over the duration of an LDC symbol, 

as 

1{(k) = diag ( H(k») diag ( T(k») I (5.6) 

where diag (h) represents a diagonal matrix having the elements of h. 

Hence, we denote y(k) as the k-th user received signal observed successively over an interval of 

T slots, which is given by 

K 
y(k) = 1{(k) S (k) + L 1{(k) S (i) + N(k) I (5.7) 

i=l,i# 

where again S(k) represents a T-element hyper-vector, i.e. the generated LDC symbol given in vec­

torical form. The hyper-vector S(k) is constituted by the column-vectors s~k) 1;=1' which are defined 

in the basic MDT scheme illustrated in Figure 5.3. Similarly, N(k) is a T-element vector, which is 

constituted by n~k) 1;=1' while the second term represents the MDI. 

5.1.3 Design of the Linear Dispersion Matrix 

There are two main benefits of exploiting the linear dispersion matrix X(k). Firstly, it increases the 

achievable transmit diversity of the system by exploiting the extra degree of freedom provided by 

the time domain, where the maximum joint transmit diversity order of the time and spatial domain 

is LkT for the k-th user, as illustrated in Figure 5.4(b). In contrast, only spatial diversity is provided 

by the basic MDT scheme of Figure 5.2, described by the system model of Equation 5.4, where the 

maximum transmit diversity order is only Lk for the k-th user [43]. Secondly, the LDC matrix allows 
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us to increase the variety of the transmission data rates available by increasing the degrees of freedom, 

which is achieved by exploiting the different combinations of Qk and LkT. 

In order to design the linear dispersion matrix X(k) for achieving the maximum attainable degree 

of freedom, we may design the columns of X(k) to be orthogonal vectors. This may be achieved, for' 

example, by using the QR-decomposition [85] of a (D x D)-element random matrix A, according 

to A = QR, where we have D = max {LkT, Q}. Then we assign the column or row vectors of Q 

to the columns of X(k) [47]. There are several alternative techniques of generating the orthogonal 

vectors used for constructing the linear modulation matrix X(k), which have been further detailed 

in [47]. Suffice to say here that for a given set of parameters Q, Lk and T, the choice of X(k) is not 

unique. 

Example 5.2: Design of the orthogonal columns of the linear dispersion matrix by 

using the QR-decomposition 

Assuming that we have Q = 4, T = 2 and Lk = 2, we demonstrate how to gen­

erate a linear dispersion matrix X(k) for the k-th MS by using the QR-decomposition. 

First we randomly generate a (4 x 4)-matrix A and let A = QR using using the QR­

decomposition, where 

A= 

Q= 

and 

R= 

-0.4326 + 1.0668i -1.1465 + 0.2944i 0.3273 - 0.6918i -0.5883 - 1.441Oi 

-1.6656 + 0.0593i 1.1909 - 1.3362i 0.1746 + 0.8580i 2.1832 + 0.5711i 

0.1253 - 0.0956i 1.1892 + 0.7143i -0.1867 + 1.2540i -0.1364 - 0.3999i 

0.2877 - 0.8323i -0.0376 + 1.6236i 0.7258 - 1.5937i 0.1139 + 0.6900i 

(5.8) 

-0.1953+ 0.4818i 0.2398 - 0.5443i -0.1783 + 0.0227i 0.5856 + 0.0271i 

-0.7522 + 0.0268i -0.1726 - O.OO72i -0.2331 - 0.1521i -0.2502 - 0.5134i 

0.0566 - 0.0432i -0.5393 - 0.2589i -0.3429 - 0.5556i -0.0692 + 0.4538i 

0.1299 - 0.3759i 0.2514 - 0.4419i -0.5524 + 0.3985i -0.3453 + 0.0126i 

(5.9) 

2.2143 -1.1445 + 1.7566i 0.1230 - 0.5439i -2.4412 + 0.1808i 

o 
o 
o 

-2.1843 

o 
o 

1.0815 - 0.9393i 0.1631 - 0.3445i 

-1.9141 

o 
-0.0425 + 0.1040i 

-1.4258 

(5.10) 
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Then, we use the column vectors of Q to construct the columns of X(k). Due to the fact 

that Q and X(k) are both a (4 x 4)-element square matrix and due to the orthogonality 

of Q, we have X(k) = QI V2, where II V2 is a normalizing factor. However, another 

randomly generated A may result in another matrix Q when using QR-decomposition 

and we may also use Q to construct the orthogonal columns of the linear dispersion 

matrix X(k). Therefore the choice of X(k) is not unique. 
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Let us detail now how the LDC scheme of [47] may be invoked to assist in the design of X(k). 

More specifically, we may design X(k) to approach the attainable capacity as closely as possible, as 

advocated in [47]. When we have LkT = Q, i.e. X(k) is a square matrix, the system described by X(k) 

becomes capable of approaching the attainable capacity, as long as it satisfies X(k) (X(k))H = 1/ Lk 

[47]. This condition may be met by constructing X(k) with the aid of orthogonal vectors. However, in 

the case of LkT = Q, the choice of X(k) is not unique, as demonstrated in Example 5.2. In the case of 

LkT> Q or LkT < Q and assuming that the data symbol d~k)l~l is a continuous-valued Gaussian 

signal, we may conduct a numerical search to find that particular matrix X(k) which maximizes the 

equivalent ergodic capacity for the k-th user, as expressed in [47], 

e:(k) = max .!..E {10g2 det (INkY + ~ 1{(k) X(k) (X(k))H (1{(k))H) }, 
tr(X(kl(X(kl)H):s:Y T No 

(5.11) 

where the equivalent ergodic capacity C(k) is constituted by the mutual information between the trans­

mitted and received signal, when the MUI in the second term of Equation 5.7 is entirely eliminated. 

The expectation E {.} in Equation 5.11 is taken with respect to different channel realizations 1{(k). 

In contrast to the continuous-input continuous-output memoryless channel, in the case of LkT > 

Q or LkT < Q the discrete-input continuous-output QPSK or M-ary QAM signals d(k), we may con­

duct a numerical search to find that particular matrix X(k), which maximizes the equivalent ergodic 

capacity expressed for the k-th user as [16], 

e:(k) = max -.!..E {10g2 ( 1 L exp (_~IIY(k) _1{(k)X(k)d(k)11 2)) } 
tr(X(kl(X(kl)H):S:y T MQ(nNo)Nk (i(kl

E
M9 No 

1 
- yNklog2(neNo), (5.12) 

where the equivalent ergodic capacity C(k) is quantified by assuming that the MUI in Equation 5.7 

is entirely eliminated. Still referring to Equation 5.12, Me denotes the set of M complex-valued 

constellation points of the modulation scheme employed and MP is the total set of legitimate values 

hosted by the transmitted data symbol vector d (k). Again, E { .} here is taken with respect to different 

effective channel realizations 1{(k), QPSK or M -ary QAM signals d (k) and N(k), respectively. 
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5.1.4 Spatial and Time Domain Loading Schemes 

In this section, we further discuss the benefits of our LDC aided MUT scheme by introducing both 

the normalized Spatial-Domain (SD) load fs and the normalized Time-Domain (TD) load ft, as well 

as the overall normalized system load f o, where all the normalized loads may be configured of each 

other in order independently to accommodate the near-instantaneous channel conditions experienced 

by each user as well as the data-rate requirement of each user. More specifically, we define the 

normalized SD load dk
) of the k-th user as 

(5.13) 

which indicates the normalized SD load in a conventional symbol-time-slot. The most wide-spread 

scenarios is the fully loaded case, when the number of transmit and receive antennas dedicated to a 

user is the same. 

Similarly, we define the normalized TD load dk
) of the k-th user as 

which quantified the normalized TD load for each spatial dimension. 

Finally, the overall normalized system load dk
) of the k-th user is defined as 

which determines the effective system load of the k-th user. 

Example 5.3: Normalized load scenarios 

Let us assume that the LDC aided MUT DL-SDMA system has M = 6 transmit anten­

nas, N = 2 receive antennas per MS and supports K = 3 users. The schematic of this 

system configuration is illustrated in Figure 5.5. The number of spatial domain dimen­

sion obtained of each user is hence L = 6 - 2 . 2 = 2. The number of the LDC symbol 

slots is T = 2 and Q = 2 data symbols are encoded into a single LDC symbol. Then 

the resultant normalized SD load becomes dk
) = 2/2 = 1, the normalized TD load 

f~k) = 2/ (2·2) = 1/2 and the overall normalized system load dk
) = 2/ (2·2) = 1/2. 

(5.14) 

(5.15) 

The normalized load may be adaptively configured in response to different channel conditions. 

For example, if the fading envelopes of the spatial domain channels are nearly uncorrelated, we may 

opt for a high SD load dk
) for the k-th user in order to achieve a high throughput. On the other hand, 
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Figure 5.5: LDC-aided MUT in the iterative DL-SDMA system associated with the system configu­

ration of[M,N, L] = [6,2,2] 

128 

if the k-th user encounters spatially correlated channels, we may reduce the normalized SD load dk
) 

in order to increase the achievable diversity gain, Similarly, we may adaptively configure the TD 

load dk
) in response to the correlation experienced in the time domain. For example, in fast-fading 

scenarios, the fading envelopes tend to be uncorrelated and hence we may increase the value of the 

TD load r}k), although maintaining accurate channel estimation will become more challenging in 

fast-fading channels. In contrast, we may achieve an increased diversity gain by reducing the level of 

normalized TD load r~k). 

In short, when jointly exploiting the spatial and time domains in order to achieve a certain diversity 

order and diversity gain, multiplexing gain as well as multi-user interference cancellation capability, 

we may argue that the resultant scheme constitutes a multi-functional multi-user MIMO transmission 

scheme. 
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In our following discussions, we will quantify the system's capacity and performance as a nmc­

tion of the previously defined normalized load. For convenience, we will omit the user index k by 

assuming that each user has the same parameters, namely that we have Q = Ql = Q2 = ... = QK, 

L = Ll = L2 = '" = LK and N = Nl = N2 = ... = NK. 
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Figure 5.6: Sum capacity analysis of the LDC aided MUT assisted DL-SDMA system of Figure 5.3. 

(a) Sum capacity of the MUT DL-SDMA system with/without using LDC. (b) Sum capacity of the 

LDC aided MUT DL-SDMA system at different numbers of independent data stream Q = 4,5 and 6. 

The system configurations expressed as [M, N, L, Q, T] represents the number of transmit antennas 

M, the degree of freedom L in the spatial domain, the number of receive antennas N at each MS, 

the number of independent data streams Q transmitted to each user in a given LDC symbol and the 

number of slots T in the LDC symbol. The LDC matrices employed are listed in Appendix B 

In Figure 5.6, we characterize the sum capacity of the LDC aided MUT DL-SDMA system using 

Equation 5.12. More explicitly, Figure 5.6(a) illustrates the achievable capacity improvement of the 

LDC aided MUT DL-SDMA system of Figure 5.3, compared to the basic MUT DL-SDMA arrange­

ment of Figure 5.2 using no LDC. The system characterized in Figure 5.6(a) has the same normalized 

load ofdk
) = 1 and same data rate of (Q/T = 2). The capacity of a (6x6)-element MIMO system 

assuming a Gaussian rather than discrete signal input is also included as our benchmarker. On the 

other hand, in Figure 5.6(b), we show that the capacity may be potentially increased upon increasing 

the number of independent data stream Q from 4 to 5 or 6 while having the same value of T, which 

in this case T = 2. 

In Figure 5.7, we quantify the diversity gain of the LDC aided MUT DL-SDMA system for 
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Figure 5.7: (a) The capacity of the LDC-MUT aided DL-SDMA system for different normalized 

loads. (b) The BER performance of the LDC aided MUT DL-SDMA system for different loads using 

the system parameters listed in Table 5.2. The system configurations associated with different loading 

ratios in (a) and (b) are listed in Table 5.1. 
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Q = 2. More explicitly, we compare three different groups of system configurations. The first group 

has the system configuration of [M, N, L] = [7,2,3] and obeys the schematic shown in Figure 5.8. 

This system has a normalized SD load offs > 1, which implies having a rank-deficient configuration 

in the spatial domain. The second group follows the schematic shown in Figure 5.5 and is associated 

with the system configuration of [M, N, L] = [6,2,2] having a normalized SD load offs = 1, which 

implies supporting a fully-loaded configuration in the spatial domain. The third group employs the 

system configuration of [M,N,L] = [5,2,1], obeys the schematic shown in Figure 5.9 and has 

a normalized load of fs < 1, which implies having a lightly-loaded configuration in the spatial 

domain. When increasing the value of T, each group experienced an increasing diversity gain. In 

Figure 5.7(b), each group associated with the curves using the same line-type illustrates the achievable 

BER performance improvement, where the diversity gain is seen to be increased, upon increasing T. 

The achievable spatial domain diversity may be improved upon increasing the number of transmit 

antennas, while fixing the number of independent data streams transmitted. However, upon increasing 

the number of transmit antennas implies increasing the size and complexity of the BS. Therefore, we 

may jointly exploit the diversity gain gleaned in both the spatial and time domain in order to increase 

the attainable transmission integrity, which has been demonstrated in terms of the achievable BER 

performance in Figure 5. 7(b). Additionally, the systems associated with the same value of f 0, which 



5.1.4. Spatial and Time Domain Loading Schemes 131 

were indicated in Figure 5.7(a) with the aid of the same markers have the same capacity, but a different 

BER performance. For example, in the group marked by the hollow circles, the curve associated with 

fs < 1 exhibits a higher diversity gain and hence outperforms the systems having fs = 1 and 

fs > 1, which were marked by the dots and dash-dots lines, respectively. The BER performance seen 

in Figure 5.7(b) was obtained using the system parameters listed in Table 5.2. 

Detected bits of the k-th user 

Figure 5.8: LDC-aided MUT in the iterative DL-SDMA system associated with the system configu­

rationof[M,N,L] = [7,2,3] 
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Figure 5.9: LDC-aided MUT in the iterative DL-SDMA system associated with the system configu­

ration of[M, N, L] = [5,2,1] 
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Table 5.1: System configurations for different normalized loads in Figure 5.7, where we have Q = 2 

and N = 2. 

Schematic M L T f t fs fo Symbol rate (Q/T) 

7 3 3 219 312 113 2/3 

Figure 5.8 7 3 2 113 3/2 112 1 

7 3 1 2/3 3/2 1 2 

6 2 3 113 1 113 2/3 

Figure 5.5 6 2 2 112 1 112 1 

6 2 1 1 1 1 2 

5 1 3 2/3 112 113 2/3 

Figure 5.9 5 1 2 1 112 112 1 

5 1 1 2 112 1 2 

Table 5.2: System Parameters in Figure 5.7(b) 

Channel model uncorrelated flat-fading channel model 

Channel Coder rate-O.5 RSC [5,7] [22] 

Interleaver length 105 bits 

URCCoder rate-l Conv. Coder [22] 

Detector Log-MAP 

Number of iterations 5 

Modulation 4QAM 

Number of users K=3 

Number of receive antennas of each MS Nk = 2, for k = 1,2,3. 

LDC matrix X listed in Appendix B 
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5.1.5 Conclusions 

In this section we proposed an iterative DL-SDMA system using LDC. The achievable SNR gain at 

a given sum capacity of the systems characterized in Figure 5.6(a) has been further summarized in 

Table 5.3. The maximum SNR gain recorded was 1 dB, when the sum capacity of the systems was 

11 bits. Furthermore, the improved BER performance of the LDC aided MUT DL-SDMA systems 

was a benefit of the diversity gains shown in Figure 5.7(b), which were summarized in Table 5.4. It 

also indicated that a decreasing SNR was required by the systems in order to reach the target BER 

of 10-3, when the value of T was increased. The maximum SNR gain recorded was about 6 dB in 

each group of systems, when the number of LDC-symbol intervals was is increased from T = 1 to 

T = 3. In the case of T = 1 the system is equivalent to the basic MUT scheme of Figure 5.2, which 

employed no LDCs. 
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Table 5.3: Required SNR of the LDC aided MUT DL-SDMA system at the specific target sum 

capacity (extracted from Figure 5.6(a» 

Sum capacity Basic MUT of Figure 5.2 LDC aided MUT of Figure 5.3 single-user MIMO 

(bits/slHz) (SNR [dB]) using LDC (SNR [dB]) (SNR [dB]) 

5 4.9 4.9 4.6 

6 6.2 6.1 5.9 

7 7.6 7.4 7.0 

8 9.0 8.8 8.0 

9 10.5 10.1 8.9 

10 12.1 11.5 9.8 

11 14.6 13.5 10.6 

Table 5.4: Required SNR of the DL-SDMA system using the LDC aided MDT scheme at the target 

BER performance of 10-3 (extracted from Figure 5.7(b» 

Schematic LDC-MUT [M, N, L, QJ The interval of the LDC symbol T fo SNR [dB] 

[7,2,3,2] 3 113 7.7 

Figure 5.8 [7,2,3,2] 2 112 9.2 

[7,2,3,2] 1 1 13.9 

[6,2,2,2] 3 1/3 7.4 

Figure 5.5 [6,2,2,2] 2 112 8.8 

[6,2,2,2] 1 1 13.7 

[5,2,1,2] 3 113 7.0 

Figure 5.9 [5,2,1,2] 2 112 8.5 

[5,2,1,2] 1 1 00 
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5.2 Irregular Sphere Detection in the LDC-MUT Aided DL-SDMA Sys­

tem 

In this section, we introduce the concept of irregular sphere detection, which is invoked for reducing 

the complexity imposed by the iterative joint detection and decoding process. As advocated in [18,43] 

and also investigated in Section 2.2, the sphere detection process is capable of providing a near-ML 

performance at a low complexity. The nature of this non-linear detection algorithm makes it eminently 

suitable for operation in rank-deficient scenarios3 , where the family of linear detection algorithms, 

such as MMSE detection, performs poorly. In the recent literature [16,18,86], most research efforts 

focus on the complexity reduction of each sphere detection iteration. By contrast, our aim is to 

introduce the concept of irregular sphere detection, which is designed to reduce the overall iterative 

decoding complexity by taking into account both the complexity per iterative detection stage and the 

number of iterations required. 

Let us first assume that the ST-CIRT is perfectly known at the transmitter, so that the MUI may 

be perfectly eliminated. Then we can rewrite the received signal model of the k-th user provided in 

Equation 5.7 as 

(5.16) 

where we have S(k) = X(k) . d(k). 

For the sake of simplicity, we will remove the user index k, where this does not cause any con­

fusion. Furthermore, by defining the effective channel matrix as 'He = 1{X, we may write Equation 

5.16 as 

y 'HXd + N, 

'Hed +N. 

(5.17) 

(5.18) 

In our forthcoming discussions, we will continue with a brief summary of sphere detection and 

further detail the proposed irregular sphere detection scheme in order to detect the transmitted signals 

of each MS. 

3The rank-deficient scenario is defined as the case when the number of transmitter antennas is higher than the number 

of receive antennas, which has been detailed in Section 2.2.1 
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5.2.1 K-best Sphere Detection 

The ML solution of Equation 5.16 may be equivalently expressed as [18]: 

(5.19) 

where U is a (Q x Q)-element upper-triangular matrix and UHU = (He HHe + 2£7;1). Again, MP 
is the set of all possible candidates of the Q-element transmitted data vector d. Furthermore, Xc 

is the transmitted data vector candidate considered as the search centre of the SD, which is usually 

the MMSE solution. Consequently, the objective function :J associated with the candidate d of the 

transmitted data vector, which will be evaluated during the SD's near-ML search, is defined as [18] 

(5.20) 

where we have di = (dil • •• I dQ). Furthermore, we define the Partial Euclidean Distance (PED) as 

(5.21) 

. . . . . . . . . . . . .. ........"............................ i = 1 

i=2 

i=3 

i = 4 

• K = 4 best candidates 

Figure 5.10: The illustration of the tree-search of the K best candidates of KSD 

In general, the SD's near-ML search may be depicted as a tree search process [18]. In the class of 

K-best SDs [86], at each layer of search, i.e. from the layer i = 1 to the layer i = Q, the K-Best SD 

retains a fixed number of candidates Ncand, which have the smallest PEDs. Assuming that we have 

Q = 4 and there are four hypothesises for each data symbol di , Figure 5.10 illustrates an example of 

the tree search of KSD in conjunction with Ncand = 4. As illustrated in Figure 5.10, we only retain 
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a fixed number of four survivors associated with the smallest PED, marked with black circles at each 

tree-layer, instead of exponentially expanding the search tree. At the bottom of the tree search, there 

will be only Ncand = 4 candidates left, compared to 256(44) candidates of the full search of the ML 

detector. 

The KSD is attractive, since it is capable of directly controlling the detection complexity by 

adjusting the number of SD candidates, N cand ' This is particularly useful and important to us in 

designing the proposed irregular SD, which will be shown in Section 5.2.3. 

By defining Dft C M9 as the reduced hypothesis set containing N cand = it candidates only, the 

desired a posteriori Log Likelihood Ratio (LLR) of the i-th bit of the the n-th symbol element of the 

transmitted data vector d formulated in Equation 5.17 can be expressed as [20] 

£det(d. ) = min {-lOgp(d) + IIY-1iedI12 } apt I,n v 0 2(72 
dEl) !l,(i,n) n 

- v mfn {-lOgp (d) + IIY -;~edI12}, 
dEl) !l,(i,n) n 

(5.22) 

where the hypothesis set D~ (. ) contains the candidates which have their i-th bit of the n-th symbol 
J"\" l,n 

element equal to the binary bit b = {O, I}. In addition, p (d) is the a priori soft information of the 

given hypothetical data vector being considered. 

5.2.2 K-best Sphere Detection Using Center-Shifting 

The initial value of the search center Xc in Equation 5.19 may be chosen to be the MMSE solution. 

In the context of the iterative joint detection and decoding schemes, this search center can be updated 

at each iteration based on the a priori information input, which is expected to become more reliable 

upon using more iterations. Hence, by referring to this process as center-shifting, we introduce the 

center-shifting aided K -best SD concept. In Figure 5.11, we illustrate the structure of the Centre­

Shifting (CS) aided KSD, where £apt is denoted as the a posteriori information generated by the 

soft detection aided KSD. Additionally, the a priori information aided MMSE [33] based center 

calculation will generate a new center Xc at each iteration according to the updated input a priori 

information £apr. Based on the updated center Xc, the K-best SD updates the set Dft constituted by 

the Ncand number of SD candidates having the smallest PED. 

Our EXIT analysis demonstrated that the KSD operating without CS may not have any iterative 

gain upon increasing the extrinsic information provided for the SD, as illustrated in Figure 5.12. On 

the other hand, the KSD-CS scheme exhibits a substantial iterative gain for both Ncand = 64 and 
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Figure 5.11: The structure of K-best SD using the center-shifting scheme 
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Figure 5.12: EXIT chart analysis of the iterative K-best SD using the center-shifting scheme. A 

rate-D.S Recursive Systematic Convolutional (RSC) channel co dec, having the octal generator poly­

nomials of G=[S,7], was employed by the system. The system parameters of Table 5.5 were used. 

5.2.3 Irregular Sphere Detection 
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In this section we introduce the framework of IrSD by appropriately amalgamating a number of CS 

aided K-best SD, each using a different value of Ncand, although this may be simply interpreted 

as using a single KSD-CS and a variable value of N cand . The CS aided K-best SD using different 

values of Ncand have a different decoding performance and a different detection complexity. Hence, 
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by invoking appropriately amalgamated KSD-CS associated with different values of Ncand, the IrSD 

scheme is designed to reduce the overall complexity, which takes into account both the complexity 

per iterative detection stage and the number of iterations required, with each constituent KSD-CS 

processing the required fraction of the received bits. 

More specifically, the philosophy of the Irregular SD technique is that of utilizing V KSDs em­

ploying different values of N cand for detecting predetermined segments of the transmitted signals, 

instead of using a fixed value of N cand , as justified later in this section. Based on the appropriately 

optimized fractions of the received signal, each KSD-CS generates its soft-bit estimates of the ap­

propriate fractions of the transmitted signals. More specifically, for a transmission block containing 

L encoded bits and assuming that N bps bits per symbol are transmitted by the modulator, we have 

L/ Nbps symbols per transmission block, where each transmission block is mapped to a separate 

time-slot. At the receiver, we invoke the proposed IrSD scheme, which is constituted by V compo­

nent KSD-CS employing different values of Ncand. Let Cv be the complexity of the v-th component 

detector of the IrSD scheme. Then the weighting coefficient lXv, V = I, ... V, of the KSD-CS has to 

satisfy: 

v v 
1 = L lXv, Cgd = L IXvCv, and IXv E [0, I], \Iv, (5.23) 

v=l v=l 

where Cgd is the average complexity of the IrSD scheme 4. 

For each iterative stage, the computational complexity of the v-th KSD-CS associated with the 

given Ncand = it can be quantified as 

Cv = Q. Nbps . <I> (it), (5.24) 

where as before, Q is the number of elements in the transmitted signal vector d and <I> (it) is the com­

putational complexity of evaluating each bit's LLR in d formulated in Equation 5.22 and associated 

with the reduced hypothesis set D fl.. 

Furthermore, each constituent detector generates IXvL soft-bits for a transmission block containing 

L bits. Similarly to the irregular scheme [69], the IrSD design philosophy is that it allows us to 

superimpose the EXIT curves of the individual component detectors after appropriately weighting 

them by the optimum value of lXv, which facilitates the matching of the detector's EXIT curve to that 

of the outer channel decoder. It was shown in [69] that this EXIT-curve matching has the potential of 

minimizing the open EXIT-tunnel's area and hence it is capable of a near-capacity operation, while 

4The subscript gd indicates generic detection, potentially using arbitrary detectors. However, in this paper we use 

KSD-CS in conjunction with different values of Ncand employed as the component detectors. 
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maintaining an infinitesimally low BER. To elaborate a little further, according to [69], the EXIT 

function Tgd(lin), which characterizes the detector referred to synonymously as the inner 'decoder' 

of the IrSD aided system, is given by 

V 

Tgd(lin) = L IXvTv(lin), (5.25) 
v=l 

where Tv (lin) is the EXIT function of the v-th component KSD-CS invoked by the IrSD scheme. 

In summary, using the weighting-coefficient vector IX formed by the weighting coefficients IXv 

for v = 1,2", . , V satisfying Equation 5.23 creates a IrSD having a given average computational 

complexity of Cgd . Given the weighting-coefficient vector IX, the EXIT function of Tgd(lin), char­

acterizing the inner decoder's EXIT curve can be generated based on Equation 5.25. Therefore, we 

can design the superimposed EXIT function Tgd (lin) of the IrSD aided system by optimizing the 

weighting-coefficient vector IX, for the sake of minimizing the open EXIT-tunnel area and hence to 

facilitate near-capacity operation, while maintaining an infinitesimally low BER. 

5.2.4 Irregular Sphere Detection Aided Multi-User Transmission 

As a practical design example, we utilize a V number of CS aided KSDs to create the IrSD shown 

in Figures 5.13 and 5.14. As shown in Figure 5.13, the data bits are encoded by both the channel 

encoder and the Unity-Rate Coder (URC), which is constituted by a convolutional encoder using a 

single shift register stage [70], The interleaver placed between the channel encoder and the URCs 

is denoted by TIl, as seen in Figure 5.13. The four parallel paths in Figure 5.13 indicate that not 

only the IrSD, but also the transmitter has to process the fraction of IXI L, ... ,IXV L bits separately, 

although the same URC and modulation schemes are employed. The weighting-coefficient vector IX 

is used for partitioning the coded bits into the appropriate-length segments for the URC encoders. 

For example, for a transmission block containing L encoded bits, the v-th URC encoder encodes IXvL 

bits. Assuming that Nbps bits per symbol are used for transmission, IXvL / Nbps number of modulated 

symbols are generated by the v-th modulator. Furthermore, the length of the interleaver between the 

v-th URC and the v-th modulators, denoted as TI2,v in Figure 5.14, is equal to IXvL/Nbps ' Both the 

number V and the weight of the constituent detectors used for creating the IrSD may be chosen to 

minimize the complexity of the IrSD while maintaining the target BER. The output signal vector d (k) 

seen in Figure 5.13 will be multiplied with the linear dispersion matrix X(k) of Figure 5.3, as detailed 

in Section 5.1.2.2 and transmitted with the aid of the LDC-MUT scheme shown in Figure 5.3. 

Furthermore, based on the MS receiver of LDC-MUT DL-SDMA system seen in Figure 5.3 of 

Section 5.1.2.2, Figure 5.14 illustrates the structure of the MS's receivers using IrSD. As shown in 
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1 

2 

Binary Source 
For User k 

Figure 5.13: Generating the precoded data symbol vector d(k) for the k-th user of Figure 5.3 

IrSD 
-----------,-----,: 

I 

SIP 

~SIP 

Detected bits of the k-th user 

SIP 

Figure 5.14: The structure of the IrSD aided iterative DL-SDMA receiver using LDC of Figure 5.3 

Figure 5.14, the IrSD is assembled from V CS aided KSDs. The received signals are partitioned 

into appropriate-length segments according to the weighting-coefficient vector lX. Each KSD-CS then 

processes the corresponding fraction of the received signal, and the same is true for the URC decoders. 

Then iterative detection is invoked for exchanging extrinsic information among the IrSD detector, 

URC decoders and the channel decoder. The extrinsic information bits generated by the channel 

decoder are also partitioned into appropriate-length segments according to the weighting-coefficient 

vector lX, which are then fed back to the URC decoders and the IrSD detector, as seen in Figure 5.14. 

As a simplifying assumption, perfect channel knowledge is assumed to be available at both the 

transmitter and receiver in this study. Therefore the MUI may be entirely eliminated [43]. In this 

case, the system can be viewed as a number of parallel single-user MIMO systems. In this section, 

we focus our attention on introducing the IrSD algorithm itself. The impact of imperfect channel 

knowledge will be considered in Section 5.3. 
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In the next section, we will summarize the optimization of the IrSD, which requires finding the 

optimized weighting vector tx. 

5.2.5 Optimization of the Irregular Sphere Detection 

We invoke KSD-CSs having V different values of Ncand in the irregular generic detector. The 

weighting-coefficient vector tx E JRv has to satisfy Equations 5.23 and 5.25. Let F be a set contain­

ing all the candidate solutions tx. We may find the weighting-coefficient vector tx E F by conducting 

a search similar to that suggested in [69]. By defining an (Np x V)-element matrix A, which is 

constituted by V number of EXIT functions Tv (Iin) , V = 1,· .. , V, and a vector b = T~l (Iin) , for 

A= 

and 

Tl(i1 ) T2(il) 

Tl (i2) T2 (i2) 

b= 

T~,l (il) 

Tc~,l (i2) 

Tc~,i (iNp ) 

Our Objective Function (OF) O(tx) may be defined as 

(5.26) 

(5.27) 

(5.28) 

which represents the area between the inner and outer channel decoder's EXIT curve, where the 

former is constituted by the combined IrSD and URC decoder. Naturally, all elements of e, where 

we have e = (Atx - b), have to be larger than zero, since they physically represent the area between 

the outer and inner decoder's EXIT curve. We define a subset A c :F containing all weighting 

coefficient vectors tx meeting this constraint. Secondly, for a specific fixed computational complexity 

Cgd, we opt for that particular tx value, which is associated with a higher area 0 (tx) between the outer 

EXIT curve Tc--;;l(Iin) and the inner EXIT curve Tgd(Iin), which implies requiring a low number of 

decoding iterations. Therefore, we assume that the optimal weighting-coefficient vector txopt can be 

obtained by finding the tx value satisfying: 

txopt = maxO(tx). 
txEA 

(5.29) 
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Algorithm 5.1: Optimization of the IrSD weighting-coefficient vector tx 

Set the value of the affordable computational complexity Cgd of the IrSD. 

Let 

[ ~, 1 
c= 

C2 

T1(h) T2(il) 

A= 
Tl (i2) T2 (i2) 

Find txopt using the following steps: 

TNdet (il) 

TNdet (i2) 
,b = 

T:C,i (h) 

Tc-;;,i (i2) 
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Step 1) Find tx E F which satisfies Ctx d of Equation 5.23 using the algorithm 

summarized in Appendix A. 

Step 2) Find txopt = maxtx O(tx) = IIAtx - bW. 

We summarize the IrSD technique in Algorithm 5.1, which was generalized for an arbitrary num­

ber of constituent detectors Ndet. 

5.2.6 IrSD Design and Analysis Using EXIT Charts 

In this section, we will demonstrate how EXIT charts may be used to assist us in the design of the 

IrSD and in the analysis of the systems' iterative decoding performance. 

Let us first define the IrSD's target complexity ratio r gd with respect to the full candidate list 

searched by the KSD, i.e. by the ML, which is expressed as: 

(5.30) 

where again Cgd is the per-iteration computational complexity of the IrSD. 

Furthermore, the total complexity Cgd,iter of the IrSD embedded into the iterative decoding pro­

cess, which is defined as the product of the per-iteration complexity and the number of iterations 

required for approaching an infinitesimally low BER., is given by 

Cgd,iter = Cgd X 19d' (5.31) 

where liter,gd is the number of IrKSD iterations required for achieving convergence to the (lA, h) = 
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(1, 1) point in the EXIT chart. Therefore, the total complexity ratio of the IrSD is given by 

r gd,iter = Cgd,iter / Cml,iteYI (5.32) 

where CLog-MAP,iter is the total complexity imposed by the iterative Log-MAP detector, when attain­

ing perfect convergence to the (lA, Ir) = (1,1) point in the EXIT chart. 

In Figure 5.15, we illustrate the EXIT curves ofthe LDC-MUT aided DL-SDMA system employ­

ing the KSD-CS in conjunction with different values of Ncand. Observe that the systems employing 

the KSD-CS in conjunction with different values of N cand have different inner EXIT-curves. Accord­

ing to Equation 5.24, the higher the value of Ncand, the higher the complexity at each detection stage. 

On the other hand, the wider EXIT-tunnel of the system using higher values of N cand implies necessi­

tating less iterative steps, which may be required for the iterative process to converge. Hence striking 

an attractive compromise between the value of Ncand and the number of iterations has the potential of 

reducing the overall complexity. 
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Figure 5.15: EXIT curves ofLDC-MUT aided DL-SDMA system of Figure 5.3 employing the KSD­

CS with different settings of Ncand. The systems operated at Eb / No = Sd B. The channel model was 

a flat-fading MIMO channel and the system parameters of Table 5.5 were used. 

By using the design detailed in Section 5.2.3, we construct the Irregular SD using CS aided KSDs. 

For further characterizing the complexity of the IrSD scheme, in Figure 5.16 we illustrate the inner 

decoder's EXIT-curves recorded for the IrSD aided iterative DL-SDMA system designed for different 

complexity ratios rgd, ranging from 0,001,0.005,0.01 to 1, where rgd = 1 corresponds to using the 

ML detector. The weighting-coefficient vectors {X designed for each of the corresponding complexity 
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Table 5.5: System Parameters 

Channel model uncorrelated flat-fading channel model 

Channel Coder rate-O.S RSC [S,7] 

Interleaver length 105 bits 

URC Coder rate-1 Conv. Coder [22] 

Modulation 4QAM 

Number of users K=3 

Total number of transmit antennas M=7 

Number of receive antennas of the k-th user Nk = 2, for k = 1,2,3. 

Total number of receive antennas 6 

Dimension in the spatial domain Lk = 3, for k = 1,2,3. 

Number of independent data streams 

transmitted for the k-th user in one LDC symbol Qk = 6, for k = 1,2,3. 

The interval of one LDC symbol T=2 

The LDC matrix X refer to Equation B.1 0 of Appendix B 

ratios r gd are listed in Table S.6, where the elements of IX, from the first element to the last element, 

represent the KSD-CS using Ncand = 1,32,64,256 and 4096 in this order. For example, for the 

IrSD associated with r gd = 0.005 and IX = [0.62,0.18,0.2,0, OJ, the constituent KSD-CS using 

N cand = 1 has a 62% duty cycle, the KSD-CS using N cand = 32 has an 18% duty cycle, while the 

KSD-CS using N cand = 64 has a 20% duty cycle. As expected, by reducing the complexity ratio rgd, 

the duty-cycles of the lower-complexity detectors, which are the KSD-CS detectors associated with 

smaller values of Ncand , becomes higher than those of the higher-complexity detectors, which are 

the KSD-CS detectors associated with higher values of N cand . On the other hand, as a consequence 

of reducing the complexity ratio rgd, the EXIT-tunnel becomes narrower. The number of iterative 

decoding iterations required for attaining perfect convergence increases due to having a narrower 

EXIT-tunnel. Therefore, again, there is a tradeoff between the complexity ratio r gd corresponding to 

the single-iteration-complexity and the number of the decoding iterations Igd. In order to reduce the 

overall complexity of the iterative DL-SDMA receiver, we have to take both effects into account. In 

Figure S.17(a), we quantitatively illustrated this trade-off. The required number of iterations Igd is 

increased, when reducing the complexity ratio rgd. When rgd is lower than 0.001, the EXIT-tunnel 

becomes narrow and the number of iterations required for navigating through the EXIT-tunnel may 

become excessive. 
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Figure 5.16: EXIT chart analysis of the iterative DL-SDMA system of Figure 5.3 invoking IrSD 

of Figure 5.13 and 5.14 associated with different values of rgd, ranging from 1,0.01,0.005,0.001 

in (a)(b)(c)(d), respectively. The systems operated at Eb/NO = 5dB. A rate-O.5 RSC[5,7] channel 

coder was employed for the system. The channel model was a flat-fading MIMO channel and the 

parameters of Table 5.5 were used. 
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When aiming for different values of rgd, we arrive at Table 5.6. In Table 5.6, the computa­

tional complexity of Cgd,iter is further quantified in terms of the number of Add-Compare-Selection 

(ACS) operations, when considering the joint complexity of the IrSD detector, URC decoder and 

the RSC[5,7] channel codec employed. Furthermore, based on Table 5.6, we have generated Figure 

5.17(b), which illustrates the overall complexity of the IrSD aided iterative decoding process, i.e. 

Cgd,iter and its complexity ratio, r gd,iter> for different values of r gd. We have found that the IrSD aided 

DL-SDMA system has the lowest iterative decoding complexity, when we have r gd = 0.001 and the 

corresponding weighting-coefficient vector is fX = [0.93,0.07,0,0,0] at Eb / No = 5dB. The overall 

complexity ratio r gd,iter of the IrSD in the case of r gd = 0.001 is equal to 0.00233. In other words, the 

proposed solution reduces the complexity by about three orders of magnitude, compared to the ML 

detector aided iterative receiver. 
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Table 5.6: Parameters of the IrSD at Eb / No = 5dB 

rgd ty, Igd Cgd,iter(ACS) r gd,iter 

1 [0,0,0,0,1] 3 50741964.00 1 

0.5 [0,0,0,0.57,0.43] 3 25370982.00 0.5 

0.1 [0,0,0.35,0.65,0] 3 5074196.40 0.1 

0.09 [0,0,0.4,0.6,0] 3 4566776.76 0.09 

0.08 [0,0,0.5,0.5,0] 3 4059357.12 0.08 

0.07 [0,0,0.6,0.4,0] 3 3551937.48 0.07 

0.06 [0,0,0.55,0.45,0] 3 3044517.84 0.06 

0.05 [0,0,0.7,0.3,0] 3 2537098.20 0.05 

0.04 [0.53,0.07,0.1,0.3,0] 3 2029678.56 0.04 

0.03 [0.043,0.157,0.7,0.1,0] 4 1691398.80 0.0333 

0.02 [0.39,0.01,0.5,0.1,0] 4 1217807.14 0.0267 

0.01 [0.37,0.03,0.6,0,0] 5 879527.38 0.0167 

0.008 [0.425,0.175,0.4,0,0] 5 676559.52 0.0137 

0.005 0.62,0.18,0.2,0,0] 5 422849.70 0.0083 

0.003 [0.77 ,0.13,0.1,0,0] 6 304451.78 0.00633 

0.001 [0.93,0.07,0,0,0] 7 118397.92 0.00233 

0.0005 N/A N/A N/A N/A 
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Figure 5.17: (a) The required number of iterations Igd of the IrSD associated with different values of 

r gd (b) Total complexity of the iterative IrSD decoding process. The systems operated at Eb / No = 

5dB. 

148 



5.2.7. Performance Results 149 

5.2.7 Performance Results 

In this section, we characterize the attainable performance of the IrSD aided iterative DL-SDMA 

system. The system parameters used are listed in Table 5.5. 
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Figure 5.18: Comparison of the computational complexity (a) per detect bit and BER (b) of the 

iterative decoding aided DL-SDMA system of Figure 5.3 employing different detectors. The channel 

model was a flat fading MIMO channel and the parameters of Table 5.5 were used. The weighting­

coefficient vector (X. of the IrSD employed at the Eb / No values ranging from 3, 4, 5 to 6 dB were 

[0,0,0,0.34,0.66], [0.37,0.03,0.6,0,0], [0.93,0.07,0,0,0] and [0.995,0.005,0,0,0], respectively. 

In Figure 5.18(a), we recorded the computational complexity imposed, which is quantified by 

using the number of add-compare-selection (ACS) operations in the iterative DL-SDMA system de­

signed for reaching a target BER of 10-5. Observe in Figure 5.18(a) that the IrSD aided iterative 

DL-SDMA systems have a lower computational complexity than the other KSD-CS detection aided 

systems employing a fixed value of N cand , where the IrSD employs Ncand = 1,32,64,256 and 4096. 

Moreover, when the system operated at Eb/NO = 3 dB, the KSD-CS(4096) detector may still 

maintain an open EXIT-tunnel between its EXIT-curve and the outer channel coder's EXIT-curve. 

However, the EXIT-curves of the other inner benchmarker detectors, such as the KSD-CS(1), KSD­

CS(32), KSD-CS(64) and KSD-CS(256) scheme, may intersect the EXIT-curve of the outer channel 

encoder at Eb/NO = 3 dB. This resulted in an 'infinite computational complexity' of the iterative 

decoding imposed by the benchmarker detectors, because they would require an infinite number of 

iterations, in order to achieve a target BER of 10-5 . In Figure 5.18(a), the cross-over between the 
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curve portraying the computational complexity imposed by the KSD-CS( 4096) detector and those of 

the other benchmarker detectors indicated this phenomenon. 

Figure 5.18(b) shows that the IrSD detector has only a modest Eb/NO degradation of about 1 

dB compared to the KSD-CS benchmarker associated with Ncand = 4096. The KSD-CS detector 

using Ncand = 4096 conducted a full search over the set of MQ = 46 candidates, i.e. by taking into 

account all the possible candidates. By contrast, the KSD-CS detector using Ncand = 1 represents the 

MMSE detector. Therefore, the proposed IrSD provides a flexible detection framework. By switching 

the value of Ncand of KSD-CS detector according to the appropriately designed weighting-coefficient 

vector LX, the system may be expected to operate at the lowest possible iterative decoding complexity. 

Therefore, the proposed IrSD provides a flexible detection framework. By switching the value of 

N Cand of KSD-CS detector according to the appropriately designed weighting-coefficient vector LX, 

the system may be expected to operate at the lowest possible iterative decoding complexity. 

5.2.8 Conclusions 

In this section, we proposed the IrSD algorithm designed for reducing the complexity of the itera­

tive decoding aided system. By appropriately designing the weighting-coefficient vector LX, the IrSD 

aided system may potentially provide the lowest possible iterative decoding complexity. Quantita­

tively, Figure 5.18 suggests that the IrSD aided iterative DL-SDMA system associated with LX = 

[0.93,0.07,0,0,0] may reduce the complexity by three orders of magnitude at Eb / No = 5dB, when 

compared to the KSD-CS benchmark detector associated with Ncand = 4096. 

Table 5.7: Comparison of the complexity ratio of the DL-SDMA system using IrSD and KSD-CS 

for different values of Ncand (extracted from Figure 5.18) 

I SNR [dB] 5 

KSD-CS( 4096) 1 1 1 1 

KSD-CS(256) N/A 0.1567 0.1671 0.1879 

KSD-CS(64) N/A 0.0239 0.0266 0.0319 

KSD-CS(32) N/A 0.0143 0.0163 0.0204 

KSD-CS(l) N/A N/A 0.0098 0.0054 

IrSD 0.6989 0.0057 0.00233 0.0011 

The complexity of the DL-SDMA system using IrSD and KSD-CS at different values of Ncand' 
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was extracted from Figure 5.18 and was summarized in Table 5.7. By normalizing the complexity 

of each detector to the complexity of the ML detector, which was represented by the curve KSD­

CS( 4096) in Figure 5.18, Table 5.7 indicated that IrSD has the lowest complexity against the detectors 

considered. 
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5.3 Pilot Assisted Channel Prediction Aided LDC-MUT DL-SDMA Sys-

tern 

In this section, we study the impact of imperfect ST-CIRT on the LDC-MUT DL-SDMA system. In 

practice, the ST-CIRT may be estimated with the aid of pilot symbols fed into long range channel 

prediction algorithms [54]. Hence the scenario we considered in this section is based on the pilot­

assisted channel prediction of MIMO channels [78]. By transmitting the DL pilots periodically to 

the MSs for the sake of sampling the channel's complex-valued envelope, the receivers estimate the 

ST-CIRTs and then feed their quantized estimates back to the BS via feedback channels. In order to 

reduce the required rate of the feedback channel and efficiently feed back the ST-CIRTs of the MIMO 

channels, well-designed channel quantizers have to be employed at the MS's receiver. Due to the 

imperfect ST-CIRTs, the residual MUI will detrimentally impact the achievable system performance. 

Hence, in our following discussions, we will focus our attention on the performance analysis of the 

LDC-MUT aided DL-SDMA system using pilot assisted channel prediction. 

5.3.1 Pilot and Data Frame Structure 

As illustrated in Figure 5.19(a), we consider the scenario that the BS has M transmit antennas Then 

there are (M· N) links between the BS and each of the MSs using N receiver antennas. Additionally, 

as illustrated in Figure 5.19(b), the pilots have been periodically inserted in the symbol intervals 

of each transmitted frame, where Td is the data transmission symbol intervals and Tp is the pilot 

symbol intervals. The N -antenna aided receiver of each MS may estimate the ST-CIRTs of each 

link based on the received pilots and feeds the estimated and quantized ST-CIRTs back to the BS via 

the feedback channels. We denote the sampled ST-CIRTs of the (i,j)-th link of the n-th frame of 

Figure 5.19(a), which is experienced by the k-th MS, by ( ... ,hl~~)[n],h~]~)[n + 1]",,) as seen in 
,] I, 

Figure 5.19(b). The DL channel and the UL feedback channels of the MSs are typically allocated in 

different bandwidths and the UL feedback information is assumed to be transmitted over the strongly 

protected UL control channel. The BS may update current ST-CIRTs by employing the ST-CIRT 

prediction based on the previously received quantized ST-CIRTs . We denote the quantized ST-CIRTs 

by (- .. , fi[~) [n - I], fi[~) [n], ... ) and the predicted ST-CIRTs by ( ... , .110) [n], .11[? [n + I], ... ) in 

Figure 5.19(b). Assuming the feedback channels are error-free, the performance of MUT is limited by 

employing imperfect ST-CIRT, which is composite of the pilot interval's ST-CIRT estimation error, 

quantization error, feedback latency and the BS's ST-CIRT prediction error. 
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Again, there are (M· N) links between the BS and the N receiver antennas of each MS. Hence 

each MS has to estimate (M . N) ST-CIRT coefficients based on the received pilots for each frame. 

Assuming that each MS employs a q-bit channel quantizer 5 and has a feedback transmission rate of 

N bps bits per transmit symbol interval, the number of symbol intervals Tq required for feeding back 

all the ST-CIRT coefficients of each transmission frame to the BS is given by 

(M· N)· 2· q 
Tq = . 

Nbps 
(5.33) 

The propagation delay of the channel may be negligible compared to Tq, due to the high number 

of ST-CIRT coefficients representing the MIMO channels. Hence, the ST-CIRT signaling latency is 

determined by the amount of time required for signaling the Tq symbols. 

Example 5.4: 

Consider that the DL-SDMA system shown in Figure 5.3 has M = 6 transmit antennas 

and supports K = 3 MSs, where each MS has N = 2 receive antennas. When the MS 

employs a q = 2-bit quantization scheme, we have Tq = (6·2) ·2·3/4 = 18 symbols, 

where we assume that the MS had a feedback transmission rate of Nbps = 2 . 2 bits per 

transmit symbol interval by using 4QAM and two transmit antennas. 

In order to reduce the impact of the ST-CIRT signaling latency, we assume Tq < Td in this study. 

Hence the B S will receive the quantized ST-CIRTs of the n -th transmission frame before the (n + 1) st 

transmission frame. 

Furthermore, the BS may update the current ST-CIRTs by employing the ST-CIRT prediction 

based on the P previously received quantized ST-CIRTs. Hence, as illustrated in Figure 5.19(b), the 

predicted ST-CIRT h[~) [n + 2] may be generated based on P quantized ST-CIRTs, i.e. (hfP [n - P + 
I], ... ,h;y [n D, by assuming a prediction distance of two, which is guaranteed by letting Tq < Td· 

5.3.2 Pilot Assisted Channel Prediction Using MMSE Criterion 

As advocated in [78], we may transmit the pilot symbols from each of the M DL transmit antennas 

to each of the (N· K) MS receive antennas in the pilot symbol intervals. Therefore, each of the K 

MS receivers may estimate the ST-CIRT of each of the (M . N) links. In this scenario, the number of 

symbol intervals required for pilot transmission will be at least (M . N . K) for the (M . N . K) links 

of Figure 5. 19(a), i.e. we have Tp ~ M . N . K. Due to the high pilot overhead and latency imposed 

5The q-bit channel quantizer quantizes both the amplitude and phase of the fading envelope using q bits hence requiring 

a total of 2q bits. 
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in this scenario, the authors of [78] suggested the employment of orthogonal pilot sequences for each 

link, where the orthogonal pilot sequences are transmitted simultaneously in parallel and the compos­

ite multi-stream pilot signal is then correlated with the individual pilot sequences at the receiver [78]. 

Naturally, owing to using orthogonal pilot sequences instead of individual user and stream-specific 

pilot symbols, the sequences transmitted in parallel have an extended bandwidth requirement. How­

ever, the total side-information requirement, i.e. the required number of symbol intervals Tq, remains 

the same, regardless of how the pilots are transmitted. Let us denote the orthogonal pilot sequence 

transmitted from the j-th transmit antenna by Cp,j, which is a Nc-element column-vector and may be 

constructed by using Walsh-Hadamard codes [87]. Additionally, we denote the pilot symbol trans­

mitted from the j-th antenna by sp,j [n] and the signal received in the pilot symbol interval of the n-th 

frame of Figure 5.19(b) at the i-th receive antenna of the k-th MS's receiver by Y~~l in]. Then we have 

(k)] ~ (k)] (k) 
Yp,i [n = L... Cp,jsp,j[n]hi,j [n + Wi in], 

j=l 

(5.34) 

where Wi is the receive's white noise having a variance of No. 

Due to the orthogonality of the pilot sequences Cp,j' the estimated ST-CIRT coefficient h~~), de­

noted by h~~) , may be expressed as 

(5.35) 

The following discussions are applicable to each MS. For the sake of the concise notation, we 

will remove the user index k. 

The estimated ST-CIRT hi,j may then be quantized and fed back to the transmitter via the feedback 

channel. Let us denote the quantized value of hi,j by hi,j. We now briefly summarize the channel 

prediction algorithm using the MMSE criterion, where the predictor is fed with the quantized ST­

CIRTs. When denoting the predicted ST-CIRT coefficient of the (n + nq) frame by hi,j [n + nq], 

where nq is the number of frames over which prediction is carried out, we obtain the predicted ST­

CIRT coefficient hi,j[n + nq] based on the P previously received quantized ST-CIRT fading factors 

hi,j[n - npJ, where we have 0:::; np :::; (P -1), in the form of 

(5.36) 

where Wi,j is a P-element linear predictive weighting vector and hi,j = [hid [n], hi,j [n -1], ... ,hi,j [n -

P+l]. 
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According to [88], we may obtain the optimal linear predictive coefficients Wi,j by minimizing 

the prediction error, which may be expressed as 

(5.37) 

The optimal solution for the linear predictive coefficients Wap,i,j may be expressed as [88] 

(5.38) 

Furthermore, according to [88], assuming that the ST-CIRT fading factors hi,j[n] are Rayleigh 

distributed, the channel's correlation R may be modeled by using the zero-order Bessel function, fa 

of the first kind according to [88] 

where 

R - 1 Wap,i,j = f, 

No 
[R]a,b = fa (27T!D la - biTs) + E6(a - b), 

p 

(5.39) 

(5.40) 

(5,41) 

where we have a, b E [0, P - 1], and Ts is the symbol duration. Furthermore, Ep = Ilsp,j(n) 112 is the 

power of the pilot symbol. 

Finally, the MMSE channel prediction error variance formulated in Equation 5.37 may be ex­

pressed as [88] 

(5.42) 

In closing, we define the Normalized Mean Squared Error (NMSE) CTgT -CIRT of the ST-CIRT as 

CT~T-CIRT = E {llh[n]- h[n]11 2
} IE {llh[n]112} , (5,43) 

where the expectation E {.} is taken with respect to the time-variant fading coefficient h[n]. 

Again, the NMSE CT~T -CIRT of the ST-CIRT is determined by the composite of the pilot interval's 

ST-CIRT estimation error, quantization error, feedback latency and the BS 's ST-CIRT prediction error. 

5.3.3 Performance Results 

In this section we characterize the performance of the LD-MUT aided DL-SDMA system using pilot 

assisted channel prediction. The channel prediction used at the transmitter is based on the 2-bit 
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Table 5.8: System Parameters 

Channel Coder rate-0.5 RSC [5,7] 

Interleaver length 105 bits 

URC Coder rate-l Conv. Coder [22] 

Modulation 4QAM 

Number of MSs K=3 

Number of transmit antennas M=6 

Number of dimension in spatial domain of each MS L=2 

Number of independent data streams 

transmitted for each MS in one LDC symbol Q=3. 

The interval of one LDC symbol T=2 

Number of receive antennas of each MS N=2. 

Loading ratio fo = 1/2 

Number of input samples of channel predictor P=5 

The prediction distance of channel predictor np = 2 

quantized ST-CIRTs, which are fed back from the receivers. Using channel prediction based on the 

perfectly quantized ST-CIRT provided a benchmark, which we will denote using q = 00, i.e. an 

infinite number of bit for channel quantizer. The system parameters used are listed in Table 5.8. In 

order to further emphasize the effects of the channel prediction and channel quantization, the detectors 

employed at the DL receivers are also characterized for the scenario of perfect DL channel knowledge. 

In Figure 5.20, we characterize the performance of channel prediction at the normalized Doppler 

frequency JD = 0.001. We plot the ST-CIRT error variance (J§T -CIRT as a function of the channel 

SNR, when using a pilot spacing determined by the data transmission symbol intervals Td of each 

pilot-frame as seen in Figure 5.19(b), where we have Td = 50,75 and 100. The larger the pilot 

spacing Td, the less accurate the predicted channel. Therefore, in Figure 5.20, Td = 50 has the lowest 

(J§T -CIRT' Naturally, the specific value of Td in Figure 5.19 has an influence on the ST-CIRT feedback 

signaling rate. By considering the required ST-CIRT feedback latency, it is required for Tq < Td. As 

exemplified in Example 5.4, we have Tq = 18 according to the system configuration of Table 5.8. In 

the following discussions, we assume the pilot spacing Td = 50, which results in 0.02%(1/50) pilot 

overhead and 0.36%(18/50) feedback overhead. 
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In Figure 5.21 we recorded the number of iterative decoding steps required for the LDC-MUT 

aided DL-SDMA systems to reach the target BER of 10-5, when using different detectors. The KSD­

CS detector using N Cand = 16 reduced the number of detection candidates required from 64 to 16. 

The performance of the LDC-MUT aided DL-SDMA systems using pilot assisted channel prediction 

based on the perfect ST-CIRT was also provided in Figure 5.21 as a benchmarker. Observe that the 

systems having imperfect ST-CIRT generated by using pilot assisted channel prediction based on 

q = 2-bit ST-CIRT feedback required an SNR of about 2.5 dB higher than the ones using imperfect 

ST-CIRT generated by using pilot assisted channel prediction based on perfectly quantized ST-CIRTs. 

In Figure 5.22, we quantify the BER performance of the LDC-MUT aided DL-SDMA system 

using pilot assisted channel prediction. The number of iterative decoding steps was set to I = 10. 

By comparing the BER performance of the systems employing the MMSE and ML detectors, the 

system employing the Log-MAP detector outperformed the MMSE detector by about 1.5 dB. This 

indicates that a more powerful detector provides only a limited SNR gain when imperfect ST-CIRTs 

are employed in the systems. However, when using the KSD-CS in conjunction with N cand = 16, 

it approaches the Log-MAP performance, despite its four-fold reduced complexity. More explicitly, 

observe that in Figure 5.22 when a 2-bit channel quantizer is used, the system employing the KSD­

CS with Ncand = 16 becomes capable of reaching the BER of 10-5 at the same SNR as the systems 
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Figure 5.21: The number of iterative decoding steps required by the LDC-MUT aided DL-SDMA 

system of Figure 5.3 using pilot assisted channel prediction to reach the target BER of 10-5, when 

invoking different detectors. The normalized Doppler frequency was JD = 0.001. The other system 

parameters are listed in Table 5.8. 
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employing the Log-MAP detector. Even when a perfectly quantized ST-CIRT is assumed (q = 00), 

the system employing the KSD-CS using N cand = 16 performs similarly to the system employing the 

KSD-CS detector using Ncand = 64, which in this case is an ML detector conducting a full-candidate 

search, where the total number of detection candidates is MQ = 43. 

In Figure 5.23, the performance of pilot assisted channel prediction is investigated at the normal­

ized Doppler frequencies of JD = 0.001 and JD = 0.0005. As expected, the lower the normalized 

Doppler frequency, the smaller the NMSE (T~T -CIRT of the ST-CIRT. Observe in Figure 5.23 that the 

(T~T -CIRT difference between the normalized Doppler frequencies of JD = 0.001 and JD = 0.0005 is 

smaller, when the q = 2-bit channel quantizer is used. This indicates that the quantization error of the 

ST-CIRT limited the performance of the pilot assisted channel prediction even when it operated in a 

slow fading environment. Figure 5.24 shows that at the normalized Doppler frequency of JD = 0.001, 

a loss of about 1.5 dB has to be tolerated in comparison to JD = 0.005, when the KSD-CS detector 

using Ncand = 16 was employed in both cases. 

In Figure 5.25 we set the target BER to 10-5 and recorded the required SNR for the LDC-MUT 

assisted DL-SDMA system using pilot assisted channel prediction based on q = 2-bit ST-CIRT 

feedback. The Log-MAP detector was applied in all scenarios, in order to arrive at a fair comparison. 

The systems were configured to use their minimum required number of iterative decoding steps to 
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reach the target BER of 10-5. Different values of Q, such as 3,4,5 and 6 were used, which resulted 

in the loading ratios of [0 = [3/6,4/6,5/6,6/6], as defined in Equation 5.15. Observe in Figure 

5.25 that lower values of [0 required lower SNRs, indicating that a lower system load [0 results in 

a reduced SNR requirement at a given BER. For example, for the faster fading scenario of to = 

0.001, the required SNR is about 8 dB lower, when [0 is reduced from 4/6(0.667) to 3/6(0.5). 

For the slower fading scenario of to = 0.0005, the required SNR is about 2.5 dB lower, when [0 

is reduced from 4/6(0.667) to 3/6(0.5). In conclusion, there is a trade-off between having a low 

SNR requirement for achieving the target BER and supporting a high system load [0' especially in 

the presence of severely contaminated ST-CIRTs, which was induced by using 0.02%(1/50) pilot 

overhead and very low feedback rate of a q = 2-bit channel quantizer. On the other hand, the high 

diversity gain provided by the LDC-MUT assisted DL-SDMA system is associated with a reduced 

system load [0, which hence results in a low BER performance (BER < 10-5), even in the presence 

of severely contaminated ST-CIRTs. 
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Iv = 0.0005). The other system parameters are listed in Table 5.8. 
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Figure 5.25: The required SNR of the LDC-MUT aided DL-SDMA system of Figure 5.3 using 

pilot assisted channel prediction based on q = 2-bit ST-CIRT feedback. The system operated at 

Q = 3,4,5 and 6, which results in the loading ratios of fo = [3/6,4/6,5/6,6/6]. The other 

system parameters are listed in Table 5.8. 
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5.4 Summary and Conclusions 

In Section 5.1, we introduced the LDC-MUT aided DL-SDMA system using linear dispersion codes. 

The capacity of the LDC MUT aided DL-SDMA system characterized in Figure 5.6(a) was sum­

marized in Table 5.3. In addition, observe in Figure 5.7(b) that upon increasing the value of T, the 

achievable diversity gain improves, which in tum enhances the BER performance, as evidenced by 

Table 5.4. 

In Section 5.2, we introduced the novel KSD-CS scheme, which is capable of approaching the 

performance of the ML detector at a reduced complexity. In Section 5.2.3 we proposed LDC aided 

MUT DL-SDMA systems invoking the IrSD-CS detector, which has the potential of reducing the 

complexity of the iterative decoder employed. Table 5.7 summarized the complexity of the different 

detectors and concluded that the IrSD-CS scheme imposes a lower complexity than all the other 

detectors. 

In Section 5.3, we characterized the attainable performance of the LDC-MUT aided DL-SDMA 

systems using imperfect ST-CIRTs, which was induced by a combination of the pilot interval's ST­

CIRT estimation error, quantization error, feedback latency and the BS's ST-CIRT prediction error. 

Although there is trade-off between the low SNR required for achieving the target BER and the 

system load ro that may be supported, especially in the presence of severely contaminated ST-CIRTs. 

We found in Figure 5.25 that the high diversity gain provided by the LDC-MUT assisted DL-SDMA 

system was achieved at the cost of reducing the system load r 0, when a low BER has to be maintained, 

even in the presence of imperfect ST-CIRT. 
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In the forthcoming sections, we will summarize some of the major conclusions of this study and 

propose promising directions for future work. 

6.1.1 Multi-User Transmission Technique 

In Section 2.1, we investigated the benefits of MUT aided DL-SDMA systems, where the system 

employed a linear spatio-temporal preprocessor (STP) at the BS's transmitter in order to mitigate the 

multi-user interference (MUI) imposed on the received signals of the MSs and to facilitate multi­

stream/multi-user transmissions. In Section 2.1.2, we introduced a MUT-STP designed by using the 

classic zero-forcing (ZF) technique, the minimum mean square error criterion (MMSE) and singular 

value decomposition (SVD) aided MUT. In Section 2.1.3, we studied the achievable capacity of the 

system employing the above three MUT-STPs. In Figures 2.2 and 2.3 we observed that the achievable 

capacity of the DL-SDMA system employing the SVD-assisted MUT-STP scheme is higher than that 

of the system employing the other two MUT-STP schemes across most of the SNR region. In addition, 

in Table 2.1 we reported that the SVD-MUT is capable of operating in diverse system configurations, 

namely in lightly-loaded, fully-loaded and rank-deficient scenarios, while the MMSE-MUT and the 

ZF-MUT are unable to operate in rank-deficient scenarios. We repeat Table 2.1 in Table 6.1 for the 

reader's convenience. 

SVD-MUT MMSE-MUT ZF-MUT 

Rank-deficient (M > N, Lk > Nk) J x x 

Fully-Ioded (M = N, Lk = Nk ) J J J 
Lightly-Ioded (M < N, Lk < Nk) J J x 

Table 6.1: System configurations supported by the different linear MUT-STP schemes 

In conclusion, compared to the MMSE-MUT and ZF-MUT schemes we found that the SVD­

MUT scheme has the advantages of maintaining a high capacity and supporting a high variety of 

system configurations in different channel conditions in the context of the DL-SDMA system. 

6.1.2 Iterative Detection and Decoding 

In Chapter 2, we investigated the DL-SDMA system employing non-iterative detection schemes. 

More specifically, in Section 2.2 we evaluated the DL-SDMA system employing both linear and 

nonlinear detection techniques, when each user's received signal imposes multi-stream interference 
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(MSI), where the MUI has been mitigated by our SVD-MUT scheme. Firstly, we defined the nor­

malized system load in Section 2.2.1, which characterized different system configuration scenarios, 

namely the lightly-loaded, full-loaded and rank-deficient scenario. Then, in Figure 2.8 we compared 

the Ebl No required by the DL-SDMA systems for maintaining a target BER of 10-4 associated with 

different normalized system loads using linear detectors, such as the MMSE and nonlinear detec­

tors, such as the Log-MAP detector. In Figure 2.8 we demonstrated that linear detectors, such as the 

MMSE detector, were not ideal for the DL-SDMA system operating in the rank-deficient scenario. 

On the other hand, nonlinear detectors, such as the Log-MAP detector, are capable of operating even 

in rank-deficient scenarios, albeit they may impose an excessive complexity, as documented in Figure 

2.8. Therefore, we advocated the DL-SDMA system invoking a near-ML detector, which employed 

the optimum hierarchically reduced search algorithm (OHRSA) [20] of Section 2.2.2 to reduce the 

ML detector's complexity, while maintaining a near-ML performance. In Figure 2.7, we showed that 

the DL-SDMA system employing the OHRSA aided ML detector has a near-Log-MAP BER perfor­

mance and it is suitable for operating in rank-deficient scenarios, while maintaining a low complexity, 

as seen in Figure 2.6. 

In Chapters 3 and 4 we designed an iterative detection aided DL-SDMA system. In Section 3.2 we 

first derived an iterative near-ML detection aided DL-SDMA system, where the extrinsic information 

was exchanged between the OHRSA detector and the channel decoder, as illustrated for the iterative 

scheme (1) of Figure 6.1(b). Furthermore, we designed the iterative DL-SDMA system with the 

aid of EXIT charts and employed a unity-rate precoder (URC) to improve the decoding convergence 

behavior, where the extrinsic information was exchanged between the URC and the channel decoder 

as seen for the iterative scheme (2) of Figure 6.1(b). Similarly, in Section 4.2.2 we designed a three­

stage iterative DL-SDMA system exchanging the extrinsic information between the detector, the URC 

and the channel decoder, as shown for the iterative scheme (3) of Figure 6.1(b). In Figure 6.1(a) 

we compared the required EblNo of the non-iterative DL-SDMA systems with their corresponding 

iteratively detected counterparts outlined in Figure 6.1(b). As seen in Figure 6.1(a), the iterative DL­

SDMA scheme (3) of Figure 6.1(b) attains the target BER of 10-5 at the lowest EblNo requirement. 

However, the three-stage iterative scheme of Figure 6.1 (b) imposes the highest complexity. 

In Section 4.2 we proposed an irregular generic detection (IrGD) scheme, which may reduce the 

complexity imposed by the iterative DL-SDMA system employing scheme (1) of Figure 6.1(b), while 

maintaining an infinitesimally low BER at the target EbiNo. We introduced the design principle 

of IrGD in Section 4.2.1 and optimized the constituent detectors' duty-cycles in Section 4.2.4. In 

Figures 4.6 and 4.7 we compared the complexity imposed by the iterative IrGD aided DL-SDMA 
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Figure 6.1: Comparison of the iterative DL-SDMA systems employing different receiver schemes 

and supporting different normalized system loads. (a) shows the required Eb / No in order to achieve a 

BER of 10-5 for the iterative schemes (1), (2) and (3). The normalized system load Ls corresponded 

to the system configurations of (M,L) = [(6,2)(7,3)(8,4)(9,5)(10,6)] seen in TABLE 3.1. The 

system supports K = 3 users and each MS is equipped with N = 2 receive antennas. (b) illustrates 

the iterative receiver schemes. 

system to those of the other detectors. We concluded that by switching amongst the constituent 

detectors according to the appropriately designed duty-cycle, the system may be expected to operate 

at the lowest possible iterative decoding complexity. Quantitatively, we exemplified the complexity 

reduction by summarizing the complexity ratio of IrGD aided DL-SDMA systems using 4QAM and 

16QAM in Tables 4.4 and 4.5, which We repeated in Table 6.2 and 6.3. 

6.1.3 The Impact of Imperfect Channel Knowledge 

In Section 2.2.5 we investigated the impact of imperfect channel impulse response (CIR) knowledge 

on the DL-SDMA system. As illustrated in Figure 2.12, the imperfect ST-CIRT imposes a higher BER 

degradation on the DL-SDMA system than imperfect ST-CIRR does. In this thesis, we focused our 

attention on the investigation of imperfect ST-CIRT, while assuming that the receivers have perfect 

ST-CIRR. 

In Section 3.3 we analyzed the iterative DL-SDMA system having imperfect ST-CIRT, which may 

be imposed by the combination of quantization errors and channel prediction error. As a first step, 
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Table 6.2: Comparison of the complexity ratio of iterative DL-SDMA systems using different detec­

tors (extracted from Figure 4.6) 

2.2 I 2.7 

Log-MAP 1 1 1 1 

OHRSA 0.64 0.4167 0.4000 0.3750 

MMSE 0.41 0.2056 0.2056 0.2056 

IrGD 0.36 0.2056 0.1967 0.1752 

Table 6.3: Comparison of the complexity ratio of iterative DL-SDMA systems using different detec­

tors (extracted from Figure 4.7) 

4 4.5 5 5.5 

Log-MAP 1 1 1 1 1 

OHRSA N/A 0.0101 0.0097 0.0095 0.0091 

MMSE N/A N/A N/A 0.0003 0.0003 

IrGD N/A 0.0037 0.0028 0.0003 0.0003 
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the inaccuracy of ST-CIRT was modeled by using Gaussian noise. In Section 3.3.3, we characterized 

impact of imperfect ST-CIRT on the iterative DL-SDMA system using EXIT charts which was similar 

to the effects of reducing the SNR of the iterative DL-SDMA system. We proposed to redesign the 

outer EXIT curve of the channel decoder by employing IRCCs [69] in order to maintain an open 

EXIT-tunnel, which may be expected to lead to an infinitesimally low BER. 

In Section 4.3 we assumed that the iterative DL-SDMA had a limited ST-CIRT feedback and 

investigated the impact of the resultant imperfect ST-CIRT on the system. By striking a trade-off 

between maintaining a low BER and a low feedback overhead, we proposed the concept of EXIT-chart 

optimized CSI quantizer (ECO-CQ), which assisted us in potentially reducing the overhead required 

for maintaining an open EXIT-tunnel. In conclusion, our iterative DL-SDMA system employing 

ECO-CQ may require a lower feedback overhead than its counterpart employing a conventional CQ. 

Quantitatively, Table 4.10 exemplified the reduced feedback overhead of the ECO-CQ aided iterative 

DL-SDMA systems compared to that of the conventional CQ, which is repeated here in Table 6.4 as 

follows. 
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Table 6.4: Reduced feedback rate of the ECO-CQ aided iterative DL-SDMA systems (extracted from 

Figure 4.20) 

3 3.5 4 4.5 5 

Minimum required q-bit 4 3 3 3 3 3 
Conventional CQ 

Normalized overhead A 0.024 0.018 0.018 0.018 0.018 0.018 

Minimum required q-bit 4 3 2.9 2.8 2.7 2.6 
ECO-CQ 

Normalized overhead A 0.024 0.018 0.0174 0.0168 0.0162 0.0156 

Normalized overhead reduction ratio RA 0 0 0.033 0.067 0.1 0.13 

6.1.4 Approaching Channel Capacity 

In Chapter 5, we upgraded the basic MUT-aided DL-SDMA system discussed in Chapter 2, 3 and 

4 to the LDC-MUT aided DL-SDMA system, which potentially benefits from a higher achievable 

capacity and from a high degree of diversity. More specifically, in Figure 5.6(a) we showed that 

the achievable sum capacity of the LDC-MUT aided DL-SDMA system may be approached at a 

lower SNR than that of the basic MUT aided DL-SDMA system, as described in Section 5.1.3. We 

summarized the SNR gains of the LDC-MUT aided DL-SDMA system in Table 6.5. In Figure 5.7(b) 

we showed that the LDC-MUT aided DL-SDMA system may benefit from a high grade of diversity 

gain by increasing the LDC's symbol interval T. Table 6.6 summarized the SNR gain of LDC-MUT 

aided SDMA system in three different modes. In the case of T = 1 the system was equivalent to the 

DL-SDMA system employing the basic MUT scheme of Figure 5.2. 

Although our LDC aided MUT scheme may assist the DL-SDMA system in achieving a high 

degree of diversity order and a high throughput by jointly exploiting the spatial- and time-domain 

dimensions, it imposed a higher complexity. Therefore, in Section 5.2 we proposed an irregular sphere 

detection for reducing the complexity imposed by joint iterative detection and decoding. Firstly, 

in Section 5.2.2 we derived the center-shifting aided K-best sphere detection (KSD-CS) concept, 

which may allow us to control the detection complexity by using different number of SD candidates 

Ncand. By contrast, the complexity of the OHRSA detector of Section 2.2.2 depends on the channel 

SNR [20]. Hence, by extending the previously proposed irregular generic detection scheme of Section 

4.2, we derived the irregular SD philosophy in Section 5.2.3. Compared to IrGD, IrSD has a more 

wide variety of constituent detectors by simply using different values of Ncand. In Figure 5.18 we 
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Table 6.5: Required SNR of the LDC aided MUT DL-SDMA system at the specific target sum 

capacity (extracted from Figure 5.6(a» 

Sum capacity Basic MUT of Figure 5.2 LDC aided MUT of Figure 5.3 single-user MIMO 

(bits/s/Hz) (SNR [dB]) (SNR [dB]) (SNR [dB]) 

5 4.9 4.9 4.6 

6 6.2 6.1 5.9 

7 7.6 7.4 7.0 

8 9.0 8.8 8.0 

9 10.5 10.1 8.9 

10 12.1 11.5 9.8 

11 14.6 13.5 10.6 

Table 6.6: Required SNR of the DL-SDMA system using the LDC aided MUT scheme at the target 

BER performance of 10-3 (extracted from Figure 5.7(b» 

Schematic LDC-MUT [M, N, L, Q] The interval of the LDC symbol T fo SNR [dB] 

[7,2,3,2] 3 113 7.7 

Figure 5.8 [7,2,3,2] 2 112 9.2 

[7,2,3,2] 1 1 13.9 

[6,2,2,2] 3 113 7.4 

Figure 5.5 [6,2,2,2] 2 112 8.8 

[6,2,2,2] 1 1 13.7 

[5,2,1,2] 3 113 7.0 

Figure 5.9 [5,2,1,2] 2 112 8.5 

[5,2,1,2] 1 1 00 
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Table 6.7: Comparison of the complexity ratio of the DL-SDMA system using IrSD and KSD-CS 

for different values of Ncand (extracted from Figure 5.18) 

I SNR [dB] 5 

KSD-CS, Ncand=4096 1 1 1 1 

KSD-CS, Ncand=256 N/A 0.1567 0.1671 0.1879 

KSD-CS, Ncand=64 N/A 0.0239 0.0266 0.0319 

KSD-CS, Ncand=32 N/A 0.0143 0.0163 0.0204 

KSD-CS, Ncand=1 N/A N/A 0.0098 0.0054 

IrSD 0.6989 0.0057 0.00233 0.0011 
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compared the complexity of the IrSD to that of other detectors in the context of LDC-MUT aided 

DL-SDMA systems. In Table 6.7 we concluded that IrSD had the lowest complexity. 

6.2 Future Work 

6.2.1 Design for Realistic Channel Conditions 

In this thesis we assumed spatially uncorrelated MIMO channels. In our future work we may consider 

more realistic channel conditions by modelling the spatial correlation [89] of MIMO channels. When 

the MIMO channels are spatially correlated, the potential issues to be considered are: 1) When the 

MSs are close to each other, their spatial correlation may induce a higher multi-user interferences be­

cause their channel impulse responses are similar. 2) The multiple receive antennas of each user may 

experience similar fading owing to the limited size of the MS, which may induce an increased multi­

stream interference. The potential solutions for these scenarios are High-Speed Downlink Packet 

Access (HSDPA)-style adaptive modulation [90] or cooperative virtual antenna arrays. 

Furthermore, we may develop our solutions further for MIMO channels experiencing frequency 

selective fading, since we designed the iterative DL-SDMA system for fiat-fading MIMO channels in 

this thesis. 
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6.2.2 Generalization of the IrGD and IrSD 

The IrGD and IrSD schemes proposed in Chapters 4 and 5 were based on an off-line design. We 

may further develop the IrGD and IrSD schemes to near-instantaneously adaptive on-line-optimized 

arrangements, which are capable of taking into account the time-variant channel conditions and other 

system parameters, such as different SNRs, different modulation schemes, a different interleaver 

lengths, etc. 

6.2.3 Joint Channel Estimation and Detection 

In this thesis, we did not include the investigation of channel estimation. In our future research we 

may study the design of suitable channel estimation techniques for the iterative DL-SDMA system. It 

has been shown in the literature that joint channel estimation and detection may increase the integrity 

of the resultant systems [91-95] under diverse channel conditions [96]. 

6.2.4 Noncoherent DL-SDMA Systems 

In this thesis, we studied coherently detected DL-SDMA systems, which require accurate channel es­

timation. Achieving accurate channel estimation for fast-fading channels is challenging. On the other 

hand, differentially encoded modulation schemes [97] are capable of providing a low-complexity 

alternative solution at the cost of a 3 dB performance degradation. 

6.2.5 Non-linear MUT 

In Figure 2.4 of Section 2.1.3, we quantified the difference between the achievable capacity of DL­

SDMA and the channel capacity. We may further approach the channel capacity with the aid of 

non-linear MUT schemes designed based on Dirty paper coding [36]. 

6.2.6 Cross-layer Design of DL-SDMA Systems 

In [98], we embarked on a cross-layer design by amalgamating the iterative DL-SDMA system with 

Luby-transform coding [98], which may be further improved by using soft-decision aided Luby­

transform coding [99]. 
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step through all the candidates IX E C. This weighting factor search procedure may be termed as an 

offline design and hence it will not contribute to the complexity of the system. 

Proof of Lemma A.l: Let R be the Row Reduced Echelon Form of C, which is given by 

R = [IIG], (A2) 

where I is a (f e X f e) -element identity matrix, and G is a (f e X (NiX - f e) ) -element matrix. The 

nullspace of C, Nc, is then constructed as 

(A3) 

Therefore, we have 

[ 
G ] [ IX p(l,fe ) + G{3] 

IX = IXp + Nc{3 = IXp + I {3 = (3 , (A4) 

where IXp(l, fe) represents a subvector of IXp containing are the elements [1,· .. , fe]. Based on Equa­

tion A4, it becomes explicit that the last (NiX - fe) elements of IX are constituted by {3. 
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The LDC matrix employed 

• The LDC matrix X employed for the DL-SDMA system using the system parameters [M, N, L, Q, T] 

[6,2,2,4,2] as seen in Figure 5.6. 

-0.365504 - 0.076468i 0.236904 + 0.381938i -0.240679 - 0.261350i 0.118783 0.134981i 

0.243718 - 0.230448i -0.187326 + 0.108061i -0.340004 + 0.163364i -0.169758 - 0.411848i 
X= 

0.162237 - 0.378655i 0.229401 - 0.187959i -0.316700 - O.028397i 0.107380 + 0.360153i 

0.036713 - 0.277500i 0.326753 - 0.237721i 0.329306 - 0.148095i -0.017642 - 0.357326i 

(B.1) 

• The LDC matrix X employed for the DL-SDMA system using the system parameters [M, N, L, Q, T] 

[6,2,2,5,2] as seen in Figure 5.6. 

[ 

-0.364657 + 0.437156; 

_ -0.359146 + 0.314798; 

X - -0.0697556 - 0.540973; 

-0.364225 - 0.0927279; 

0.111442 - 0.163; 

-0.526392 - 0.25344; 

-0.169708 + 0.232321; 

-0.480867 + 0.232824; 

-0.100193 - 0.490698; 

0.338136 + 0.0768587; 

0.181819 - 0.20386; 

-0.502131 + 0.420185; 

-0.120364 0.157433; 

-0.180814 + 0.481895; 

0.0320995 + 0.337909; 

0.155626 - 0.15815li 

0.338015 + 0.482267; 

-0.122457 - 0.17447; 

0.654063 + 0.0456086; 

7.3626ge - 05 + 0.308836; 
] 
(B.2) 

• The LDC matrix X employed for the DL-SDMA system using the system parameters [M, N, L, Q, T] 

[6,2,2,6,2] as seen in Figure 5.6. 

[ 

-0.0440919 - 0.428357; 

0.682253 + 0.0152345; 

X = -0.0842056 - 0.00696569; 

-0.240327 - 0.0308184; 

-0.078833 + 0.106539; 

-0.240226 - 0.0163081; 

0.25341 + 0.0093214; 

0.15447 - 0.689107; 

-0.320444 + 0.175787; 

-0.316124 - 0.0331736; 

-0.574617 + 0.2509991 

-0.425431 0.0555653; 

0.488498 - 0.225926; 

-0.400621 - 0.305126; 

-0.100184 - 0.1580241 

-0.0072809 + 0.0465028; 

0.236483 0.534793; 

-0.105959 - 0.176117; 

0.0298448 + 0.543083; 

-0.0622881 - 0.0967451; 

-0.0791616 + 0.1598361 ] 

0.280853 + 0.0238348; 

-0.192414 + 0.409282; 

0.186853 - 0.456197; 

(B.3) 

• The LDC matrix X employed for the DL-SDMA system using the system parameters [M, N, L, Q, T] 
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[7,2,3,2,3] as seen in Figure 5.8 and 5.7. 

-0.629903 - 0.622921i -0.133503 + 0.3674i 

0.507698 0.97614i -0.287397 - 0.0359928i 

0.0225052 - 0.439087i 0.938598 + 0.0654208i 

-0.6518 + 0.176313i -0.803655 + 0.161508i 

X= -0.143949 - 0.823714i 0.417149 + 0.258973i (BA) 

0.752175 - 0.000294448i 0.16617 - 0.00961248i 

-0.438565 + 0.531933i -0.0959144 + 0.440403i 

0.145084 - 0.258644i -0.769565 + 0.623698i 

0.138341 + 0.0893382i -1.1138 + 0.111333i 

• The LDC matrix X employed for the DL-SDMA system using the system parameters [M, N, L, Q, T] = 

[7,2,3,2,2] as seen in Figure 5.8 and 5.7. 

-0.408923 + 0.117148i -0.706372 - 0.923294i 

0.0763814 + 0.269614i -0.407563 + 0.383128i 

0.269889 - 0.135087i -0.00374318 0.635666i 
X= 

-1.0508 + 0.468835i 0.291083 + 0.187959i 
(B.5) 

-0.674004 - 0.214244i -0.648255 - 0.0452135i 

0.298715 - 0.857931i -0.189487 + 0.594428i 

• The LDC matrix X employed for the LDC-MUT aided DL-SDMA system using the system 

parameters [M, N, L, Q, T] = [6,2,2,2,3] as seen in Figure 5.5 and 5.7. 

-0.482495 + 0.203925i 0.00353892 - 0.962946i 

-0.0123285 0.061417i -0.422575 - 1.16584i 

0.0620071 + 0.823024i -0.0435254 + 0.322053i 
(B.6) X= 

-1.27365 + 0.460496i 0.176064 + 0.38129i 

0.10419 + 0.0664627i 0.323222 + O.l71i 

-0.431801 + 0.0671743i 0.28895 - 0.189153i 

• The LDC matrix X employed for the LDC-MUT aided DL-SDMA system using the system 

parameters [M, N, L, Q, T] = [6,2,2,2,2] as seen in Figure 5.5 and 5.7. 

-0.270698 - 0.588709i -0.705028 + 0.701468i 

X= 
-0.318851 + 0.390749i -0.774812 + 0.184033i 

-0.993415 + 0.509296i -0.192848 - 0.321879i 
(B.7) 

-0.276347 + 0.0562931i 0.472979 + 0.110318i 

• The LDC matrix X employed for the LDC-MUT aided DL-SDMA system using the system 

parameters [M,N, L, Q, T] = [5,2,1,2,3] as seen in Figure 5.9 and 5.7. 

[ 

-0.7615 + 0.0357084i 0.416281 - 0.7728i J 
X = 0.3301 - 0.0671739i -0.233187 - 0.567409i . 

0.449499 - 0.776734i -0.143463 - 0.576697i 

(B.8) 
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• The LDC matrix X employed for the LDC-MUT aided DL-SDMA system using the system 

parameters [M, N, L, Q, T] = [5,2,1,2,2] as seen in Figure 5.9 and 5.7. 

[ 

-0.0520544 - 0.666864i 
X= 

-0.224486 + 0.708652i 

-0.592056 + 0.449502i 1 
-0.645596 + 0.174994i 

(B.9) 

• The LDC matrix X employed for the LDC-MUT aided DL-SDMA system using the system 

parameters [M, N, L, Q, T] = [7,2,3,6,2] as seen in Table 5.5. 

-0043322 + 0 3483181 0.304732 + 0.025573i -0.023573 + 0.115284i -0.169037 + 0.128196i -0.159138 - 0.154316i 0.062855 + 0.068358i 

0058011 0233308, -0.116555 + 0.097088i -0.138989 - 0.018661i -0.166884 + 0.389783i -0.025041 - 0.129054i 0.187272 + 0.026913i 

[ "ro"~+O.W"~', -0.087741 + 0.185898i -0.020794 + 0.147883i -0.153971 + 0.166647i -0.023753 + 0.320414i -0.324489 - 0.040747i 

X= 0001902 + 0.0128171 -0.026987 - 0.071990i 0.232984 + 0.232990i -0.111220 + 0.050639i 0.278650 - 0.162422i -0.001761- 0.315792i 

0108748 - 0 0635071 0.109532 + 0.327422i 0.296142 - 0.115826i -0.078892 - 0.097321i -0.107906 + 0.123211i 0.211046 - 0.100478i 

-0180652 + 0 310737, -0.220804 - 0.026124i 0.078831- 0.248241; 0.037441 + 0.158224; 0.131502 + 0.124658i 0.164161 - 0.025454i 

(B.lO) 
I 



Glossary 

AWGN 

BD 

CDMA 

CIRs 

CS 

CSD 

CSD 

CSI 

DL 

DL-SDMA 

DPC 

ECO-CQ 

EXIT 

GA 

HSDPA 

ICI 

Additive White Gaussian Noise 

Block Diagonalization 

Code Division Multiple Access 

Channel Impulse Responses 

Centre-Shifting 

Complex Sphere Decoding 

Complex-valued Sphere Decoding 

Channel State Information 

Downlink 

DownLink of Space Division Multiple Access 

Dirty Paper Coding 

EXIT-Chart Optimized CSI Quantizer 

Extrinsic Information Transfer 

Genetic Algorithm 

High-Speed Downlink Packet Access 

Inter-Channel Interference 



GLOSSARY 

IDMA 

IRCC 

IrGD 

IrSD 

KSD-CS 

LTE 

MCMC 

MIMO 

ML 

MMSE 

MMSE-MUT 

MSE 

MUD 

MUI 

MUT 

NML 

OFDM 

OHRSA 

Interleaver Division Multiple Access 

IrRegular Convolutional Codes 

Irregular Generic Detection 

Irregular Sphere Detection 

Center-Shifting aided K-best Sphere Detector 

Long-Term-Evolution 

Markov Chain Monte Carlo 

Multiple Input and Multiple Output 

Maximum-Likelihood 

Minimum Mean Squared Error 

Minimum Mean Squared Error aided Multi-User Transmission 

Mean Squared Error 

Multi-User Detector 

Multi-User Interference 

Multi-User Transmission 

Near-Maximum-Likelihood 

Orthogonal Frequency Division MUltiplexing 

Optimized Hierarchy aided Reduced Search Algorithm 

PDF Probability Density Function 

PI-DL-SDMA Precoder aided Iterative DL-SDMA 

PIC Parallel Interference Cancellation 

RSC 

SD 

SDMA 

SIC 

Recursive Systematic Convolutional 

Sphere Decoding 

Space Division Multiple Access 

Successive Interference Cancellation 
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GLOSSARY 

SISO 

SNR 

ST-CIRR 

ST-CIRT 

STP 

SVD 

SVD-MUT 

UL 

V-BLAST 

ZF 

ZF-MUT 

Soft-In Soft-Ouput 

Signal to Noise Ratio 

Spatio-Temporal Channel Impulse Response at the Receivers 

Spatio-Temporal Channel Impulse Response available at the Transmitters 

Spatio-Temporal Pre-processing 

Singular Value Decomposition 

Singular Value Decomposition based Multi-User Transmission 

Uplink 

Vertical Bell Laboratories Layered Space-Time Architecture 

Zero-Forcing 

Zero Forcing aided Multi-User Transmission 
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