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. Doctor of Philosophy

Iterative Decoding of Multilevel and Bit-Interleaved Coded Modulation

by
Ronald Yee Siong Tee

A comparative study of various coded modulation schemes is carried out in terms
of their different block length, number of iterations and complexity, quantified by the
number of trellis states as well as the EXtrinsic Information Transfer (EXIT) charts
are used for analysing their decoding convergence and Bit Error Ratio (BER). A three-
Dimensional (3-D) EXIT chart is introduced for MultiLevel Coding (MLC) invoking
MultiStage Decoding (MSD). Based on this 3-D EXIT chart, we design a precoded-
MLC scheme employing both MSD and Parallel Independent Decoding (PID).

In order to provide space diversity, we study the new arrangement. of Bit-Interleaved
Coded Modulation with Iterative Decoding (BICM-ID) and MLC combined with Space
Time Block Codes (STBC) invoking a novel Sphere Packing (SP) modulation scheme.
An equivalent-capacity-based design of MLCs based on this SP modulation is pro-
posed. We use the Binary Switching Algorithm (BSA) to optimise our cost function
for the sake of obtaining appropriate bit-to-SP-symbol mapping schemes. A hybrid

- mapping scheme is introduced for achieving unequal error protection. Furthermore,

bit-to-SP-symbol mapping to 256 constellation points is designed for a serially concate-
nated BICM-ID aided twin-antenna STBC arrangement for creating a system, which
is capable of outperforming an identical-throughput 16-level Quadrature Amplitude
Modulation (1'6QAM) scheme.

Furthermore, the benefits. of MLC PID designs employing Generalised Low Density
Parity Check (GLDPC) codes are investigated, which results in a low-delay scheme
useful for multimedia transmission. A stopping criterion is designed for this scheme
for the sake of terminating the iterative decoding process, once the target BER is
attained. We then contrive coding schemes for the wireless Internet by introducing
a BICM-ID scheme combined with Luby Transform (LT) coding constructed for the
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AWGN-contaminated Binary Erasure Channel (BEC). An improved robust LT packet-
degreé distribution is introduced for determining the specific number of LT source
packets combined with modulo-2 additions in order to create an LT-encoded packet.
‘Furthermore, a Log-Likelihood Ratio (LLR) based reliability estimation scheme is in-
voked in order to achieve a performance improvement based on this amalgamated
design.

Finally, a near-capacity Irregular Bit-Interleaved Coded Modulation with Iterative
Decoding (Ir-BICM-ID) scheme was designed with the aid of an EXIT chart. An
Irregular Convolution Code (IrCC) is proposed for the sake of ihtroducing a diverse
range of outer code EXIT functions. By cdntrast, the inner code is based on the serially
éoncatenated components constituted by an Irregular Unity-Rate Code (IrURC) and
an Irregular Mapper (IrMapper). An EXIT chart matching algorithm is invoked for
constructing an Ir-BICM-ID scheme,” which exhibits a narrow but still open EXIT

tunnel and hence approaches the theoretical capacity limit.
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Chapter 1

Introduction

- Forward Error Correction (FEC) codes protect the transmission of the source data with

the aid of parity bits for the sake of detecting and correcting transmission errors, which
has different pros and cons in comparison to the error detection and retransmission
schemes using. Automatic Repeat reQuest (ARQ) mechanisms. The history of FEC
evolved from Shannon’s [1] mile-stone paper in which he demonstrated that reliable
communications with an infinitesimally low probability of error is achievable, when the
rate of transmission is lower than the capacity of the channel. This may be achieved
with the aid of incorporating redundant parity bits by employing FEC codes to protect

the original information bits.

The Hamming code was one of the first FEC codes [2] designed in 1950. Con-
volutional codes, which constitute important FECs have been widely used since their
introduction by Elias in 1955 [3]. Convolutional codes may be decoded using the Viterbi
Algorithm (VA) invented in 1967 [4] and, by the Maximum A-Posteriori (MAP) algo-
rithm discovered in 1974 [5]. - |

By contrast, Bose-Chaudhuri-Hocquenghem (BCH) codes constitute block codes,
which were named after their inventors in 1959 [6] and 1960 [7]. Reed-Solomon (RS)
codes represent a specific class of non-binary BCH codes, which were invented in 1960
[8]. Gallager devised the attractive family of Low-Density Parity Check (LDPC) codes
in 1963 [9]. However, rather surprisingly, LDPCs did not attract substantial attention
until the discovery of turbo codes in 1993 [10]. The invention of Turbo codes also
triggered extensi_ve research in the field of iterative decoding of both parallel [11] and

serial concatenated codes [12,13].
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1.1 A Historical Perspective on Coded Modulation

When using separate coding and modulation, achieving a close-to-Shannon-limit per-
formance often requires a low coding rate, hence resulting in a high bandwidth ex-
pansion. Therefore, a bandwidth efficient MultiLevel Coding (MLC) scheme, which
was based on the joint design of coding and modulation, was proposed by Imai and
Hirawaki [14] in 1977. This scheme employed several component codes and invoked a
MultiStage Decoding (MSD) method, where the redundant FEC bits may be absorbed
without bandwidth expansion by expanding the modulated phasor constellation. This
multistage decoding procedure was further investigated by Calderbank in [15].

Ungverb('jck’s concept of Trellis Coded Modulation (TCM) was independently pro-
posed in 1982, which amalgamated the design of coding and modulation into a sin-
gle entity with the aid of Ungerbéck’s constellation partitioning [16]. MLC based
on Ungerbock’s partitioning of the modulated signal sets were also studied by Pottie
et al. [19]. The performance of MLCs and TCM in Gaussian channels was further
investigated by Kofman et al. in [21], when using interleavers and limited soft-output
based MSD. The MLC aided TCM design constructed with the aid of convolutional
codes having maximum H/amming distance for transmission over Rayleigh fading chan-
nel was presented in [20]. The specific rate of the individual component codes of MLCs
designed for approaching the capacity was determined by Huber et al. [22]. The pro-
vision of Unequal Error Protection (UEP) is important in multimedia transmissions,
hence Lin et al. [26,27] designed UEP aided MLCs for both symmetric and asymmetric

constellations.

In order to exploit the powerful error correction capability of LDPCs, Hou et al.
employed them as MLC component codes and designed power- and bandwidth-efficient
MLC schemes for Code Division Multiple Access (CDMA) [30]. In order to obtain a
further diversity gain with the aid of multiple transmit and receive antennas, Lampe
et al. proposed a mulfiple—antenna assisted transmission scheme for MLCs [31]. The
employment of Multi-Dimensional (M-D) space-time MLCs involving M-D partitioning
was carried out in the work of Martin et al. [32] in order to obtain substantial coding

gains.

In 1982, the TCM concépt was adopted by Zehavi to improve the achievable time-

diversity order while maintaining a minimum Hamming distance, which led to the con-
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Table 1.1:

Year I Author(s) | Contribution
1977 | Imai and Hi- | Proposed MLC invoking multistage decoding.
rawaki [14] '
1982 | Ungerbock [16) Invented TCM employing Ungerbdck partitioning (UP).
1982 | Zehavi [17] Invented BICM for transmission over Rayleigh fading
' channels. - _ ' v
1987 | Wei [18] Pioneered rotationally invariant differentially encoded
multidimensional constellation for the design of TCM.
1989 | Calderbank [15] Investigated MSD aided MLC.
1989 | Pottie and Taylor | Designed MLC based on UP strategies.
19) '
1993 | Seshadri and | Studied the performance of Multilevel TCM in Rayleigh
Sundberg [20] fading channel.
1994 | Kofman [21] Studied the performance of MLC in AWGN channels.
1994 | Huber and | Calculated the equivalent capacity of MLC schemes.
] Wachsmann [22] ‘ L
1997 | Li and Ritcey [23] | Designed BICM-ID using UP strategy.
1998 | Caire et al. [24] Analysed the theoretical error bound of BICM.
1998 | Robertson et al. | Designed iterative turbo-detection aided TTCM.
[25] |
2000 | Shu Lin et al. [26, | Designed UEP for MLC based on symmetrical and asym- |-
| 27] | metrical phasor constellations.
2001 | Ritcey et al. [28] | Introduced improved bit-to-symbol mapping for BICM-
‘ ID. ’ ‘
2004 | Huang et al. [29] | Designed improved mapping schemes for space-time
. BICM-ID. |
2004 | Hou et al. [30] Employed LDPC as MLC component codes and intro-
duced a novel semi-BICM structure. '

2004 | Lampe et al. [31] | Proposed MLC-aided multiple-antenna assisted transmis-
, ‘sion schemes. : »
2006 | Martin et al. [32] | Devised an MLC based multidimensional mapping
scheme for space-time codes.

2007 | Mohammed et al. | Introduced multidimensional mapping for space-time .

[33,34] BICM-ID employing the Reactive Tabu Search technique.
2007 Matsumoto et al. | Introduced an adaptive coding technique for multilevel
[35] BICM aided broadband single carrier signaling.
2008 | Simoens et al. [36] | Investigated the effects of linear precoding on BICM-ID
for transmission over AWGN channels.

History of coded modulation contributions.
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cept of Bit-Interleaved Coded Modulation (BICM) [17]. This improved the achievable
coded modulation performance, when commimicating over Rayleigh fading channels.
+ The theory underlying BICM was extensively analysed by Caire et al. in terms of its
‘channel capacity, error bound and design gﬁidelines in [24]. For the sake of introduc-
ing the iterative decoding of BICM and hence achieving an improved performance in
Additive White Gaussian Channels (AWGN), the Bit-Interleaved Coded Modulation
based Iterative Decoding (BICM-ID) philosophy was proposed by Li et al. [23] using
the Ungerbdck’s TCM partitioning strategy.

The multidimensional TCM concept was pioneered by Wei [18] for the sake of
achieving rotational invariance which has the potential of dispensing with the false
locking problems of carrier recovery as well as. the concomitant avalanche-like error
propagation. To introduce iterative decoding, two parallel TCM schemes were invoked
by Robertson et al. in [25]. This parallel concatenated design was later termed as
Turbo TCM (TTCM).

Since the optimisation of the bit-to-symbol mapping for BICM-ID was found to be
crucial in assisting the scheme’s iterative decoding convergence, Ritcey et al. further
improved the mapping [28] schemes. BICM-ID was combined with space time codes to -
achieve a spatial diversity gain and the corresponding mapping schemes were further
improved by Huang et al.. Mohammed et al. [33] later extended the findings of [29] to
multidimensional constellation labelling by employing the Reactive Tabu Search (RTS)
technique [37].

A MultiLevel BICM scheme (ML-BICM) was combined with ARQ and adaptive
coding in the work of Matsumoto [35] et al.. This flexible design could be viewed as
layer-by-layer link adaptation combined with an effective retransmission scheme. The
multidimensional mapping used could be interpreted as a combined mapping function,
a serially concatenated rate-one precoder and a Gray mapper. Simoens et al. [36] inves-
tigated the optimised linear block precoder aided design of BICM-ID communicating

over AWGN channels for the sake of achieving an infinitesimally low BER.

The major contributions of the past three decades in the field of coded modula-
tion, particularly in multilevel and bit-interleaved coded modulation are summarised

in Table 1.1.
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1.2 Outliné of Thesis and Novel Contributions
1.2.1 Outline of Thesis

The outline of the thesis is presented below.

e Chapter 2: Multilevel Coding Theory
This chépter introduces the background of MLCs. Section 2.2 highlights the

design of signal labelling, rate design criteria as well as the encoding and decoding
structures. BICM and BICM-ID are also characterised in terms of the philosophy
of using bit interleavers, their decoding methods as well as bit-to-symbol mapping

“schemes in Section 2.3 and 2.4, respectively.

e Chapter 3: MLC Design Using EXIT Chart Analysis

The iterative detection of BICM—ID and MLC schemes is analysed with respect
to their Eonvergence behaviour using EXIT chart analysis in this chapter. Sec-
tion 3.2 presents the comparative study of different coded modulation schemes,
namely that of MLC, BICM, BICM-ID, TCM and TTCM as a function of their
trellis complexity expressed in terms of the number of trellis states and inter-
leaver length. The simulation results showing these comparisons are presented in
Section 3.2.3. EXIT charts employed as a design tool for iterative decoding are
described in Section 3.3, characterising the iterative detection aided performance
of BICM-ID schemes. Three-dimensional EXIT charts are used for studying the
convergence behaviour of MLC schemes in Section 3.3.3. A precoder-aided MLC
design is introduced in Section 3.4, which employs the above-mentioned 3-D EXIT
analysis. The performance improvements achieved by this system are presented

in Section 3.4.3.

e Chapter 4: Sphere Packing Aided MLC/BICM Space-Time Design

This chapter studies the hew arrangement of MLC combined with Space Time
Block Codes (STBC) invoking a new type of M-D Sphere Packing (SP) modu-
lation scheme termed as a STBC-SP-MLC arrangement. A similar arrangement
using BICM to replace the MLC coding block is also used, which is referred to as
an STBC-SP-BICM arrangement. Section 4.2 describes Alamouti’s twin-antenna
based STBC scheme. The SP modulation and its soft demodulation technique are -
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outlined in Sections 4.3 and 4.4. The STBC-SP-MLC arrangement is presented
in Section 4.5, where we further highlight the features of the system, as well as
its equivalent capacity based design employed for determining the rates of our
MLC component codes and the appropriate bit-to-SP-symbol mapping schemes.
In Section 4.5.4, the UEP scheme created by this system is investigated by in-
troducing a hybrid bit-stream partitioning strategy. Section 4.6 considers this
STBC-SP-BICM arrangement, presenting the general system structure as well as
a range of various mapping schemes. EXIT charts are invoked for further analysis
both with and without precoder enhancements, and the corresponding simulation

results_ are discussed in Section 4.6.5.

e Chapter 5: MLC/BICM Schemes for Multimedia Communications and

the Wireless Internet

This chapter provides MLC designs for low-latency multimedia applications em-
ploying Parallel Independent Decoding (PiD) aided Generalised Low-Density Par-
ity Check (GLDPC) component codes. Furthermore, BICM schemes invoking
Luby-Transform (LT) coding constructed for hostile AWGN-contaminated BEC
propagation conditions are iﬁvestigated in a wireless Internet scenario. The Mul-
tilevel GLDPC (MLC-GLDPC) schemes are detailed in Section 5.2. We outline
the associated GLDPC structure, together with the MLC-GLDPC encoding and
decoding methods, when using BCH and Hamming codes ‘as constituent codes.
Section 5.3 describes the design objectives of invoking both inner and outer iter-
ations. The GLDPC code’s syndrome checking method used and the associated
simulation results are provided in Sections 5.3.1 and 5.3.2. The design phiiosophy
of Fountain codes and LT codes contrived for the wireless Internet are detailed
in Sec‘tions 5.4.1 and 5.4.2. Sections 5.4.2.1 and 5.4.2.2 describe the LT code’s
degree distribution leading to the concept of the improved Robust distribution.

A novel serially concatenated LT and BICM-ID (LT-BICM-ID) arrangement is

presented in Section 5.4.3, outlining the system’s construction. In Section 5.5, we
enhance the LT-BICM-ID system with the aid of an LLR reliability estimation -
scheme employed for declaring packet erasure in the amalgamated LT-BICM-ID
structure. Section 5.5.4 details the bit-by-bit LT decoding procedures, while our

simulation results are discussed in Section 5.5.5.

e Chapter 6: Near Capacity Irregular BICM-ID Design
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This chapter outlines the concept of irregular component codes employed in the .
amalgamated BICM-ID scheme. The resultant scheme is termed as Irregular Bit-
Interleaved Coded Modulation using Iterative Decoding (Ir-BICM-ID), which em-
ploys three different irregular components, namely Irregular Convolutional Codes
(IrCQ), Irregular Unity-Rate Codes (IrURC) and Irregular Mappers (IrMapper),
for the sake of approaching the theoretical capacity limit. The proposed Ir-BICM-
ID scheme is detailed in Section 6.2, where the detailed schematic showing the
sepafate subcodes is shown in Figure 6.3. We characterise the resultant near-
capacity scheme using EXIT chart analysis in Section 6.3, demonstrating that it
exhibits a narrow but still open tunnel between the outer and inner codes’ EXIT
functions. Section 6.4.1 introduces an IrCC combined with both different-rate
convolutional codes and memoryless repetition codes, in order to create a diverse
range of EXIT functions, as illustrated in Figure 6.6. The inner EXIT functions,
which are generated using the combination of an Ir'URC and an IrMapper are
illustrated in Section 6.4.2. An appropriate EXIT chart matching algorithm is
detailed in Section 6.4.3, while our simulation results characterising the proposed
Ir-BICM-ID scheme are discussed in Section 6.5. Finally, we conclude this chapter

in Section 6.6.

e Chapter 7: Conclusions and Future Work

This chapter summarises the main findings of our research along with our sug-

gestions for future work.

1.2.2 Novel Contributions-

This thesis is based on the publications and manuscript submissions [38-50], while the

novel contributions of the research include the following:

e Different coded modulation schemes, namely the MLC, BICM, BICM-ID, TCM
and TTCM, were studied comparatively in terms of their performance versus
trellis-complexity, their ability to support unequal error protection classes as well
as in terms of the effects of the interleaver length, when fixing the number of
iterations. The general structure of a novel 3-D EXIT chart was devised, when
using 8-level Phase Shift Keying (8PSK) and three en(de)coders. The 3-D EXIT
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characteristics are useful for analysing the iterative decoding convergence of three-
‘component MLC schemes using MSD [39].

* o Based on the 3-D EXIT charts, a novel precoded-MLC scheme was proposed [42],
where the EXIT chart based convergence analysis.was facilitated. The precoded-
- MLC scheme provided substantial BER improvements when transmitting over

uncorrelated Rayleigh fading channels.

e In order to introduce transmit diversity, we developed the novel STBC-SP-MLC
scheme of Chapter 4 which utilised the M-D SP in Alamouti’s twin-antenna based
transmitter deéign. Explicitly, we introduced a novel equivalent capacity based
code-rate design for determining the MLC component rates, various bit-to-SP-
symbol mapping schemes, a novel Cost Function (CF) for attaining the most
appropriate mapping using the Binary Switching Algorithm (BSA) and a hybrid
UEP bit-to—SP-éymbol mapping design [43,44,48].

e A novel STBC-SP-BICM arrangement was proposed [47] The schemes having
M = 16 and M = 256 SP constellation points were investigated, where the
minimum of the CF was found with the aid of the BSA. When designing the
bit-to—SP;symbol mapping, various layers of the SP constellation space were used

and diverse precoded systems were designed.

e Multilevel schemes in\)oking GLDPCs as their component codes were proposed
[38] using implementationally attractive s\hort,BCH and Hammiﬁg constituent
codes. A novel stopping criterion was also designed for both the inner and outer
iterations of the MLC-GLDPC scheme.

e A serially concatenated LT-BICM-ID scheme was proposed for the wireless Inter-
net [41]. To further develop the system, an LLR based packet reliability estima-
tion scheme was presented [45] for the amalgamated LT-BICM-ID design.

e An EXIT-chart aided Ir-BICM-ID design was proposed [49, 50] for the sake of
achieving a near-capacity performance. The outer IrCC scheme generates a di- '
verse range of outer EXIT functions, which were closely matched by those of the
combination of an I'URC and IrMapper. A novel EXIT function matching algo-
rithm was used for creating a narrow, but still open EXIT tunnel, which led to a

near-capacity -Ir—BICM-ID scheme.




Chapter 2

Multilevel Coding Theory

2.1 Introduction

In wireless communications, bandwidth has always been a precious resource. However,
the entire suite of high-definition multimedia services increasingly requires real-time or
low-latency, high-rate transmissions. The aforementioned demanding multimedia ap-
plications require reliable, high-integrity transmissions as well as the error-free trans-
mission of certain important data, which leads to the requirement of creating FEC

scheme exhibiting an Unequal Error Protection (UEP) capability.

An attractive technique of increasing the achievable data rate Wifhout increasing
the associated bandwidth or symbol rate is constituted by the employment of coded
modulation. The concept of MultiLevel Coding (MLC) was proposed by.Imai and Hi-
rakawa [14] as a powerful bandwidth efficient coded modulation technique using several
component codes in conjunction with émploying appropriate bit-to-symbol mapping
strategies.. The component codes employed are typically binary codes, which have dif-
ferent rates and error correcting capabilities.. The rationale of this coding technique
is that of increasing the achievable Euclidean distance between the legitimate encoded
sequences. This enables code designers to adjust the associated distance properties in
order to meet the target performance. Due to the employment of different-rate com-
ponent codes, MLC facilitates the flexible adjustment of the effective coding rate for
meeting the specifications of diverse applications. The appropriate design of specific

code rates assigned to each component code was investigated for example in [21,51]:

For the decoding of MLCs, both MultiStage Decoding (MSD) [51] and Parallel
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Independent Decoding (PID) [51] can be employed. Imai suggested [14] that MSD can

be readily used for reducing the associated complexity of maximum likelihood decoding,

which may require an excessive computational cost, while providing modest further

performance benefits. MSD may be.yiewed as a serial decoding technique (15,52]. Each

~decoder of the MSD scheme may be considered as an independent scheme receiving

its input information from a binary channel constituted by one of the bits of a non-
binary signal constellation which exploits the a priori information provided by the
other binary channels of the MLC scheme. This a priori information is then used as
the extrinsic information provided by other MLC protection levels for the separate
decoding stages. Naturally, this MSD philosophy introduces a decoding delay and the
aforementioned PID technique may be able to reduce the associated decoding dglay in

certain applications.

A close relative of MLCs is constituted by Bit-Interleaved Coded Modulation (BICM)
proposed by Zehavi in [17], which may be interpreted as a coded modulation scheme
employing bit-based interleaving combined With a single convolutional component code
and Gray mapping. Each output bit of the convolutional encoder is independently bit-
intérleaved to increase the achievable time-diversity order, which is typically associ-
ated with an increased Hamming distance. In order to further improve the attainable
performance of BICM, Bit—Interleaved Coded Modulation using Iterative Decoding
(BICM-ID) [23,53,54] was proposed, which employed turbo-style iterations between

the decoder and demodulator in conjunction with different partitioning strategies.

Another representative of the MLC family is Trellis Coded Modulation (TCM) [16].
TCM constitutes another joint coding and modulation scheme, which was originally
proposed for transmission over Gaussian channels. TCM uses the technique of signal
set expansion in order to accommodate the redundant coding bits without bandwidth
expansion. TCM will be reviewed as a special case of MLC, where each bit protection
level corresponds to a specific bit of the TCM constellation. . The most common TCM
scheme transmits non—binary symbols, where the most significant bit of the TCM sym-
bol typically remains uncoded, because the two corresponding phasor points are the
farthest from each other. The corresponding two bit-values will result in parallel transi- |

tions in the trellis. TCM employs the technique of Ungerbock Partitioning (UP) [16] in

- order to maximise the Euclidean distance between the unprotected bits of the symbol

constellation. More sophisticated mapping schemes have also been proposed, which
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also may involve mapping to multidimensional signal points [18].

2.2 Multilevel Coding

The fundamental idea of MLC is that of protecting each bit of the modulated con-
stellation points with the aid of a different-rate binary code C;, creating a different
protection level . These binary component codes may be selected from the family
of convolutional codes or block codes. Consider for example an M = 2'-ary Phase
Shift Keying (PSK) signal constellation, which is partitioned into { profection levels
using UP, where [ is the number of bits per 2!-ary PSK symbol. Here, the Minimum
Squared Euclidean Distance (MSED) between the phasor points of gach of the separate

protection classes is maximised.

Figure 2.1 shows the encoder of a typical MLC scheme. The input source bit stream
u is se‘rial—to—parallel converted into individual bit u;, which is the bit being assigned to
level 5. The encoded bit of the encoder C? is denoted as v;. The modulated constellation
points of the signal z;, 0 < j < 2! —1 are represented by the binary labels vy, vy, ..., vi_1,
where v; € {0, 1} represents the binary label at the i protection level, assuming that
the notation of v; is retained after the bit-interleaver 7. The coded bits vg, v, ..., Vi1
are mapped to the 2'-ary PSK symbol sequence with the aid of the mapping function

k(.). This bit-to-symbol mapping £(v;—;...v1vo) results in a signal z.

-
-
”n Signal Mappér
o | (e ]
z = K(Vi-1...U1p)
—e——

Ug

— & Parallel

Conversion i : 2h-ary
signal

constellation

U—1 V-1
Encoder (I —1) n

Figure 2.1: MLC encoder.

Given the 2!-ary PSK constellation, where the number of information bits at each

of the l-level is Ky,K:...K|1, while the number of the corresponding encoded bits is
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No,N,...,Ni_1, respectively, the resultant effective throughput becomes

Ky K, K;_
n=2 4+

! bits/s mbol | 2.1
N TN, N, /sy (2.1)

i

Given a total of K" number of source bits, each binary cofnponent code ¢ - 0..01—-1
independently encodes K bits, yielding Zi;(l) K, =K. The corresponding encoded bit
sequence length is represented by N;, where the total number of encoded bits becomes
Zro N; = N. Therefore the combined coding rate of the MLC scheme is given by

-1 '
1 K ,
=¥ § 0 K, = v _ : (2.2)
=

2.2.1 Signal Labelling

Each of the MLC bits is mapped to a constellation symbol z by partitioning of the
signal z into subsequent smaller subsets as seen in Figure 2.2. There are many types
of bit-to-symbol mapping or labelling strategies, which can influence the properties
of the MLC scheme. The historicaily first and most common partitioning used in
coded modulation schemes, such as TCM and MLC arrangements is constituted by
Ungerbdck’s set Partition (UP) [16]. UP is used to maximise the minimum Euclidean
distance amongst different constellation points of the same partition or protection
class, which is increased at every further partitioning step. Again, Figure 2.2 shows
the classic 8PSK UP partitioning proposed by Ungerbock. The modulated symbol
denoted in Figure 2.3 as z;, j € [0, M — 1] for the M-ary PSK scheme is considered,

where M = 2!. Moreover, x; consists of the 3 bits {vv1vy}, where the intra-set distances
are do = 2sin(n/8), d; = V2 and dp = 2. : ’

Observe from Figure 2.2 that at partitioning level 1, when the apriori knowledge
of bit vy is know, the signal z is subsequently divided into two subsets of z(vy = 0)
and z(vo = 1). Explicitly, at partitioning level 4 = 1, the signal subset of z(v;_;...v1v0)
would be further divided into z(v;—;...v10) and z(v;—1...v11). The partitioning operation

continues, until a pair of signal points is left at the partitioning level { — 1.

Again, different partitioning strategies have been proposed, some of which have
been used for achieving unequal error protection [26,55]. Block Partitioning (BP) was

proposed in [56] where the signal points are partitioned as seen in Figure 2.4. Observe
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Figure 2.2: Ungerbéck Partitioning (UP) of the 8PSK signal.

z; = K(va17)

do=2sin(m/8)

fd1=\/§
dy=2
110
(z6) _
Figure 2.3: 8PSK Ungerbdck Set Partitioning portraying the 'gradually increasing minimum subset
distances.
— o
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that the minimum Euclidean distance remains the same at all partitioning level. The
design objective of BP aims for having the minimum number of nearest neighbours

rather than for maximising the intra-set distance, as illustrated in Figure 2.4.
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Figure 2.4: Block Partitioning (BP) of the 8PSK constellation.

There are other types of unconventional partitioning strategies. For example, the
mized partitioning or hybrid partitioning was proposed in [26,27] based on a hybrid of
UP and BP. Hybrid-1 partitioning [26] applies BP to the first i number of partitioning
levels, while UP to the rest of the (I —i— 1) levels. An alternative partitioning scheme
referred to as hybrid-1I was proposed in [26] in order to strike a trade-off between the
less powerful error protection of the higher partitioning levels and the increased error
protection of the most significant bit. Again, the corresponding hybrid partitioning

schemes are shown in Figure 2.5.

2.2.2 Equivalent Channel

The set of random variables representing the transmitted and received signals as
well as the [-bit codewords are denoted by X, Y and V, where the mutual infor-

mation between the transmitted signal set and received signal set are denoted as




2.2.2, Equivalent Channel : 15

o1 101
e oo1 .--M-.
001 gy T oo [~ O
/ 1
] !

1 @ O 000 010 O [ 000

101 RS ,’/ \\\
\D_— 5_.,.—
100 | 111
(a) | (b)

Figure 2.5: Hybrid-I (a) and hybrid-1I (b) partitioning of the 8PSK constellation [57] ©IEEE, 1999.
At partitioning level 1, the hollow symbols indicate 0, while the black filled symbol
indicate 1. At partitioning level 2, the square indicates 0, while the circle indicates 1.

I(Y; X)=I(Y;V,V4..V,_1). When employing the chain rule.of mutual information

[51,58], we arrive at

I(V;X) = I(Y;%Wi.. Vi)
= I(Y;Vo) + I(Y;VA[Vo) + ... + I(Y; Viet[VaWi..Vica). (2.3)

The chain rule of mutual information from Equation (2.3) can be further expressed

as follows

I(Y;Vi---v;——IIVO--'Vi—l) = I(Y;ViIVO'--Vi—l)+I(Y;V;+1--'Vl-—1|VO---Vi)' (2.4)

The concept of a so-called equivalent channel 4 was introduced in [51] in order to
model the provision of information by the different protection classes for each other
with the aid of the chain rule. Rearranging Equation (2.4), the equivalent channel i

can be represented as

IV ilVoVin) = I(V3 Vi Vica Vo Vi) — (Y VigroVica Voo Vi) (25)

Equation (2.3) suggests that when having a total of | partitioning levels, the bits
Up...U;—1 can be divided into [ equivalent channels, which consist of binary digit v;,
where vy, ..., v;—1 are known because they have already been decoded. When the signal
set z;, j =0,..., M — 1, is transmitted over a time-variant wireless channel, the binary

digits of vy, for k < 7 as well as the wireless channel have to be known for successful

decoding.
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Figure 2.6 shows an 8PSK symbol transmitted over a wireless communication chan-
nel. The channel-encoded bits vp...v;—; are mapped using the mapping function x(.)
to the symbol z before being transmitted over a wireless communication channel. We
refer to this as the actual channel conveying the 8PSK modulated signal. However,
according to Equation (2.3) this actual channel can be represented by three separate
equivalent channels, as illustrated in Figure 2.7. Figure 2.7 (a) shows the equivalent
channel at level 0, which resembles the complete signal set without any useful a priori
information. When provided by d priori information from the previous or lower MLC
level vy = 0, the equivalent channel for level 1 can be represented according to Figure
2.7 (b). The equivalent channel providinéd priori information for level 2 can further
be reduced to a smaller signal set, given the a priori information from the previous

two MLC levels, as portrayed in Figure 2.7 (c).

Observe from Equation (2.5) and Figure 2.7 that the mutual information between
the received signals and the hypothesized transmitted symbol .might not be the same
for different subsets at a particular partitibn level 4 due to the non-congruent ! parti-
tioning scheme. Hence, the average mutual information can be obtained by averaging
all possible combinations of the subsets vyv;...v;—1 by calculating the corresponding

~ expectation values as follows [51]

I(Y, ‘/z‘/l—ll‘/()‘/z—l) = Evo...'ui_lle{o,l}{l(y; V,-...Vl_llvo...v,-_l)}. . (26)

2.2.3 Decoding of MLCs

The iterative decoding of MLCs adopts the turbo-detection-like iterations [59], where
the outer decoder components constituted by the MLC decoder and the inner compo-
nent constituted by the symbol-to-bit demapper. There are two different MLC decod-
ing methods, namely MultiStage Decoding (MSD) and Parallel Independent Decoding
(PID) [15,52,60-63], which will be outlined in Sections 2.2.3.2 and 2.2.3.1.
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Figure 2.8: The PID’s structure.

2.2.3.1 Parallel Independent Decoding

The PID’s structure is shown in Figure 2.8, where D" represents the decoder of component-
4. The Parallel to Serial (P/S) convertor arranges the serial bit-based Log Likelihood
Ratios (LLR) representing the soft information D* output in the form of the parallel
stream of Figure 2.8, which quantifies the match between the i" bit of the k mod-
ulated symbol and the corresponding channel output. The LLR of a coded bit v; is
represented as L(v;), which is defined as the logarithm of the ratio of the probabilities
for that bit between its two possible values as follows _
. plvi=1) '
Liv)=In{—/—+]. 2.7
Given the transmitted bit v; and the corresponding received signal of Yk, the con-
ditional LLR L{yk|v;) is formulated at the demodulator as: '
P(yxlvi = 1))
Liye|lvy)) =In | =—=———= | : 2.8
o) =0 (Bt =5 e
_ Assuming that -an 8PSK modulation scheme is employed, as exemplified in Figure
2.8, three component decoders are used, namely D° D' and D?. The PID structure
of Figure 2.8 invokes these three decoders and initially each of these has independent
signal label. These signal labels group them into the constellation sets shown in Figuré

- 2.9. In Figure 2.9 (a) decoder D° has the alternate signal labels of ‘0’ and ‘1’. The

1At a particular partitioning level 4, the signal points generated after obtaining perfect a priori information
of vp...vi—1, result in different constellation points having unidentical mutual information.
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decoders D! and D? operate on the basis that the signal labels are grouped without
any a priori knowledge during the first decoding of the PID scheme. The PID scheme
typically exhibits a worse performance than the higher-delay MSD, where the different

protection classes provide extrinsic information for each other.
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(8) D? with v € {0,1}. . (b) D' with v, € {0,1}. (6) D with v € (0,1},

Figure 2.9: 8PSK constellation depicted at each decoder ID?, where a filled black label refers tov; = 1
and a hollow label refers to v; = 0.

~ We obtain the conditional LLR of the transmitted bit v; from Equation (2.8), and
the decoder ID* generates the bit-based LLR soft information of Figure 2.8, which is
also known as the a posteriori LLR given as follows
P(v; = 1ka))
P (Uz‘_ =0ly) /)’

where v; refers to the encoded bit transmitted by the level-i encoder and y; represents

L(vlyx) = 1n ( (2.9)

the corresponding received symbol at the output of the demodulator. The constellation
points associated with bit ¢ having the value of ‘0’ and ‘1’ are represented as white and

black circles in Figure 2.9, respectively.

Hence, each decoder D* generates the extrinsic LLRs as follows

Le(v;) =In (MHY_W) , (2.10)
p(vi = O|yr)
where yi-; is a sequence of y values, excluding the one corresponding to the label ¢ of

that particular bit.

The a priori LLRs provided after further iterations between the symbol—t&bit
.demapper and the MLC decoder furnish additional information to indicate the likeli-
hood of the subsets of signal points labelled by the black and white symbols, as seen
in Figure 2.9. The digits of all the modulated symbols are updated with the LLRs
generate(/i at level ¢ by utilising the corresponding extrinsic information of Equation
(2.10).
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2.2.3.2 Multistage Decoding

Decoding of the MLC would result in a high complexity, if we were to use the Maxi-
mum Likelihood Decoding (MLD) [14]. However, as suggested in [14], the MultiStage
Decoding (MSD) method has the potential of significantly reducing the complexity,

while maintaining a similar decoding performance to that of the MLD.

In MSD, the component codes are decoded stage by stage with only one decoder
activated at a time. Each component code is decoded with the aid of soft, decision
assisted MSD. The decoding process starts with the first component and then continues
to subsequent components, where the soft information representing the bits is passed
from one stage to the next. Therefore, instead .of having to consider the full combined
trellis of all decoders jointly, the number of trellis branches considered by a single stage

of the MSD imposes'a significantly lower complexity [15].

Owing to this fact MSD is éuboptimum. There is a potential degradation of achiev-
able BER performance, when decision was propagated from a lower level to a higher
. level. Hence, MSED is arranged to be higher at the lower levels for avoiding error
propagation. The decoding performance of the MSD is typically higher than that of
the PID, because it uses the a priori infdrma.tion from the other single decoder stages
and the demodulator is invoked [ times per iteration compared to only one time per
iteration in the PID scheme. However, for [ number of decoders, the MSD is expected

to exhibit a decoding delay which is [ times higher than that of the PID.

Figure 2.10 shows the structure of a MSD. The received signal sequence at the
input of the demodulator is y = (yo, %1, .--, ¥i—1), where we denote the received symbol
at each constituent decoder D* as y;. The encoded symbols of the component code C
are successively decoded by the corresponding ID?. At detection level i, decoder D* has
the information of the received block y = (yo, y1, ..-yi—1), with 0...i — 1 being the indices

of the previous decoding stages.

Since we introduced an iterative scheme in Figure 2.10, the a priori information
about the transmitted signal points can be obtained from the extrinsic information
derived in each decoder. Each iteration will include feeding the next decoder stage
with new a priori information, until the (I — 1)* level MLC decoder is reached. The

next iteration will continue with decoder D° up to D'~!, but this time level D° will

have new a priori information from the previous iteration.
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Figure 2.10: MSD structure.

2.2.4 MAP Decoding

MLC has the ability to employ different codes as its component codes, including block,
convolutional or concatenated codes. Different codes such as BCH [6,64], LDPC [9],
systematic or non-systematic convolutional codes [55] have been employed in the lit-
erature. A subset of specific MLC schemes, for example, BICM-ID and TCM use
trellis-based convolutional codes. The classic Maximum A Poéteriori (MAP) algorithm
may be employed for their trellis-based decoding. In order to make a fair comparison
between different coded modulation schemes, we will employ convolutional component
“codes in our MLC scheme to be designed in Chapter 3 and each component code will
invoke the MAP decoding algorithm, as we will show in the comparative study of

Section 3.2.

The MAP decoder provides an APosteriori Probability (APP) or a posteriori LLR
y, L(ug|y) for the decoded bit u, given the received symbol, Bayes’ rule is used for
calculating the APP, which provides the joint probability of a and b as follows

P(a,b) = P(alb) - P(8). | (2.11)

With the aid of Bayes’ rule formulated in Equéxtion (2.11), the a posteriori LLR of
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the information bit uy can be expressed as

L(usly) = In (M)

P(ur = Oly) , |
_ P(uk = l,y) »

Let us consider the numerator or denominator of Equation (2.12) for the transmitted

bit ux = ¢. Then we can rewrite the individual bit-probabilities of Equation (2.12) as

Plup=i,y) = P(Sp-1=m/,Sx=m,y) |
= P(gk—l =m', S = m>yllc_1ayk7)'11cv)' (2.13)

Provided that the previous decoder state was Si—; = m’ and the current state is
Sk = m, there are no parallel trellis transitions and hence m' and m uniquely identify
the value of uy. Furthermore, as seen in Figure 5.6 of [65] the received sequence y may
be divided into three sections, narﬁely the received sequence y¥~! associated with the
previously received sequence up to the present transition, the received symbol y; at

the current transition and the received sequence yf,, after the present transition.

Assuming that the channel is memoryless and using Bayes’ rule, Equation (2.13)

may be expressed as

P(Sk-1=m/,Sk =m,y)
= P(yRlSe-1=m, 8k =m,y¥ ', yk) - P(Sk-1 = m', Sk = m, y1 7, yx)
= P(yN.ISc =m) - P(Sk_1 =m', Sk =m, ¥y, yi)
= P(yN.lSk=m) P(y,Sk = m|Sk_y = m', y§™) - P(Sky = m',y77Y)
= P(yp31lSk = m) - P(yk, Sk = m|Sy—1 = m') - P(Sp—1 = m/,y1 ")
= By(m) - 7 (m',m) g (). : (214

The forward recursive operations of the MAP decoder can be formulated as follows
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[5]
a(m) = P(Sp=m,y}

P(gk = m,gk—-l = mI) Yf_l,)’k)

P(Si = m,ye[Sy-1.= m',y¥Y) - P(Spo1 = m',yy )

>

all m’ .
= Z P(gk = m:Yklgk—-l = m,) : P(gk—l = m,,}’f——l)
“all m/ .
= > F(Sk-1 =, 8k =m) @1 (Sko1 = ). (2.15)
all m/ ] .

Similarly, the backward recursive operations can be expressed as (5]

 Bea(Sk-1=m') = P(yy [Sk-1 = m)

= Z P(Yk, Yi1> Sk = m|Sk_y = m)
all m

= Z P(YII;V+1|-§k—1 = m,)-‘gk =m, yk) ' P(yk:gk = m|—s_k—l = m,)
all m ’

= 3 P(yYlSk = m) - P(yr, Sk = m|Sk-y = m’)

all m

= Y BBk =m) 7 (Se-1 = m/, Sk = m). (2.16)

To carry out the recursions formulated in Equations (2.15) and (2.16), the 7, (Sg-1 =

m', S = m) values can be calculated as. follows [5]

¥e@k-1 =m',Sx=m) = P(yx, 5k =m|Sey =m)
= P(yi|Si—1 =m', S = m) - P(Sy = m|Sy_1 = m’)
= P(yi|Si_1 =m/, Sy = m) - P(u)
= P(yx|up = 1) - P(ug). - (2.17)

Here, the probability of the input information bit, which triggers a trellis-transition
from Sy_; = m' to Sy = m is denoted as P(u;). This is also the a priori soft
information of the wuy bit.

Equation (2.17) consists of two parts, namely the a priori source information of

~ P(uz) and the channel characteristics expressed in terms of the channel-induced tran-

sition probability (yx|Sk-1 = m/, Sy = m).
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For BPSK transmission over an AWGN channel, the channel-induced transition

probability can be expressed as

P(yk_luk=i)= \/%Voexp (—(y—_]—v‘/f:%)—> | (2.18)

where N is the single-sided power spectral density of the AWGN and E; is the trans-

mitted energy per channel symbol.
Finally, the a posteriori LLRs provided by the MAP decoder are given as [5]
Z(m’,m)ﬁulﬁl ak—l(ml) ' 7k (m’a-m) ' Bk (m))

E(m’,m):uk=0 ak“l(ml) Vi (m,7 m) ’ Bk(m)

L(ukly) = In ( (2.19)

2.2.5 Code-Rate Design Rules

One of the important issues in designing a powerful MLC is to assign the appropriate
coding rate for each individual protection level. In this section we focus our attention

~ on two existing design rules.

2.2.5.1 Capacity Based Code-Rate Design Rule

The capacity based rules of assigning the &;ppropriate channel coding rate were proposed
in [22,51]. We can maximise the mutual information over the selectable parameters for
the entire set of constellation points. For the random variables X and Y, the mutual
information I(X;Y) is a measure of the dependence between X and Y. More explicitly,
I(X;Y) quantifies the information about X, given the occurrence of Y. The channel
capacity C is defined as the highest possible average mutual information I(X;Y") [66]

C =maxI(X;Y), ) (2.20)
p(z)
where I(X;Y) =3, p(z, y)logz%a‘—;l.

Let us denote the modulated symbols of log, M-bit at the input and output of the
channel as z as well as y and assume that the channel is a discrete-time memoryless

channel. The channel capacity derived from Equation (2.20) becomes

Cly) = maxBI(X;Y)],

= maxz::()/p(ylmm)p(mm)logQI—)—(z—)y—(liij)dy. (2.21)
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For traditional M-PSK and M-QAM havihg equiprobable symbols we have p(z,,)=1/M.
Therefore, according to the capacity rule, it is stated that the individual coding rate .
R? of protection level i of an M-ary MLC scheme should be chosen to be the same as

the capacity C* of the equivalent channel 4, which is formulated as
CRi=Cf (2.22)
where i=0,1,...,[ — 1.

Let the [-bit signal set be x, where we have X = {z,,J/m € 0,1,..M —1}. The
subsets of signal points at protection level ¢ - given that the lower bit-protection level
is denoted as X, ., ,- Furthermore, the conditional Probability Density Function
(PDF) of the received signal y, given x,, is denoted as f,(y|®m).  The capacity of a
memoryless channel for such a signal set X having a channel output variable y within
the space fR is given as [67]

/ X > fyylzm)log,— Lololtn)___g, (2.23)

a: ex X] szex fy(ylxk)

where p(z,,) = |")_1(‘|

The equivalent capacity C° of level 0, given the transmitted bits are vy € {0,1}

may be expressed as [67]:

f,
=13 [ nolonog B, 2:20)
vo=0
The term f,(y|vo) ;epresents the conditional PDF of the received signal y, given the
information vy of bit protection level 0. Provided that vy is already given, the signal
set X reduces to X,,, where the PDF is given as

Foloo) = e 32 fululom). (225)

X
0 '-’Emexvo
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Upon substituting Equation (2.25) into Equation (2.24), we arrive at [67]:

0 _ [ Xy Lmex W) £ o)
=3/, > D L e T )| o

'UO_O meX L

_ sl |tog, Z2(81m) (lom) .
- /ZZIXWI viem) |log:” 5 > ’

R 1=0 zm€Xug 2, €Xuyp fu( ll‘k)
)4

= T ( I Tm dr

:L‘GX

(ylzm)
—= m)] L d
Z/ Z fy(yl )ngilTOZxkexvo fy(ylcvk) T

v9=0 $mexv0

= C-C(Ku) o . (2.26)

which physically suggests that the capacity of subchannel ‘0’ is given by the MLC

scheme’s capacity minus the capacity of the scheme, given the perfect knowledge of vg.

Equation (2.26) shows that at level 0, the equivalent capacity is the difference of
the sum capacities of the entire set of subchannels in the signal constellation and that
recorded for one of the signal subsets identified by the signal label of level 0. This

equation can be extended to level 1 as follows

= C(Xyy) — C(Xygu1)- (2.27)

The generalisation of Equation (2.27) can be shown to be [67]
C' = C(Xup.wiy) = C(XKuo..ni)s (2.28)

which is similar to the chain rule of Equation (2.5).

Figures 2.11 and 2.12 show the equivalent capacity obtained from Equation (2.5)
by the capacity rule. Both modulation schemes employ the same UP strategy and are
transmitted over an AWGN channel. Note that the dashed vertical curve indicates
the capacity of C(X)=2.5 bits/symbol. The equivalent capacities of 8-level Amplitude
Shift Keying (8ASK) and 8PSK correspond to the optimum individual coding rates
(Ro, Ry, Ry) of (0.52,0.98,1) and (0.51,0.96,1), respectively.

2.2.5.2 Balanced Distance Based Code-Rate Rule

Another popular rule used in addition to the capacity-based rule of Section 2.2.2 is the

Balanced Distance Rule [51] (BDR), which considers the minimum Euclidean distance
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within the signal constellations. The MSED of the MLC codeword d? is lower bounded
by {19]: '

2> min (d26), | (2.29)

i=0,...,l-1
where §; represents the Hamming distance of the code C* at level i, while d? denotes
the MSED of signal points subsets X,u,..»;_, at partitioning level i. This so-called
Product Distance (PD) given by d24; reflects the delicate balance between the Euclidean
distance of the constellation points, suggesting that a lower Euclidean distance may be
counter-balanced by using a stronger code having a larger Hamming d&stance and vice
versa. Hence, according to the BDR [51], the rate of the individual code components at

protection level ¢ of an MLC scheme can be chosen by satisfying the following condition:
d?5; = K, : (2.30)
where i = 0,1,.., —1 and K is a constant.

The work reported in 15,19, 68] was carried out based on the BDR [51] to achieve
a high asymptotic gain by maximising the value of d? in Equation (2.29). This method
. might introduce a high coding rate for thé lowest protection level of decoder D° which
may exceed the capacity C° of the equivalent channel. Transmission over this high-
rate equivalent channel might not be possible at a high reliability, which may result
in subsequent error propagation from the lower to the higher MLC levels, where the

higher MLC levels 2 typically provide a lower error correction capability.

2.2.6 Unequal Error Protection

The provision of Unequal Error Protection (UEP) is important in wireless commu-
nication in order to best protect the perceptually most important speech, audio and
video information bits and hence to ensure better multimedia source decoding results.
In MLC, the coding rate, the bit-to-symbol mapping scheme and the distance of the
modulated constellation points can be adjusted to achieve UEP. The bit-to-symbol
mapping strategy determines the MSED of the MLC scheme, which was defined- as
dz

min®

The design of using binary linear block codes for supporting UEP in the context
of MLC schemes requires that we satisfy the following inequalities [55]

2
drnin,O = “min,l —

>3 > .. >d2 o (2.31)

min,{l—1)?

2In order to avoid any potential confusion, in our forthcoming discourse we will always refer either to MLC
levels or protection levels. '
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where d2,,_ , denotes the MSED of code C at MLC level 4 in the context of an (M = 2})-

ary modulated MLC scheme.

Again, for transmission over AWGN channels, satisfying this inequality typically
results in decreasing the error protection capability of the higher MLC coding levels. As
shown in [26,57], at low-to-medium Signal-to-Noise Ratios (SNR) the UEP capability
may be destroyed by the high BER of the lower-level MLC decoding stages owing to

error propagation. : \

The Block Partitioning (BP) scheme of Section 2.2.1 may be invoked as a map-

* ping strategy to reduce the number of nearest neighbours at each partitioning level, as

shown in Figure 2.4. This scheme typically has a constant minimum intra-set distance
ét each partitioning level and the cbding rate of each MLC'’s level may vary according
to Equation (2.31), where the employment of a stronger code offers a better protection
for the more important source-coded bits and a lower protection for the less signif-
icant source-encoded bits. The number of nearest neighbour constellation points is
minimised, since at each block partitioning level only those constellation points that
are located near the constellation partition boundary have neighbours at the minimum
distance, which corresponds to a sighiﬁcant reduction of the constellation points at the
minimum distance compared to Ungerbdck'’s set partitioning. Nonetheless, this pair of
low-distance constellation points typically degrades the average BER of equi-distant
partitioning schemes, such as Ungerbéck’s partitioning. Hence it is only recommended
for UEP applications, noting again, that this may be expeéted to degrade the average
BER of the system. '

In order to improve overall BER performance, it was shown in [26] that for 8PSK
modulation the zero and first level can be independently decoded, which results in

avoiding error propagation from the MLC level-0 to level-1. The Hybrid-I partitioning

_ scheme of Figure 2.5 may be used for the partitioning level-O of block partitioning,

while the rest of the MLC levels may invoke the UP scheme shown in Figure 2.5. The
hybrid-1 partitioning compromises the achievable BER performance on the first MLC
level but exhibits an improved coding gain at the second MLC level. In other words,
the associated tradeoff is that we tolerate a BER performance loss at the first MLC
level, while increasing .the intra-set distance at the second MLC level, which allows us

to reduce the second level’s BER.

The specific example of UEP that was proposed in [26] was highlighted in this
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section. This design was contrived, in order to reduce the error propagation from
level-0 to level-1 and from level-1 to level-2 of the decoding process. Observe from
Figure 2.13 (a) that the MLC scheme employs block partitioning &s its bit-to-symbol
mapping scheme, where at partition level 0, the bit ‘0’ and ‘1’ are labelled with the
hollow and black filled shapes, respectively. At partitioning level 1, the bit ‘0’ and
‘1’ are associated with the square and circle. The partitioning can be considered in
two dimensions, having the x-axis and y-axis as their divider. Note that at level-0 the
partitioning divides the plane into the left and right plane partitioned by the y-axis,
while at level-1 the partitioning divides the plane into the upper and lower half-planes,
dissected by the x-axis. Since the partitioning can be carried out iﬁdepehdently in the
x- and y-directions, the decoding of the first two levels can be carried out with the aid
of a parallel scheme. The decision is then passed to the level-2 decoder of Figﬁre 2.13
for the final decoding step, yielding the third decoded bit. Note that the independently
decoded level-0 and level-1 decoders result in no error propagation from the lower two
MLC levels to the third level (level-2).

y
000 -- “r“ .o = Decoder 0, D° o,
Pulnin 1§
100 [] o
! \ x Ty' 1 U1
) T Decoder 1, D -
|
110Q ® 1
\O\ . ' ] v | . :
010 011 » Decoder 2, D° |
. | o
(a) (b)

’ Figure 2.13: UEP decoding for 8PSK block partitioning: (a) block partitioning labelling and (b)
decoder scheme {26] ©IEEE, 2000. :

As a design alternative, non-uniformly spaced constellations were used in [27, 56]
in order to achieve UEP in the context of MLC schemes. One of the possible non-
uniformly spaced constellations can be generated from the conventional 8PSK constel-
lation by adjusting the angle # between two signal constellation points in a quadrant.
This changes the intra-set distance between each signal points at each partitioning

level-i. Observe in the example provided in Figure 2.14 that upon adjusting the angle
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0, the lower two MLC decoding levels can achieve an improved BER performance due
to their enhanced intraset distances [27], when using block partitioning. The family
of 'unconventional constellations is further exemplified by a design proposed in [56],
where a simple one-dimensional 8 ASK scheme having unequal distances between the
constellation points. The main concept is to adjust the intra-set distances according

to the significance of the information bits.

We would like to emphasise nonetheless that any deviation from the classic equi-
distant modulated signal constellation is expected to degrade the average BER, because
the BER improvement of the highest-protection class is typically achieved at the cost
of more dramatically degrading the BER of the reduced-protection class.
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Figure 2.14: Non-uniforml:y spaced 8PSK constellation using block partitioning based labelling
[27] ©IEEE, 2000.

2.3 Bit-Interleaved Coded Modulation

The MLC scheme of Fiéﬁre 2.8 in Section 2.2.3.1 using PID invokes ! parallel equivalent
channels. The transmission of the encoded symbol v; over equivalent channel 4 takes

place after mapping to the modulated symbol z. The decoding operations obéy the
parallel independent structure portrayed in Figure 2.8. The BICM scheme of Figure
2.15 can be viewed as a specific MLC-PID scheme, where instead of using ! encoders,
a single encoder is employed and the ! encoded bits are mapped to the modulated

symbol z of an extended BICM constéllation. Separate pseudo-random bit interleavers
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are used for each encoded bit to generate independent parallel ’bits, which are then then
mapped to the BICM constellation. BICM was proposed by Zehavi [17] to improve
the diversity order of Ungerbock’s TCM scheme for transmission over Rayleigh fading

channel.
Vo ‘ .
, *E:‘r —1  Signal
U Convolutional| Mapper | ()
L ’Er] > 2l-ary
Encoder Signal
) U2 ﬂ - Constellation
i

Figure 2.15: BICM encoder.

BICM employs a non-systematic convolutional code combined with a bit-interleaver
for each of its encoded bit. Figure 2.15 shows the BICM encoder proposed by Ze-
havi [17}, which has the three basic blocks, namely the convolutional encoder, the bit
interleavers m and the bit-to-BICM symbol mapper . A binary information sequence
“u is input to the BICM encoder (n, k) having a rate of R. Before the convolutional
encoder, the serial message stream u is arranged into parallel bits ug, u;..., ug—1 and
fed into the respective bit position of the convolutional encoder. At the encoder’s out-
put, there are n number of bits per u input bits, which results in the encoded bits of

Vo, V1 ++vy Un—1- -

Each of these encoded bits is bit-interleaved before being mapped according to
Gray labelling using the mapping function of k(vn_1...v1%). The signalling constella-
tion set of modulated symbols has M = 2! points. This mapping scheme represents
a one-to-one correspondence, where the mapping of bits to symbols is denoted as
K : {0,1} — x. The design objectivé of BICM is to achieve a maximum minimum
Hamming distance amongst the encoded codewords, rather than maximising free Eu-
clidean distance amongst the constellation points, as would be the case for Ungerbock’s
set partitioning TCM. The Euclidean distance is the "appr’opriate design criterion, when
the most likely error event is corrupted by AWGN to an adjacent set-partitioned con-
étellation point. By contrast, the Hamming distance of the [-bit BICM symbols has to
be maximised, when the most likely error event may be corruption by fading channels
to another {-bit BICM symbol.

To achieve a higher coding rate and a reduced decoding complexity, punctured
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l Code Rate | Puncturing Pattern | Hamming Distance
1/2 1111 7
1111 |
2/3 1111 4
1x1x '
4/5 . 1111 3
1xxx

Table 2.1: Punturing pattern proposed by Hagenauer [69] for a memory-4 RCPC. The mother code
of k = 4 and n = 8 is employed.

convolutional codes can be used for the BICM encoder, which is based on a low-
rate mother code, where some of the encoded bits can be removed according to the
optimum puncturing patterns, for the sake of increasing the co_rreéponding coding rates.
~ This allows us to use the same encoder and decoder for different-rate BICM schemes.
Rate-Compatible Puncture Convolutional codes (RCPC) were proposed by Hagenauer
in [69], where sets of different-rate codes were generated from a single mother code.
RCPCs also constitute an attractive design alternative for Hybrid Automatic Repeat
reQuest type-1I (HARQ-II) schemes [70-72], where only redundant punctured bits
are transmitted as and when needed in order to improve the overall throughput of
the system. Furthermore, RCPCs may be used for creating irregular convolutional
codes [73] for the sake of adjusting the coding rate in order to provide UEP. An example
of using a rate R = 1/2 motlher code is shown in Table 2.1. The symbol ‘x’ in the
bunctur‘ing pattern of Table 2.1 denotes bits which are removed for the sake of obtaining

an increased coding rate.

In case of Gray labelling, each modulated symbol differs from the other neighbouring
symbol by a single bit. In other words, « : {0,1} — x represents Gray labelling, when
xi differs from X% in a single-bit position at the minimum-distance neighbours, where
b is the value of the bit and b is the complement value of b, which is either 0 or 1 and ¢
is the position of the bit. The notation x} represents the mapping function x(.) having
b value at it* bit position. Figure 2.16 shows the Gray labelling for the standard 8PSK

constellation associated with the mapping x — X3}, where i = 0,1, 2.

Figure 2.16 illustrates each signal constellation point, when a certain bit position
having a value of 1 or 0 is considered. The black circle denotes the bit value of 1,
while the shaded circle represents the bit value of 0. We now associate bit 7 with

level i of a typical MLC. It may be observed in Figure 2.16 for xJ of level 0 that we
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Figure 2.16: Gray labelling of 8PSK.
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Figure 2.17: UP labelling of 8PSK.

can partition the constellation into two regions, which are the two groups of black
circles separated by the thick broken lines. Observe in Figure 2.16 that for both level
1 and level 2 associated with bit 1 and bit 2 we only have a single region of black
filled phasors, which is séparated from the shaded phasors by a single separating line.
Therefore, when the. number pf regions is reduced from two to one, the number of

nearest neighbours is also reduced from four to two.

Given a low number of nearest neighbours, the probability for a bit to be wrongly
decoded to a different region becomes lower. Hence, when decoding without iterations,
Gray inapping is employed for BICM, because there is no a priori information provided
by the previous iteration and hence the decoding of the level-i bit does not depend on
the other bits of the different levels. Compared to the UP scheme of TCM as proposed
by Ungerbock [16], the separate regions in Figure 2.17 are partitioned by the broken

lines and the number of resultant nearest neighbours is increased from two to four at -
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~ bit-1 for example, as shown in Figure 2.17. Note that there are eight, four and two

separate regions at bit level 0, 1 and 2 respectively.

e N
Yy | Signal ' . | Convolutional | 4
o Den_ﬁipper | T " Decoder |
K ——— -l ——

Figure 2.18: BICM decoder.

Figure 2.18 shows the decoder of BICM, which also consist of three sepafate parts,.
namely the demapper ™!, the deinterleaver 7~! and the channel decoder. The demod-
ulator receives the signal y from the channel and produces three estimated bit-LLRs

as its soft information. These LLRs are then fed as a priori information to the con-

- volutional decoder, before the resultant decoded information bit sequence is decided

upon. Note that both the Viterbi Algorithm (VA) and the MAP algorithm [65] may

‘be used by the convolutional decoder. The 8PSK constellation can be characterised as

x = VE,e?"/8 where j = 0,1,...,7 and E, is the transmitted symbol energy. The
energy F, per information bit is given by E, = FE,/k for a rate R = (n, k) code. For
transmission over a Rayleigh channel using perfectly coherent detection, the discrete-

time received signal is
Yt = hyzy + ny, (2.32)

where h; is the Rayleigh-distributed fading coefficient, while n; is the AWGN having
a variance of 07 = 04 = No/2, where N, is the noise Power Spectral Density (PSD).
Zehavi [17] suggested that BICM decoding may be carried out by computing the soft-
bit metric and then invoking the classic VA-based convolutional decoder. For each
received signal y, 2! bit-metrics A, with ! bit position each having binary values of ‘0’
and ‘1’,.are computed based on the Maximum Likelihood (ML) decision rule as

Avp) = logZP(yAm, he)

zext

~ maxlogP(yz, ht). (2.33)

TEX,
The term P(y|z;, ht) is the PDF of the received signal y;, given the transmitted symbol

z and the fading coefficient h; at time ¢ instant, where the in-phase and quadrature-
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phase of fading component is given as h.; and h:2. This PDF can be expressed using

the in-phase and quadrature-phase components (yt1,y,2) and (21,2 2) as follows

1 _(y:,l—hz.l11,1)2+(vz,2—hz.211.2)2
P(yi|ze, b)) = 22 2 . (2.34)

Using the max-log-based approximation of the soft-bit metrics, we have [54]

Av}) =~ maxlogP(y|zs, he)
TLEX},

~ min llys — hexe] | (2.35)

TLEXy

The 2! bit metric calculations generated for each received signal are shown in Figure
2.19. The first bit having a value of zero and one as in the symbols (xJ, x9) respectively,
can be expressed as follows [54]

Avy = 0) = min(d?m’ dgmv dgom d3o0) (2.36)
)\(U? =1)= min(d(zm, dgoud%m, d%u)» (2.37)

where the term d? is the squared Euclidean distance between the received signal y; and

the faded version of the transmitted signal zi.

011

101

Figure 2.19: Bit metric calculation for the first bit position xj) of BICM.
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2.4 Bit-Interleaved Coded Modulation Using Iterative Decod-

ing

BICM was originally proposed for transmission over non-Gaussian environments, su}:h
as Rayleigh fading channels and hence the Hamming distance of the adjacent BICM
symbols was maximised. By contrast, the Free Euclidean Distance (FED) of the con-
stellation points was optimised, when designing TCM for transmission over AWGN
channels. Li and Ritcey [23,53,54] proposed a turbo-like iterative detection approach
for employment in BICM, which was termed as Bit-Interleaved Coded Modulation
using Iterative Decoding (BICM-ID). In this new BICM-ID scheme, a different bit-
to-symbol mapping strategy was employed and the soft-information gleaned from the
decoder was fed back as a priori information to the symbol-to-bit demapper for further
iterations. The encoder of BICM-ID is identical to that shown in Figure 2.15, while
the decoder is detailed in Figure 2.20. '

{ Interleaver |

— —— Deinterleaver — SISO ;
P(v;I)|  signal | P(v;0) P(ci; 1) P(c;; 0)
Decoder
D i,
emapper P(u; 1) |
Yt P(ug; O)

Figure 2.20: BICM-ID decoder [53] ©IEEE, 1998.

In Figure 2.20 the convolutional decoder represents a SISO decoder, which may
be viewed as a ‘four-port’ device having two inputs and two outputs [74]. The signal
demapper obtains the received signal y from the channel’s output. Observe in Figure
2.20 that the a priori probability of the coded bit v} after interleaving is denoted by
P(vi; I) while the notations ¢! and v} represent the coded bits before and after the
interleaver at time index ¢ and bit-position i within the I-bit symbol. The output of
the demapper is the a posteriori probability of P(vf; O), which would be rearranged

after the deinterleaver in order to present the soft-information in the required order to
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‘the SISO decoder. The a priori probability of the information bit u! is represented by

P(u%; I), while the a priori probability of the coded bits ¢ is denoted by P(ct; I) in
Figure 2.20. The SISO decoder outputs the two correspondirig a posteriori probabili-

- ties, namely P(uf; O) and P(ct; O). The computation of P(uf; O) and P(c}; O) is based

on the extrinsic information. Note also that the term P(u}; I) is not utilised during

the BICM-ID decoding process seen in Figure 2.20.

When considering an AWGN channel, the fading coefficient is A; = 1 in Equation
(2.32). The conditional PDF of the received signal can be expressed as

) O P
Plylz) = 5-—e 7 . (2.38)

The a posteriori probability criterion can be used as our soft-metric, which is

expressed as [53]:

P(of=bly) = > P(xily.)

xzexi

Zz,exg P(y|z)P(z)
P(y:)
~ D Plulz)P(s), (2.39)

ZGXE

where i € {0,1,2} and b € {0,1}. The probability P(z) here is the a priori information,
which can be used for soft-feedback. This term is not used by the non-iterative BICM
decoder and all symbols are assumed to be equiprobable, since there is no readily
available a priori information during the first-pass decoding process. Hence, we have
P(v} = b;O0)=P(v} = bly). Since in iterative BICM-ID we are considering extrinsic
a posteriori probability, the subset xi = {x(vev1v0)|vs = b;v; € {0,1},7 # i} contains
the modulated signal points corresponding to v; = b.

During the second iteration, the a priori probability P(v}) is fed back to the de-

modulator and it is no more an identical probability, which was assumed previously

during the first iteration in the absence of a priori information. For each symbol z; € ¥

we have

CP(zy) = p(s([va(ze)vr(ze)vo(ze)]))
«2

= TIP0i =vieD, (2.40)

=0
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where v;(z;) € {0,1} represents the i** bit of the signal x,. Here we assume having
three perfectly random and independent bit-interleavers, rendering P(v?),P(v}) and

P(v?) independent of each other.

In the possession of P(v}), during the second and all further iterations, we define

the new extrinsic a posteriori probability at the demapper’s output as [53]

re-vo) - HE
= > <P(ytl$t)HP(vf =vj(xt);1)> : (2.41)
ASH J#

where ¢ € {0,1,2} and b € {0,1}. Given this extrinsic probability, a turbo-like

extrinsic information exchange between the demapper and decoder becomes possible,

with the demapper acting as the inner code and the convolutional decoder as the outer
one. In order to compute P(vi = b;0) from Equation (2.41), we. only require the

a priori probability of the other bits in the same received symbol.

2.4.1 Mapping Schemes

As mentioned earlier, a non-Gray mapping strategy is used for the iterative BICM-ID
scheme. Li [54] proposed UP to be employed. Observe in Figure 2.17 that, as opposed
to merely identifying the minimum ﬁumber of nearest neighbours, taking level-2 for
example, the a priori information gleaned from bit 0 and bit 1 during the second

iteration will provide bit 2 with a limited set of possible pairs to choose from.

Hence, to optimise the first or later iterative decoding steps, the intra-set Euclidean
distance of all points is increased. Clearly, as shown in Figures 2.21 (a) and 2.21
(b), the UP scheme constitutes a better choice than Gray mapping since it has an
increased Euclidean distance for bit-2. This scheme however will result in a worse
performance during the first-pass decoding than Gray mapping, which will be improved
after the successive iterations beyond that of the Gray mapper’s performance. The
presence of feedback errors will also lead to erroneous decisions in selecting signal pairs,
which would in turn cause error propagation affecting the overall decoding performance.
Therefore, the choice of a more appropriate labelling, such as UP, results in-an increased

Euclidean distance at the higher bit protection levels.

Tran et al. [75] proposed the Modified Set Partitioﬁing (MSP) scheme shown in

* Figure 2.21 (c), which may be considered as an enhancement of the original UP scheme
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Figure 2.21: Mapping schemes of BICM-ID 8PSK constellation [53], [75] ©IEEE.
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seen in Figure 2.21 (a). The labels of 011 and 111 are interchanged with respect to that
of the original UP scheme. The protection distance of bit-1 and bit-2 is the same for
both UP and MSP, but the Euclidean distance of bit-0 is larger in the MSP scheme of
.Figure 2.21 (c) compared to the UP arrangement of Figure 2.21 (b). This means that
MSP would show an improved iterative detection aided performance, as verified in [75]
for a rate-2/3, 16-state outer convolutional code using the generator polynomials of G

= (7,1,4)s, G2 = (2,5, 7)s and having a Hamming distarice of 5. °

Another approach of designing a mapping scheme is based on capacity or mutual
information [75]. Let us consider again the mutual information I(z;y) as given in

Equation (2.21), which is repeated here for the sake of convenience
I(z;y) = 1/M Z I(@m;y)

= maxZ/ y|xm p(Tm logz (y(l )m)d (2.42)

where = and y represent the transmitted and received signals, and I(x;y) denotes the

mutual information between the transmitted symbol z and the received symbol y.

We can observe from Equation (2.42) that the symbol-wise mutual information
would be independent of the specific choice of the mapping scheme for a particu-
lar' constellation. However, the bit-wise mutual information conditioned on the other

a priori bits can be expressed as [76]:

Li I, | (2.43)

=0
where [ = log,M and I; denotes the bit-wise mutual information, given that the ¢

number of other bits in the symbol are perfectly known.

Since the symbol-wise mutual information I(z;y) is a constant, for example, we
can sacrifice some mutual information at MLC level 0, noted as Iy, in order to obtain
higher values for the other bit-wise mutual information I, I, ..., I;_1. The conditional

bit-wise mutual information is given as [75]

I.,; = I(vi;y|vo...vi;1), (244)

where v; denotes the coded bits in a symbol having a total of [ bits. The bar in m

represents the average mutual information evaluated over all possible combinations of

the “other ¢ bits that are known”.
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2.5 Conclusion

In this chapter, we presented an overview of MLC concepts as well as the basics of

BICM-ID schemes. In Section 2.2, we outlined the philosophy of MLC schemes using

different signal labelling, encoder and decoder structures, rate designs, UEP and a

variety of other design rules. The decoding structures of MLC arrangements, namely
the MSD and PID schemes were discussed in Sections 2.2.3.2 and 2.2.3.1, respectively.
The equivalent capacity based code-rate design rule was detailed in Section 2.2.5.1 with

the aid of the corresponding mutual information calculations.

We continued by detailing the structure of BICM in Section 2.3. Various constel-
lation set partitioning as well as demodulation schemes were also discussed. Since
BICM was originally designed for transmission over Rayleigh fading channels using
non-iterative decoding, the introduction of BICM-ID was outlined in Section 2.4. Both
BICM and BICM-ID decoding schematics were detailed in Figures 2.18 and 2.20. The

choice of effective bit-to-symbol mapping schemes was discussed in Section 2.4.1.




Chapter 3

MLC Design Using EXIT Analysis

3.1 Introduction

In this chépter, the attainable performance of iteratively detected coded modulation
schemes having different block lengths, decoding complexity and an unequal error
protection capability is studied, when communicating over AWGN channels using 8PSK

modulation. More specifically, the coded modulation schemes investigated -include

MLC [14], TCM {16}, TTCM (25, BICM [17] as well as BICM-ID [23].

With the objective of studying the iterative detection aided performance of MSD.
assisted MLCs, we propose a novel three—Dimensionali(3—D) EXIT [77] chart for inves-
tigating the effects of diﬁefent symbol-to-bit demapper characteristics. In the recent
past, different constellation labelling strategies have been employed in the context of
MLC for the sake of increasing either the Euclidean distance or the Hamming dis-
tance associated with the different modulation phasor points in order to achieve a
better iterative detection performance with the aid of optimised bit-to-symbol map-
pers/demappers [51,60,78]. Instead of optimising the modem constellation labelling, in
this chapter we introduce a serially concatenated unity-rate code [79] having a recursive
structure as a precodér in the context of MLC schemes for the sake of enhancing the
demapper’s convergence characteristics. Furthermore, we benchmark our MLC MSD
scheme against the PID scheme of [51], which exhibits a significantly reduced decoding
delay.

The proposed 3-D EXIT chart is then invoked for studying the precoder-aided

multilevel coding scheme employing both MSD and PID for communicating over both

43
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AWGN and uncorrelated Rayleigh fading channels with the aid of 8PSK modulation.
At BER=107%, the precoder is capable of enhancing the achievable E}, /N, performance
by 0.5dB to 2.5dB over the aforementioned AWGN and Rayleigh channels, respectively.

3.2 Comparative Study of Coded Modulation Schemes

The MLC and the related BICM-ID schemes were discussed in Sections 2.2 and 2.4.
Now we proceed by invéstigating_their BER performance as a function of their param-

eters versus their associated complexity.

3.2.1 System Overview

Figure 3.1 provides an overview of various coded modulation schemes, noting that the
MLC and BICM-ID schemes were detailed in Sections 2.2 and 2.4. The interleaver
- and deinterleaver are denoted as 7w and 7! in Figure 3.1. At the transmitter, ran-
dom information bits are generated as the source data bits u, before being fed into
the encoders. All the encoders used are trellis-based convolutional codes in order to
ensure their fair comparison in terms of the associated decoding complexity. Hence
the component codes employed in the MLC are also convolutional codes. The encoded
sequence is then appropriately interleaved, yielding the bit stream v, and then mapped
to the modulation constellation points. Here we consider 8PSK modulation and the
bit-to-symbol ﬁlapper is designed according to a suitable mapping strategy employing
the mapping function of k(v) to be detailed in Table 3.1. The channel imposes the
AWGN n and hence the received signal becomes y = z + n. The complex AWGN
variables are represented as n = ny + jng. Their variance is given by the power of the

double sided noise power spectral density of 0® = o} = g5 = No/2.

At the receiver, the demapper converts the received signals into logarithmic domain
probabilities. These probabilities are then deinterleaved and fed into the log-MAP
decoders. The log-domain branch-metrics of the MAP symde decoder are given by
the Gaussian PDF

1 gl
= 207, 3.1
P(Yk|Tk) 2”“36 ) (3.1)

when the modulated signal is transmitted over non-fading, AWGN-contaminated chan-

nel.
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Figure 3.1: System model of the coded modulation schemes considered. Naturally, the BICM and
TCM schemes are non-iterative. The iterative decoding of TTCM is carried out by
exchanging extrinsic information between two inner component codes, namely the upper

~ and lower codes, which is simplified as the TTCM decoder block [25]. For the MLC and
- BICM-ID schemes, the iterative decoding is invoked between the inner demapper and
the outer MLC as well as BICM-ID decoders, as indicated by the thick black line of the

diagram.

We continue by noting that naturally, the TCM and BICM schemes of Section
2.3 are decoded non-iteratively. By contrast, both the MLC and BICM-ID schemes
perform turbo-detection invoking iterations between the demapper and decoder, as
exemplified in Sections 2.2 and 2.4. The TTCM [25, 65| scheme employs the well-
established structure of Turbo Codes (TC) [59, 65, 80], using TCM as its component
codes. With the parallel concatenated turbo encoding structure in mind, the upper
TCM component, encoder processes the original information bits, while the lower TCM
component encoder encodes an interleaved version of the upper .one. TTCM uses two
parallel MAP decoders, with the extrinsic information fed back from dutput of one

decoder to the other. .

When encoding k number of data bits per information symbol, the coding rate
of TCM, BICM and BICM-ID becomes R = kL_H for a 2F+*l-ary modulated signal
constellation. When the number of uncoded bits in TCM is k < k, we have 2k parallel

transition branches in the trellis [16]. In the context of MLC, the coding rate of the
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Mapping Type Mapping Indices to Corresponding
Signal Points (cos27i/M, sin2xi/M) for
i€ 01234567

Gray 01326754
UP 01234567
BP 73624051
MP 02174653

Table 3.1: Different bit to symbol Mapping Strategies : Gray, Ungerbock’s set Partitioning (UP),
Block Partitioning (BP) and Mixed Partitioning (MP) [51], where M is the number of
constellation points. ‘ ‘

amalgamated scheme would be R = (Ry + R 4ot R;_1)/l, when assuming ! levels
of potentially different-rate encoding. The coding rate of each component code of
the MLC scheme may be determined with the aid of the capacity-based design rules
of [51] for the sake of approaching the channel capacity, as outlined in Section 2.2.2. For
example, for protection level-0, we may aim for an effective throughput of 2 bits/symbol
and at this throughput the Shannonian capacity is asymptotically reached at an Ep/Ny
value of around 5.85dB in conjunction with 8PSK modulationremploying Ungerbock’s
Partitioning [16]. Therefore, this specific code rate assigned to this protection level can
be chosen from the set of available codes, which performs as close to the Shannonian

capacity as possible.

As mentioned earlier, convolutional codes are used as component codes in all of the
TCM, TTCM, BICM, BICM-ID and MLC schemes. These convolutional codes [81] are
punctured, when requiring high coding rates. For the sake of achieving the best possible
performance, a range of different bit-to-symbol mapping strategies are employed in
our coded modulation schemes. Some examples of signal mapping arrangements are
constituted by Gray Mapping, Ungerbock Partitioning (UP), Block Partitioning (BP)
and Mixed/Hybrid Partitioning (MP) [51}, which map the natural binary encoded bits

to the different modulated constellation points, as discussed in Section 2.2.1. These

signal mapping strategies can also be represented in a simple mathematical form, as

shown at the top of Table 3.1.
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3.2.2 System Parameters

The generator polynomials uniquely and unambiguously describe the different-rate,
different-memory encoders and the associated encoder structures. The description of
the generator polynomials is typically given in an octal form. A specific example of
a generator polynomial is given in Figure 3.2 for Paaske’s rate-2/3 non-systematic

convolutional code having a memory length of ¢ = 4 [82].

u(©

uD)

Figure 3.2: An example of Paaske’s no’n—systematic convolutional encoder for ¢ = 4 [83].

Since the encoder of Figure 3.2 is a k/n-rate encoder, the information bits at time in-

stant N can be represented as two input sequences formulated as “u(o):(u(()o), u§°), vy u§3))

and u(1)=(u§,l),u§1), ...,ug\l,)). The resultant output bit sequences are denoted as v(©@,
v and v(®, respectively. Hence the generator polynomials gi(j) associated with input

1 and output j can be represented as
g = [111], g = [001], g5 = [110];
g = [010], g1 = [101], g7 = [111]. (3.2)
The generator polynomials expressed in octal form are given by [83]
g = [7], &0 = (1], & = [6]
g1 = 2,81 = 5,87 = 7] (3.3)
The corresponding generator matrix is formulated as follows

1+D+D? D? 1+D

G(D) - : ,
D 1+D* 1+4D+D
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’

Based on this generator polynomial notation, our BICM ehcoders and MLC con-
volutional component codes are parameterised in Table 3.2. The puncturing pattern
used for generating high-rate codes from a mother code may be obtained using Rate-
Compatible Punctured Convolutional (RCPC) codes [69] and the puncturing pattern

designed in [84], which are summarised in Table 3.3.

Rate | State(v), memory(¢p) | gV | g@ | g® l g l dfreeJ
13 |83 Tw[wiwr] -] 10
16, 4 25 | 33 | 37 | - | 12
32,5 47 | 83 | 78 ) - 13
64, 6 133 | 145 | 175 | 15 :
1/2 8,3 15]17] -] -] 5
16, 4 23 35| - | -1 7
64, 6 133 | 171 - - 10
2/3 |83 - 4 [ 2]6] -] 4
B 1 T -]
16, 4 71 1] 4] - | 5
25 |7 -
64, 6 64 | 30 | 64 - 7
30 | 64 | T4 - ’
3/4 |8,3 4] 4] 4] 4] 4
0. 6 2 4
0 2 5 5
32,5 6 2 2 6 5
1 6 0 [ 7
0 2 5 5
64, 6 6 1 0 7 6
3 4 1 6
-2 3| 7| 4.

Table 3.2: Generator polynomial coefficients in octal format for the non-systematic convolutional
. codes of Odenwalder, Larsen and Paaske [82,83]. The notation ¢ and v represent the
code’s memory and its corresponding number of states, while dg,.. indicates the free

Hamming distance. ' )

For the TCM encoder we adopt the notations from Ungerbdck’s classic paper [85],

representing the polynomial coefficients as follows

Hi(D)=A,-D?+ A, -D¥ 4. +A-D+ A, (3.5)
where ¢ denotes the encoder’s rhemory and D represents the unit delay associated with

a single register stage. The coefficient A! is a binary value, which indicates the presence
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Rate ] State(v), memory(y) || g | ¢ | puncturing matrix dfreeJ
5/6 8,3 15 17 10010 3
01111
64, 6 133 | 171 11111 3
' 10000
11/12 | 8,3 15 117 |10000000010 2
11111111101

Table 3.3: Generator polynomial coefficients in octal format and puncturing pattern based on Hage-
nauer’s Rate-Compatible Punctured Convolutional (RCPC) codes [69] and on near-unity-
rate punctured convolutional codes [84]. The notation ¢ and v represent the number of
mémory and its corresponding states, while d tree indicates the free Hamming distance.

of a connection with the aid of a binary value of ‘1’ and the absence of the connection

with a value of ‘0’. Each polynomial H?(D) corresponds to the jth information bit,
while H°(D) is associated with the parity bit of the encoder’s feedback polynomial.

2 : -

Y

&—[D]
oD

= D

Y

2

2)1

0

Figure 3.3:. An example of Ungerbéck’s four-state TCM convolutional encoder for 8PSK [16].

Figure 3.3 shows an example of Ungerbock’s [16] four-state TCM convolutional
encoder for 8PSK. The generator polynomial of Equation (3.5) is given in its octal
format in Equation (3.7). The generator polynomials used in our simulations are

parameterised in Table 3.4 [85], which obey the format of [85]:

HD) = [1(D) (D) HAD) |

= [1+D? D 0]
= : 101 010 000 ]

= :52 oy
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| Code | State(v), memory(y) ”

k | #o(D) | Hi(D) | H3(D) |
8PSK | 4, 2 1 5 2 -
8PSK | 8, 3 2 11 02 04
8PSK | 32, 5 2 45 16 34
8PSK | 64, 6 2 103 30 66
8PSK | 128, 7 2 277 54 122
8PSK | 256, 8 2 435 72 130

Table 3.4: Generator polynomial coeflicients in octal format for Ungerbéck’s TCM codes {85]. The
notations  and v represent the code-memory its corresponding states, respectively. The
. value k shows that & out of k information bits are convolutionally encoded.

3.2.3 Simulation Results

In this section we present simulation results for the previously mentioned range of dif-
ferent coded modulation schemes. The effective throughput of the system is R- log, M,
when using an M-ary modulation constellation and an overall coding rate of R. The
effective throughput was fixed to 2 Bits Per Symbol (BPS) in conjunction with SPSK
modulation. In Figure 3.4, the BER performance of MLC is shown, when employing
both the MSD and PID decoding methods highlighted in Sections 2.2.3.2 and 2.2.3.1.

The component codes are punctured convolutional codes having a coding rate of
Ry =1/3,R, = 3/4, R; = 11/12 [52]. For the sake of simplicity here we do not follow
-the exact capacity rules proposed in [51] for adjusting the MLC scheme’s coding rate
and employ readily available convolutional codes. The PID scheme of Figure 2.8 has a
potentially tripled decoding speed compared to the corresponding MSD MLC scheme,
although the PID requires three separate parallel decoders for 8PSK. However, at the
relatively low F,/Ny of 4dB, the PID using three iterations exhibited a high BER of
around 4 x 1072 compared to the MSD’s low BER of 7 x 1074, This significant. BER
advantage of the MSD is mainly due to the fact that extra a prior: information is
provided to decoder of the lower-integrity subchannels by those of the higher-integrity
subchannels which is not the case for the PID. Hence, in this section we will only use

the MSD.

Coded modulation schemes exhibit an implementational coinplexity, which is ex-
ponentially proportional to the number of trellis decoding states, which linearly pro-
portional to the number of iterations. Since the number of trellis states is 2¥, where

 is the memory of the codes, both TCM and BICM have a complexity, which is pro-
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Figure 3.4: BER versus Ej/Nj performance of both the MSD and PID decoders of Figures 2.10
and 2.8 for the MLC scheme of 3.1 having an effective throughput of 2BPS and using
8PSK modulation for transmission over an AWGN channel. All other code parameters

are summarised in Table 3.5.

portional to v = 2¥. The TTCM scheme invokes two TCM component codes and n

decoding iterations, hence its complexity is proportional to v = 2 - n - 2¥. The BICM-

ID arrangement of Figure 2.20 feeds its extrinsic information from the decoder to the

demodulator during each decoding iteration. The complexity of the demapper may be

assumed to be insignificant. Hence BICM-ID exhibits a complexity, which is propor-

tional to v = n - 2. By contrast, MLC employs / number of component codes, with

each of the component codes having a memory of ¢; at i** component code. Hence

Table 3.5: Code parameters employed for simulations.

Coded Modulations Rate
MLC R =1/3:Ry=3/4; Rs,=11/12
TCM, TTCM 2/3
BICM, BICM-ID 2/3
Channel Uncorrelated Rayleigh fading

Decoder type

Log-MAP

modulations are given in Tables 3.2, 3.3 and 3.4.

The polynomial generator for the coded
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when using MSD and n iterations its complexity is commensurate with the sum of the

individual decoder’s complexity, which is expressed as v =n - Z:zé—l 291,

MLC, 32 states, 4 iterations
BICM, 128 states

TCM, 128 states

TTCM, 2x16 states, 4 iterations
BICM-ID, 32 states, 4 iterations

A —— MLC, 32 states
O —— BICM, 32 states
O —— TCM, 32 states
{ —— TTCM, 2x16 states
X —— BICM-ID, 32 states
\\
%
<
\ N
\\\ —

5 6
Ey/No (dB)

Figure 3.5: BER performance of 8PSK modulated MLC, TCM, TTCM, BICM and BICM-ID
schemes of Figure 3.1 at a range of different complexities, for transmission over an
AWGN channel using an interleaver block length of 1800 symbols. All the other code
parameters are summarised in Table 3.5.

Figure 3.5 shows the beneficial effect of increasing the decoding complexity on
the attainable BER performance of the various coded modulation schemes. Again,
all schemes have the same effective throughput of 2 BPS. Explicitly, 32-state MLC,
32-state BICM, 32-state TCM, 2 x 16-state TTCM and 32-state BICM-ID exhibit a
similar complexity. Observe in Figure 3.5 that non-iterative TCM outperforms all the
other schemes, which require several iterations to perform well. More explicitly, at
BER = 10~* TCM has an approximately 1dB coding advantage over both MLC as
well as BICM, and a gain in excess of 3dB and 4dB, when compared to the identical-
complexity TTCM and BICM-ID schemes, respectively. Without iterations, TTCM
using punctured component codes does not benefit from sufficient extrinsic informa-
tion exchange. Similarly, BICM-ID which was designed for fading channels using UP,
but when using no iterations in the context of AWGN channels, it exhibits a poor

performance.
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Still referring to Figure 3.5, we then increased the complexity of the various coded
modulation schemes either by invoking a higher memory length or by increasing the
number of iterations, as appropriate. Observe that TTCM outperforms the other
coded modulation arrangements, closely followed by MLC and BICM-ID, which have
quite similar performances, requiring an E}/N, around 4.4dB for achieving a BER of
107, Increasing the memory length of TCM and BICM, the required E,/N, becomes
5.3dB and 6.2dB, respectively. Therefore, increasing the memory length of TCM and
BICM from ¢ = 5 to ¢ = 7 and hence quadrupling their complexity improves their
performance in their context of AWGN channel by less than 0.5dB, while the iterative
TTCM, MLC and BICM-ID schemes exhibit a significant Ej/N, improvement of up
to 5dB upon quadrupling their complexity, which renders the latter iterative schemes
more attractive. Note that the formation of an error floor is observed for the BICM-
ID and MLC schemes, when the target BER is around 1075. This is due to the fact
that the curves of the inner and outer component codes do not exhibit an open EXIT

tunnel, as would be outlined in Section 3.3.

MLC, 32 states, 4 iterations
BICM, 128 states

TCM, 128 states

TTCM, 2x16 states, 4 iterations
BICM-ID, 32 states, 4 iterations

x>0 0D

BER

i

Figure 3.6: BER performance of 8PSK modulated MLC, TCM, TTCM, BICM and BICM-ID
schemes of Figure 3.1 using different interleaver block lengths for transmission over
AWGN channels at a given fixed complexity associated with a total of 128 trellis states.
All the other code parameters are summarised in Table 3.5.

Figure 3.6 illustrates the effect of employing different turbo interleaver block lengths
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by the various coded modulation schemes while still communicating over an AWGN
channel. More specifically, the block lengths of 180 and 1800 symbols are compared.
As expected, increasing the turbo interleaver block length improves the attainable
performance of the iterative schemes of MLC, BICM-ID and TTCM for transmission
over AWGN channels. Observe in Figure 3.6 that BICM-ID has a high sensitivity to
the interleaver’s block length and at BER = 104 it exhibits an approximately 1.5dB
gain over the similar-complexity non-iterative BICM scheme having 128 trellis states.
As seen in Figure 3.6, MLC shows a 1.35dB increase in its coding gain at BER =
1074, as a benéfit of using ! encoders, where each encoder requires a commensurately
longer interleaver, when the input data is divided into a number of different-protection
parallel streams. TCM and BICM obtain an E},/N, improvement of less than 1.5dB at
BER = 10~ and hence they are outperformed by the iterative schemes, especially by
TTCM, as evidenced by Figure 3.6. '

1

A bit-0
O bit-1
O bit-2

— MLC BP, 2-iter
-------- , MLC UP, 2-iter
--- MLC MP, 2-iter
'5 —— TCM

10 3.0 3.2 3.4 3.6

Figure 3.7: BER versus E;/Ny for the three different-integrity subchannels in MLC using UP, BP,
MP mapping, as well as TCM assisted by two turbo iterations. The schematic diagram
is shown in Figure 3.1 and all the other code parameters are summarised in Table 3.5.

Providing UEP is important in the context of speech [86] and video transmission |
[87]. Figure 3.7 illustrates the fact that MLC is the most flexible scheme in terms of

providing UEP among the coded modulation schemes studied, when combined with
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an appropriate choice of mapping the encoded bits to modulated symbol constellation.
To\elaborate a little fﬁrther, all schemes in this figure have three input data bits that
have to be protected. The individual decoded bits of TCM exhibit a similar BER
performance, i.e. they have no UEP capability, as stated above. Similarly, the UP
based mapping of MLCs exhibits almost identical BER performance for all its bits,
which shows the lack of UEP capability. This is a consequence of the fact that the
stronger code is applied to the specific phasor constellation points labelled by the bits,
which are separated by a small Euclidean distance, While the weaker codes at the higher
protection levels of the MLC scheme are supported by a large Euclidean distance. The
MLC scheme using BP has an equal Euclidean distance for all of its three different bits.
Note that bit 0 of the BP-based MLC scheme exhibits a BER below 10~° and thus
its BER curve is not shown in Figure 3.7, while bit 2 has a clearly inadequate BER.
The MP scheme has its bit 0 strongly protected, while both bit 1 and bit 2 exhibit a

similarly inadequate BER performance.

3.3 EXIT Chart Analysis

EXIT charts [76,77,88] constitute a useful tool in the design of iterative schemes, since
the characteristics of the constituent components can be visualised based on their ex- '
change of mutual information. The EXIT chart is based on visualising the flow of
extrinsic information either between the inner and outer decoders of a serial con-
catenated scheme or between the upper and lower decoders in a parallel concatenated
system. The formulation of a ‘turbo-cliff’ after a certain number of iterations enables
us to predict an infinitesimally low BER for E,/N, in excess of the ‘turbo-cliff’, which
we also often referred to as attaining ‘convergence’ to the [I4,Ig| = [1, 1] point in the
EXIT chart. ‘

3.3.1 Mutual Information

BICM-ID constitutes a serially concatenated arrangement, where the inner and outer
codes are constituted by the demapper and SISO decoder of Figure 2.20 respectively.
Figure 3.8 shows the iterative decoder of a serially concatenated arrangement, such
as the BICM-ID scheme. The‘ inner demapper receives the noise-contaminated signal

y at the output of the AWGN channel. The corresponding Gaussian PDF is given
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by Equatibn (3.1). The information exchanged between the inner and outer codes is -

represented in the form of soft LLR values.

The inputsr of the demapper of Figure 3.8 are the channel output observations y and
the a priori LLRs L are passed from the outer decoder to the demapper of Figure 3.8.
The demapper outputs the a posteriori LLRs L¥, which are then extracted from the
a priori LLRs L to obtain the eztrinsic LLR LY of Figure 3.8. The SISO decoder
then processes this information as its @ priori LLR L%. This outer decoder generates
the hard-decoded bit 4 and the soft a posteriori LLR L% of Figure 3.8. The extrinsic
LLR L2 gleaned from the decoder is then obtained by subtracting LB from L2. All
the LLR values are clearly illustrated in Figure 3.8. ,

n
U v k(v
— Encoder ' K » Mapper ) i
B 2
P
Ly
Y-
| Decoder |« = 71 |«—<— Demapper| _ y
- L3 LM M
i E P

Figure 3.8: Serial concatenated system with iterative decoding.

By considering an idealised infinite-length interléaver, the EXIT chart analysis is
based on two assumptions [77] '
e the a priori LLRs remain fairly uncorrelated,

e the PDF of the a priori LLRs may be modelled by the Gaussian distribution.

3.3.1.1 Inner Demapper

First we investigate the transfer characteristic of the inner démapper. Since we model
the a priori LLRs L by an independent Gaussian random variable n, in conjunction

with the information bits z € {+1, —1}, we have [77]

L% = Qa* T+ Ny, (3.8)
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where g, = 02/2 and o2 is the variance of the noise while the corresponding mean is
zero. The probability density function of the a priori LLRs can be expressed as

—15—02/2-322
e 208 .
pa(§|X =x) = Vi : (3.9)

The mutual information between the transmitted encoded bit sequence X and the
a priori LLR LY is denoted as I} = I(X; L) where we have 0 < I}f < 1. This
mutual information is given by [77]

w2 ~ [ = 2pe (€| X = x)
Ii =3 F;H/wm(ﬂX = x)logzpa(ﬂX s} S 2 g l)dg. (3.10)

The detailed derivation-of equations above can be referred to Appendix A. Conse-
quently, using Equation (3.9), I¥ can be further expressed as
—(g=a2/2)?

o0 e 208 _
I%(O’a) = 1 — / —\7—2_7;;—10g2[1 +e €]d€ (311)

In order to simplify Equation (3.11) and highlight the inter-dependency of I on

o, the notation J(.) is introduced as follows

+

- J(o) 2 1¥ (0, = o), (3.12)

where ¢ > 0, lim,_,0 J(0) = 0 and lim,_,,J(0) = 1.

It is infeasible to express J(o) in closed form. However it was noted in [77] that
the function J(o) is monotonically increasing and therefore its unique inverse exists,

yielding:

0, = JTHIY). (3.13)

Its approximate value is given by [89]
J(oa) ~ (1—2~Hoa™Hs (3.14)
_ 1 1/H
TIXK) m (= gplom(1 - (X)) e, (3.15)
where H1=0.3073, H,=0.8935 and H3=1.1064.

Figure 3.9 shows the plot of the function J(o) against the value of o according to

(3.12), which is indeed, a monotonically increasingvfunction.
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Figure 3.9: The J(.) function, also denoted as the mutual information I} as a function of o.

The mutual information between the encoded information bits X and the exirinsic

LLR L¥ is denoted as I¥ = I(X; L¥). With reference to Equation (3.10), I} can be
expressed as [77]

I}f:% > /

r=-1,+1v "

e . : 2pe(§|X =-.’I3)
e = 1)l
DX =)ot X = 1

)dg. (3.16)

The extrinsic LLR L¥ of Figure 3.8 depends on the a priori LLR L¥ and on the
channel’s output observation y. The mutual information of I} clearly depends on I}

and E,/Ny, hence the resultant extrinsic transfer characteristic can be represented as

In order to generate the extrinsic transfer function (I}, IM), the following step by

" step procedures have to be followed

e Firstly, the noise variance o2 is set according to the Ej/N, value considered.
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e We then consider a specific I¥ range and the corresponding value of o, can be

obtained from o, = J~}(I}), as observed in Equation (3.13).

e Given g, and o, = J™!(I}'), we now have g, = 0%/2 and hence according to
Equation (3.8), the a priori LLR LY can be expressed as LY = g, - x + n,, which is

assumed to be Gaussian distributed.

e Given the a priori LLR LY just calculated at the input of the demapper of
Figure 3.8, we can calculate I¥ = I(X;L¥). More explicitly, I¥ can be obtained
from Equation (3.16). Although the assumption of having a Gaussian distributed
a priori LLR is fairly accurate at the commencement of iterations, provided that a
sufficiently long interleaver is used, during the later iterations this may not be the
case. A more accurate, although more laborious technique is to estimate this PDF
with the aid of Monte Carlo simulations, where we generate a more accurate estimate

of the PDF using an experimentally generated histogram.

To expound a little further, it was suggested in [90] that Equation (3.16) can be
replaced by invoking the ergodicity theorem, namely by replacing the expectation value
by the corresponding time average. This measurement of the mutual information’s PDF
can be applied for non-Gaussian or unknown distributions with the aid of a sufficiently
large number of samples N as [90]

00
IMOGIY) = 1- / Po(LYIX = 2)logy(1 + e~ H¥)dLY

—00

= 1- Ellogy(1 +¢ )]

N
1- %Z logy(1 + e =W LE ™), (3.18)

n=1
3.3.1.2 Outer Decoder

The extrinsic transfer characteristic of the ;)uter decoder of Figure 3.8 bears similarity
to that of the inner demapper. The outer decoder is a SISO scheme, which is a
four-terminal device as seen in Figure 3.10. The mutual information quantifies the

| relationship of the extrinsic output (I, %) and the a priori input (1§, I3) for both the
original uncoded information data bits u and for the coded bits v, respectively. Hence
the mutual information can be represented with the aid of the functions I% = T, (14, I%)
as well as I = T, (1%, I4) of Figure 3.10.

Our serially concatenated system shown in Figure 3.8 obtains only a single a priori




- 3.3.2. Performance of BICM-ID » 60

'IL_, Tu() i_,
SISO
Decoder
Iy Ig
— = Tv(-) L

Figure 3.10: The SISO decoder of an EXIT module, corresponding to the EXIT function of mutual
information of between input and output of data and coded bits.

L2 input namely from the inner demapper, which can also be observed in Figure 2.20.
The extrinsic transfer characteristic describes the relationship between the a priori
input LY and the extrinsic output L2. The mutual infomation I2 = I(V; L2) between
the channel encoded bits v and output extrinsic LLR L2 is independent of the effect

of E,/Ny experienced by the system. Hence the EXIT function can be expressed as
Ig =Tp(I}), . (3.19)

where I¥ = I(V; L) is the mutual information between the channel coded bits v and
the a priori LLRs LY. The calculation of I{ and I is similar to that of the inner

demapper highlighted in Section 3.3.1.1.

3.3.2 Performance of BICM-ID

The performénce of the BICM-ID scheme can be characterised lwith the aid of EXIT
chart analysis, as described in Section 3.3.1. Figure 3.11 shows the EXIT characteristics
of the BICM-ID scheme. Note that the EXIT curve of the inner demapper starts at a
lower I 1{‘;” value and increases steadily as the E,/N; value increases from 0dB to 10dB
in steps of 1dB. The EXIT curve of the outer decoder is shown as the dashed curve.
It is observed from Figure 3.11 that an open EXIT tunnel can exist between the inner

and outer EXIT curves, for E,/N, = 4dB and above, producing an iterative gain.

The simulation based decoding trajectory is illustrated in Figures 3.12 ",and 3.13.
The extrinsic mutual information are calculated for I¥ and IZ with the aid of the
extrinsic LLR output of the inner demapper and of the outer decoder, respectively
using Equation (3.18). This simulated decoding trajectory of the real system demon-
strates in Figures 3.12 and 3.13, how close the trajectory matches the EXIT curves.
Based on Figure 3.12 we infer that at E,/Ny = 4dB we need five iterations in order

to approach the Iz = 1 point and hence achieve a low BER. By contrast, a good
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Figure 3.11: EXIT characteristic curves for the inner demapper and the outer decoder of the BICM-
ID scheme of Figure 3.1, when communicating over an AWGN channel.

performance is predicted with the aid of three iterations at E,/Ny, = 5dB. Since t_heb
EXIT curve assumes having a high interleaver length, the simulations presented here
correspond to an interleaver depth of 10* bits, as opposed to the 1800-bit interleaver

used in the comparative study of Figure 3.6.

The invention of EXIT charts enables us to design a code bé,sed on achieving itera-
tive convergence to the (1,1) point of the EXIT tunnel in order to attain a good BER
performance. Let us briefly consider the shape of each individual component code,
namely that of the inner and outer code. If the inner and outer EXIT curves intersect
before reaching the point of convergence at (1,1), the scheme will be unable to achieve
an infinitesimally low BER. The narrower the EXIT tunnel, the more iterations are
required to reach the point of convergence. Figure 3.14 illustrates the EXIT curves of

a 1/2, 2/3 and 3/4-rate BICM-ID decoder having different memory lengths.

In the case of the inner demapper, the EXIT characteristic clearly illustrates how
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Figure 3.12: Decoding trajectory of the BICM-ID scheme of Figure 3.8 employing set partitioning at

E,/Ny = 4dB in conjunction with an interleaver depth of 104 bits, when communicating
over an AWGN channel.

the design of an efficient demapper closely matching the shape of the outer code, can
support the code design in terms of achieving a good BER performance. Figure 3.15
shows the EXIT curve of the inner demapper employing different mapping schemes,
as outlined in Table 3.1. Note that the EXIT curve corresponding to employing Gray
mapping has a relatively high starting point, at the abscissa value of zero but results

in a horizontal line associated with no iteration gain.

3.3.3 Performance of MLC

The performance of the MLC scheme employing iterative decoding cannot be readily
portrayed with the aid of the classic two-Dimensional (2-D) EXIT chart analysis em-
ployed in Section 3.3.2. Let us now consider a MLC using MSD and employing 8PSK
modulation. The decoder of the MSD-aided MLC of Figure 2.10 is again investigated
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Figure 3.13: Decoding trajectory of the BICM-ID scheme of Figure 3.8 employing set partitioning -

at Ep/No = 5dB with the aid of an interleaver depth of 10* bits, when communicating
over an AWGN channel.

in Figure 3.16, which illustrates arthree-level UEP MSD-aided MLC design using 8PSK
modulation and three decoders, namely D°, D* and D? for bit 0 (b0), bit 1 (b1) and bit
2 (b2), respectively.

In Figure 3.17, we show the général structure of EXIT chart generation for the
MSD of Figure 3.16. Note that L, represents the LLRs of the information bits of
the relevant decoder, while L%, denotes the LLRs of the other decoders’ information
bits. Considering the decoder at protection level 0 and referring to the schematic of
Figure 3.17, the associated information bit is 50, while thé corresponding information
bits of the other decoders are bl and b2, respectively. Hence L, which is the LLR
associated with the black box in the figure, is generated from Ly. The a priori LLRs

" generated by the other decoders ére Ly and Ly, as indicated by the hollow boxes in
Figure 3.17, are then computed along with their individual average values for the sake

of obtaining the combined a priori LLR of Li‘,(o) as the input soft bit value for the
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Figure 3.14: Extrinsic transfer characteristic of several convolutional encoders with different rate

and constraint lengths.

iterative demapper. Similar operations are carried out at the level 1 and 2 decoders,
~ each having the corresponding information bit represented by the black box at different
positions in Figure 3.17. The demapper of the MLC decoder is treated similarly to the
demodulator of the iterative BICM-ID [53] scheme. When the a priori probability P,
is different from 0.5, the extrinsic probability of the MLC demapper is given by [53]

and Equation (2.41) is repeated here for convenience

Pe(v; =b) = Z (P(?Jt|97t) HPa(Utj :'Uj(ivt))) . (3.20)
zeEX] J# ‘

For 8PSK modulation, the bit index is i = 0,1, 2, where we have v; = b, b € {0,1},
and following the notation of [53], the subset of Vmodulated signals is denoted by ¥} =
{K(vev1vo)|v; = b;v; € 0,1, j # i}. The mapping function (.) of the different mapping
schemes used in our design study was illustrated in Table 3.1. For an AWGN channel,

P(ys|z:) is given by Equation (3.1). Since we have j # ¢, which excludes the own
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Figure 3.15: Extrinsic transfer characteristic of the inner demapper which erhploys different mapping
strategies as outlined in Table 3.1, when communicating over an AWGN channel at
E, /Ny = 4dB.

intrinsic information of each bit, the output LLR is only affected by the extrinsic

information of the other decoders.

Let us now investigate the decoding convergence of the schemes studied using a 3-D
- EXIT chart with reference to Figure 3.17 in the context of three different en(de)coders
employing UP based labelling. To expouhd a little further, the reason for requiring
a 3-D EXIT chart in the context of our 8PSK based MLC scheme is, because when
employing MSD there is an iterative information exchange amongst the three separate
MLC decoders of the different protection levels, rather than between only two con-
stituent decoders, as in the case of conventional EXIT charts. The results of our 3-D
EXIT chart analysis are shown in Figures 3.18, 3.19 and 3.20. At each level of the MLC
decoding scheme, the demapper constitutes the inner decoder, while the outer decoders
are the corresponding MAP decoders. The concept of 3-D EXIT charts was first pro-
posed in the context of the three-stage serially concatenated system of [91]. Further
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Figure 3.16: MSD decoder of the 8PSK modulated MLC scheme with channel information y. The
notations L{u;) and L(v;) represent the output LLRs of the three decoders for both
the information bits and the encoded bits. The subscript ¢ represents the bit index
in b0, b1 and b2. Furthermore, Ly; denotes the associated information bits’ LLRs for
the corresponding decoder D?, which is further augmented in Figure 3.17, while L},
denotes the a priori LLRs forwarded by the other decoders D* to the input of the
inner demapper. L% denotes the extrinsic LLRs provided by the demapper. Figures
'3.18, 3.19 and 3.20 constitute the 3-D EXIT chart visualisation of the ‘MLC MSD
decoders D, D! and D?, respectively.

research on transforming multi-dimensional EXIT charts into a single two-dimensional
EXIT chart in the context of either parallel or serial concatenated codes was reported
in [92]. Our research further developed the 3-D EXIT chart to suit the MLC MSD

scheme investigated.

In Figure 3.18, I4/I% and I5/I% denote the mutual information of the inner and
outer codes, respectively. Furthermore, Ij;“o) in Figure 3.18 represents the mutual
information at the demapper’s input generated from the a prior: knowledge provided
by the other decoders, where the superscript ¢ represents the inner code, while the
subscript A(o) represents the a priori knowledge gleaned from the other decoders. As
seen in Equation (3.20), the extrinsic probability information exploited by the MLC
demapper is only affected by the information bits provided by the other decoders,

hence I of the demapper changes only as a function of I,i4(o)-

As observed in Figure 3.17, the mutual information is exchanged between the inner

demapper by passing I% to the outer MAP decoder, which iteratively exchanges /g
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Figure 3.17: General structure of EXIT chart generation for the MSD of 3-level MLC when using
8PSK and three en(de)coders. Lf represents the LLR values, where the superscript a
denotes the inner (¢) or outer (o) codes, while the subscript b denotes the input a priori
(A) or output extrinsic (E) information. Lyo, L1 and Ly are independent Gaussian
distributed LLR generated for bits 0, 1 and 2 respectively. Furthermore, ¥ and ¥~!
denote the LLR-to-symbol probability and symbol probability-to-LLR conversion. The
arrow drawn in dash line represents the extrinsic LLR demapper output, which be-
comes the LLR input of the decoder after demapping. The filled black box represents
the a priori LLR of the associated information bit, while the hollow box denotes the

a priori LLR of the bits of the other decoders. Finally, I}; and Ig denote the mutual
information used for plotting the EXIT chart.

Figure 3.18: 3-D EXIT Chart for Level 0 of the MLC scheme at E,/Ny = 4dB.
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= 4dB.

Figure 3.19: 3-D EXIT Chart for Level 1 of the MLC scheme at Ej,/No

Figure 3.20: 3-D EXIT Chart for Level 2 of the MLC scheme at E,/Ny = 4dB.
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with the inner demapper. In.the 8PSK based MLC scheme, we have three different-

 integrity decoding levels (b0, b1, b2) and each level is represented in one of the three 3-D

EXIT charts shown in Figures 3.18, 3.19 and 3.20, respectively. In all three figures, the
EXIT plane marked with triangles is computed based on the inner demapper’s output
extrinsic information I% at a given a priori .input‘ Iy and If‘,(;), characterising its
extrinsic probability P. forwarded to the outer MAP decoders. By contrast, the EXIT
plane of these figures, which is represented by the mesh of rectangles was obtained based
on the MAP decoder’s extrinsic output I3 at a given demapper extrinsic information
It.

Commencing from decoder 0 having only the channel’s output information, but
no a priori LLR from the other decoders, the I trajectory curve emanates from the
central corner of the graph in Figure 3.18, with the z, y coordinate values equal to 0.
When the extrinsic LLR L% provided by the demapper output seen in Figure 3.16
is passed to D, the decoding trajectory moves in a direction parallel to the z axis
at a certain Ig value, quantifying the extrinsic information contribution of the outer

decoder D°. The output extrinsic LLR, L(vp) is then passed to the second-level demap-

per, where it becomes the a priori information Ly, as seen in Figure 3.16. Hence, at.

the second decoding level, the demapper benefits from both the channel LLRs and the
a priori LLRs Ly, provided by the first decoded level. We can therefore observe that
Iﬁ,(o) of level 1 in Figure 3.19 emerges from a positive value of the y axis. The iterative
process evolves further then to the third decoder output at protection level 2, as shown

in Figure 3.20.
At the third decoder D? of Figure 3.16, the extrinsic LLRs L(v;) are fed back as

the a priori information L}, to the decoder D° of the first level. At this stage, namely
during the first iteration, we can observe from Figure 3.18 that the trajectory of If;,(o)
moves in parallel to the y axis as a benefit of the a priori knowledge Lj; and Lj,
provided by the other decoders from protection level 1 and level 2 of the MLC scheme,
and the output of the demapper 0 benefits from an iteration gain, where the decoding
trajectory moves v-ertically along the z axis, between the two EXIT planes denoted
by the mesh of friangles and rectangles, respectively, reaching a specific value of I%.

This is the extrinsic information gleaned during the second iteration in decoder 0.

- The same process continues, as the a priori information is forwarded from the first

protection level towards the third protection level of the MLC scheme.
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The zig-zag shéped trajectory evolves within the 3-D tunnel constituted by the
inner demapper’s and outer decoder’s EXIT curves. The highest possible iteration
' gain would be reached, if the trajectory converged to the point (1,1,1). However, due
to the deficient demapper characteristic, the decoding trajectory of Figure 3.18 fails
to reach this point at protection level 0, since it is trapped between the EXIT planes.
By contrast, the demapper characteristics reach better convergence both at protection
level 1 and 2, as seen in Figure 3.19 and 3.20 respectively, approaching the point (1,1,1)
more closely. Hence, the iterative MLC scheme’s performance is limited. Furthermore,
note that the decoding trajectory fits closely, but not exactly into the EXIT chart’s
tunnel due to the fact that the MLC scheme’s three encoded bits become slightly
dependent on each other after the first iteration and therefore the corresponding LLRs
do not obey a perfect Gaussian distribution. Nonetheless, the 3-D EXIT cﬂart provides
‘an adequate prediction of the MLC scheme’s iterative behaviour. Observe. from the
3-D EXIT chart analysis of Figure 3.18 that the performance of the level-0 decoder
‘ D° may potentially be improved by enhancing the convergence behaviour of the inner

demapper, which will be investigated in Section 3.4.

3.4 Precoder-Aided MLC

In this section, the novel 3-D EXIT chart of previous Section 3.3.3 is developed further
for investigating the iterative behaviour of MLCs invoking MSD. The extrinsic infor-
mation transfer characteristics of both the symbz)l-to—bit demapper used and those of
the different-protection constituent decoders suggeét that potential improvements can

be achieved by appropriately designing the demapper. To further extend our investi-

gations, the proposed 3-D EXIT chart is then invoked for studying the precoder-aided

multilevel coding scheme employing both MSD and PID for communicating over both
AWGN and uncorrelated Rayleigh fading channels with the aid of 8PSK modulation.

As shown in Figure 3.15, the demapper is capable of shaping the EXIT tunnel to
allow a possible convergence to occur. In the recent past, different constellation\"la-
belling strategies have been employed in the context of MLC for the sake of increasing
either the Euclidean distance or the Hamming distance associated with the different
modulation phasor points in order to achieve a better iterative detection performance
with the aid of optimised bit-to-symbol mappers/demappers [51] [60] [78]. Alterna-

tively, instead of optimising the modem constellation labelling, a serially concatenated
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unity-rate code [79] having a recursive structure as a precoder in the context of MLC
can be used for the sake of enhancing the demapper’s convergence characteristics. The
concept of precoding effect was first presented for magnetic recording channels [93]
and further expended to other channels [94,95]. The precoder has a recursive struc-
ture which can be described in terms of shift. registers having feedback connections

determined by feedback polynomials.

3.4.1 System Overview

Figures 3.21 and 3.22 outline our MSD and PID schemes designed for operating in
conjunction with 8PSK modulation, respectively. The notations L(u;) and L(v;) rep-
resent the output LLRs of the decoders for the original information bits and for the
MLC-encoded bits, respectively. The subscript i represents the index of the different-
protection bits b0, bl and b2, while L% denotes the extrinsic LLR generated at the
output of the inner demapper. The i‘ectan’gle drawn in dashed lines in both Figufes
3.21 and 3.22 represents the Unity-Rate Code (URC) decoder schemes constituted by
unity-rate recursive decoders inserted after the demapper. In Figure 3.21, Ly; denotes
the associated information bits’ LLRS for the corresponding decoder D¢, while Lj,; de-
notes the a priori LLRs forwarded by the other decoder D7 to the input of the inner

demapper.
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Figure 3.21: MSD decoder of the 8PSK modulation based precoder-aided MLC scheme. The URC
decoder represents the unity-rate code’s decoder.

To elaborate a little further, in the MSD decoder of Figure 3.21 the a priori infor-
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Figure 3.22: PID decoder of the 8PSK modulation based precoder-aided MLC scheme. The URC

decoder represents the unity-rate code’s decoder.
4

mation is féd by the lower-protection decoder to the higher-protection scheme. Each
of the bits b0, b1 and b2 is decoded by the corresponding decoder, namely by D° D!
and D?. The decoder D* processes both the received information bits of Ly; as well as
the a priori information provided by the other decoders and conveyed by:the inner
demapper seen in Figure 3.21. By contrast, the PID structure shown in Figufe 3.22
does not make use of the decisions carried out at other protection levels. Instead, each
decoder D processes the a priori knowledge in a parallel and independent manner.

Hence, this potentially results in a reduction of the associated processing delay.

We employ a unity-rate precoder since the rate-one precoder introduces no coding
overhead and hence retains the original coding rate. Its simple structure also means
that we would have a low complexity at the receiver. Figure 3.23(a) portrays the unity-
rate code employed in our precoder-aided MLC scheme, where D is a shift register stage
and @ represeﬁts the modulo-2 operation. Figure 3.23(b) shows the trellis diagram of
the precoder. The trellis transitions are denoted by a;/b;, where a; denotes the input

of the precoder at time ¢, while b; indicates the corresponding precoder output.

In the system advocated, we employ convolutional codes as our component code,
where the individual coding rates of the MLC MSD and MLC PID schemes are 1/3,
3/4,11/12 [52] and 1/2, 3/4 and 3/4 [51], respectively. This is the same MLC scheme

as the one used in the comparative study of Section 3.2. Since the specific coding rates
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Figure 3.23: Unity rate memory-1 precoder.

that are readily available for convolutional codes are constrained, we do not follow
the exact capacity rules proposed in [51] for adjusting the MLC scheme’s coding rate.
The resultant effective throughput of the 8PSK system considered becomes 2 bits per

symbol. All system parameters are summarised in Table 3.6.

Coding rate MSD (Ry, Ry, R) (1/3, 3/4, 11/12)
Coding rate PID (Ry, Ry, Ry) (1/2, 3/4, 3/4)
Precoders’ trellis states 00 and 01
Modulation , 8PSK
Mapping type : Ungerbock Partitioning. (UP)
Interleaver length . 1800 symbols

Table 3.6: System parameters.

3.4.2 EXIT Chart Based Convergence Analysis

The thick zig-zag shaped lines of Figures 3.18, 3.19 and 3.20 seen in the 3-D EXIT of the
non-precoded MLC scheme of S'ection 3.3.3 represent the decoding trajectory evolving
within the 3-D tunnel, constituted by the inner demapper’s and the outer decoder’s
EXIT planes:. If the trajectory succeeds in converging to the 'pdint (1,1,1), the highest
possible iteratioh gain is reached. We observe that the decoding trajectory of protection
level 0 fails to reach this point owing to its deficient demapper characteristics. Hence,
in order to‘im>prove the iterative decoding convergence of the overall MLC system,

we have to improve the demapper characteristic at protection level 0. This can be

achieved by introducing the precoders [79] shown in the dash-line boxes of Figure 3.21
and 3.22. ‘




3.4.2. EXIT Chart Based Convergence Analysis | , 74

The beneficial effect of precoding on the attainable decoding convergence has been
demonstrated by Narayanan in [93], where the recursive precoder of G(D) = 1+ D? was
shown to attain a substantial gain. In the precoder’s generator vpolynomiai, a represents
an integer, which corresponds to the number of shift register stages employed in the
precoder structure. Here, we employ a low-complexity rate-1 precoder having the
generator polynomial G(D) = 1+ D without adding further redundancy to the inner
code’s demapper, which allows us to maintain the inner code’s original coding rate.
Figure 3.23 demonstrates the implementational simplicity of the preéoder, which has

a 2-state trellis.

The schematic of generating the 3-Dv EXIT plane for protectioh level 0 of the
precoder-aided MSD is shown in Figure 3.24. The 3-D EXIT plane of Figure 3.18
shows that the inner demapper characteristics are only affected by the information bits
provided by the LLRs of the other L’A(o) decoders, regardless of its own intrinsic LLR
LY. Hence in Figure 3.24, Lf4(m fo) Would only be regarded as dummy information and
would not be exploited in the 3-D EXIT chart for the sake of reducing its dimensions.
In other words, the inner code’s EXIT plane will not be affected by varying the values
of Liynsey: The LLR LY, is generated by the outer MAP decoder and input
to the precoder. Therefore, the LLRs L‘A(o); qu(data) and L% corresponding to the
mutual information Ijl(a)’ I and I are used 'for_plotting the inner demapper’s EXIT

characteristic. The inner EXIT characteristic plane is a function of I, = f(I%, Ij;(o)).

Figure 3.25 portrays the 3-D EXIT chart employing the precoder. The EXIT planes
marked with the mesh of triangles and dasth lines characterise the precoded demapper
at Ey,/Ny = 6dB and F,/N, = 4dB, respectively, while the mesh of rectangles represents
the outer MAP decoder’s EXIT characteristics. Observe in Figure 3.25 that there
is no iteration gain at Fp/Ny = 4dB, since the EXIT plane is trapped below the
MAP decoder’s plane. By contrast, at E/Ny = 6dB we are able to obtain an open
tunnel between the two EXIT planeé, which eventually reaches the point of decoding
convergence at (1,1,1). Note that the trajectory evolves between the two planes and the
a priori knowledge extracted from the associated information bits affects the extrinsic
information as opposed to the MLC scheme characterised in Figure 3.18 to 3.20. More
explicitly, with the aid of the precoder’s a priori information, the trajectory no longer
evolves in pai‘alle\l to the y axis, as seen in Figures 3.18, 3.19 and 3.20, but instead it

evolves in an angle as a function of both I (z axis) and I’y (y axis), as shown in the




3.4.3. Simulation Results 8 75

y P(V)
.| Demapper - @ . Precoder -@
Pu(V{) | 1 ‘ |
L
y-l g1 I
N T L il(camb)
)
Lo Ly Ly Iy
Ly, ~ ] T
i TAGnfoY : : Ly (data)
| A(o)
level 0 §

a priori LLR for level 0 :

Figure 3.24: EXIT chart generation for the MSD MLC scheme of Figure 3.21, when using 8PSK
and three en(de)coders.

dotted section of the trajectory seen in Figure 3.25. We now continue our discourse by

introducing the precoder in the PID aided MLC scheme shown in Figure 2.8.

3.4.3 Simulation Results

In this section we characterise the BER performance of the precoder-aided iterative
MLC scheme of Figure 3.21 and 3.22 using 8PSK as well as Ungerbock Partition (UP)
[51) based mapping. Figure 3.26 shows the attainable BER versus E;, /Ny performance,
when communicating over an AWGN channel. The precoder-aided MLC scheme of
Figure 3.21 is outperformed by the MLC scheme at an E,/Ny below 5dB. This is,
because the precoded scheme does not exhibit any iteration gain for E;, /Ny below 4dB,
as shown in the 3-D EXIT plane of Figure 3.25 with the aid of the plane indicated by
the dotted dashed lines. Once the EXIT plane has an open tunnel at the higher £;,/Ny
of 6dB, the associated BER performance is substantially improved, with the advent of
introducing precoder as observed in Figure 3.26. Note that the precoder-aided scheme
exhibits a ‘turbo-like’ behaviour in Figure 3.26 and exhibits no error floor, as opposed
to the conventional MLC scheme. A more significant BER performance improvement
can be observed in Figure 3.27, when communicating over an uncorrelated Rayleigh

fading channel.
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Figure 3.25: 3-D EXIT chart for protection level 0 of the precoder-aided MLC scheme of Figure
3.21 at Ep/Ny = 4dB (dotted dashed lines) and Ep/Ny = 6dB (mesh of triangles).

- -~ using no precoder
—— using one memory-1 precoder

A 1iteration [ p == =% = “_\W ............
O 2 iterations A e
O 6 iterations el %
10 s
1 2 3 4 5 6 74 8 9 10
Ew/No (dB)

Figure 3.26: BER versus Ej /N, performance of the conventional and precoder-aided 8PSK modu-
lated MLC MSD scheme of Figure 3.21, communicating over an AWGN channel.
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Figure 3.27: BER versus E},/Ny performance of both conventional and precoder-aided 8PSK mod-
ulated MLC MSD scheme of Figure 3.21, communicating over uncorrelated Rayleigh
channel.
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Figure 3.28: BER versus Ej/Ny performance of both conventional and precoder-aided 8PSK mod-
ulated MLC PID scheme of Figure 3.22, communicating over AWGN channel.
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Figure 3.29: BER versus E;/N, performance of both conventional and precoder-aided 8PSK mod-
ulated MLC PID schemes of Figure 3.22, communicating over uncorrelated Rayleigh
channels.

Figures 3.28 and 3.29 illustrate the attainable BER performance of the precoder-
aided MLC PID scheme communicating over both AWGN and uncorrelated Rayleigh
fading channels. At BER = 1075, the precoder-aided MLC scheme exhibits a significant
coding advantage of about 2dB in AWGN channels and about 5dB in uncorrelated
Rayleigh channels. Note that PID becomes capable of outperforming MSD in the
precoder-aided MLC scheme, as the benefit of its higher iteration gain. This is due
to the fact that the decision errors of the lower protection levels may spread to the
higher levels in MSD. Furthermore, UP-based mapping, which maximises the Euclidean
distance of phasor constellation points for the sake of obtaining an iteration gain,
performs better in AWGN channels. In Figure 3.30, we further compare the precoder-
aided MLC PID scheme to other coded modulation schemes having the same expressed
complexity in terms of the number of trellis states and communicating over uncorrelated
Rayleigh fading channels. Our precoder-aided MLC scheme exhibits a better BER
performance associated with a coding advantage of 2.5dB at BER=10"° compared to
the best-performing BICM-ID coded modulation scheme, although it is outperformed
by TTCM, both of which were detailed in [65].
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Figure 3.30: BER versus E,/N; performance of various coded modulation schemes of Figures 3.1
and 3.22 having MAP decoding complexity associated with 128-trellis states, when
' communicating over uncorrelated Rayleigh channels using 8PSK modulation. The

system parameters are summarised in Tables 3.5 and 3.6.

3.5 Chapter Conclusions’

In conclusion, this chapter presented a comparative study of a diverse coded modulation

schemes, namely of MLC, BICM, BICM-ID, TCM and TTCM. The TTCM scheme ,

~ was shown to outperform the other schemes at a given implementational complexity
associated with a total of 128 trellis states. Even though the performance of TCM
' may become better than that of BICM in conjunction with an increased complexity of
128 trellis states, it is outperformed by the iterative schemes of MLC and BICM-ID,
“both of which have a coding advantage close to 1dB. Of all classic coded modulation
schemes, only MLC has the strength of added l;eneﬁt of UEP capability and its average

performance is similar to that of the BICM-ID scheme.

Our 3-D EXIT chart designed for MSD provides an efficient prediction of the joint

iterative decoding performance of the inner demapper and outer decoder. This novel 3-
D EXIT analysis provides an insight into the iterative decoding convergence behaviour
of MLC MSD schemes. The decoding trajectory traverses between the 3-D EXIT

planes, enabling us to improve the characteristics of both the MLC component codes
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as well as the demapper without carrying out bit-by-bit simulations.

Based on the 3-D EXIT charts, we proposed a recursive precoder for the sake of
improving the demapper’s EXIT characteristics. We employed 3-D EXIT charts for

the sake of investigating the iterative convergence of precoder-aided MLC schemes.

“Our simulation results outlined in Figures 3.26, 3.27, 3.28 and 3.29 illustrate that the

precoder-aided iterative MLC scheme achieves a significant BER performance improve-
ment both in AWGN and uncorrelated Rayleigh channels. This was achieved without

reducing the overall coding rate and without significantly increasing the complexity of

-the conventional MLC scheme. At BER = 10~° the precoder was capable of enhanc-

ing the achievable E,/N, performance by 0.5dB and 5dB, when communicating over
AWGN and Rayleigh channels, respectively.




Chapter I

Sphere Packing Aided Space Time
MLC/BICM Design*

4.1 Introduction

In Chapter 3 we introduced the concept of EXIT chart analysis and applied it to
both MLC and BICM-ID schemes in Section 3.3.2. A precoder was also invoked by
the modulator in order to achieve a better convergence behaviour for the system.
It was shown in [96-98] that the bit-to-symbol mapping plays an integral part in
enhancing the attainable coded modulation performance. Signal mapping entails the
design process of assigning the bits to the signal constellation set. Various carefully
designed 2-Dimensional (2-D) and Multi-Dimensional (M-D) bit-to-symbol mapping
schemes have been proposed in the literature in order to improve the achievable BER

performance [31,32,99]."

In order to further improve the performance of this MLC scheme, a useful transmit
diversity gain can be obtained by introducing Alamouti’s Space Time Block Codes
(STBC) [100]. Alamouti’s concept of STBC was further generalised to an arbitrary
number of transmitters by Tarokh et al. [101], but no attempt was made in [100]
and [101] to jointly optimise the space-time signal design of the two consecutive time-
slots and two transmit antennas. In order to jointly design the space-time signals
. of the transmit antennas, here we employ a novel Sphere Packing (SP) modulation

scheme combined with orthogonal transmit diversity design, which was introduced by

*Part of this chapter is based on the collaborative research outlined in [43,44,47,48].

81
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Su et al. [102).

Alamri el al. developed a soft-bit turbo-detection sphere packing [102] aided con-
catenated STBC design [103,104] for the sake of obtaining an iterative gain by ex-
changing extrinsic information with an outer decoder. Motivated by the substantial
performance improvement reported [103,104], we combine the SP concept with a MLC
scheme in order to create an improved orthogonal transmit diversity design. The mini-
mum Euclidean Distance (ED) of symbols defined in an M-D space may be maximised

by finding the most meritorious mapping of the bits to the signalling constellation.

Due to the complex nature of the bit-to-SP symbol mapping in M-D SP modula-
tion, we adopt a Cost Function (CF) in term of Euclidean distances between different
constellation points to be minimised by the Binary Switching Algorithm (BSA) [97].
The SP multiléyer constellation points. are further designed with a combination of dif-
ferent layers with maximum minimum Euclidean distance. The mapping can again be
optimised by applying BSA for obtaining the minimum CF. The M-D modulated sym-
bols are then fed into the STBC encoder. We term this scheme as a Space-Time Block
Code Sphere Packed MultiLevel Coded modulation (STBC-SP-MLC) arrangement.

The eqﬁivalent capacity rules [51] have been proposed for conventional 1-D and 2-D
modulated signal constellations for transmission over AWGN as well as Rayleigh fading
channels as described in Section 2.2.2. In this chapter, we further extend these concepts
for the sake of improving the design of our STBC-SP-MLC scheme, invoking a 4-
Dimensional (4-D) SP constellation. More explicitly, the equivalent capacity design [51]
will be further developed for determining the optimum LDPC constituent code rates
of the STBC-SP-MLC scheme in conjunction with various bit-to-SP-symbol mapping
stfategies in the 4-D SP space. To déepen our discourse on Unequal Error Protection
(UEP), we propose a new iiybrid partitioning for our novel STBC-SP-MLC scheme
in conjunction with a particular CF. The BSA is utilised for obtaining the optimum
arrangement of the various mapping schemes. The BER performance of the individual
MLC protection classes of the amalgamated MLC scheme as well as of the UEP hybrid
scheme will be evaluated by computer simulations, when invoking the optimum LDPC

coding rates.

Bit-Interleaved Space-Time Coded Modulation using Iterative Decoding (BI-STCM-
ID) has also been proposed for obtaining both space and time diversity [29,33]. In this
chapter, we propose a novel Space-Time Block Coded Sphere Packed Bit-Interleaved




4.2. Space Time Block Code 7 83

Coded Modulation (STBC-SP-BICM) arrangement which is a new multidimensional
BI-STCM-ID scheme invoking SP modulation. We investigate the new SP constel-
lation and mapping scheme in comparison to the identical-throughput conventional
QPSK and 16QAM schemes. Finally, a unity-rate precoder [79] is amalgamated with |

the SP mapper for the sake of improving the attainable iterative gain.

4.2 Space Time Block Code

,
An efficient twin antenna transmitter design was proposed by Alamouti [100], which is
referred to as an STBC. The STBC encoder is preceded by a modulator, which groups
B information. bits into an M-ary modulated symbol, giving B = log,M. At the
encoder, the block of two consecutive symbols z;, 5 is mapped to the. STBC symbols

according to the generator matrix of

Gz(ﬂ«‘hfﬂz):[ i xz].’ @D

* *
—Zy Iy

where the rows and columns represent the temporal and'spatia,l dimensions associated
with two consecutive timé slots and two transmit antennas. In other words, the rows
of the generator matrix represent time slots, while the columns represent transmit
antennas.. The symbol z} is the conjugate of ;. During the first time slot, the symbols
z, and z, are simultaneously transmitted by the first and second antenna, respectively.
During the second time slot, the symbol —z% and z} are transmitted by the first and
second antenna, simultaneously. Encoding is carried out both in the spatial and time

domains, as seen in Table 4.1.

antenna 1 | antenna 2

time slot ¢ T s
time slot £ + 1 -z5 x]

Table 4.1: Encoding and transmission sequence for the twin-antenna STBC.

Figure 4.1 shows a two-transmit-antenna, one-receive-antenna STBC scheme [100],
where Tx represents the transmit antenna and Rx the receive antenna. Let h;(t) and
ha(t) represent the complex-valued fading channel coefficients of the first transmitter

and second transmitter at time instant . Alamouti’s model assumes that the channel
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coeflicients remain constant over tvs‘ro consecutive time slots and can be expressed as
h(t) = Mh(t+1) = h = |hle’, o (42)
ha(t) = ho(t + 1) = hy = |ho|ei?, (4.3)

where h; and 0;, ¢ = 1,2, are the amplitude ‘and phase shift of the complex-valued
channel coefficient for the path spanning from transmit antenna ¢ to the receiver an-
tenna. '

[z1 — 3] [z2 7]
Tx1 S Tx2

h ho

Y
D,

| 2
Channel hi Signal
Estimator _ » Combiner
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h h i i
2 v’ 'y v’

Maxirhum Likelihood Detector
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Figure 4.1: Two—transr}ﬁt-antenna, one-receive-antenna STBC.

The signal received at the receive antenna over the two consecutive time slots ¢ and
t + 1 can be represented by r; and 7. These can be further expressed as
1 = hizy+ hoxo + 1, (4.4)
re = —hizy+ hox] + no, ‘ (4-5)
where n; and n, are independent complex-valued AWGN having a zero mean and a

power spectral density of Ny/2 per dimension at time ¢ and ¢t + 1, respectively.
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The channel estimator gives the estimated channel’s fading coefficient hy and h, at
the receiver. The Channel State Information (CSI) enables the receiver to enhance its
performance, with the aid of its knowledge of both hy and h,. Referring to Alamouti’s
model, we assume having a perfecf CSI, which provides the correct values of h; as
well as hy. Hence associated decision statistics construbted by combining the received

signals r; and r, with the aid of the perfectly estimated CSI is given by [100]

I = h;?"l +h2r§, (46)
X9 = h;’f‘l—hﬂ;. (47) .

To further expand these two equations, the expression of r; and ro in Equations

(4.4) and (4.5) can be substituted into Equations (4.6) and (4.7) as follows

F1 o= (|haf? + [hoD)m1 + hing + hon, | (4.8)
Zy = (|mf + |h2)®)x2 — hin} + hiny. (4.9)

The combined received signals Z; and Z; are then passed to the maximum likeli-
hood detector, which decides on the specific pair of signals (£;, £>) that minimises the

distance metric of
(1, hady + hadia) + (s, —la 25 + hody), (4.10)

over the legitimate values of £, and &,. More explicitly, the term d?(z,y) denotes the
squared Euclidean distance between two complex-valued signals z and y, which can be

calculated as

d(@y) = (@ -y -y). (4.11)

Using Equation (4.11), the decision criterion of Equation (4.10) can be expanded as

follows
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d?(ry, 1 + hoa) + d?(ra, —h1 2% + hzrf:’{)

* Ak

= , (T‘l - hlif)l - hgi‘z)(’r; — h;i‘; - h2.’172)

T4 (re 4 M@y — he#Y)(ry + hiE2 — h3E)

= (Ihal? + hal*) (121> + |22]*)
- I'rlﬁ:; - h27';§7; - h]'rik.’i'l — h;'f‘z.’i‘l
- h;'f'lif?; + hl’f';f?; — hg’f"{fbg + hITzi‘g

+ ) el (4.12)

Let us further introduce the squared distance d*(%;, ;) and d*(Z2, 22) using Equa-

tions (4.6) and (4.7), resulting in the following expressions

(@1, 5) = (81— &)@ - 3)
= |21+ |21 — Bimd} — horid — harldy — Ryrady, (4.13)
and
d*(Z9,82) = (T2 — £2)(%3 ~ 25)
= |&o|? 4 |B2|? — hiriZL 4 harid) — horidy + hirads. (4.14)

We then substitute Equations (4.13) and (4.14) into Equation (4.12). All the terms
that are not functions of #; and Z, are omitted. Finally, the decision criterion at the

output of maximum likelihood decoder can be expressed as

(Z1,82)€X

(21,22) = arg_min _(|~1}® + |he|? — 1)(|21)* + |£21?) + d*(F1, 1) + d*(&2, 22),
' (4.15)

where X is the set of all possible modulated symbol pairs (£, £2).

Since the decision rule concerning &; depends only on.xi' = 1,2, we can separate the
maximum likelihood decoding rule of Equation (4.15) into two independent decoding

criteria for z; and z, as follows

& = argmin [(Aa]? + |haf? — 1|1 ) + d?(F1, £1)] (4.16)
£, = argmip [(1ha]? + [hal? = 1)) 2| + (@2, 22)], (4.17)
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where Z represents the legitimate constellation set. If we consider the specific cése
of M-PSK modulated signal constellations, the amplitude of all legitimate modulated

signals, £;, i = 1,2 is constant. This leads to the following simplification

£ = argmind®(i,2;), : (4.18)
Z1€Z

%2 = argmind®(Zs,2s). (4.19)
Fo€Z

Equations (4.8) and (4.9) also shows mathematically that if the fading coefficient is
small for one of the two taps h; owing to a deep magnitude fade, it is possible that

the other coefficient is high, as a benefit of their independent fading characteristics.

~ Hence, a twin-antenna design is capable of providing spatial or transmit diversity, in

order to obtain a better decoding performance.

4.3 Orthogonal G, Design Using Sphere Packing

Let us now provide a rudimentary introduction to SP [105], which is a powerful modula-
tion scheme that joihtly designs the SP symbols of the two time-slots and two antennas
of an STBC scheme. The concept of introducing sphere packing in the context of or—I
thogonal transmit-diversity designs was introduced by Su et al. [102]. Alamri et al.
further extended the design to a turbo detection aided iterative scheme [104,106].

The G, generator matrix was outlined in Equation (4.1). Referring to the original
G design [100], z; and z; denotes the conventional Binary Phase Shift Keying (BPSK)
modulated symbols fnapped to the first and second transmit antennas of the STBC
transmitter during the first time slot while the conjugates —~z3 and z] are transmitted
during the second time slot. The original contribution [100] made no effort to jointly
design the signal constellation for z; and z, at the two transmit antennas across the

two time-slots.

For M number of SP modu}ated symbols, there are M legitimate space-time signals
Ga(zg,1, Zq2), where we have ¢ = 0,1, ..., M — 1. The transmitter will select the modu-
lated signal from these M legitimate symbols to be transmitted over the two antennas
across two consecutive time slots. This implies that the throughput of the system is
given by log,M/2 bits per channel use. Since the SP symbol is designed for the joint
space-time symbol using both z,; and z,2 on the basis of maximising the minimum
Euclidean distance from all other (M — 1) legitimate symbols, this system results in

the minimum SP symbol error probability [102].
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Let us now consider a 4-D SP scheme having phasor points of (ag,1, g2, @3, ag4),
q = 0,1,..,M — 1. These phasor points belong to the real-valued Euclidean space
R*, where each a4, d = 1,2,3,4, provides a coordinate point for the two time-slot’s
complex-valued phasor points. The complex-valued symbol z4,; and 2,2 can be further

expressed as

{:L'qvl’ xq,2} = TSP(G’Q»I’ aqyz’ aQy3’. aQA)’

= {aq,l +J0q,2,8q,3 + jaq,‘i}) (4.20)

where the SP mapping function Ty, maps the SP symbols (aq,1, g2, a3, aq,4) to the
original complex-valued QPSK symbols z,; and z,, for ¢ = 0,1, ..., (M ~ 1). Figures
4.2 and 4.3 illustrate the M legitimate 2-D complex vectors and 4-D real-valued vectors

for G, space-time signals, respectively.

(a1 + jag, a3 + jas)s (a1 + jaz, a3 + jas)s

(a1 + Jjag, a3+ jag)

(ay + jag, a3 + jag)m-1 (a1 + jag, a3 + jag) M-

Figure 4.2: The M legitimate 2-dimensional complex vectors for G space-time signals [107].

A 4-D SP symbol is based on the lattice Dy, which is defined in {105] as a lattice
having the best Euclidean distance from all other (M — 1) legitimate constellation
points in the real-valued Euclidean space R*. In_ other words, Dy is defined as a lat-
tice that consists of all legitimate SP constellation points having integer coordinates
of (ag,1,8q,2,aq,3,8q4), ¢ = 0,1,..., M — 1, uniquely describing the M legitimate com-
binations of the two time-slot’s complex-valued QPSK symbols in Alamouti’s design.

However, these unique points are subject to the SP constraint of [105]

g1t agetagstaga=k, q=0,...,M—1, (4.21)
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(al, az, as, a4)2 (al, az, as, a4)3
(ah as, as, a4)1

(a1, az, a3, ag)p-1 (a1,0a2,a3,a4) M2

Figure 4.3: The M legitimate 4-dimensional real-valued vectors for G2 space-time signals [107].

where k, is an even integer value.

Let us assume that the SP symbol set Z = {s? = [aq; @2 ag3 aga] € R* : 0 <
g < M — 1} selected from the lattice D,, which is constituted by a set of M legitimate
constellation points having a total energy of

M-1
A
Eiotal = ) (lagal® + lagal® + lagal® + lagal®). (4.22)

q=0
Furthermore, we introduce the space-time sigﬁals

a 2M :
Cq = E G2(xqv1’ $q72)7
: total ’

| 2M . .
= E——G2(aq,1 + jag2, 093 + jaga), g=0,....,M—-1, (4.23)
total

which constitute a set of {Cy:0 < ¢ < M — 1} whose diversity products depends on

the minimum Euclidean distance of the M legitimate modulated symbols in Z.

The normalisation factor \/2M/Ea used in Equation (4.23) is introduced to en-
sure that the space-time signal of Equation (4.23) satisfies the energy constraint of

Equation (4.22). To elaborate a little further, let us consider the general space time
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signal, expressed in the following (T° x N;)-dimensional matrix [108)

[ & ]
1 2 .. Nt :
c=|2 2" 2 (4.24)
1 2 Nt
-CT CT . cT J TXNt

where the space-time signal is transmitted over N; transmit antennas mapped to T
time slots. The notation ¢! represents the symbols transmitted by transmit antenna
i, for ¢ = 1,2,..., N in time slot ¢, for t = 1,2,...,T. The energy constraint for the

corresponding space time signals is given by
Ef|IClF] = NT, | (4.25)

where E[-| refers to the expected value and ||C||F is the Frobenius norm of C [109],

which can be written as

T N

ICllz = =(C¥0) = tr(CC™) = 3> I4P, (4.26)

t=1 i=1
where ()" denotes the complex conjugate transpose of a matrix and tr(.) denotes the
trace of a matrix. Having outlined the general form of the space-time signal matrix, we
now consider the specific space-time signal of Equation (4.23), which can be written in

the following form

C, = n; [ Far Taz J . (4.27)

T2 g
The notation ns represents a normalisation factor to be used in Equation (4.23). By
referring to Equation (4.26), the energy of the space-time signal in Equation (4.27) can

be expressed as

E[CE] = E[n}- (lgg1l® + |zql® + |2} + 15, 1%) ]
= 2-n} - Eflzg1) + |242l"]
= 2 "? . E[laq,1|2 + |‘7’q,2|2 + |aq,3|2 + |aq,4|2]' (4.28)

Equation (4.22) shows that the average energy of a single SP symbol can be ex-

pressed as

. . E
E[laq,1|2 + 'laq,2|2 + |aq,3|2 + IanIZ] = “;\}—m- (4.29)

AN
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Upon substituting Equation (4.29) into Equation (4.28), we arrive at

E
EllC 2 = 9. 2, total
[ICAE] = 2-nf e |
= T N (from Equation(4.25))

= 2.2=4. . (4.30)

Hence, we finally obtain the normalisation factor ny in Equation (4.23) as follows

2M
Etotal '

ng = (4.31)

To further illustrate the SP concept, we now consider an M = 16 scheme in com-
parison to a conventional QPSK modulation scheme. Firstly, for M = 16 signal points,
the G2 encoder matrix can be represented as Ga(zq1,q2), ¢ =0,...,15. Let S0, S1,
S2 and S3 répresent four legitimate two-bit QPSK symbols each having z,; and x4
where ¢ = 0,1, ...,15. The transmitter of this QPSK system is outlined in Figure 4.4.
Secondly, we consider SP modulation using M = 16 points selected from the lattice D,
having (a, 1, aq,2, @q,3, @), Where ¢ = 0,1,...,15. This is a real-valued SP representa-
tion of 4,1 and x4 5, which is further illustrated in Figure 4.5. The effective throughput

and the associated transmission block sizes for different values of M are summarised

in Table 4.2.

- QPSK Modulator 93

_— ’ Tx1
L0011 | 1183 —=%q1 | z1| STBC 50

00 —S0 —=x,0 | Zq2 |- Encoder Tx2

Time Siot t
QPSK Modulator \ / —(S0)°
————- . ) Txl
00 —S0 —=xz,5 | Tg2 | Encoder | Tx2

Time Slot £ 41

Figure 4.4: Transmission of two QPSK symbols over two consecutive time slots [107].
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Sphere Packing Modulator (ag1 + jag2)
Txl ’ ’

= 10011 —= (g1, g2, g3, Og 4} g STBC
...0011 o1+ ia , e (ags + jaga)
gl T JGg2— Tg) Encoder |Tx2 ’ ’

0g3 + JOg4—" Tg2

Time Slot t

Sphere Packing Modulator —(ag3 + jags)*

Tx1
oors 10011 — (ag1,042,043,804) ¢, | STBC .
=T agitjaga—x - (ag1 + jag2)”
: o1 +Jag2 0.1 Tq2 Encoder |Tx2 ' '
Qg3 + JGg4— Ty ' '

Time Slot t + 1

Figure 4.5: Transmission of a single SP symbol over two consecutive time slots [107).

| M | Block Size (bits) | Throughput (b/s/Hz)

4 2 1

8 3 1.5
16 4 2

32 5 2.5
64 6 3

128 7 ' 3.5
256 - 8 4
512 9 45
1024 10 5
2048 11 5.5
4096 12 6

Table 4.2: Throughput of SP aided G2 systems for different SP signal set sizes M.
)

I
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4.3.1 SP Constellation Points

The normalisation factor ny given in Equation (4.23) is \/m . This also implies
that the orthogonal G, space-time signal is multiplied by a factor, which is inversely
proportional to v/Eietar- It is therefore desirable to choose a specific subset of M points
from the entire signal set, of legitimate points hosted by Dj, which gives the minimum
total energy Eiota, while maintaining a certain minimum distance amongst the SP

points.

In the context of the lattice D,, the legitimate constellation points are categorised
into different layers based on their norms or energy, which is also the distance from the
origin. Table 4.3 shows the first 10 layers of constellation points hosted by Dy, in which
the origin of SP is located at layer-0 at the coordinate value of (0, 0, 0, 0). Taking
Layer-1 as an example, there are a total of 24 legitimate constellation points having
an identical minimum energy of E = 2. In other words, the SP symbol centred at the
origin (0, 0, 0, 0), would have 24 minimum-distance or nearest-neighbour SP symbols

“around it. These layer-1 neighbours can each be represented by the coordinates of
(+/-1, +/-1, 0, 0), where any choice of signs and any ordering of the coordinates is
legitimate, as listed in Table 4.10. The resultant 24 legitimate symbols may be readily
listed on the basis of these combinations. Figure 4.6 shows these 24 legitimate first-layer

symbols hosted by the lattice Dj.

)
® e
o e
® ®
® ®
e ®
> |

Figure 4.6: The 24 first-layer SP constellation points hosted by D4 having the minimum energy of
E=2[107). '

Hence, for M = 16 SP scheme, a specific selection of 16 SP points is carried out

from a total of 24 legitimate layer-1 SP symbols. An exhaustive computer search has to
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LLayer l Constellation Points ] Norm | Number of Combinations |
[0 [o0Jo oo 0] 3 |
L1 {4141 0 o] 2 24 ]
2 (+/-2] 0 0 0 4 8
+/-1{4+/-1f+/-1 /-1 4 16
| 3 |+/2]+/1|+/1] 0 6 96
| 4 [+/2]+/2] 0o [ o] 8 | 24
5 |+/2|+/2]|+/1|+/1| 10 96
+/-3|+/-1| 0 0 10 48
6 | +/3|+/1|+/1]+/1] 12 64
+/2|+/2+/2] 0 12 ' 32
+/-3{+/2|+/1] 0 | 14 192
+/-2(+/2|+/2|+/2 | 16 16
+/-4] 0 0] o 16 8
9 | +/4|+/1{+/1] O 18 . 96
+/-31+/2|+/2|+/-1]| 18 192
+/-3|4+/-3] 0 0 18 24
10 {+/4|+/2| 0 0 20 48
+/-3|+/-3|+/-1|+/-1| 20 96

Table 4.3: The first 10 layers of Djy.

be implemented for determining the optimum choice of M, which possess the highest
minimum Euclidean distance, hence minimising the SP-symbol error probability. The
search for other layers can be extended to obtain different SP constellation points and

will be further discussed later in Sections 4.5.3 and 4.6.2.

N

4.4 TIterative Demapping for Sphere Packing

An iterative demapping of the SP symbols has to be employed in order to exchange the
soft-bit values with the soft input outer decoder for iterative decoding in the schematic
of Figure 4.7. Referring to Figure 4.1 and assuming perfect CSI, the complex-valued

channel output symbols generated after combining the signals of time-slots Z; and Z,
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are obtained, as shown in Equations (4:8) and (4.9). Here we denote the most likely

transmitted symbols as z,; as well as z,, and hence we arrive at

I = (|h1|2 + |h2|2) “Zg1+ fll, ' (432)
Ty, = (lh1l2 + !h2|2) “Zg2 -+ T’lz, ) (433)

‘where h; and h; represent the complex-valued non-dispersive channel coefficients asso-
ciated with the first and second transmit antennas, respectively. The notation 7; and
T2 represents the zero-mean complex Gaussian random variables having a variance of
02 = (Jh1|? + |he)?) - 02. From the SP-function T}, of Equation (4.20), the received SP
symbol r can be written as

r =T, (%1,%2), ' (4.34)

where we have r = {[@, dy d3 dy] € R*}. The received SP symbol r can be further

r=h-4/ 2M s’ + w, (4.35)
: Etotal

where h = (|h1|> + |h2|?),s7 € Z, 0 < q < M —1, and w is a 4-D real-valued Gaussian

expressed as

random variable having a covariance matrix of 02, - I, = 03 Iy, = h- 02 -Iy,. Since
the symbol constellation set Z is four-dimensional, we have Np = 4. Hence, we now

compute the conditional PDF p(r|s?), which is given by

1 1
I N S — v .e\T
p(r]s?) = (27r012”)£2a exp( 502 (r—a-s)(r—a-s?) ),
1 1 (& \
= ————— exp| — =—= (@, —a-a.:)° } ], (4.36)
(2mo2) P 27, Z :
where a = h - %

For an SP symbol r which carries B number of encoded binary bits b = (by, ..., bs-1),
the LLR for bit b, £k = 0,1, ..., B — 1 can be expressed as [76]

Sanezs p(r1s%) - exp ( 5540 b Lalby)

— , (4.37)
Sarezs P(E1s) - exp (20 4 biLa(b))

L(be|r) = La(bg) + In

where Zf and Z} are subsets of the symbol constellation Z, so that ZF S{stez:

b, = 1} and likewise, Zk 2 {s¢ € Z : b = 0}. In other words, Z* represents all SP
symbols of the set Z, where we have b = = {0,1}, k =0,..., B—1. Equation (4.37)
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can be further expanded to

quez{c €xXp ( - ﬁ(r —a-s?)(r—a-s9)" + Z —o];ék (bj)>

I

La(bk) +1In

L(bxr)
| D stezs €XP ( (r —a-s?)(r—oa:s)T + ZJ O,J;ékb La(bj)>

= LY +L¥. (4.38)

We can use the max-log approximation [65] to simplify the computation of Equation
(4.38) as follows

L(bk|r) = Lg(bx) + max [—21 (r—a:s?)(r—a-s9)7 + 2—: bjLa(bj)]

stezf v
Jj=0,J#k

: B-1
1
- — max !—W(r—a-s")(r—a-sq)"r+ Z bjLa(bj)}.
(4.39)

4.4.1 Example of Iterative Decoding for M =4

Let us now consider an example of the SP demapping scheme for M = 4 as an easy
illustration of Equation (4.37). For four SP symbols, we obtain s?, where ¢ € {0,1, 2, 3}.
This corresponds to the bits b, k = 0, 1. The LLR-value of b, can be written as (107]

p(bo = 1|r)
L(blr) = In
i = o=
P( 0 b= OIr) +P(bo = 0 by = 1|1‘) '
To further extend Equation (4.40), we use Bayes’ rule formulated as
p(Y|X) - p(X)
X|Y) = ——%—, 4.41
p(X]Y) oY) (4.41)

where X and Y are two random variables.

Hence, Equation (4.40) can be expressed with the aid of Equation (4.41) as

(|b0-~1bl—0) plbo =1,b; =0) + p(rlbp =1,y =1)-p(bo =1,b; = 1)

L(bolr) = B p(T]bo = 0,b; = 0) - p(bo = 0,6, =0) + p(rlbo=0,b,=1) p(bo = 0,b = 1)’
(4.42)
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For ideal bit interleavers, by and b; are independent of each other. Therefore,

Equation (4.42) may be written as

p(ribo = 1,61 =0)-p(bo =1) - p(by = 0) + p(r(bo =1,by =1) p(bo =1)-p(bs = 1)

Eolr) = 10 (elbo = 0,61 = 0) - plbo = 0) - plbx = 0) + p(rlbo = 0,51 = 1) -0 = 0)- p(br = )
= pPbe=1 ) prlbo=1b1=0) pbr=0) + p(rlbo=1,b1=1) p(br =1)
p(bo = 0) p(rlbo = 0,b1 = 0) - p(by = 0) + p(r|bo = 0,b1 =1)-p(br = 1)
_ plrlbo = 1,b1 = 0) + p(rlbo =1,b1 = 1) - (p(by = 1)/p(by = 0))
Falbo) 4 I el = 0,6, = 0) + plelbo = 0,6 = 1) - (pbs = 1)/(er = 0)
= La(bo) + P(r|b0 =1,b1 =0) + p(rlbo =1,b1 =1)-exp (In (p(b1 =1)/p(b1 =0)))
al’0 p(r|b0 =0,b,=0) + p(rlbo =0,b1 = 1) - exp (In (p(b1 = 1)/p(b1 = 0)))
_ p(l‘lbo =1,00=0) + p‘(rlbo =1,b; = 1) - exp (L (b1) )
= Lolbo) + 1n p(rlbo = 0,b1 = 0) + p(r|bo = 0,by = 1) - exp (La(b1))
_ Plalsh) + pirls®) - exp (La(o) -
Lo(bg) + 1 p(r|s%) + p(r|s?)- exp (La(bl)). (4.43)

4.5 STBC-SP-MLC w

Having outlined the concept of STBC and SP modulation, let us now consider the
STBC-SP-MLC arrangement of Figure 4.7 described in Section 4.1 in more depth.
The STBC in our design will consist of two transmit antennas and a single receive

antenna.

4.5.1 System Overview

The schematic of the proposed STBC-SP-MLC system is shown in Figure 4.7. The
binary source bit stream u is serial-to-parallel (S/P) converted at the transmitter. The
four individual source bits, namely ug, u1, us, us, are proteéted by four different-rate
MLC encoders, as seen in Figure 4.7. The output bits of encoder C*, are denoted as b;,
where i = 0,1,2,3. We employ LDPC component codes owing to their powerful error
correcting capability, low complexity and flexible coding rates. The random nature
of the parity check matrix construction of LDPC codes allows us to dispense with

the employment of additional channel interleavers. Each LDPC codeword is 'decoded
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bo
“ o' Encoder 0, C° -
: [q1 -z5),
Source u b
Bit Encoder 1, C! - Tx1
Stream u 4D
- S/P . Sphere S STBC
Uz by Packing Mapper
E 2
ncoder 2, C “ Mapper ‘ 1"() _—
¥(.)
s Encoder 3, C? b, ' [zg2 z5,]
I P > ) Lg ——
P! *~  Decoder 0, D°
LIDO
E
Rx1 i -
N i 7 .
! »  Decoder 1, D!
STBC L-_Jr._-31 @ ecoder 1, .
E
—— Decoder -
. Lg -
e *  Decoder 2, D?
A D2
E
7 .
I e« I > Decoder 3, D* i
v E
Outer Iteration
Figure 4.7: The Space-Time Block-Coded Sphere Packing aided Multilevel coding (STBC-SP-MLC)
scheme. :

using the belief propagation algorithm [9]. The-MLC encoded bit substreams are then
forwarded to the sphere packing modulator ¢ of Figure 4.7.

The 4-D SP phasor point is denoted as S = (aq,1,Qq,2, @q,3, Gg,a), Where we have g =
0,1,2,...,M — 1 and M is the number of SP constellation points as shown in Equation
(4.20). Here we would like to fepresent the four individual coordinates of S in the 4-D
SP-space using real values, while satisfying ‘the Dy constraint of (a; + az + a3 + ag) =

k, where k is an even integer, again detailed in Equation (4.21).

After SP-modulation, the 4-D SP symbol is mapped to two complex-valued 2-bit
symbols of a two-antenna STBC scheme. Refer to Equation (4.20), the bit-to-symbol
mapping function of the system is denoted as I'(¢(b1, ba, b3, by)) = I'(ag1 + jagz2, aq3 +

Jaga) = {%q1,Tq2}. Here, ¥(.) is the SP function used for mapping the original input
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bits to the SP symbols and I'(.) represents the mapping of the 4-D SP symbols to the
complex-valued 2-bit symbols x4, and x4, after STBC encoding.

Figure 4.7 also shows the single-antenna aided STBC receiver. The STBC decoder
forwards its complex-valued symbols r to the SP-demodulator ~! of Figure 4.7 and
the resultant bits are then decoded at the different-protection LDPC decoders in an
iterative MSD manner. At the initial iteration, the SP-demodulator ¢! of Figﬁre 4.7
only receives the SP input symbol r from the STBC decoder. The extrinsic LLRs LE
produced by the SP-demodulator are fed into the level-0 decoder of D°, which then

outputs a set of corresponding extrinsic LLRs ngo to the demodulator.

This LLR provides useful a priori information for the SP demodulator, where the
LLRs gleaned from the previous MLC protection level are updated. As the decoding
process continues, eaéh MSD level receives useful a priori LLRs from the previous
MSD level, which can be exploited in the LDPC decoder. The next outer iteration
seen in Figure 4.7 commences, when the LLR information of the SP-demodulator has
been updated with the exirinsic information received from all MSD levels. The SP
symbol r received by the STBC decoder can be obtained from Equation (4.35) and the
extrinsic LLR of a single bit b oﬁtput by the demodulator is expressed in Equation
(4.38).

4.5.2 Equivalent Capacity Design

The classic technique of applying an equivalent capacity [51] based code-design has been
detailed in Section 2.2.2. Generally, the calculdtion of the channel capacity is based on
the maximisation of the mutual information I over all the relevant parameters, \;vhere
the capacity of a particular channel can be formulated as C = maxp(-si) I(r; S) where r
denotes the legitimate received signal, with S representing the legitimate transmitted

symbol. Similar to Equation (2.3), we then apply the so-called chain-rule of mutual

information [51] as follows

I(T; S) = I(T; bo) + I(T; bllbO) + ...+ I(T‘; bl—l|b07 bl, ceey bl_g), (444)

where b;, 1 = 0...I—1, denotes the individual bits of the different MLC protection levels.
The so-called equivalent channel concept of [51] is based on the chain-rule in Equation
(4.44), where each protection level provides extrinsic information for the other bits

and hence may be viewed as an independent equivalent ‘channel’. This concep’c of
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having [ equivalent channels for bit i will be exploited in conjunction with the a priori
information gleaned from the previous (i —1) protection levels, where the bits by, ..., b;_3

have already been decoded and hence are assumed to be known ?.

In the proposed STBC-SP-MLC scheme invoking 4-D SP modulation, each 4-D SP
symbol is mapped to the complex-valued symbols z,; and z,2, before being mapped
to the two consecutive timeslots associated with the two STBC transmit antennas,
as shown in Figure 4.7. The resultant signal is then transmitted over a correlated
Rayleigh fading channel. ' Therefore each of the four STBC symbols is encoded by
two bits and hence becomes two-dimensional. These STBC symbols have an unequal
probability of occurrence within the resultant 4-bit SP signal constellation points, as
it will be shown in the context of Table 4.10. The partitioning of the SP signal S can
be further divided into two parts, resulting in the SP subsets labelled by S(by = 0)
and S(by = 1), each containing a total of eight out of the M = 16 SP symbols.
In each SP subset, for example at the i* level of the SP subset S(b° = 0), the 8-
symbol SP constellation segment can be further subdivided into the two 4-symbol SP
subsets labelled by S(by = 0,5, = 0) and S(bp = 0,5; = 1) at MLC level (¢ + 1),
etc. The partitiohing tree of the SP signal set is completed, when the partitioned

SP-constellation subset contains only a single SP symbol at level [ — 1.

The partitioning of the 4-D SP constellation is exemplified in Figure 4.8 for the con-
ceptually simpler stylised 1-D scenario of 16-level Amplitude Shift Keying (16ASK).
As seen in Figure 4.8, the partitioning tree of the signal set is completed, when the
partitioned 1-D constellation contains only a single symbol at the last level [—1. Please
note again that in Figure 4.8 we used a simplified 1-D 16ASK constellation for the sake
of conceptual simplicity, since the M = 16 SP constellation in two 2-D STBC symbols

cannot be visualised easily.

For a 2-D STBC scheme, having N; = 2 transmitter and N, = 1 receiver antennas,

the signal r received at the single antenna, can be fepresented as [110] [111]

A

r=>Y " |hPX +9Q=x3nX +Q, (4:45)

=1

where X is the 2-D complex-valued received signal, h; represents the complex-valued

1The information provided by the bits of a non-binary symbol for each other may be interpreted as addi-
tional auxiliary information provided by a fictitious channel also termed as the equivalent channel in [51].
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Figure 4.8: 16-ASK signal partitioning.

[

Rayleigh fading coefficient and X2 ~, represents a chi-squared distributed random vari-
able having 2N; degrees of freedom. Furthermore, Q denotes the resultant equivalent
noise at the STBC receiver having zero mean and a variance of x3y, No/2 per dimension,

A
where Ny/2 is the original noise variance per dimension.

The STBC-SP-MLC system of Figure 4.7 characterised in Equation (4.45) receives
two complex-valued STBC symbols of the signal r and transmits the M-ary 2-D STBC
signals X,,, m € {0,1,...,M — 1}, over the two STBC antennas in two consecutive
timeslots. Given a general W-dimensional received signal r, provided that the W-
dimensional M-ary signal X was transmitted, Equation (4.45) can be geﬁeralised as
. [110]

rld] = X3n, [d) X [d] + Qld], (4.46)

where d refers to the dimension index of the signal, while r = (r[1]..r[W]), X =
(X[1]...X[W]) and Q = (Q[1]...Q[W]). When W > 2 and even, we have W/2 number
of X3y, components, because x3y, (k] = X3y, [k + 1] for & € {1,3,5...} represents the

complex-valued channel having two dimensions.

The conditional PDF of receiving a W-dimensional signal r, given the W-dimensional
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M-ary transmitted signal X, is expressed as [110]

p(r|X, XgNt)

- X%Nt [d]X[d]|2)

T ~Irld
. . g \/;rm exP( Xan, (4] No

= 1 ()~ 3w X AP |
) [Tals /7 Nox3w, ld) o (; X%N%[d]No ) ' (4.47)

The corresponding condltional PDF of one of the 2-D number of M-ary complex-

valued received components at each of the STBC antennas is given by

—|r = x% XI? '
p(r| X, x2n) = exp ( : . (4.48
l 2Nt) WNOX%Nt XgNt NO )

In contrast to conventional modulation, where the maximum achievable capacity

is attained when each constellation point has an equal probability of occurrence 1 /M,
. the probability of occurrence of all legitimate transmitted M-ary signals X,,, where
m is the symbol index of m € {0..M — 1}, is in this case different. This means
that at MLC partitioning level i, each legitimate 2-D STBC constellation point will
be transmitted with a different relative frequency at each transmit antenna. Each of
them has a probability of p(X,,) for m € {0,1,..., M — 1}, and the mutual information

between r and X [58], can be expressed as

IﬁX;r) = If / P(Xm, mlog, (%) v

_ ) 1 Xo) X
- Z/ mlp(Xe) o8 (z Tp(riXn )p<X)>d (49

Expressing the mutual information with the aid of the entropy as I(X;r) = H(X)-
H(X|r), we arrive at [110]

I(X;r) = = p(Xm)logy(p(Xm)) —
m=0
M-1 M-1 p(X
ZP(Xm)E I}Og'z ( eXP(‘Pm n)> ,Xm] )
m=0 n=0 p
(4.50)
2
where we have ¥, , = by, KX+ +[9I and F [A|X ] is the expectation of A con-

X2N Np
ditioned on X,,. The derivation of the Discrete-mput Continuous-output Memoryless

Channel '(DCMC) capacity is further detailed in Appéndix B.
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The STBC-SP-MLC scheme uses a single receive and two transmit antennas, and
there are two modulated STBC symbols, each gleaning the amount of mutual infor-
mation quantified by Equation (4.50). At the first partitioning level, where there are
two partitioning branches labelled by S(b; = 0) and S(b; = 1), the total mutual infor-
mation between a transmitted 4-D SP. symbol and the received 4-D SP symbol is the
average of that of the two partitioning branches of the 2-D STBC symbols. '

To obtain the mutual information for a 2-D STBC symbol at partitioning level 7,
given the perfect knowledge of all the previous 0...i — 1 number of partitioning levels

and a total of 4 partitioning levels, we express Equation (4.50) as
I(T‘i;Xi) = I(’I"i; bi-'-bl—llbO«nbi—l)a (451)

where 7 and X* denote the received and transmitted STBC symbols at partitioning
level 4, respectively. The total number of constellation points M in Equation (4.50)
will be reduced according to the SP constellation points at the particular partitioning

level 1.

Finally, the information gleaned at MLC protection level ¢ can be calculated from

the chain rule of Equation (4.44) according to [51]

I(T; bilbO---bi—l) = I(’T‘, bi---bl—1|b0-~-bi—1) — I(’f‘; b¢+1...bl_1|bo...b¢). (452)

4.5.3 Bit-to-SP-Symbol Mapping

The legitimate constellation points hosted by D, of the SP scheme are categorised into
layers based on their norms or eAnergy, i.e. the disfance from the origin. We investigate
the first two layers of the D, SP constellation, which are characterised in Table 4.3.
For example, the SP symbol centred at (0, 0, 0, 0) has 24 closest;neighbour SP symbols
around it, which are again, constituted by the various legitimate combinations of (+/-1,
+/-1, 0, 0) for the Layer-1 SP scheme, seen in Table 4.10.

Note that for a 4-D SP symbol belonging to a constellation of size M = 16, the
effective throughput n of the STBC-SP arrangement using no outer MLC encoder is i
= 1 symbol/(2 time slots) x 4 bits/symbol = 2 bits/(time slot) = 2 bits/(channel use).
The uncoded 2-bit/symbol QPSK or 4QAM benchmarker has the same throughput of
n =2 symbol/(2 time slots) x 2 bits/symbol = 2 bits/(channel use). Since there
are 24 immediately adjacent SP neighbours at Layer-1, which have different Euclidean
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distances in the 4-D SP constellation [105], we select the particular 16 points, that

exhibit maximum Euclidean distances.

First, the specific SP signal constellation points of D, having the maximum Eu-
clidean distance amongst the adjacent or nearest neighbour points at a given energy
were found using exhaustive search. The first set of bit-to-SP mapping or labelling
based on this constellation space was obtained using an exhaustive computer search by
maximising the summed Euclidean distance between the pair of SP symbols belonging
to a specific partitioning labelled by the MLC bits, which we term as SET (as in set- |
partitioning). The resultant SP assignment is shown in Table 4.10. Then the BSA [97]

was utilised for designing different bit-to-SP mapping schemes.

4.5.3.1 The Binary Switching Algorithm

More explicitly, the BSA [112] is employed for obtaining an optimised Cost Function
(CF) in our mapping scheme. The algorithm iteratively switches the index of two
symbols to reduce the initial CF after every switch. As the algorithm progresses, a
~monotonic decrease of the CF is produced. This permutation based switching process
results in a heuristic ordering, which enables us to arrive at the final choice of mapping

scheme that minimises our CF.

The BSA can be described with the aid of the flow-cart of Figure 4.9.

Symbol | ay | az | a3 | ag || Symbol | a1 | az | a3 | as
So -1(-170]0 Sg 0{0|-1}-1
S 11070 So 010 -1(1
Sy 11-1{0] 0 S10 010 1]-1
S3 111|010 Su 0|0 1]1
S¢ |0 |-1|-1{0f S |[-1|0]0][-1
Ss 0|-1{1]0 S13 1001
Se .| 0O ;1|0 S14 110¢0]-1
S7 0 110 S1s 110j0]1

Table 4.4: The random initial bit-to-SP-symbol mapping scheme using M = 16 maximised ED
between points. The SP symbol i is denoted as .S; while its mapping coordinate values

are denoted as a1, az2,a3,a4.

1) Firstly a CF is computed and an initial random mapping is defined. Taking the

CF of Equation (4.53) as our example, we choose a random initial mapping in Layer-1
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of the SP constellation having the 16 best EDs as seen in Table 4.4.

2) As seen in Figure 4.9, we then calculate the total CF and the cost CS; of each

symbol 7, as summarised in Table 4.5.

Symbol index 0,1,23,4,5,6,7,8,9, 10, 11, 12, 13, 14, 15
Individual cost | 1.25, 0.917, 0.917, 1.25, 1.25, 0.917, 0.917, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25
Total cost 18.6667 ’

Table 4.5: The symbol index, individual cost and the CF for the initial random mapping.

3) After obtaining the first CF value, in the spirit of Figure 4.9 we sort the list of

symbols according to a sequence of decreasing CS; values, as shown in Table 4.6.

Symbol Index 0,3,4,7, 8,9, 10, 11, 12, 13, 14, 15,1, 2,5, 6
Individual cost | 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 1.25, 0.917, 0.917, 0.917, 0.917
Total cost 18.6667

Table 4.6: The symbol index, individual cost and the CF after the arrangement of decreasing se-
quence.

4) As seen in Figure 4.9, the index of the symbol having the highest cost is then
chosen to be swapped with the' next symbol index in the list. This is due to the fact
that this highest-cost symbol contributes most detrimentally to the value of the total
CF'. This results in the indices seen in Table 4.7.

Symbol Index |- 3,04,7, 8,09, 10, 11, 12, 13, 14, 15, 1, 2, 5, 6
Individual cost 1.04167, 1.04167, 0.708333, 0.708333, 0.708333, 1.04167,

0.708333, 1.04167, 1, 1, 1.16667, 1.16667, 1.16667, 1.16667, 1, 1
Total cost ’ 15.6667

Table 4.7: The symbol index, individual cost and the CF for the first swap.

5) According to Figure 4.9, after obtaining the new CF and the individual contribu-
tions CS; of the new list, we continue the iterative process by swapping the first symbol
index with the second symbol index j, until all the 16 symbols have been swapped in
the list. The corresponding CFs are recorded. The example values seen in Table 4.8

refer to j = 3.

6) As observe in Figure 4.9, the mapping index, which results in the highest CF
value reduction is then selected and a reordered list is generated. However, if the
swap does not produce successful indices, the symbol having the second highest index

is selected for swapping in order to produce the most efficient switch index. For the
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Symbol Index - '4,3,0,7,8,9, 10,11, 12, 13,14, 15,1, 2,5, 6
Individual cost 1.41667, 1.04167, 0.708333, 1.41667, 1.41667, 1.04167,

0.708333, 1.41667, 1.25, 1, 1.25, 1.16667, 1.25, 1.16667, 1.25, 1
Total cost 185

Table 4.8: The symbol index, individual cost and the CF for the second 'swap.

aforementioned case, after the end of step (5), we obtain the highest CF reduction and

the corresponding reordered list is summarised in Table 4.9.

Symbol Index 14, 3, 4, 7, 8,9, 10, 11, 12, 13,0, 15,1, 2, 5, 6
Indiviual cost 1.41667, 1.04167, 0.708333, 1.08333, 1.08333, 0.708333,

0.708333, 1.08333, 0.916667, 0.708333, 0.708333, 1.08333, 0.958333, 1.16667, 1.08333, 0.875
Total cost 15.3333

Table 4.9: The symbol index, individual cost and the CF for the reordered list.

7) This process continues. If all symbols have been swapped with all other code-
words, and no further reduction in total CF is achieved, the iteration is curtailed to
obtain the mapping scheme which results in a local optimum BSA cost. We set a
maximum number of random initial mappings and these random ‘initial mappings are

executed, in order to yield what is assumed to be the global optimum.

Our bit-to-SP mapping CF is the reciprocal of the squared Euclidean distance of
each SP symbol with respect to other SP symbols within a specific partitioned subset,
as labelled by a particular MLC bit. The CF can be formulated as [24,97,113]

1

CF = Ii >N _ (4.53)

~ 2°
=0 b=0 Skerf, |Sk - Sk'

We use the simplifying assumpﬁon here that the SP demapper has perfect a prior:
information, which constitutes a good approximation at high SNRs and that the SP
signal space has M = 2! constellation points. The notation I' represents the SP-to-
STBC symbol mapping function, which maps the bits b € {0,1} to the SP symbols
Sk. The symbol S has the same binary bit label as Sk, except for the i** bit. The CF
of Equation (4.53) is derived from the union bound of the pairwise error probability
of BICM-ID, which aiins at maximising the harmonic mean of the minimum squared

Euclidean distance.

By minimising the CF of Equation (4.53) using the BSA, the specific partitioning
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corresponding to the maximum harmonic mean of the Euclidean distance [97)% for the
SP constellation points belonging to the opposite bit values at the same SP partitioning
level in the entire set of mapping schemes is chosen. We term this a Layer-1 BSA (L1-

BSA) mapping and the corresponding symbol indices are given in Table 4.10.

As another design alternative, we further extend the constellation by additionally
incorporating SP symbols from the Layer-2 constellation space. Observe from Table
4.3 that similarly to Layer-1, there are a total of 24 points also in Layer-2 [105]. In our
second candidate scheme we select the eight highest-distance SP symbols from both
Layer-1 as well as from Layer-2 to form a new SP constellation. By using the CF of
Equation (4.53), we obtain a different mapping for this constellation. We refer to this
as the BSA Layer-2 aided (L2-BSA) scheme, which is also characterised in Table 4.10.

The index j seen ih the first column of Table 4.10 identifies the constellation points
selected from both Layer-1 and Layer-2 after finding the specific points having the
maximum Euclidean distance in the search space D4. Note that the Layer-1 points
span from the index ¢ = 0 to 15, indicating the 16‘ points of Layer-1, while the Layer-2
points span from the index ¢ = 16 to 23. The notation S; = j indicates that the SP’
symbol S; is aséigned to the constellation point of index j in Table 4.10. The index ¢
associated with symbol S; is assigned in increasing order from ‘0’ to ‘15’. For example,
referring to the L1-BSA mapping scheme of Table 4.10, the first three rows are 0, 5
and 2, which indicate the SP symbols of Sp, S1, S2. These symbols are associated with
the indices of 0, 5 and 2; which correspond to the_ constellation points of (-1, -1, 0, 0),
(0, 0, -1, +1) and (0, -1 41, 0), respectively.

4.5.4 Unequal Error Protection

The STBC-SP-MLC scheme of Figure 4.7 may also be studied in comparison with
an STBC-SP scheme concatenated with a single-class outer encoder. The ability to
provide UEP is important for various speech and video applications, where each bit
may have a different error-sensitivity. The MLC scheme is_capablé of providing UEP

for high-quality, error-resilient speech and video transmissions.

in order to equip our STBC-SP-MLC scheme with an UEP capability [114], we
invoke a hybrid SP constellation partitioning approach. Instead of maximising the

harmonic mean Euclidean Distance (ED) of SP symbols corresponding to all bit-level

?Harmonic mean distance is the reciprocal of the arithmetic average of the reciprocal distance in the set.
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-L-1 and L-2 Points from Dy . Symbol Index, S; = j,¢ € {0...15}

Index
J a ay as aq i | SET | L1-BSA | L2-BSA | UEP1
0 -1 -1 0 0 0| 1 0 3 6
1 0 -1 -1 0 170 5 12 4
2 0 -1 +1 0 2] 8 2 5 5
3 +1 -1 0 0 31 9 15 0 7
4 -1 0 0 +1 || 4] 2 13 15 13
5 0 0. ] -1 +1 f 5| 12 6 9 15
6 0 0 +1 +1 || 6| 4 4 10 2
7 +1 0 0 +1 7] 5 10 6 10
8 -1 0 0 -1 | 8| 14 12 16 8
9 0 0 -1 -1 9| 15| 1 17 0
10 0 0 +1 -1 10| 7 14 18 11
11 +1 0 0 -1 Jl11| 6 1 19 9
12 -1 +1 0 0 12] 13 3 20 14
13 0 +1 -1 0 13 3 8 21 12
14 0 +1 +1 0 4] 11 9 22
15 +1 +1 0 0 15| 10 7 23 3
16 -2 0 0 0 - - - - -
17 0 0 -2 0 - - - - -
18 2 0 0 0 - - - - -
19 0 2 0 0 - : - - -
20 0 -2 0 0 - - - - -
21 0 0 2 0 | - - - - -
22 0 0 0 2 - - - - -
23 0 0 0 -2 - - - - -

Table 4.10: Bit mappings for different schemes designed for STBC-SP with M = 16.

symbols, this hybrid partitioning will tolerate lower-distance SP symbols labelled by

vulnerable bits, while enhancing the protection of other selected bits by spacing their

SP symbols more widely.

This is achieved by creating an unequal distance based mapping strategy. The first

partitioning level of i = 0 now minimises rather than mazimises the ED between the

signal points, which creates one of the more vulnerable MLC protection classes. By

minimising the power assigned to i = 0, we are able to expand the ED of other UEP
classes by assigning higher power to them. For the rest of the STBC-SP-MLC UEP

classes at 1 = 1,2, 3, the classic Ungerbb'ck paititioning concept is applied [16], which

mazimises the ED between the SP signal points.
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The optimisation problem to be solved is to minimise the ED at the MLC level ; =

0 and to maximise it at levels ¢ = 1,2,3 by formulating the following CF :

S X S-S+ X S-S, s

b=0  Ser},i=0 Spel i#0

—

I—

IF
=)

%

which is minimised again using the BSA [97]. As before, we assume here that the
SP demapper has perfect a priori information, i.e., the decoder of Figure 4.7 used a
sufficiently high number of iterations to. have an infinitesimally low BER and that the
SP signal space has M = 2! constellation points. Again, the notation I" represents
the SP-to-STBC symbol mapping function, which maps the bits b € {0,1} to the

'SP symbols Si. As before, the symbol Sy is the symbol in the 4-D SP-space, which

is mapped according to I‘%, where b denotes the complement of bit b at bit index
. Having designed the bit-to-SP symbol mapping, the above-mentioned equivaient
capacity based code-rate calculation for L1-BSA mapping is used for maintaining the
specific coding rate at each UEP MLC level. The corresponding mapping scheme is
shown in Table 4.10. We term this new mapping strategy as UEP1. We summarise all

our proposed systems in Table 4.12 for convenient comparison.

4.5.5- Simulation Results

In this section, we employ LDPC codes as MLC component codes and the rest of
the parameters are summarised in Table 4.11. In the simulations, various systems
are summarised in Table 4.12 where different mapping schemes are invoked. The
complexity of the STBC-SP-MLC encoder depends on that of the LDPC component
codes, where the encoder’s complexity increases as a quadratic function of the block
length noted as O(N?), where N is the block length in bits: At the recéiver, the
complexity is also dominated by that‘of the LDPC decoders, since both the STBC
decoder and the SP demapper imposes a négligible complexity. The overall decoding
complexity associated with the detection of each LDPC coded bit in a single iteration

is 4w, additions and 14w, multiplications, where w, is the column weight [115] of the

LDPC parity check matrix. Hence, in our STBC-SP-MLC scheme, which has a three

column weight, uses five inner LDPC iterations and generates 640 LDPC encoded
bits, the decoder’s complexity per MLC decoder having four LDPC encoded blocks
becomes 4 x 3 x 640 x 4 x 5 x (I + 1) = 153,600( + 1) number of additions and
14 x 3 x 640 x 4 x 5 x (I + 1) = 537,600( + 1) number of multiplications, where I
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Sphere packing modulation M= ‘16
Conventional modulation QPSK
MLC component output block length 640 bits
STBC-SP-LDPC output block length 2560 bits
No. of LDPC iterations ' ' 5
LDPC column weight 3
Channel ‘ Correlated Rayleigh Fading
Normalised Doppler frequency 0.1
Throughput

STBC-SP M =16 (without outer code)
STBC-QPSK 2 bits/channel use

Table 4.11: STBC-SP-MLC system parameters.

System-1 STBC-SP-MLC, L1BSA mapping
System-2 STBC-SP-MLC, L2BSA mapping
System-3 STBC-QPSK-MLC, UP mapping
System-4 || STBC-SP-LDPC(2560, 1280}, SET mapping
System-5 STBC-SP-MLC, UEP1 mapping

Table 4.12: Summary of various system for STBC-SP-MLC schemes.

denotes the number of outer iterations.

Taking an example of the SET mapping scheme of STBC-SP-MLC, we use equiva-
lent capacity based rate calculation of [51] and note that the STBC symbol (a; + jaz)
is mapped to the 1° STBC transmitter of Figuré 4.7, while (a3 + jas) is mapped to the
ond transmitter. All the legitimate combinations of the (a;,a;) and (a3, as) values are
plotted in Figure 4.10. We have a total of nine visibly different legitimafe constellation
points in Figure 4.10, because some of the points are identical as suggested by the
associated doubled or quadrupled probability of occurrence. For example, observe in
Table 4.10 for the mapping scheme SET that the probability of the constellation point
(-1,0), which corresponds to Sz and Sg for the first transmitter Tx1, is calculated as
2/16=0.125. Similarly, the probability of occurrence for all the specific constellation

points is indicated by the number written above each point in Figure 4.10.

At the next level-1 MLC protection class, the signal representing the first STBC

symbol of transmitter 1 is shown in Figures 4.11(a) and 4.11(b). Again, here we denote
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Coding rate

Ry Ry I Ry Rs
STBC-SP-MLC
L1-BSA 0.2717 0.3152 0.6196 0.7826
(System-1) (176/640) | (204/640) | (398/640) | (502/640)
STBC-SP-MLC
L2-BSA 0.3043 - 0.3913 0.5109 0.7935
(System-2) (195/640) | (250/640) | (327/640) | (508/640)
STBC-QPSK-MLC
Ungerbock part. 0.6641 0.3359 - -
(System-3) (425/640) | (215/640)
SP gain at BER = 1075, in E;/Ny[dB|
I=0 I=14
System-1 4.08 3.16
System-2 3.75 3.00

Table 4.13: Coding rates and SP gains of STBC-SP-MLC and STBC-QPSK-MLC schemes. The SP
gains are the modulation gains for both System-1 and System-2 as compared to that of
the benchmarker STBC-QPSK-MLC (System—3) at BER 1073, invoking iteration 7 = 0

and I = 4, respectively. -

Gy OF G4
0 &625 0.125 0.0625
1
Txl:S5 Txl:Sg,Slz TXIZSQ
Tx2:S7 Tx2:S56, S10 Tx2:511
0.125 0.25 0.125
—® - ® oo
-1 0 +1
Tx1:52, Se Tx1:S83, 87,511,515 Tx1:S10, 514
Tx2:S0, S12 Tx2:51, 55,859,513 Tx2:94,Ss
0.0625 0.125 0.0625
o -1 o
Tx1:5: Tx1:50, S4 Tx1:513
Tx2:S3 Tx2:52, 514 Tx2:S15
level-0

Figure 4.10: The STBC constellation points of SET mapping scheme outlined in Table 4.10 at level-
0. The number above the dots indicate the probability of occurrence for the symbols,

while the symbol indices at the bottom indicate the specific symbol.

second transmitter are represented by Tx1 and Tx2, respectively.

The first and
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~ each 2-D STBC symbol as X . The resultant 5-point subsets X (by = 0) and X (b§ =1)
provide us with a partition tree of X (0b;...b,_1) and X (1b;...b;—;). Given the knowledge
of bit by at level-1, which identifies one of the two partitions seen in Figure 4.11, we
obtain the partitioning of X (b;...bi—1|bo) at level;l for the first transmitter. The two
branches resulting from this partitioning yield the five unequal-probability constellation
points shown in Figure 4.11. The partitioning process continues from level-0 to level
(1 —1). Since in the context of MSD we assume having virtually independent channels
- for each protection level, the mutual information inferred at each protection level i can
be calculated from Equations (4:50), (4.51) and (4.52).

az . : a4
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Figure 4.11: The constellation points of the first STBC transmitter Tx1 at MLC level-1 based on
SET mapping scheme outlined in Table 4.10. The number above the dots indicate
the probability of occurrence for the symbols, while the symbol indices at the bottom
indicate the specific symbol.

Figure 4.12 shows the equivalent capacity curves detailéd in Section 4.5.2 for the
L1-BSA mapping scheme. The vertical dashed line at the throughput of 2 bit/symbol
is plotted for determining the equivalent capacity for each protection level of the MLC
scheme. Since the total throughput of the SP-STBC-MLC arrangement for M =
16 is 2 bit/ symbol or 1 bit/channel use, the throughput of the individual different-
protection subchannels will sum up to be the same as the overall SP-STBC-MLC
scheme’s throughput. The coding rates determined from the equivalent capacity rules
outlined at the end of Section 4.5.2 are (0.2717, 0.3152, 0.6196, 0.7826). The actual

LDPC code rates for the rest of the mapping schemes using the same calculation
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method are shown in Table 4.13.
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Figure 4.12: The equivalent caﬁacity curves of the proposed SP-STBC with L1-BSA mapping
scheme (System-1) communicating over Rayleigh fading channel where an STBC
scheme having N;=2 and N, = 1 antennas was used. The proposed scheme is shown
in Figure 4.7, while the L1-BSA mapping scheme is summarised in Table 4.10.

A total of 5000 frames containing 2560 MLC—enéoded bits were transmitted for
the sake of our BER evaluation. We construct the STBC-SP-MLC scheme with a to-
tal MLC coding rate of 1/2, giving the overall system throughput of (2 bits/channel
use x 1/2) = 1 bit/channel use. Our benchmarker is based on an STBC-QPSK-MLC
(System-3) structure, which is constituted by the direct serial concatenation of STBC
and MLC with the identical QPSK scheme. The STBC employs two transmit anten-
nas, a single receive antenna and the MLC maps its encoded symbols to a 2-D UP
based QPSK arrangement. The overall MLC coding rate for this STBC-QPSK-MLC
benchmarker is also 1/2, giving an overall system throughput of (2 bits/channel use
x 1/2) = 1 bit/channel use. Both the L1-BSA (System-1) and L2-BSA (System-2)

mapping schemes are characterised in Figure 4.13.
Conventional MSD-aided MLC does not perform well in a Rayleigh fading channel

owing to the potential inter-layer error propagation [99], although the spatial diversity
gain provided by a serially concatenated STBC scheme usefully improves its BER
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Figure 4.13: BER versus E,/N; performance of the STBC-QPSK-MLC scheme (System-3) at an
effective throughput of 1 bit/symbol using Ungerbéck Partitioning (UP) based bit-to-
symbol mapping and our proposed STBC-SP-MLC scheme of Figure 4.7 using L1-BSA
(System-1) and L2-BSA mapping (System-2) strategies, when communicating over a
correlated Rayleigh channel having a Doppler frequency of 0.1. All other parameters
are summarised in Tables 4.11 and 4.13.

performance. The BER curve reaches 1075 using four iterations at E,/N, = 8.3dB.
However, by invoking the proposed SP demapper, the BER dips below 107° at E,/N,
= 5.15dB upon using four iterations. By further expanding the SP constellation to the
Layer-2 Dy space, the BER performance also reaches 1075 at around E;/N, = 5.35dB.

Finally, we also constructed a single-class 1/2-rate STBC-SP-LDPC benchmark
scheme having an effective throughput of 1 bit/channel use for comparison with our
MLC scheme, where the MLC code is replaced by a single-class LDPC(2560,1280)
scheme having a coding rate of 1/2. All LDPC component codes employed in our sim-
ulations used a total of five iterations for generating sufficiently reliable extrinsic LLRs.
The complexity of a single 2560-coded-bit LDPC code and that of the four 640-coded-
bit MLC-LDPC component codes of Table 4.13 was deemed similar in these systems.
Our proposed STBC-SP-MLC (System-1) exhibits a similar BER performance to that
of the single-class STBC-SP-LDPC (System-4) structure characterised in Figure 4.14,

although the proposed scheme has a slightly better performance at a low number of
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iterations. By contrast, the single-class scheme of Figure 4.14 performs approximately

0.3dB better, when using a higher number of iterations at BER = 1075.
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Figure 4.14: BER versus Ej/Np performance of the proposed STBC-SP-LDPC scheme (System-
4) using a single 1/2-rate component code LDPC(2560,1280) and having an effective
throughput of 1 bit/channel use in comparison to the proposed STBC-SP-MLC scheme
(System-1) of Figure 4.7, when communicating over a correlated Rayleigh fading chan-
nel. All other parameters are summarised in Tables 4.11 and 4.13.

This is a consequence of the fact that each MLC component code has a four times
lower codeword length compared to the single-class LDPC(2560, 1280) code. Therefore,
the BER performance of the STBC-SP-MLC (System-1) scheme can be improved by
increasing the block length of each LDPC component code in the MLC structure. This
will reduce the associated error floor. The dotted line seen in Figure 4.14 indicates the
BER performance of System-1 with each of its LDPC component code having 10 times
the original block length of Table 4.13 after 4 iterations.

We next investigate the attainable performance of the UEP scheme detailed in
Section 4.5.4. Figure 4.15 shows the effect of invoking the UEP1 mapping scheme
(System-5), where the bits mapped to level-1 of the SP constellation are protected
more strongly than the other protection levels, exhibiting an E,/N, gain of around
1dB over the other classes after a single iteration and around 2dB gain compared to

all the protection levels shown in System-4. This performance comparison is carried
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out using only one outer iteration for a typical low-latency, delay-sensitive multimedia
application which requires UEP capability. Our CF optimised using the BSA may also
be used for possible extension of the UEP classes to even larger M-D SP constellations
in multimedia communications. By contrast, all the bits in a single-class STBC-SP-
LDPC(2560, 1280) System-4 exhibit a similar BER performance.

1
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Figure 4.15: BER versus E,/Ny performance of the UEP1 mapping scheme (System-5) while re-
taining the coding rate of L1-BSA mapping, as summarised in Tables 4.10 and 4.13.
The benchmarker is the single-class STBC-SP-LDPC scheme (System-4) as detailed in
Tables 4.10 and 4.12.

4.6 STBC-SP-BICM

Having investigated the STBC-SP-MLC system in Section 4.5, we now consider a
BICM scheme using the same type of arrangements. We propose a Bit Interleaved
Space-Time block Coded Modulation scheme using Iterative Decoding (BI-STCM-ID)
combined with the multi-dimensional mapping scheme of Section 4.4, which we refer
to here as an STBC-SP-BICM arrangement. The BSA described in Figure 4.9 is used
once again for optimising the CF of Equation (4.53) employed for deriving different
mapping strategies, which are designed with the aid of EXIT charts for the sake of

improving the attainable convergence behaviour of the system. The resultant system
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is amalgamated with a unity-rate precoder for the sake of enhancing its attainable

iterative detection performance.

4.6.1 System Overview

Figure 4.16 shows the schematic of the proposed STBC-SP-BICM arrangement, where
a Convolutional Code (CC) is used as the outer code. The binary source bit stream u
is encoded by the CC and the resultant bit stream denoted by v is then bit-interleaved
by the block 7 of Figure 4.16. The SP symbol s is fed to the STBC encoder having

two transmitter antennas.
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Figure 4.16: The space-time block-coded sphere packing aided bit interleaved coded modulation
(STBC-SP-BICM) scheme.

At the receiver, the received SP symbol r is fed into the SP demapper by the STBC
, decoder. The a posteriori Log-Likelihood Ratios (LLRs) L¥ at the output of the SP
demapper seen in Figure 4.16 are subtracted from the a prior: LLRs LY in order to
. obtain the extrinsic LLRs LY. This extrinsic information is then deinterleaved and
fed - as the a priori LLR LY - to the CC decoder of Figure 4.16. When using iterative
decoding, the a posteriori coded LLRs L generated by the CC decoder are used for
obtaining the extrinsic LLR LE by subtracting the corresponding a priori LLR L% of
Figure 4.16. Again, the useful extrinsic information is fed through the bit-interleaver =
and serves as the a priori LLR L input of the SP demapper. The SP mapper assigns
the bits to different SP constellation points using various bit-to-SP-symbol mapping

schemes, as outlined later in Section 4.6.2.
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In order to reach the point of iterative convergence, additionally a Unity-Rate
Code’s (URC) encoder [79], which has been detailed in Section 3.4 is introduced as
a precoder in our STBC-SP-BICM contéxt, as shown in the box plotted in dashed line
in Figure 4.16. When the URC precoder is introduced, LY becomes the a posteriori
- LLR of the URC decoder instead of the SP' demapper. Hence, the extrinsic LLR L2
of Figure 4.16 is fed as the a priori coded LLR into the URC’s decoder. The decoding
iterations will then be continued by exchanging extrinsic information between the CcC
decoder and the URC decodér, as shown by the dashed arrow of Figure 4.16.

4.6.2 Mapping Scheme

Again, the legitimate constellation points hosted by D, are organised into layers based
on their norms or energy, i.e. the distance from the origin. We investigate the first 10
layers of the Dy SP constellation points [105], as detailed in Table 4.3.

Two different STBC-SP-BICM schemes having constellation sizes of M = 16 and
M = 256 are investigated, which are referred to as SP-16 and SP-256, respectively.
Firstly for a 4-D SP-16 symbol, the throughput of the STBC-SP arrangement 7 using
no outer CC encoder is 7 = 1 symbol/(2 time slots) x 4 bits/symbol = 2 bits/(time
slots)=2 bits/(channel use). Hence uncoded QPSK is the corresponding equivalent
conventional modulation having the same throughput of = 2 symbol/(2 time slots)
X 2 bits/symbol = 2 bits/(channel use). Since there are 24 immediately adjacent
neighbours at layer-1 having different Euclideén distances from the (0, 0, 0, O) symbol

in the 4-D SP constellation [105], we select the particular 16 points, which exhibit

maximum Euclidean distances.

In this system, we employ some of the mapping schemes which are similar to those
described in Section 4.5.3, namely the SET, L1-BSA and L2-BSA mappings as char-
acterised in Table 4.10. The CF proposed for optimising the L1-BSA and L2-BSA

mapping scheme was expressed in Equation (4.53).

For a 4-D SP symbol having a total constellation size of M = 256 (SP-256), the
thfoughput of the STBC-SP arrangement 7 operating without an outer CC encoder is
n = 1 symbol/(2 time slots) x 8 bits/symbol = 4 bits/(time slot) = 4 bits/(channel
use). The throughput of this STBC-SP SP-256 scheme corresponds to that of a classic
16QAM STBC scheme.
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We further investigate this SP-256 scheme by selecting 256 constellation points from
a single layer of the SP signal space, constituted by N constellation points where, we
have N > 256. The Layer-9 SP D, space has a total of N = 312 > 256 constellation
points [1.05]. and hence satisfies our selection constraint. Then, upon applying the BSA
for optimising the CF of Equation (4.53), we arrive at the optimised mapping, which
we term as the L9-BS‘A scheme. As an alternative second approach, let us now select
the SP constellation points from different layers of the Dy SP space, ranging from
Layer-1 to Layer-5. This scheme has a total of 312 constellation points [105] according
to Table 4.3. Employing the CF of Eqﬁation (4.53) again, we generate the bit-to-SP
mapping scheme having the mihimum CF by applying the BSA. The second mapping

scheme is termed as the BSA-Multilayer arrangement.

Both the L9-BSA and the BSA—Multila.yer schemes are detailed in Tables 4.14 and
4.15. Observe from these tables that the first column represents the symbol index
corresponding to the SP constellations points listed in the other eight columns. For
example, let us consider the first row in Table 4.14, where the first column shows the
eight SP symbol indices ranging from 0 to 7. For example, the symbol 0 is mapped to
the second column SP constellation point of (0, -4, -1, 1), the SP symbol 1 is mapped
to the third column’s SP constellation point of (-1, 4, -1, 0) and so on. Note that this
symbol ‘0’ mapped to the SP point of (0, -4, -1 1), for example, corresponds to the

coordinate values of (aq,1, g2, @q3, @g,4) shown in Equation (4.20).

For the sake of convenience and for the ease of comparison among the different
mapping schemes, we summarise the various schemes in Table 4.17 having different
mappings and their corresponding parameters are given in Table 4.16. Observe in Table
4.17 that we refer to the systems using the SP-16-aided mapping schemes as System-
11 to System-14, whereas to the systems using the SP-256-aided mapping schemes as
System-15 and Systém—16.

4.6.3 Complexity Issues

The SP-16 and SP-256 constellation schemes impose a different implementational com-
plexity. The M-D SP constellation outperforms classic 16QAM having the same overall
system throughput in the context of the STBC-SP-BICM scheme. The associated com-
plexity issues are addressed here for the sake of comparison with the aid of LLR formula

of Equation (4.39), we quantify the complexity in terms of the Add, Compare and Se-
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0.7 0,4,-1,1 ] -14,-1,0 1,0, 4, 1 1,-4,-1,0 | -1.4,0,-1 1,0,-1,-4 | 1,0,-1,4 | -1,4,0,1
8-15 0.4,-1,1 | 0,.4,-1,-1 1,0, 1, -4 10,1, 4 0.1, 1,4 14,-1,0 | -1,4,0,1 41,0, 1
16-23 0,-1,-1, 4 14,0, -1 01,1,-4 | 0-1,-1,-4 3,2, -2, -1 "11,4,0 | 2,-2, -3, -1 2,2, -3, 1
24-31 1,1,0,4 | 11,0,-4 | 2.3, 2,1 | 1,2,-3,-2 | -1,0,1,4 1,0,1,4 | 3,221 | -1,.1,4,0
32-39 2,-2, 3, -1 41,0, -1 1,-4, 0, -1 1,-2, -3, 2 3,2, 2,-1 | -4,1,0, -1 0,-1, -4, 1 | -3,1, -2, -2
30-47 2,2, 1,3 | -38,.21,-2 2,3, 2,1 | 2,2, -1, -3 11, 4,0 | -2,3,-1,-2 | -22 1,3 2.2, 1, 3
4855 3,2,1,3 | 221,3 | -2-2 1,3 2.2, 1,3 0,4, 1,1 | 04, -1,-1 | 1.2 3 -2 2,2, 3, -1
56-63 1,-3,-2, -2 2,-2, 1, -3 -3,2,-1,2 2,2, 3,1 0,-1, -4, -1 2,3, -1, -2 1,4, 0, -1 1,-3,-2,2
64-71 4,:-1,0,-1 | 1,2, -3, 2 2,2, -3, -1 2,2, -3, 1 | -1,-2, -3, -2 2,2, 3,1 | -2,-8,2 1 | -2,-3, -2, -1
72-79 3,-2,-1,2 | -4,0, -1, -1 2,-2, -1, 3 2,2,-1,-3 | -2,-3,-2,1 1.3,2,2 | -32, -2 1 2,-2, -1, -3
BO-87 2,-2,-1, 3 2.1,-3,2 | -1,-3, 2, -2 1,2, 3, -2 3.2, 1, -2 4.1,0,1 | -4,0, 1,1 0,4, 1, -1
88-95 2,2, 1,3 | <23, 2, -1 41,0,-1 ] 1,232 1,4, 1,0 2,3, 1,2 | 22,8 -1 | 2.3, -1,2
96-103 || -3,-2,-2,-1 | -1,2,-3, 2 | 01,4, -1 1,2,3,2 | 28,2 1] -4.1,0,1] 238, 2 1 14,0, 1
104-111 22, -1,-3 04,1, 1 2,2,-1,3 | -3,2, -2, 1 0,1, 4, 1 0,4, 1, -1 2,1, 3, 2 4,0, -1, -1
112-119 0,1, 4, -1 ' 4,0,1,1 -2,3, -1, -2 -1,1, -4, 0 1,3, 2,2 -1,.2,3,2 1,-4, 1, 0 -1,-2, 3, -2
120-127 3.2, 1,2 | 2.3,-1,2 | 2-3,-1,-2 | -2 -1,2 41,01 23,1,2 | 3.2 2, -1 40,1, 1
128-135 2,2, 3, -1 3,2, -1, 2 2.1, -3, 2 2,-1,8,2 | -2,-1,3,-2 3,2, 1,-2 | -4-1,1,0 3,2, 1,2
136-143 1,3, 2, -2 4,0, 1, -1 31,2, 2 | -272 -3, -1 4,0, 1, -1 2.1, -3,-2 | -3,2, -2, -1 "1,4,1,0
144.151 3,2, -2, 1 31,2,2 | 3.3 2 -1 1,-2,3,2 | -2,2, 3, -1 2,1,3,2 | 01,4, -1 2,3, 2, -1
152-159 3,2, -1, -2 10,4,1 | 1,5 3,2 | 22 31| -1,3, -2 2 1.3, 2,2 | -1.-1, 4, 0 3.3 1,2
160-167 2.1, 3, -2 1,1, 4, 0 4,1,1,0 1,-4,1,0 | -3,2,-1,-2 | 2.1, -3, -2 1,2, -3, 2 3,2, 2, -1
168-175 -2,1, 3, -2 -2,3, -2, -1 1,1, 0, 4 4,0, -1, 1 1,1, 0, -4 3,2,2,1 3,-1, -2, -2 -1,0, -1, 4
176-183 3.1, 2, -2 2,3, 1, -2 1,-3, 2, -2 | -1,0, -1, -4 3,2, 1,2 3,1, -2, -2 | -2-3,1,2 | -3-1,-2,2
184-191 2,3, 1,2 | -2,-2,-3, 1 2,3, 1,2 12,8 2 | 38-221 | -1.3,22 | 53 21 0,1, 4, 1
192-199 1,-1,4,0 | -2,-1,-3,-2 | -1,-3, -2, -2 | 8,2, -1, -2 1.3, -2, -2 1.2, 3, 2 4,1,1,0 | -2,-3,1,-2
200-207 3-2,-1,2 | 2.8, -2,1 | <23, -2,1 4.1,1,0 01,-1,4 | 23,2 1] -21,-3 2 13,2, 2
208-215 31,22 | 21,382 | 3.1,22 | 2231] 01,14 11,0 4] -31,-2 2| 3221
216-223 11,0, 4 | 41,-1,0 | 1,0, -4, -1 41,.1,0 | 2.1,3,2 | 4,.1,1,0 | 31,2 2] 3-2 -2 -1
224-231 4,-1,-1, 0 2,3,2,1 | -1,.3,-2,2 | -3,-1,2,-2 1,3,2,-2 | 2,8, -2 -1 | -1,3,-2, 2 3,2, 1, 2
232-239 1,0, 4,1 3.1,-2,2 | -1,0,4,-1 ] 01,-1,-4 3.1,3,2 | -31,-2,2 | 01,14 2,2, 3, 1
240247 14,0, 1 | -1,0,-4,-1 | -3,-2, -1, 2 0,1, 4,1 | -23,1,-2 | -1-1,0,4 | 23,21 | 11,0, 4
248.255 21,3, 2 | -1,.4,-1,0 3,2, 1, -2 3,1, 2, 2 1,0, 4, -1 1,1, 4,0 | 3.1,2, -2 1,0, -4, 1
Table 4.14: Mapping scheme for L9-BSA.

07 ] -1,1,0,0 | -1,1,0,0] 1,1,0,0] 11,00 ] -1.0,-1,0] -1,0,1,0 ] 1,0,-1,0] 1,0,1,0

815 1,0, 0, -1 °1,0,0, 1 1,0, 0, -1 1,0,0,1 | 0,.1,-1,0 | 0-1,1,0 | 01,-1,0 | 01,1,0

1623 | 01,0, 1| 0.1,01[ 01,0,-1] 01,01 00,-1,-1| 00,-1,1 ] 00,1, 1] 00,1,1

24-31 2,0, 0, 0 2,0, 0, 0 0,2,0,0 | 0,200 0,0,2,0 | 0,0 -2,0 0,0,0,2 | 00,0, -2

3230 | -1,.1,-1,1 | 1,1,-1,1 ] -1,1,1,-1 ] -1,.1,1,1 | -LL, 1,1 ] -L,1,-1,1 | -1,1,3,-1 | -1,1,1,1

40-47 1,-1, -1, -1 1,-1, -1, 1 1,-1, 1, -1 1,-1, 1, 1 1,1, -1, -1 1.1, -1, 1 1.1, 1, -1 11,1, 1

48-55 -2,-1, -1, 0 -2,-1, 1, 0 -2,1,-1, 0 -2,1,1, 0 2,-1, -1, 0 2,-1,1,0 2,1, -3, 0 2,1,1,0

56-63 | -2,0,-1,-1 | -2,0,-1,1 | -2,0,1,-1] -20,1,1 | 20,-1,-1 | 20, -1,1 | 20,1,-1 | 20,1,1

6471 | -2,1,0,-1 | 21,01 | -21,0,-1] -21,0,1 | 2,1,0,-1 | 2-1,0,1 | 21,0, 1| 21,0,1

7270 | 1,2, 1,0 | -1,2,1,0 | -1,2,-1,0 | 1,2, 1,0 | 1,2,°1,0 ] 1,2,1,0 | 1,3,-,0 | 1,2,1,0

8087 | 1,2,0,1 | 1,2,0,1 | -1,2,0,-1 | -1,2,0,1 | 1,2,0,-1 | 1,2,0,1 | 1,3,0,-1 | 1,2,0,1

8895 | 0,2, 1,1 0,2, 1,1 ] 02,1, 1] 0-21,1] 02 -1,-1] 02 1,1 ] 02,1,-1 ] 0,21,1

96-103 | -1,1,-2,0 | -1,-1,2,0 | -1,1,-2,0 | -1,1,2,0 | 1,-1,-2,0 1,-1, 2, 0 1,1, -2, 0 1,1, 2,0

104-111 | -1,0,-2,-1 | -1,0,-2,1 | -1,0,2,-1 | -1,0,2,1 1,0, -2, -1 1,0, -2, 1 1,0, 2, -1 1,0, 2, 1

112-119 0,-1, -2, -1 0,-1,-2,1 0,-1, 2, -1 0,-1, 2,1 0,1, -2, -1 0,1, -2, 1 0,1, 2, -1 0,1, 2,1

120-127 | 0,-1,-1,-2 ) 0,-1,-1,2 | 0-1,1,-2 [ 0,-1,1,2 | 0,1,-1,-2 | 0,1,-1,2 | 0,,1,-2 | 0,1,1,2

128135 | -1,0, -1, 2 | -1,0,-1,2 | -1,0,1,-2 | -1,0,1,2 | 1,0,-1,-2 | 1,0,-1,2 | 1,0,1,-2 | 1,0,1,2

136-143 | -1,-1,0,-2 | -1,.1,0,2 | -1,1,0,-2 | -1,1,0,2 | 1,1,0, -2 1-1,0,2 | 1,1,0, -2 | 1,1,0,2

144-151 2,2, 0, 0 72,2,0, 0 2,-2, 0, 0 3.2,0,0 | -2,0,-2,0 | -2,0,2,0 | 20, -20 | 2020

152.159 | -2,0,0,-2 | -2,0,0,2 | 20,0,-2 | 20,0,2 | 0.2 -2,0 | 0-2 20| 02-20] 0220

160-167 | 0,2, 0,-2 | 0.2, 0,2 | 02 0,-2 | 020,2 | 00,2 -2 | 00,22 | 00,2 -2] 00,2 2

168-175 | 2,2, -1, 1 | -2,-2,-1,1 | 2,2,1,-1 | 2,2, 1,1 | -2,2,-1, -1 | -3,2,-1,1 | 23,1, -1 | -22,1,1

176.183 | 2,-2, -1, -1 2,2, -1, 1 2,2, 1, -1 2,2, 1,1 | 2,2 -1, -1 2.2, -1,1 | 2.2 1,-1 2.2, 1, 1

184-191 | -2,1, -2, -1 | -2,1,-2,1 | -2,-1,2,-1 | -2,-1,2,1 | -2,1,-2, -1 | -2,1,-2,1 | -2,1,2, -1 | -2,1,2,1

192-199 | 2,-1, -2, -1 2,1, -2, 1 2,1, 2, -1 2-1,2,1 | 21,-2 -1 21,-2,1 | 21,2 1| 21,21

200-207 | -2,-1,-1,-2 | -2,-1,-1,2 | -2-1,1,-2 | -2-1,1,2 | 21,-1,-2 | -2,1,-1,2 | -2,1,1, 2 | -21, 1,2

208-215 2,-1,+1,-2 | 2-1,-1,2 | 2-1,1,-2 | 2-1,1,2 | 2,0,-1,-2 | 21,-1,2 | 21,1,-2 ] 21,1,2

216-223 | -1,-2, -2, -1 | -1,-2, -2, 1 | 1,-2, 2, -1 | -1,-2,2,1 | -1,2,-2,-1 | -1,2, 2,1 | -1,2,2, 1 | -1,2, 2, 1

224.231 1,-2, -2, -1 1,-2, -2, 1 1,-2, 2, -1 1,-2, 2, 1 1,2, -2, -1 1,2, -2, 1 1,2, 2, -1 1,2, 2, 1

232.239 | -1,-2, -1,-2 | -1,-2,-1,2 | -1,2,1,-2 | -1,.2, 1,2 | -1,2,-1,-2 | -1,2,-1,2 | -1,2, 1, -2 | -1,2, 1, 2

240-247 1,-2, -1, -2 1,-2, -1, 2 1,-2, 1, -2 1,-2, 1, 2 1,2, -1, -2 1,2,-1, 2 1,2, 1, -2 1,2,1, 2

248.255 | -1,-1, -2, -2 | -1,-1,-2,2 | -1,-1,2,-2 | -1,-1, 2, 2 | -1,1, -2, -2 | -1,1,-2,2 | -1,1,2, -2 | -1,1,2, 2

Table 4.15: Mapping scheme for L9-Multilayer.
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lect (ACS) operations, when they are carried out in the logarithmic domain, while
using a lookup table to enhance the Jacobian approximation in the max-log-MAP al-
gorithm. The term 0555 and O555%® quantify the order of ACS operations to be
carried out per source bit during the log-MAP operation detection of the SP-16 and
SP-256 schemes, reSpectiffely.

It may be shown that the number of ACS operations per source bit becomes
0555 = 130.18 and O555%° = 2850.72 for our novel SP mapper. Note that the
classic 16QAM having the same throughput as SP-256 would exhibits a similar ACS
complexity to Oiggle = 130.18, Whep employing the max-log-MAP algorithm. There-
fore the improved performance of the SP—2‘56 scheme would impose a complexity of
about 20 times higher than classic 16QQAM.

4.6.4 EXIT Analysis Aided STBC-SP-BICM Design

Section 3.3 described the concept of EXIT charts, which was proposed in [77] for the
semi-analytic investigation of the convergence of iterative decoders, where the exchange
of mutual information between two component codes is visualised. In our STBC-SP-
BICM scheme, the output of the outer CC code seen in Figure 4.16 is interleaved
for providing an independent source of extrinsic information for the iterative receiver.
Typical EXIT curves are generated under the assumptions of using a high interleaver
length as well as assuming that the Probability Density Function (PDF) of the a priori
LLRs is Gaussian distributed.

The mutual mformatlon of the a priori LLRS in the decoder is given by Equations
(3.10) and (3.11), while the mutual information of the decoder’s extrinsic LLRs can be
expressed is Equation (3.16). The a priori LLR information L% of the outer CC code of
Figure 4.16 can be modelled by an independent zero-mean Gaussian random variable.
The EXIT characteristic of the outer CC decoder is independent of the channel’s Ey/Np
value and hence can be formulated as IS¢ = T (ISC), where I§C = I(V; LR) is the

mutual information between the outer CC’s encoded bits V and the LLR value LY.

As for the inner SP demapper operating without a precoder, the a priori LLRs LY
can be modelled by a Gaussian distribution and the corresponding mutual information
ISP = I(V; L¥) is a function of V and LY. By contrast, the demapper’s EXIT char-

acteristic depends on FE,/N, and hence can be formulated as I3F = Tsp(I57, Ey/No).

Following the introduction of the URC precoder, the a priori information LY is gener-
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Sphere packing modulation ' M =16, M = 256
Conventional modulation ' QPSK, 16QAM
STBC-SP-BICM output block length 2560 bits
Channel Correlated Rayleigh Fading
Normalised Doppler frequency ' ’ T01
Outer CC rate ‘ 1/2
Generator Polynomial ' memory-4, (G1,G3) = (23g,25g)
for CC memory-1, (1,G1/G3) = (1,28/1g)
Generator Polynomial V _

for URC precoder GD)=1/(1+D)
Throughput . ‘
STBC-SP M =16 (without outer code)
STBC-QPSK 2 bits/channel use
Throughput . ‘

STBC-SP, M = 256 (without outer code)
STBC-16QAM | 4 bits/channel use

Table 4.16: STBC-SP-BICM system parameters.

ated at the input of the URC decoder, as shown by the arrow drawn in dashed line in
Figure 4.16. The corresponding modified EXIT characteristic / 5P must be computed
with the aid of LY gleaned from the URC decoder’s output. The precoded mapping

schemes are summarised in Table 4.17 as System-17 to System-19.

4.6.5 Simulation Results

In this section, we employ a 1/2-rate outer CC and the rest of the parameters are
summarised in Table 4.16. A total of 5000 frames containing 2560 CC-encoded bits
were transmitted for the sake of our BER evaluations. The effective system throughput
of our SP-16 system is 2 bits/channel use x 1/2 = 1 bit/channel use, while that of our
SP-256 system becomes 4 bits/channel use x 1/2 = 2 bits/channel use.

The EXIT chart of the SP-16 scheme is seen in Figure 4.17. A classic bit-to-SP
GRAY inappef exhibits a flat EXIT characteristic, showing no convergence. The rest.
of the SP-16 schemesAdo achieve a useful iteration gain. For example, the EXIT curve
of the SET mapping scheme emerges from a slightly lower I §P value than that of the
GRAY arrangement, but again, exhibits an iteration gain. By contrast, in comparison

to the L1-BSA and L2-BSA schemes, the SET arrangement emerges from a slightly
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System Without Precoder

System-11 ' ' SP:16, GRAY mapping
System-12 SP-16, SET mapping
System-13 - SP-16, L1-BSA mapping
System-14 SP-16, L2-BSA rhapping
System-15 SP-256, L9-BSA mapping
" System-16 SP-256, BSA-Multilayer mapping
System With Precoder

System-17 ' ~ SP-16, GRAY mapping
System-18 SP-16, L1-BSA mapping
System-19 : : SP-16, L2-BSA mapping

Table 4.17: Summary of various STBC-SP-BICM schemes.

higher 15" values, but reaches a lower convergence point of destination in Figure 4.17,
indicating the lack of full convergence to the (1,1) point. The improved convergence
behaviour of the L1-BSA and L2-BSA schemes indicates a slightly better iterative gain.

‘The attainable iterative gain, however, can be further improved by inserting the
URC precoder of Figure 4.16. Note from Figure 4.18 that the EXIT characteristic of
the precoded-SP mapper reaches the point of perfect convergence at (1,1). However,
at Ey/No = 4dB, the EXIT characteristic of both the precoded L1-BSA and L2-BSA
schemes dips below the outer CC’s EXIT curve and thus the iterations are curtailed at
Ey/N, = 4dB. However, beyond E; /Ny = 6dB, the ﬁrpcoded—SP EXIT cﬁrves do create
an open EXIT tunnel, allowing the iterative decoding trajectory to reach the point of
perfect convergence. We also observe that the precoded-GRAY SP mapper exhibits the
highest I3P starting point in Figure 4.18 and allows a faster convergence by providing a
wider EXIT tunnel. This demonstrates that the precoded-GRAY mapping potentially

results in an improved performance gain for our STBC-SP-BICM scheme.

Our identical-throughput benchmarker is based on an STBC-QPSK-BICM struc-
ture, which is constituted by the direct serial concatenation of STBC and CC with
conventional QPSK modulation. The STBC employs two transmit antennas, a singlé
receive antenna and the outer CC maps the output symbols to a 2-D QPSK UP based
modulator. The CC coding rate for this STBC-QPSK-BICM benchmarker is also 1/2,

giving an effective system throughput of 2 bits/channel use x 1/2 = 1 bit/channel use.

Figure 4.19 compares the BER performance of the precoded GRAY mapping to that
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A GRAY mapping (System-11)
X SET mapping (System-12)

0.1 Q LI-BSA (System-13)
[ L2-BSA (System-14)
0.0 ‘ | 4 CC,R=12
00 01 02 03 04 05 06 07 08 09 1.0
. SP ,.CC
I A1

Figure 4.17: EXIT chart for the STBC-SP-BICM demapper for M = 16 constellation points, when
invoking different SP mapping schemes at E,/Np = 4dB in combination with an outer
1/2-rate CC.

of the SET mapping scheme for the STBC-SP-BICM system. The precoded GRAY
scheme’s BER curve dips further below 1075 at Ey/Ny, = 4dB than that of the SET
mapping, which exhibits an error floor. Our other benchmarker constituted by a con-
ventional BI-STCM-ID scheme employing QPSK and Ungerbock partitioning reaches
BER = 107% at Ey/Ny = 6.5dB after nine iterations. It is worth noting that the in-
troduction of the URC precoder imposes only a moderate complexity increase, since
it employs a simple memory-1 encoder, while achieving a significant BER improve-
ment. However, when employing an SP mapper without the precoder, the L1-BSA
mapping scheme constitutes a better choice, since it dispenses with the modest, but
non-negligible extra complexity of the 2\—étate trellis imposed by the URC MAP de-

coder.

The EXIT chart of Figure 4.20 is plotted to demonstrate the attainable performance
improvement of our STBC-SP-BICM scheme employing the novel SP-256 arrangement,
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Figure 4.18: Comparison of the convergence behaviour of the precoded systems using the STBC-SP-
BICM demapper employing a URC precoder as shown in Figure 4.16. The EXIT charts
shown are based on the parameters outlined in Table 4.16 and 4.17, when operating at
both E,/Ny = 4dB and 6dB, respectively. ‘

which uses M = 256 SP signal constellation points, as detailed in Section 4.6.2. A
comparison with the Modified Set Partitioning (MSP) scheme of [28] and with the
Improved 16QAM labelling of [116] used in the context of the existing BI-STCM-ID
system [29] is also beneficial. The EXIT characteristics of the L9-BSA and BSA-
Multilayer mapping schemes outlined in Section 4.6.2 are illustrated in Figure 4.20. We
employ a rate-1/2 nonsystematic CC for both the classic 16QAM and SP-256 schemes,
which have an effective throughput of 4bits/(channel use) x 1/2 = 2 bits/(channel

use).

Observe in Figure 4.20 that at Ej,/No = 8dB the SP-256 scheme using the L9-BSA
mapper emerges from a lower I5F value, but it reaches a higher point of convergence
_ compared to both the MSP and to the Improved 16QAM labelling detailed in [28] [116].
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Figure 4.19: Performance comparison of the BER performance for our STBC-SP-BICM system
of Figure 4.16 employing SP in conjunction with M = 16 invoking SET mapping
and a précoded GRAY SP-demapper. A benchmarker of BI-STCM-ID employing
‘Ungerbéck’s partitioning is shown with conventional QPSK modulation.

By mapping the bits to the SP constellation points across different SP layers, the BSA-
Multilayer mapper becomes capable of commencing from a higher EXIT chart starting
point compared to the single-layer L9-BSA mapper. This also demonstrates that our
proposed BSA-Multilayer scheme becomes capable of outperforming the other mappers,

provided that a sufficiently high number of iterations is affordable.

The EXIT function of the memory-1 CC is shown in Figure 4.20, which illustrates
that our System-15 and System-16 are capable of achieving iterative convergence as a
benefit of having an open EXIT tunnel. By contrast, the 2-D 16QAM labelling fails
to maintain an open EXIT tunnel, since it exhibits a cross-over point at T4 ~ 0.95.
Having an open EXIT tunnel is particularly beneficial, which was created with the aid

of a low complexity memory-1 CC outer code having only two trellis decoding states.
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Figure 4.20: EXIT chart of an STBC-SP-BICM scheme of Figure 4.16 employing M = 256 SP-
demapper with different mapping strategies. A comparison is made with Modified Set
Partitioning mapping [28] and Improved 16QAM labelling [116], when operating at an
Ey/Ny = 8dB. : '

4.7 Chapter Conclusions

In this chapter we proposed the novel STBC-SP-MLC and STBC-SP-BICM schemes of
Figures 4.7 and 4.16, invoking a twin-antenna transmitter. An introduction to STBC
was presented in Section 4.2 and the G, design using SP modulation was described in
Section 4.3. We further outlined the proposed multidimensional SP modulation scheme
in Section 4.3.1, which allowed us to design the space-time signals of the two antennas
and two timeslots jointly, rather than separately. The soft iterative SP demapping

scheme advocated was highlighted in Section 4.4.

In Section 4.5, the proposed STBC-SP-MLC turbo transceiver was discussed that
exploits both the space diversity of STBCs and the joint-SP symbol design of the

two time slots. The proposed schemes benefit from a substantial diversity gain and
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\

from the employment of SP constellations using different mapping strategies. A novel
equivalent capacity based code rate design was invoked for calculating the coding rate

of each MLC component code, as shown in Section 4.5.2.

It is worth mentioning that by invoking this new multidimensional SP-demapper,
we can achieve a coding gain of about 3dB upon using I = 4 iterations compared
to conventional QPSK based Ungerbock partitioning. Furthermore, we designed a
number of different mapping schemes, which span across different SP layers for M = -
16, as detailed in Table 4.10 of Section 4.5.3. These mapping strategies were designed
based on our proposed CF of Equation (4.53), which was minimised using the BSA
of Figure 4.9. To achieve UEP, a novel UEP design was also proposed, which used a
modified CF optimised by the BSA, as detailed in Section 4.5.4. The simulation results
of Section 4.5.5 showed that as a benefit of our joint multidimensional SP constellation
design and optimised bit-to-SP-symbol mapping, the proposed system demonstrated
a coding advantage. Furthermore, the hybrid UEP mapping of Section 4.5.4 provided
an extra gain of about 1dB at BER = 107°, compared to the other more vulnerable

bits, as shown in Figure 4.15 .

The STBC-SP-BICM scheme of Section 4.6 was capable of exploiting both the
spatial diversity of STBCs and-the joiﬁt—space—time symbol design of the two time slots,
as argued in Section 4.6. The proposed schemes designed for M = 16 benefit from a
~ substantial diversity gain with the advent of different mapping strategies. Precoded
_ mapping was designed for our STBC-SP-BICM scheme with the objective of exploiting
the resultant recursive nature of our SP-demapper for the sake of approaching the point

of perfect convergence at (1,1).

We further extended our design to an SP scheme using M = 256 combined with two
different mappers, as characterised in Figure 4.10 and in Section 4.6.2. We compared
our scheme’s convergence behaviomj to those of the identical-throughput MSP [28] and
to the improved 16QAM labelling of [116] with the aid of EXIT chart analysis. The
results provided in Section 4.6.5 showed the presence of a wider EXIT tunnel, leading

to an increased iteration gain for-our new scheme.




Chapter

MLC/BICM Schemes for
Multimedia Communications and

the Wireless Internet*

5.1 Introduction

In wireless communications, the achievable transmission quality and the time delay
iinposed are crucial in providing a Quality of Service (QoS) suitable for multimedia
application. In line with the increasing tele-traffic there is an increasing demand for
higher instantaneous transmission rates. Coded modulation constitutes an attractive
transmission technique, since it is a bandwidth efficient scheme, which incorporates
both channel coding and modulation without any bandwidth \expansion. MLC facili-

tates a flexible coding rate adjustment, while providing UEP for diverse applications.

The MSD scheme of Figure 2.10 was advocated for decoding MLCs, since its per-
formance approaches that of maximum-likelihood decoding, while having the benefit
of reduced decoding comblexity. However, due to its high time delay and owing to
the potential error propagation across the multivple decoding stages, it is not read-
ily suitable for delay-sensitive interactive audio/video applications. Alternatively, the
PID technique of Figure 2.8 [51] may also be employed, where there is no information

exchange amongst the protection classes.

MLC schemes may be constructed using different component codes, for example

*Part of this chapter is based on the collaborative research outlined in [38,41,45].
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convolutional codes, Bose-Chaudhuri-Hocquenghem (BCH) codes or turbo codes [65].
Recently, classic LDPC codes [9] have also been commonly used as component codes [30) |
[117) owing to their flexible code rates and good BER performance. Belief propagation
[9] may be used for iterative soft decoding at each different protection level. The
employment of LDPCs as component codes has been characterised in our previous
work in Chapter 4. In this chapter, we propose a novel MLC design using Generalised
Low-Density Parity-Check (GLDPC) codes rather than classic LDPC codes [118] [119]
as component codes, which has the benefit of an improved BER performance and an

‘implementationally attractive parallel decoding structure.

~ In order to further improve the attainable performance, the design of the physical
layer is amalgamated with the design of the data link layer. In both wireless and wired
Internet based data communication, each data file is transmitted in terms of packets.
In the data link layer, an Automatic Repeat reQuest (ARQ) [120] mechanism is used
for sending a Negative-ACKnowledgement (NACK), requesting the source to retrans-
mit lost or corrupted packets. Under hostile channel conditions, the retransmission
overhead may become excessive, especially when using the extra overhead imposed by
the Internet Protocol (IP). This is because after the reception of an error-infested IP
header, an uncompressed header has to be transmitted. Therefore in hostile wireless
channel conditions the employment of the IP header and retransmission mechanism
may substantially increase the transmission overhead and hence may in fact reduce the

effective throughput.

In order to prevent an excessive amount of retransmissions in conjunction with the
ARQ mechanism, we investigate the employment of Luby Transform (LT) codes which
are capable of dispensing with the additional retransmission of packets by inserting a
certain amount of redundant packets during their original transmission. Our design
objective is then to minimise the number of redundant packets required for the complete
recovery of the original data file, rather than aiming for the highest possible coding

rate, which is the design objective of classic FEC codes in the physical layer.

The associated design trade-off is that the number of corrupted packets can be re-
duced by reducing the code-rate of the FEC scheme, which however clearly requires a
higher total number of packets for conveying a fixed-size data file. Our ultimate goal
is hence to minimise the total amount of redundancy imposed by both FEC and LT

coding, while maximising the overall integrity. Serially concatenated and iteratively de-
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tected coded modulation schemes are capable of attaining a near-capacity performance
and hence in the proposed system BICM-ID is combined with a serially concatenated
LT code [121] [122] [123].

LT codes were proposed by Luby [123] based on the philosophy of the so-called
Fountain codes [121], which were first proposed for the sake of reliably transmitting
data files over the Ethernet-based Internet. The files are assumed to be constituted
by K information packets, each containing a specific number of bits. For the sake of
reliably recovering the original data file, X' = K + £ encoded data packets have to
be transmitted, where & is the number of redundant packets that has to be as low as

possible.

5.2 Multilevel Generalised Low-Density Parity-Check Codes

As mentioned in Section 5.1, MLC schemes may be constructed using different com-
ponents, which we demonstrated using LDPC codes in Section 4.5, since they exhibit
a flexible coding rate and an impressive BER performance. In this section we further
investigate the component code design and proposé a MLC scheme invoking GLDPC
components, which we term as a Multilevel Generalised Low-Density Parity-Check
(MLC-GLDPC) code. MLC-GLDPC codes are capable of outperforming classic LDPC
component codes at a reduced decoding latency, while exhibiting an implementationally

attractive parallel decoding structure.

It is widely recognised that as a benefit of their block-based nature and random gen-
erator matrix construction, long block codes are capable of ‘over-bridging’ the channel
fades and hence no channel interleaver is required for LDPC or GLDPC component
codes. For our GLDPC codes, instead of using Gallager’s single-error detecting parity
check code [9], we employ binary BCH and Hamming error-correcting codes [65] as the
constituent codes. Simple iterative Soft-Input Soft-Output (SISO) decoders [65] are
used for each constituent code of the MLC scheme. We invoke both inner iterations
within the GLDPC component codes and outer iterations exchanging information be-
tween the GLDPC block codes and the demapper. Gray Mapping (GM) of the bits to
modulated symbols is used for non-iterative decoding, while Ungerbock Partitioning
(UP) based mapping is used for iterative decoding, because it was shown in Section

3.3.2 that it provides improved iteration gains.
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Tanner [1.2‘4] introduced the concept of GLDPCs with the aid of an attractive graph-
ical representation of error control codes. Later, the Hamming-code based GLDPC was
further investigated by Boutrous et al. [118], Lentmaier et al. [119] and Pothier [125]. Tt
was also demonstrated by Pothier [125] that the GLDPC structure has the advantage
of flexible code rate selection and offers an attractive design alternative in applica-
tions such as digital audio and TV broadcasting, deep space applications as wéll as in

high-speed packet data transmission.

5.2.1 GLDPC Structure

In this section we propose a MLC invoking GLDPC component codes [118] having a
Parity Check Matrix (PCM) illustrated in Figure 5.1, while the GLDPC components
are constructed based on LDPC codes using the classic LDPC-specific method of gen-
erating the PCM. More explicitly, the PCM H was constructed by the single-error
detecting parity check codes of a classic LDPC code [9], namely from the appropriately
tessellated PCMs Hy of the short constituent block codes such as BCH codes T(n, k)
used as constituent codes. The PCM was constructed with the aid of W number of
so-called GLDPC super-codes 1. We opted for using W = 2, since it results in a high
minimum distance [118], despite its low decoding complexity. The W = 2 super-codes
are defined by two PCMs, which satisfy H2=7H?, where H* denotes the block diagonal
matrix of the first super-code, while H? represents the corresponding matrix of the
second super-code and 7 represents a pseudo-random column-based permutation. This
code construction produces L=N/n number of constituent codes, where NV denotes the

total coded block length.

The first block diagonal matrix H! shown at the top of Figure 5.1 constitutes the
direct concatenation of N/n number of constituent codes Y(n, k) in the super-code €*

as follows [125]

N/n

¢=Pr, | - (5.1)

where N represents the codeword length of the GLDPC(N, K) code and € denotes
the concatenation process. To form the complete GLDPC PCM H, we concatenate the

1In the context of GLDPC, a super-code contains a number of smaller sub-codes which are referred to as
the constituent codes. Please refer also to footnote 2 on page 134.
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n—~% H, ’
.

Hl

N

Figure 5.1: Parity check matrix (PCM) of a GLDPC code, having W = 2 super-codes. ‘

W = 2 number of submatrices H' and H2, which are the PCMs of the super-codes 2
¢! and €2, respectively.

-

The reception of the error-free encoded codewords V can be checked with the aid

of the W number of PCMs of the super-codes, namely using H*H2...H" as follows

V- (H)T =0, je{1,2,..,W} (5.2)

Observe in Figure 5.1 that the PCM H? is derived by permuting the columns of the
first PCM H! without interleaving the elements of the columns. Therefore, in general,

the codewords of the super-codes can be expressed as .
V=m0V, T 53)

where 7; represents the corresponding symbol-interleaver of the 7 super-code.

2In order to clarify the rationale of this terminology we note that since €' and €2 are sub-codes of the
GLDPC(N, K), it would also be appropriate to refer to them as sub-codes. However, in the literature [118,125]
they were referred to as super-codes. This is because a super-code here consists of many smaller constituent
codes T, even though W number of super-codes constitute a GLDPC code. To avoid any confusion, we also -
used this term}nology in this thesis.
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5.2.2 GLDPC Encoding

The encoding process of GLDPCs is based on first constructing the generator matrix
of the GLDPC code, which is similar to that used in classic LDPCs. For a GLDPC
code having j = 2 super-codes, the PCM H is constructed from the concatenation
of submatrices H! and H2, as seen in Figure 5.1. The PCM of H? is formulated as
H? = 7H. '

Therefore the PCM H is constituted by a matrix of (N —K)x N = F x N elements,
where we have F' = (N — K). Furthermore, this H matrix can be subdivided into the
(N—=K)x (N —-K) = (F x F)-element matrix A and the F x (N — F)-element matrix

B as follows

Hpxny = [A(FxF)IB(Fx(N—F))]- (5.4)

The generator matrix G having (K x N) elements can be expressed as
Gxxny = [Lirxr)|BT-(AT) g e m) (5.5)

where I Kj represents the identity matrix and (.)” denotes the transpose of a matrix.
Note that the matrix AT must be invertible. In order to ensure that (AT)~! exists,
the columns of the PCM H may have to be reordered for calculating the inverse of AT.
For instance, the columns of B can be randomly swapped with the columns of A, until

- the matrix A becomes non-singular.
The final codeword matrix V generated by the encoding process is given as
Vaxny = Unxk)-Grxny, (5.6)

where U hosts the information bits in a matrix of size (1 x K).

5.2.3 GLDPC Decoding

The decoding of each constitﬁent block code such as a BCH code can be implemented by
invoking a SISO decoder for each BCH constituent code. The reduced-complexity log-
MAP algorithm rather than the full-complexity MAP decoder is used for the GLDPC
SISO decoder scheme due to its attractive coding performance and reduced complexity.

The SISO decoder module used for GLDPC decoding is shown in Figure 5.2.

In other words, each constituent code of the first GLDPC super-code seen in the

upper half of Figure 5.3 has an associated SISO decoder and the constituent codes are
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Figure 5.2: SISO module using log-MAP algorithm [125].

decoded in parallel, before the resultant extrinsic information is fed into the second
interleaved GLDPC super-code portrayed at the bottom of Figure 5.3. This operation is
repeated in an iterative inner GLDPC decoding loop. The substantial implementational
benefit of this is that a number of cos’c—efﬁcientv7 low-speed parallel SISO decoders may -

be used instead of a single high-speed decoder.

Figure 5.3 portrays the L number of SISO decoders of the L constituent codes.
Since we have W = 2 GLDPC super-codes, the channel’s output information y is
fed directly into the L number of parallel SISO decoders of the first GLDPC super—
code, while after deinterleaving in the block 7~! into the second GLDPC super-code of
Figure 5.3. Following the last GLDPC iteration, the a posteriori bit pfobabilities APP?
generated at the output of the SISO decoder of Figure 5.3 will be used for generating the
hard decision based GLDPC decoder output bits. The extrinsic outputs Ext! of the
first super-code’s SISO decoders are de-interleaved and used as a prior: information
Apr? for each of the constituent decoders of the second GLDPC super-code in Figufe
5.3. During the next inner iteration, the extrinsic information Ext? arriving from the
second super-code is used as the a priori information Apr! for the constituent decoders
of the first GLDPC super-code of Figure 5.3, as in classic turbo detectors [65]. The
processing block length of a constituent SISO decoder is N /n, as opposed to NV in a -
LDPC or turbo constituent decoder.

5.2.4 GLDPC Code Rate

The code rate of GLDPCs is calculated based on the lower bound method proposed
in [125] as detailed below. By investigating the PCM of GLDPCs, the number of rows
in the submatrix Hi, where j € {1,2,..., W} can be associated to (n — k)N/n as shown
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Figure 5.3: SISO constituent decoder of the GLDPC component codes.

in Figure 5.1. Hence, the total number of rows (N — K) in H can be written as

W(n — k)N
n

N-K= =W(1 — Ry)N, G

where Ry = k/n represents the rate of the constituent code Y(n, k). Assuming that
the PCM H has full rank when all the rows are independent of each other, the code
rate R of GLDPCs can be expressed as

R=K/N=1-W( - Ry). | (5.8)

In reality, when the rows of H are not guaranteed to be independent, the actual

dimension of K is higher than the one used in Equation (5.8). Hence, we obtain the
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lower bound of the coding rate for a GLDPC as [125]
K .
R= N >1-W(1 - Ry). (5.9)

5.2.5 Modulation and Demodulation

The proposed Multilevel GLDPC scheme employs the PID structure depicted in Figure

2.8. For the sake of convenience, the system model is repeated in Figure 5.4.

P/S

* | eLppC t GLDPG _J o

Encoder 0 Decoder 0
Source n GLDPC U 8PSK x : GLDPC Sink
s Encoder 1 Mapper Channel LY. o iyemapper - Decoder 1 4 | P/S|—
e
Ug GLDPC vz GLDPC R
Encoder 2 . Decoder 2 1
——————

Figure 5.4: System model of the MLC/PID scheme using iteratively detected GLDPC inner codes
as well as outer iterations. The iterative GLDPC decoder is seen in Figure 5.3.

The 3 bit/symbol encoded data is transmitted using 8PSK modulation. We combine
the three GLDPC component codes of Figure 5.4 having different code rates, where
each of the three soufce bits ug, u1 and us is encoded into the associated coded bit vy, v4
and vy before the 8PSK mapper, as seen in Figure 5.4. At the output of the channel,
the received bits are demodulated and decoded with the'aid of their corresponding
GLDPC decoders for the sake of obtaining the decoded output bits of 4o, %; and 4y,
as seen in Figure 5.4. The 8PSK mapper employs GM when non-iterative detection is

used and UP, when iterative detection is invoked, as outlined below.

Again, Gray mapping is employed in our non-iterative scheme, where the parallel
decoding of the three bits is implemented without outer iterations because this bit-
to-symbol mapping provides the best achievable non-iterative detection performance.
The absence of a long interleaver in Figure 5.3 has the potential of reducing the de-
coding delay imposed. However, for the sake of achieving a useful outer iteration gain
in the decoder of Figure 5.4, we also propose an iterative scheme employing UP, as
described in Section 2.2.1 and Figure 2.2. Again, the outer iterations are illustrated in
Figure 5.4, while the inner iterations are portrayed in Figure 5.3. The extrinsic soft

LLRs generated by the GLDPC decoders are converted into a stream of a priori bit
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probabilities, which are then fed back to the input of the demapper seen in Figure 5.4

as the a priori information to be used in the next outer iteration.

Since the a priori information fed to the demapper of Figure 5.4 represents non-
equibrobable symbol probabilities after the first iteration, the achievable iteration gains
may be expected to increase by efficiently exploiting the a priori probabilities, provided
that an appropriate bit-to-symbol mapping scheme is used. In other words, after the

“first outer iteration, the channel output y seen in Figure 5.3 will be enhanced by
the a priori informqtion P, provided by the previous outer iteration. The extrinsic
probability expression P, of the MLC demapper of Figure 5.4 providing new information

for enhancing our confidence in y was given by [53].

Our objective is to compare the MLC employing GLDPC components with the clas-
sic LDPC component codes. We fix the coding rate in order to reduce the configurable
parameters. With the aid of the equivalent capacity rule outlined in Section 2.2.2 [51],
we obtain the desired code rate of each component code designed for 8PSK modulation
using Gray Mapping, yielding (R, Ry, Rp) = (0.510, 0.745, 0.745). Since the bench-
marker system employs the same code rate, a fair comparison can be made. Given that
the total number of uncoded input bits.is k; and the total number of channel coded
output bits is n; for the GLDPC encoder at the it" MLC protection level, the coding
rate of the ith GLDPC component code according to Equation (5.8) becomes [118]

R, =1-W(1 - k;/n;). ' ‘ (5.10)

Therefore, the overall effective throughput 77 of the proposed system is
i=l-1
n=1-W Y (1—ki/n;) bits/symbol, (5.11)
=0
where [ is the total number of modulation levels and we have 7 € {0,1,...,l — 1}. The
total code rate of our system is R,=n/log,M, where M is the total number of mo-
dem constellation points obeying M = 2'. The effective throughput of the system is
therefore (0.51 + 0.745 + 0.745) = 2 bit/symbol. The constituent codes employed in
our scheme are Hamming codes due to their flexible coding rates, which approximate
the above-mentioned equivalent-capacity based rates of 0.51, 0.745 and 0.745 are the
Yo(20,15), T1(48,42) and Y,(48,42) codes, respectively. The system parameters are
- summarised in Table 5.1. Our benchmarker scheme employing classic LDPC codes

uses the equivalent PID coding rates of Ry, R; and R,.
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PID Coding rate (Ro, Ry, Ry) = (0.51, 0.745, 0.745)
Hamming constituent codes [To, Y1, T2]= [(20,15), (48,42), (48,42)]
Modulation _ - 8PSK
Non-iterative mapping scheme ' Gray Mapping (GM)
Iterative mapping scheme Ungerbock Partitioning (UP)
Number of symbols 2640

Table 5.1: System parameters table.

5.2.6 Simulation Results -

The proposed MLC/PID GLDPC scheme using 8PSK modulation was investigated,
when communicating over both AWGN and uncorrelated Rayleigh fading channels.
We employed nine GLDPC inner iterations in the spirit of Figure 5.3. No outer itera-
tion was used in conjunction with Gray demapping and five outer iterations employing :
UP mapping were carried out between the soft-decoded bits at the output of the three
GLDPC decoders of Figure 5.4. Observe in Figure 5.5 that at BER = 107, the pro-
posed scheme demonstrates an Ej/N, improvement of around 0.5dB in AWGN channels
compared to our MLC-LDPC benchmarker system, while exhibiting a convenient par-
allel decoding structure. When employing UP based mapping and five outer iterations
over AWGN channels, both systems achieve a further 2 to 2.5 dB performance im-
provement and the proposed MLC-GLDPC scheme retains its performance advantage.
When coxﬁmunicating over uncorrelated Rayleigh fading channels, as shown in Figure
5.6, our MLC-GLDPC scheme outperforms the MLC-LDPC benchmarker by about
1dB in both Gray mapping based scheme dispensing with outer iterations and in the
five outer-iteration-aided UP-based scenarios at BER = 10~°. This might appear to be

a modest gain, but it is achieved with the aid of a more convenient parallel architecture.

We further investigate the effects of inner iterations in our MLC-GLDPC scheme
with reference to our MLC-LDPC benchmarker in both AWGN and uncorrelated
Rayleigh fading channels. The inner iterations are facilitated in the context of GLDPC
component codes, since the informatidn exchange can be carried out in the “turbo-like”
architecture shown in Figure 5.3 with thé aid of a number of parallel, low complexity
SISO decoders, each requiring a reduced block length in comparison to LDPC or turbo
component codes. The number of inner iterations required for generating the most

reliable extrinsic output for the outer iterations therefore also determines the delay
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Figure 5.5: BER of both the MLC-GLDPC scheme of Figure 5.4 and MLC-LDPC over an AWGN
channel invoking Iouter=0 or 5 outer and Iipner=9 inner iterations. The effective
throughput was 2 bits/symbol and the constituent codes were the (20,15), (48,42) and
(48,42) schemes, respectively. The parameters are summarised in Table 5.1.

imposed on the overall system.

We employ Iuer = 5 outer iterations in our MLC-GLDPC scheme, each invoking a
different number of inner iterations (linner) using the UP mapping scheme. Figure 5.7
demonstrates that when transmitting over AWGN channels, our MLC-GLDPC scheme

requires an Ej,/Np value of around 4.6dB at BER = 1072, in conjunction with lipper = .

4 inner iterations. The MLC-LDPC benchmarker converges slowly at.an E;,/Ng close
to 4.6dB, requiring up to linner = 19 inner iter)ations for achieving BER = 107°. In
other Words, the classic MLC-LDPC requires more than quadrupled number of total
iterations (Ioyuser - Linner) compared to our MLC-GLDPC scheme for the sake of achieving

a similar performance of BER = 107°.

Let us now extend these investigations to the uncorrelated Rayleigh fading channel,
where both schemes invoke the same nuﬁ1ber of I,uter = 5 outer iterations. The MLC-
GLDPC scheme achieves a coding advantage of 2dB compared to the MLC-LDPC
scheme at BER = 107°, when invoking ... = 4 inner iterations, as shown in Figure

5.8. This coding advantage is reduced to about 1dB, when I;,.r = 7 inner iterations
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Figure 5.6: BER of both MLC-GLDPC scheme of Figure 5.4 and MLC-LDPC over an Uncorrelated
(UC) Rayleigh fading Channel invoking Ipyser=0 or 5 outer and Iinner=9 inner iterations.
The effective throughput was 2 bits/symbol and the constituent codes were the (20,15),
(48,42) and (48,42) schemes, respectively. The parameters are summarised in Table 5.1.

are employed. As observed from both Figures 5.7 and 5.8, our MLC-GLDPC scheme
requires Iinner = 4 inner iterations for achieving its best possible BER performance

both in AWGN and uncorrelated Rayleigh fading channels.

5.3 An Itérative Stopping Criterion for MLC-GLDPCs

Recall from Section 5.1 that the MLC-GLDPC scheme employing the PID decoding
structure is capable of reducing the decoding delay imposed. In this section we propose
an adaptive iterative detection aided MLC-GLDPC system, which invokes an adaptive
inner and outer iteration stopping criterion, when the desired BER performance is

attained.

5.3.1 GLDPC Syndrome Evaluation

As seen from the simuldtio_n results of Figures 5.5, 5.6, 5.7 and 5.8 in Section 5.2.6,

we can appropriately con(ﬁgure the number of inner and outer iterations in order to
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Figure 5.7: BER of both MLC-GLDPC scheme of Figure 5.4 and MLC-LDPC over an AWGN
channel invoking liner = 4, 7 or 19 inner and Iyyter = 5 outer iterations. The parameters

are summarised in Table 5.1.
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Figure 5.8: BER of both MLC-GLDPC scheme of Figure 5.4 and MLC-LDPC over uncorrelated
Rayleigh fading channel invoking Iinner = 4 or 7 inner and Iouter = 5 outer iterations.
The parameters are summarised in Table 5.1.
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achieve a certain coding performance. Naturally, the decoder’s complexity increases,

as the number of iterations increases.

_ As described in Sections 5.2.1 and 5.2.2, the PCM of G‘LDPCs is constructed by
concatenating L number of smaller constituent block codes Y(n, k), such as BCH codes
within a super-code. The PCM H of the GLDPC can be employed for calculating the
syndrome as follows [83] ' ' '

Saxv-ky) = YaxmHT (vxv—k)), (5.12)

where S denotes the syndrome and Y represents the received code matrix. If the

syndrome S becomes an all-zero vector, the received codewords are legitimate.

Since a super-code of the GLDPC consists of several shorter constituent codes, the
PCM of each binary constituent code denoted as Hy can be shown to have a syndrome

formulated as follows [83]
iT '
Siax(n-k) = Yiaxm)Hy *(nx(n-ky)> (5.13)

where the received codewords are denoted as Y; and the resultant syndrome is repre-
sented by S;, ¢ € {1...L}. Figure 5.9 further illustrates this GLDPC syndrome checking
process invoked to verify, whether a legitimate codeword was output by the GLDPC
decoder. This diagram illustrates the first super-code’s GLDPC syndrome checking

process for each constituent code, as detailed in Equation (5.13).

In the context of M-ary modulation, our MLC-GLDPC scheme consists of [ =
logoM number of GLDPC component codes, each constituted by L number of short
constituent codes Y(n,k). Consider only the first super-code having a PCM of H?,
and let us evaluate the syndromes formulated in Equations (5.12) and (5.13) in order
to estimate the constituent codeword error rate at the output of a GLDPC component
code. Naturally, a non-zero syndrome S found for a constituent code represents an
~ erroneous constituent codeword at the decoder. Since there are a total of L constituent
codes in a GLDPC super-code, the codeword error rate at the output of the GLDPC
component code estimated after a certain number of inner iterations, is computed as

follows

i=e

e=> a/L, . (5.14)

© =1
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Figure 5.9: GLDPC syndrome checking.

where a; has a value of 1, if the i** constituent codeword has a non-zero syndrome and
e is the number of error-infested constituent codeword. Taking the first super-code €1
for example, 2640 coded bits are generated as parameterised in Table 5.1, where the
number of constituent Hamming codes is L = 2640/20 = 132. In order to achieve a
target error rate of 0.045, we set &€ = 0.045, while the corresponding estimated value e
would be 6, which results in e = 3 -0 1/132 & 0.045.

Having computed the estimated codeword error ratio ¢ for the GLDPC component
codes, we can control the number of inner iterations required, when aiming for main-
taining a specific constituent error ratio ¢ at the output of each GLDPC code. In order’
to control the number of outer iterations required, we can fix the number of inner
iterations, while taking into account the average codeword error ratio at the output of

the MLC-GLDPC scheme as follows

i=l-1

€avg = Z 5i/l, (5'15)

=0
where 6,;- is the error ratio of the output of the i** GLDPC component code and [
denotes the number of GLDPC component codes. As an example, let us invoke a
three-component MLC associated with | = 3, while the codeword error ratio of each
_ GLDPC component code is denoted as ¢, €2 and €3, which was formulated in Equation

(5.14). Therefore, referring to Equation (5.15), in order to achieve an overall codeword
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error rate of, say 0.045, our stopping criterion is satisfied when we have e,y = 0.045.
The codeword error rate of the adaptive scheme is approximated to be the target bit
error rate which might result in a slight differenéé of accuracy. Therefore a small
constituent code with smaller number of bits in a codeword would produce a more

reliable iteration stopping criterion.

In conclusion, even though the syndrome evaluation method does not provide 100%
error checking reliability, this ‘on the fly’ codeword error rate evaluation procedure
allows us to minimise the number of inner and outer iterations required by the decoder

for maintaining an inﬁnitesirhally low BER.

5.3.2 Simulation Results

Our simulation results provided in this section characterise the number of inner and
outer iterations required for achieving the target BER performance, as detailed in
Section 5.3.1.

Figure 5.10 illustrates the BER performance of our proposed MLC-GLDPC schemes
invoking a fixed number of L., = 4 iterations. A ma&:z’mu_m of Iuer = 9 iterations
were employed. The number of iterations was based on Equation (5.15), which was
configured for maintaining a BER of 10~°. The achievable BER performance is similar
or slightly. better than that seen in Figures 5.5 and 5.6, despite reducing the number of
iterations from I;pper = 9 t0 Iipner = 4 in these figures. The effect of the number of outer
iterations is shown in Figure 5.11. Note that for low E}/N, values below E,/N, = 4dB
the maximum number of I, = 9 iterations had to be invoked. However, as expected,
the, BER performance of the system starts to improve for higher E}/N, values and at
Ey,/Ny = 4.5dB only I, = 6 iterations were required for transmission over AWGN
channels at the achievable target BER of 107°. The number of iterations is seen to
be further reduced in Figure 5.11 for higher E,/Ny values for transmission over both
AWGN and Rayleigh channels.

Figure 5.12 shows the BER performance of the MLC-GLDPC scheme communicat-
iﬁg over both AWGN and UC Rayleigh fading channels. Note that this time we fixed
the number of outer iterations to I,y = 4, while setting vthe mazimum number of
inner iterations to Ij,ner = 9. The corresponding number of required inner iterations
can be inferred from Figure 5.13, where the target BER was 107, Figure 5.13 details

the nurhber of inner iterations required by each individual GLDPC component code




5.4. Coding for the Wireless Internet _ 147

1
a 1 outer-iter
O 2 outer-iter
6 outer-iter
QW% -9 8 9 outer-iter
10" < @-—»"i — AWGN
N \‘F“ - ~- Rayleigh
\ < ‘K\\\
10? \ \ L
s = —
o iy \\ -
| \
10° : ==
|
i i
107 : :
—
1
-5 ] ]
10 2 3 4 5 8 9 10 11

6 7
Ew/No (dB)
Figure 5.10: BER performance of the MLC-GLDPC scheme of Figure 5.4 for transmission over both

an AWGN Channel and UnCorrelated (UC) Rayleigh fading channel invoking Zinner =
4 inner iterations. The effective throughput was 2 bits/symbol and the constituent
codes were the (20,15), (48,42) and (48,42) schemes, respectively. The target BER was
10% and a mazimum of Iuer = 9 outer iterations were used. The parameters are
summarised in Table 5.1. Note that for AWGN and Rayleigh channels experiencing an
E,/Np less than 4dB and 7.5dB, the BER. performance achieved at different number
of iterations is identical and the markers in the graph overlap with one another.

at eéch MLC level, again, when limiting the maximum number of inner iterations to
Linner = 9. For example, wheﬁ transmitting over the UC Rayleigh fading channel, the
system requires a reduced number of I;,,., = 1 iteration to attain a BER value of 1075
for the level-0 GLDPC component code at E,/N, = 8dB.

5.4 Coding for the Wireless Internet

As an application example, in this section a coded modulation aided wireless Internet
scheme was investigated. As briefly mentioned, in Section 5.1, for the sake of addressing
these wireless Internet design problems, in this section we propose a rather different
solution. The Internet packets consist of a number of symbols, where each symbol
contains a certain number of bits. These individual bits are transmitted in terms of

non-binary modulated symbols over the wireless channel after modulation.
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Figpre 5.11: Number of outer iterations I,,ter required for achieving the BER performance shown
in Figure 5.10.

An error correcting code is employed for the sake of recovering the original symbols.
However, to avoid the employment of a retransmission mechanism, which requires the
provision of a feedback channel, in addition to using redundant data symbols for FEC
coding, the source may transmit a limited number of redundant data packets, which
helps the decoder to recover the original data file, even if the FEC code failed to

remove all errors in some of the packets. This regime requires the employment of a

specific code, which is capable of filling in the missing packets dropped by the statistical

multiplexing function of the Internet packet router. Hence in this chapter we combine

the BICM-ID scheme of Section 2.4 which is serially concatenated with LT coding. We
refer to this scheme as an LT-BICM-ID arrangement.

5.4.1 Fountain Codes

Let us consider the scenario that a Mobile Station (MS) would like to fetch a data
file from a server using the wireless Internet constituted by an ad hoc network of
MSs. The Internet protocol using ACK-based ARQ may be expected to have an

excessive transmission overhead in a hostile wireless ad hoc propagation environment
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Figure 5.12: BER of MLC-GLDPC scheme of Figure 5.4 for transmission over both AWGN Chan-

nel and UC Rayleigh fading channels, when invoking Ioyser = 4 outer iterations. The-

effective throughput was 2 bits/symbol and the constituent codes were the (20,15),
(48,42) and (48,42) schemes, respectively. The target BER was 10> and the simula-
tions were continued for a maximum of Ip,e, = 9 inner iterations. The parameters
are summarised in Table 5.1.

due to the preponderance of error-infested and therefore retransmitted packets.i Hence
again, a more efficient design alternative is proposed here, which invokes the novel
family of Fountain codes [121] [122] [123]. To elaborate a little further, Fountain codes
[122] belong to the family of so-called sparse-graph codes designed for transmission
over channels inflicting packet erasures, such as the wireless Internet, where files are
transmitted by partitioning them into transmission packets and then forwarding them
to a specific MS, for example over many independent links constituted by the routes

of an ad hoc network.

In 1998, Luby and Buyers proposed the employment of sparse-graph codes [126].
They partitioned the data files into transmission packets and the number of bits per
packet was defined based on the size of files {126] [127]. With the advent of these codes
we are capable of transmitting as many encoded packets as necessary for recovering the
source data, provided that the number of received packets is sufficiently higher than

the number of original packets.
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Figure 5.13: Number of inner iterations I;,,., required to achieve the BER performance as shown
in Figure 5.12.

Again, the corresponding codes are referred to as digital Fountain codes based on
the analogy of a fountain [121], which is capable of producing a sufficiently large supply
of water drops. Each water drop may represent a data packet of original bits. Let us
assume that the number of source packets in a file is K, where each source file has the
size of KKx (number of bits per packet). Metaphorically speaking, the MS which would
like to receive the original data file will have to fetch it drop-by-drop, i.e. packet-by-
packet until the bucket is filled with the received packets. More explicitly, this bucket
will collect a certain number of water drops, which is higher than the number of original
packets K. Again, when using the serially concatenated LT-BICM-ID coding scheme, a
total of Xx (number of coded bits) are transmitted and we would like to simultaneously
maximise both the concatenated scheme’s coding-rate of R and the achievable integrity
expressed in terms of the Packet Loss Ratio (PLR).

5.4.1.1 Random Linear Fountain Code

The generator matrix of a random linear Fountain code is constructed by a deterministic

random-number generator [122]. Figure 5.14 exemplifies the generator matrix of a
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random linear code. The source transmits K’ number of packets, where K’ is higher
than the number of original source packets K. Some transmitted packets may become
erased over the Internet channel which is indicated by the grey shaded columns in
Figure 5.14 and a total of N/ packets are received, where N is higher than K.

The generator matrix

- K:l =

Yhfififoloftfifofofoft{ififoftfi]o
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Figure 5.14: Generator matrix of a random linear code in which the grey shaded column indicates
the erased packets. The receiver will receive the packets indicated by the bottom
(K x N) matrix [128].

Each column of the generator matrix Gxx) is constituted by a random pattern
at LT-encoded packet transmission instant ¢ and is denoted as Gyg;. A source file
constituted by K packets are considered, while are denoted as &1, Ss, ..., Sg. The orig-
inal LT-encoded transmitted packet 7; at time instant i is generated as the modulo-2
bit-wise addition of the source packets for which Gy; contains a binary value of 1 as
follows [128]

K
T,=) 5Gu. (5.16)

k=1
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Each source packet S; consists of a string of binary symbols, depending on the size
- of a packet. The transmitted packet 7; may then be erased by the Internet channel
inflicting packet erasures. In this scheme, we assume that the transmitter and receiver
have a perfectly synchronised identical generator matrix, where the receiver is also
aware of the erased packets’ index or identifier and the associated generator matrix

Gps. \

The source packets can then be decoded by the Gaussian elimination process as
follows [128]

N .
S =) TGyl (5.17)

i=1 o

Note that legitimate decoding is only possible, if the generator matrix G is invertible,

i.e. the inverse matrix G™! exists.

5.4.2 LT Code

In 2002, a novel family of the Luby.Transform (LT) codes [123] was proposed, which

exhibited a higher source packet recovery probability and a lower complexity than the -

family of Fountain codes [121]. The encoding operation of LT codes is similar to that
of the Fountain encoder [123], as.described in Section 5.4.1.1. Based on the source
packets 81, Ss, ..., Sx, we are able to choose a degree d from the so-called ideal soliton
~ distribution defined in p(d) [121] which will be described in the next section, in order

to construct a generator matrix G.

By definition, the degree d; of a distribution at the time instant i of generating a
K-bit transmission packet represents the number of connections or edges between the
received packets and the original source packets, as seen in Figure 5.15, which indicates
with the aid of the LT-decoding rules of [123] how the source packets can be recovered
from the received packets. More explicitly, the packet duration here refers to the time
interval in which X random bits are generated by the encoder’s generator matrix. As
it will be detailed in the next section, the appropriate choice of p(d) determines the

number of packets K in the source file to be transmitted.

To elaborate a little further, Figure 5.15 presents an example of the LT decoding
process, where we observe three source packets S;, each packet containing n=3 infor-

mation bits. These packets are represented by hollow squares, which were previously
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Figure 5.15: Decoding of a LT code having X = 3 source packets and N = 4 transmitted péckets
each containing 3 bits; adopted from @©Luby [122]. '

encoded into four transmitted packets represented by the filled black squares. The
value of each bit within the transmitted packet is the result of the modulo-2 oper-
ation of the corresponding source packets connected to it. The decoding process is

implemented as follows.

In the first cycle of the decoding process seen in Figure 5.v15(a), the LT decoder -
determines, which of the received packets has a degree of one, indicating that this is a
self-contained packet, which was not combined with any other source packet using the
modulo-2 operation. Hence the decoding operation is simply constituted by outputting
the corresponding source packet as indicated by the dashed line in Figure 5.15(a). At
the same time, the decoder finds other transmitted packets, which are connected to
this source packet of Figure 5.15(b). In order to further exploit the encoding rules of
the specific LT-code ﬁsed, as seen in Figure 5.15(b), the decoder erases the already

exploited connections.

As the next decoding step, the received packets that have a link to the decoded
degree-one packet are updatéd by modulo-2 adding their value to the value of each
related packet, i.e. connected source packet. More explicitly, in this example the first
transmitted degree-one packet found by the decoder is the packet having the value of
“111” and the corresponding source packet is S;. Hence, in the next decoding cycle
seen in Figure 5.15(b), S is decoded a value “111” and the connections drawn from this
packet to the second and the fourth transmitted packets using dashed lines are erased.
Correspondingly, the values of the second and fourth transmitted packets change from
“000” in Figure 5.15(b) to “111” from “101” to “010”, as observed in Figure 5.15(c).
As seen in Figure 5.15(d) and 5.15(e), at the end of the LT decoding process all of the

three source packets S;, S; and S3 are recovered.
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5.4.2.1 - Degree Of Distribution

An appropriate choice of the degree of distribution is crucial in the design of LT codes
for the sake of maintaining a low PLR. Every source packet must have at least one edge
leading to the received packet, where an edge is defined as the connection in Figure
5.15, indicating the reception of a source packet, which was LT-encoded using the time-
variant generator matrix defined for the corresponding packet interval. Ideally, upon
the successful reception of a packet, a new self-contained degree-one received packet
should appear for the sake of avoiding having redundant packets. This objective is
achieved by the ideal soliton distribution of [122] -

1/K ford=1, |
@0 fOI'd‘—"2,3,...,,C,

which is plotted in Figure 5.16. However, the above-mentioned ideal behaviour is only
achievable with a certain probability [122]. When no degree-one packét is recovered
at any stage of the consecutive LT-decoding cycles exemplified in Figure 5.15, the
decoding process will be suspended and therefore the remaining packets cannot be
recovered, unless a sufficiently high number of redundant packets is received.. Hence
the so-called robust soliton distribution was designed by Luby [123] for circumventing
this problem by increasing the expected number of degree-one encoded packets to
S = c¢-log.(K/6)v/K, where the parameter § denotes the probability of decoding failure
imposed by the lack of a degree-one packet, while ¢ represents a constant. More
explicitly, taking the above-mentioned parameters into consideration, Luby proposed

the improved distribution of [123)

’%é for d=1,2,...,§—’1,
7(d) = { Rlog(3) ford=X%, (5.19)
L 0 ~for d > ’—§~,

which is also plotted in Figure 5.16 as a function of the degree d. Finally, for the sake
of improving both the distributions of Equations (5.18) and (5.19), Luby introduced
the so-called robust solitozL distribution g, which is constituted by the superposition
of the ideal soliton distribution p(d) and that of Equation (5.19) as [123]

u(d) - @;@, (5.20)
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Figure 5.16: The distributions p(d) of Equation (5.18), 7(d) of Equation (5.19) for the case of
K=10000, c=0.2, §=0.05. [123]

where the normalisation factor of the denominator is given by Z = 3, (p(d) + 7(d)),
ensuring that all the probabilities sum to unity. The function u(d) is portrayed in
Figure 5.17.

In practice, an LT code is capable of recovering the transmitted file having K pack-
ets, if it receives about 5% more packets than the number of original source packets
K [122], provided that the channel conditions are adequate. The values of the param-
eters ¢ and § in S = ¢ - log, (K/§)VK determine the number of packets required for

recovering all the K source packets.

5.4.2.2 Improved Robust Distribution

In this section, we propose an Improved Robust Distribution (IRD). Referring to Luby’s
robust soliton distribution characterised in Figure 5.17, we observe that there exist
some degree distributions, which have such a low probability P that the number of
packets given by the the product of Py and K may be less than one, indicating the
potential absence of packets having these degrees. It is undesirable to invoke this
particular distribution in the computation of the LT encoder’s generator matrix G.
Therefore, in some cases Luby’s robust soliton distribution defined by Equation (5.20)

may lead to premature decoding abortion and a concomitant loss of packets during the
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Figure 5.17: The robust distributions u(d) of Equation (5.20) for the case of K=10000, ¢=0.2,
§=0.05. :

!

decoding process, unless the number of redundant packets is high. When the decoding
process is suspended due to the absence of a degree one packet, we need more received

packets for recovering all source packets.

In view of this, let us consider the case, when we have Py; - K <1 in Luby’s robust
soliton distribution. Our novel proposition is to improve the distribution’s behaviour

by introducing an extra factor

w=>» wd)-K, (5.21)
for the sake of creating a more beneficial degree distribution where d, represents the
degree-i term of the distribution, satisfying the following conditions -

1. S5.1
(ET“—ITZ:L’C—") K <1 for 2<d<£-1,
' (5.22)

d(d—l—li L<1 for (&+1)<d<K.

We determine the parameter w with the aid of the set of inequalities given by
Equation (5.22), so that we maximise the relative frequency of having packets of degrée
one, because this allows us to recover the source packets from a single received packet.
In other words, the degree-one packets’ reception probability was ignored by t)he original
robust soliton distribution [122] [123] [126], which was now taken into account by our

improved robust distribution.
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Figure 5.18: The improved robust distributions for the case of X=10000, c=0.2, §=0.05.

The measure of increasing the relative frequency of degree-one packets has however
not only benefits, but also disadvantages. The main benefit is that a degree-one packet
is self-contained and hence may be decoded without reference to any other received
packets. By contrast, the disadvantage is that it contaihs less information about other’
received packets in comparison to higher-degree packets. Hence it may neither be used

to recover other packets nor be recovered from other packets. ‘

Figures 5.18, 5.19 and 5.20 characterise the IRD. When using Luby’s robust soliton
distribution of [122] and the LT coding scheme characterised in Figure 50.4 of [122],
approximately 12 000 packets were required for recovering 10 000 packets with the
probability at least 1 — § [122]. By contrast, the number of packets required was
reduced to about 10 800, when using the IRD. Having characterised the proposed degfee

distribution 3, let us now focus our attention on the proposed system architecture.

3A more sophisticated systematic soft LT code was proposed in [129]), where EXIT-chart analysis was
invoked with the aid of the soft LLRs. Potentially, the degree distribution of the systematic LT can be
optimised using the irregular concept detailed in Section 6.4 by invoking appropriate EXIT-chart matching
algorithms. .
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Figure 5.19: IRD based LT code specified in Figure 50.4 of [122] for ¢=0.1 and 5:0.5. The actual
number of packets N required to recover the original source file of size K=10000 packets
is given by the product of K and the abscissa value

5.4.3 LT-BICM-ID System Overview

We propose a serially concatenated LT-BICM-ID system, as shown in Figure 5.22,
where the LT coding scheme constitutes the outer code and the BICM-ID arrangement
the inner code. Combining BICM with iterative decoding {23] leads to an improved
performance for BICM-ID over both AWGN as well as Rayleigh channels. When using
. n original uncoded information bits per symbol, the number of coded BICM-ID output
bits becomes m = n+ 1. Assuming that the packets contain P number of symbols and
that no tailing bits are used by the BICM-ID scheme, We have a total of P - n number
of bits in the LT source paékets and the total rate of the LT-BICM-ID code becomes
R = Kn/K'm. Figure 5.21 illustrates the structure of the source packets as well as the

encoded packets employed in the LT-BICM-ID scheme.

Our investigations are based on P -n = 165 bits per originéd source packet, which is
similar to the 164-bit packet size of a transport multimedia service packet in the Time
Division Duplex (TDD) mode of the Third-Generation (3G) wireless system [130]. The
success or failure of a packet is decided on the basis of Cyclic Redundancy Check (CRC)
detection [130]. We transmitted a total of K = 10 source packets corresponding to 1
650 000 bits. The number of ‘parity’ packets was 3000, rendering the total number of
received packets AV = 13000. v
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Figure 5.20: IRD based LT code specified in Figure 50.4 of [122] for ¢=0.03 and §=0.5. The actual
number of packets A required to recover the original source file of size X=10000 packets
is given by the product of X and the abscissa value

The BICM-ID encoder’s output has m = n+1 = 3+ 1 = 4 encoded bits per symbol
and therefore each packet consists of P = 165/3 = 55 16QAM symbols. Hence the size
of the BICM-ID encoded packet transmitted over the wireless channel is constituted by
(165 x 4/3 = 220) bits/packet. Each symbol is modulated using 16QAM modulation
and transmitted over an AWGN channel. Additionally, random packets are assumed to
be erased by the Internet modelled by the BEC . The received packet is demodulated
and decoded at the receiver. The effective code rate of our system is R = K - n/K'm
= (10000 x 3)/(13000 x 4) = 30000/52000 = 15/26. The erasure channel imposes a

19t 2nd rPLh _____________ 18t 2nd ‘pzh
symbol | symbol symbol symbol | symbol symbol
______________
n bits n bits n bits n bits n bits n bits
1-st packet K-th packet
(a)
15t ond Ot ] e e 18t ond pth
symbol | symbol symbol symbol (symbol symbol
______________
m=n-+1 m=n+1 m=n+1 m=n+1 m=n+1 m=n-+1
bits bits bits bits bits bits
1-st packet K’-th packet

(b)

Figure 5.21: (a) Structure of the source packets before LT coding. (b) Structure of the BICM-ID
encoded packets.
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Figure 5.22: System structure of the proposed LT-BICM-ID scheme. The corresponding transmis-
sion frame structure is seen in Figure 5.21 and the associated system parameters are
summarised in Table 5.2.

packet erasure probability of P, = 0.1.

RS codes 4 C(7,3,2)
LT codes ‘ C(10000,13000)
.| LT-BICM-ID codes C(30000,52000)
BEC erasure probability 0.1
Modulation 16QAM
Number of source packets X 10000
Number of transmitted packets K’ 13000
Number of bits per source packets P.n 165

Table 5.2: System parameters.

¢

At the demodulator, the received symbols are converted to soft bit values that are

fed into the BICM-ID MAP decoder [65], which in turn generates the output extrinsic
information constituting the a priori information to the input of the symbol-to-bit
demapper seen at the input of the BICM-ID scheme in Figure 5.22. We used UP based
mapping [23] for the sake of achieving an iteration gain as the benefit accruing from

having a maximised Euclidean distance amongst the BICM constellation points.

The BICM-ID-decoded hard bits are then used as the input bits of the LT decoder
in Figure 5.22. Since a belief propagation LT decoding algorithm is used [121], as de-
scribed in Section 5.4.2, an excess number of errors found in the received packets may
inflict error propagation and subsequently might degrade the reliability of the neigh-
bouring check nodes, potentially imposing a low LT decoding performance. The output
of the BICM-ID decoder ensures that the overwhelming majority of the erroneous bits

has been corrected, hence reducing the probability of error propagation.
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5.4.4 Simulation Results"

In this section, we evaluate the BER performance of the system architecture charac-
‘terised in Section 5.4.3, noting that the associated parameters are summarised in Table
5.2. These results are shown Figures 5.23 and 5.24. Reed-Solomon (RS) codes have
been widely used for transmission over erasure-type channels before the introduction

of Fountain codes [121}, hence similar-rate RS codes were used for benchmarking.

Figure 5.23 shows the BER performance of the RS (7,3,2) code, the LT (13000,
10000) code and the proposed LT-BICM-ID (30000, 52000) code, when communicating
over the BEC contaminated by AWGN, as shown in Figure 5.22. Again, the source
file was constituted by X = 10000 packets and a total of K’ = 13000 packets were
transmitted. As it transpires from Figure 5.23, the stand-alone RS or LT code does
not perform well, when communicating over the BEC contaminated by AWGN. The
BEC employed has an erasure probability of 0.1. The LT-BICM-ID code also has a
high BER for -Ey/N, below 7.4dB, which however significantly improves above this
point, as seen in Figure 5.23. This indicates that for E,/Ny > 7.4dB, the BICM-ID
decoder becomes capable of correcting most of the bits in the P = 55-symbol packets
and the resultant number of corrupted bits becomes sufficiently low for the LT decoder

to correct them.

Figure 5.23 also portrays the BER pérformance of theA LT-BICM-ID scheme in
conjunction with different number of inner BICM-ID iterations. The 2-iteration aided
LT-BICM-ID code having a memory of eight states is only capable of achieving an
error free BER performance for E,/Ny values in excess of 8.8dB, which is almost 1.5
dB higher than the corresponding Ej/Ny threshold of the 10-iteration based inner code.
This illustrates that as the inner code’s error correcting capability improves, a higher
fraction of error-free bits is passed to the LT decoder, hence enhancing the overall BER

performance of the system.

Figure 5.24 further characterises a range of various LT-BICM-ID codes communi-
cating over the BEC contaminated by AWGN and having different degree distribu-
tions [123]. For the general Poisson distribution, the degree of transmitted packets is

defined by a function given in [123] as
1 . 22 3 7B B
Q = — u. —_— — .23
a(z) u+1(’”’+1-2+2-3+ HCENEN B)’ (5.23)

where B = [4—(@] and p = (€/2)+(¢/2)? and ¢ is defined as a small positive real-valued
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Figure 5.23: BER versus Ej/Ny performance of the rate 15/26, 10/13 and 3/7 of LT-BICM-ID, LT
and RS codes communicating over the BEC channel contaminated by AWGN, when
using 16QAM. The LT-BICM-ID scheme is shown in Figure 5.22 and the corresponding
parameters are summarised in Table 5.2.

number.

We further investigated the truncated Poisson 1 (2;) [131], the truncated Poisson 2
(€2) [131], and the robust degree distributions, where the Poisson degree distributions
[131] were used for the sake of reducing the number of corrupted bits inflicted by the
AWGN channel at low Ej,/N,. Here, we employed truncated Poisson distributions,
which were defined as follows [132]

Q4 (d) = 0.007969d* + 0.5161d? + 0.166220d° + 0.072646d* + 0.082558d° + 0.056058d>
+ 0.037229d° + 0.0025023d%> + 0.003135d°%,

Q,(d) = 0.007544d" + 0.5033d? + 0.1664584° + 0.071243d* + 0.084913d° + 0.049633d°
+ 0.043365d° + 0.0045231d° + 0.010157d%° + 0.010479d%® + 0.017365d°", where d"

represents the degree order of each of the above items.

The improved robust degree distribution proposed in Section 5.4.2.2 was used.
Figure 5.24 demonstrates that the Poisson degree distribution §2; exhibited the worst

BER performance, resulting in a constant BER around 6 x 1072 for Ej,/N, in excess
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of 7 dB. The BER performance of the 0, degree distributions was slightly better due
to its higher mean degree of five as opposed to the average degree of 4.63 for the
(}; distribution. Above the E;/N, of 7dB, all the Poission distributed LT-BICM-ID
schemes maintain a constant BER with no further improvement in their error correction
capability. This is due to the lack of connecting edges between the check nodes and the
source nodes in the corresponding factor graph. In other words, the average degrees are

insufficiently high for correcting the corrupted packets inflicted by the erasure channel.

The LT-BICM-ID scheme assdciated with the IRD of Section 5.4.2.2, is however,

capable of correcting all the errors, when the E}, /N, value reaches 7.5dB in Figure 5.24,

since it contains a higher number of factor graph connections between the LT-coded
packetsv and the source packets, which assists in correcting more erroneous packets. As
the decoding process continues, we may encounter a lack of degree one connecting edges,
thus forcing the decoding process to halt prematurely. This explains the phenomenon
that the BER performance does not improve ﬁpon increasing the E},/Ny in Figure 5.24,
which is exhibited by all the Poisson distributed LT-BICM-ID schemes above the point
of B,/Ny = 7dB. '

We further investigate the performance of our proposed IRD compared to the origi-
nal robust distribution of [121] in conjunction with the same value of c=0.1 and §=0.5.
We observe from Figure 5.24 that the LT-BICM-ID scheme using the original robust
distribution of [121] performs better in the range of E,/No < 7.5dB. This is due to
the lower number of edges or lower average number of degree distribution compared
to our IRD scheme of Section 5.4.2.2. When the mean value of the degree distribution

is lower, resulting in a reduced number of connecting edges in the factor graph, there

would be a reduced error propagation from the source packets to the LT-coded packets, -

especially at a lower E,/Ny when the inner BICM-ID code is less capable of correcting
the bits corrupted by the AWGN. This means that if a high number of received pack-
ets are corrupted, the corrupted packets are less likely to propagate their errbneous
bits due to the lower number of connecting edges between source packets and received

packets.

Howev;ar, at higher E;/N, values, the proposed IRD of Section 5.4.2.2 outperforms
the schemes using the remaining distributions due to their higher average degree, as
seen in Figure 5.18. When the inner BICM-ID code is capable of correcting most

of the bit errors, the higher mean of the robust degree distribution scheme assists in
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recovering the corrupted packets, as a benefit of its increased number of connecting
edges in the factor graph. This shows that the proposed improved robust distributed
LT outer codes of Section 5.4.2.2 exhibit a better BER performance at higher E,/Ny,
as shown in Figure 5.24, while requiring a reduced number of extra packets for the sake

of recovering the original source packets, as shown in Figures 5.19 and 5.20.

i
E 4 — LT-BICM-ID, 10-iter, 8-state, Poisson 1 dist, d=4.63
‘\, o A -—+- LT-BICM-ID, 10-iter, 8-state, Poisson 2 dist, d=5
X -~ W —— LT-BICM-ID, 10-iter, 8-state, proposed robust dist, d=10
O - - LT-BICM-ID, 10-iter, 8-state, original robust dist
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o = =
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Figure 5.24: BER versus E/Ny performance of various LT-BICM-ID schemes of Figure 5.22 com-
municating over the BEC contaminated by AWGN using various Poisson and robust
distributions employing 16QAM. The system parameters are summarised in Table 5.2.

5.5 LT-BICM-ID Using LLR Packet Reliability Estimation

The amalgamated LT and BICM-ID design of Section 5.4.3 is further improved with the
aid of a novel LLR based packet reliability estimation technique employed for the sake
of detecting and disposing of erroneous packets. Subsequently, bit-by-bit LT decoding
is proposed, which facilitates a further BER performance improvement at a potentially

reduced number of BICM-ID iterations.
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5.5.1 Introduction

The LT-BICM-ID scheme of Section 5.4.3 is investigated with the aid of an improved
intrinsically amalgamated LT coding and BICM-ID design. Classic Cyclic Redun-
dancy Checking (CRC) is used for detecting the presence of any erroneous LT-encoded
packets. Furthermore, a novel LLR 'bésed packet reliability estimation scheme will
also be introduced. EXIT charts are used for appropriately configuring the proposed
LLR-based packet reliability estimation scheme. This solution potentially enhances
the achievable error detection capability, especially at higher SNRs and hence may

eliminate the redundancy introduced by the CRC overhead.

As observed in Figure 5.15, error propagation across LT packets encountered during
packet decoding may cause a catastrophic failure in LT decoding. Hence, as a counter
measure, in this section we introduce a bit-by-bit LT decoding technique by exploiting
the LLR estimates provided by the associated BICM-ID decoder. We reduce the prob-
ability of occurrence of erroneous packets, which would otherwise have to be discarded.
We will demonstrate in Section 5.5.4 that when corrupted bits are in the same symbol
index location of different source packets, we can readily discard these packets and
still may be able to recover all original source packets with the aid of bit-by-bit LT
decoding, as long as the number of received LT-encoded packets remains sufficiently

high for the error-free file recovery.

5.5.2 System Overview

The schematic of this new joint LT-BICM-ID arrangement is shown in Figure 5.25.
Consider the single-transmit and single-receive antenna aided system seen in Figure
5.25, when the source data file to be transmitted consists of X number of packets.
The LT decoder will require the transmission of K' = K + & number of LT encoded
packets requiring £ redundant packets for the success of the decoding process. After
transmission over the BEC imposing an erasure probability of P,, (P. - K') number of

the original LT encoded packets will be obliterated.

At the physical layer, we deal with frame-by-fame transmission. Each transmission
frame consists of a number of packets. A transmission packet is in turn broken into
P number of symbols. Each BICM-ID source symbol is comprised of n source bits
and the BICM-ID encoded symbols have m = n + 1 eencoded bits. The encoded bits
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Figure 5.25: System structure of the joint LT-BICM-ID design.

are mapped to M-ary cohstellation before transmission over an AWGN channel. The

transmission packet structure is identical to those described in Figure 5.21.

At the receiver seen in Figure 5.25, the BICM-ID decoder receives a priori infor-
mation from the demodulator and outputs extrinsic information, which is to be fed
back to the demodulator for iterative decoding. The sufficiently reliable output bits are
then passed to the LT decoder after a number of BICM-ID iterations. We assume here
that the perfectly synchronised LT encoder and LT decoder are capable of identifying
the indices of the lost bits and péckets. The CRC encoder inserts CRC bits into the .
- LT encoded packets while the CRC detector extracts the CRC bits and verifies the

detectable errors within each packet.

5.5.3 Estimation Scheme

The LT decoder using the belief propagation algorithm [133] is inherently sensitive to
error propagation. An erroneous packet which contains corrupted bits may propagate
the errors from the source nodes of the LT encoder’s generator matrix to the check
nodes, when modulo-2 operations are performed during the belief propagation decoding
[41]. '

By ensuring that a minimum of £ redundant packet is available, we can improve
the achievable decoding performance by reducing the associated error propagation.
This can be achieved by discarding erroneous packets, as and when corrupted bits
are detected in a packet. Subsequently we employ classic CRC detection scheme, for
example the CRC-12 code, which is Widelyv used in telecommunication systems for

error detection in conjunction with the generator polynomial 2 + ! + 23+ 22+ 2+ 1
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[134]. This error detection approach improves the attainable system performance, but
introduces an overhead. Observe in Figure 5.25 that the CRC encoder injects the
CRC bits into the BICM-ID encoded 16QAM stream, before transrhitting them over
the AWGNs contaminated BEC. In this section, we map four bits to the 16QAM
constellation points. The received CRC bits are extracted and are used for detecting

the presence of any erroneous bits.

As an alternative, the joint design of LLR-based LT-packet reliability estimation
using BICM-ID has the ability to further improve the system’s performance. This
potentially allow us to eliminate the CRC overhead bits, while maintaining reliable
detection, especially at a high SNRs. As seen in Figure 5.25, the soft LLR output of the
BICM-ID decoder is stored in the LLR estimator’s buffer. The BICM-ID decoder will
set a threshold value for the LLRs, in order to determine which LT packet may contain
erroneous bits. Based on their LLR values,’each of the corresponding bit is flagged
with a ‘0’ or 1’ to indicate a reliable or unreliable bit, which allows the LT decoder
to mitigate the associated error propagation effects during the decoding process. A
feedback signal is provided by the LT decoder to control the LLR estimator’s threshold

for the sake of achieving the highest possible detection accuracy.

Channel — L ] L3 Extrinsic LLR to LT
BICM-ID * :
P—‘“’ Demod - L}D)eg ot
chan - .1 Decoder ataEx
Demod Dec : Hard Decoded Bits
Ly Ly

Figure 5.26: BICM-ID system structure.

Figure 5.26 shows the basic BICM-ID scheme, where 7 and 7~! denote the inter-
leaver and deinterleavér. The channel’s output information is passed to the demo.dula-
tor, which receives the a priori LLRs LL*™°? from the BICM-ID decoder and provides
the extrinsic LLRs LZemed for the decoder. The channel decoder of Figure 5.26 re-
ceives the a priori LLRs L* from the demodulator and outputé the extrinsic LLRs
LPec in order to perform iterative déco'ding by exchanging the ezxtrinsic information
between the BICM-ID decoder and demodulator. The reliability of the demodula-
tor’s decisions depends on the channel’s SNR and on the a priori information LBemod,

yielding LBemod = f(LBemd|SN R 1on).

By contrast, the reliability of the channel decoder’s decisions depends solely on
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the a priori LLRs received from the demodulator, since it only has a single input
and hence it is not directly dependent on the SNR [135]. Hence the eztrinsic mutual
information obeys IR = f(I%°) and I5 ..,=g(I¥°). Referring to the technique
proposed in [135], it is possible to plot both the EXIT chart and the corresponding
BER values in Figure 5.28, assuming that the variance o2 of the Gaussian distributed
decoder output is known [135]. The system parameters used in this section are detailed

in Table 5.3.

BICM-ID code rate R=3/4
Modulation 16QAM
Number of source packets 10000
Number of transmitted packets 13000
Number of bits per source packet 165
BEC erasure probability =01
LT degree of distribution Improved Robust Dist. (IRD)

Table 5.3: System parameters.
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Figure 5.27: BER versus IEE‘:.

Here, we employ an even more straightforward method of directly estimating the
BER of the decoded bits with the aid of the EXIT chart. For the sake of using
EXIT chart based bit-reliability estimates, we generate a random source bit stream

and record the LLRs LP¢ . . at the output of the BICM-ID decoder, where a hard
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Figure 5.28: EXIT chart for BICM-ID scheme of Figure 5.26, while the system pararheters are

summarised in Table 5.3.

decision is made, in order to facilitate the BER performance evaluation of the system.

The resultant BER versus I9° relationship was recorded from our simulations, as

I2¢¢ relationship of Figure 5.27, we arrive

shown in Figure 5.27. From the BER versus /4

at Figure 5.28.

~ More explicitly, Figure 5.28 details the EXIT characteristics of both the demodu-
lator and of the BICM-ID decoder. The nine dotted lines represents the EXIT charac-
teristics of the demodulator recorded for E,/N, values ranging from 1dB to 9dB using
Ungerbock’s Partitioning (UP). The extrinsic information characteristics recorded for

BICM-ID having a coding rate of R = 3/4 and employing the memory lengths of

@ = 3,4,5 are shown by the I2° versus I2° curves of Figure 5.28. The BER of the

decoder having m = 3 is plotted in the same figure with the aid of the solid horizontal
" and vertical lines (similar to a histogram graph). More explicitly, since for transmis-
sion over an AWGN channel there is an unambiguous one-to-one relationship between
I2¢¢ and the BER, the output characteristic of the BICM-ID decoder is independent

of the channel SNR and the corresponding BER curve is based on the function of
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P, = f'[IZ*°] as detailed in [135], which can be directly inferred from Figure 5.27. For
further illustration, at 19°°=0.800083 for example, we have BER = 0.026177, as shown
in Figure 5.28.

The threshold value used for activating the feedback link from the LT decoder to
the LLR estimator buffer of Figure 5.25 determines the minimum number of redun-
dant packets required for successful LT decoding. In our forthcoming discourse we
attempt to characterise the intricate interplay between the LT code’s generator ma-
trix employing different degree of distributions and the specific portion of redundant
packets providing vital informaiioq for the LLR estimation buffer in order to adjust its
LLR threshold value. The IRD described in Section 5.4.2.2 having parameters of ¢=0.1
and 6=0.5 [41] was used, which required 10 percent redundant packets for successful

¥

decoding in the specific scenario of [41].
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Figure 5.29: LLR threshold value necessitated for requiring £=10% redundant packets for the system
of Figure 5.26 and Table 5.3. The required values were averaged over 165 bits/packet
with a total of 10000 LT source packets.

Based on the system parameters listed in Table 5.3, we conducted a series of sim-
ulations in order to determine the LLR threshold required for achieving certain BERs
at the target E,/N, value. Figure 5.29 shows the LLR threshold value determined
by simulation for maintaining a normalised £-value of 0.1 at E,/N, = 5.1dB, 5.2dB
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and 5.5dB, respectively. The horizontal section of the curves in Figure 5.29 represents
the spéciﬁc LLR threshold values, when the 10% target value of £ has been reached.
The LLR-based packet reliability becomes sufficiently confident, when the BER of the
BICM-ID decoder becomes as low as 2. x 1074,

In Figure 5.30 the LLR values are plotted for 200 bits against the bit-index for a
random sample. The entire sample has a total of 165 x 13000 x (1 — 0.1) = 1,930, 500
bits based on Table 5.3. The circles denote the correctly decoded bits, while the crosses
denote the erroneously decoded bits. Note that most of the bits that are located outside
the threshold region represented by the horizontal lines are indeed likely' to be error-
free, since at the BER of 2 x 107 on average a 20 000 bit segment would have a single
error. By contrast, all the corrupted bits tend to be inside the threshold region, even

though some LLR values within the same region may also yield correct bits.
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Figure 5.30: A set of 200 LLR values recorded for the system of Figure 5.26 detailed in Table 5.3,
given the threshold value of Figure 5.29 at Ep/Ny = 5.5dB.

Since we require a BER between 10~3 to 10~* in order to arrive at a confident LLR
based packet-reliability decision, we observe in Figure 5.28 that the BER of 3 x 10~4
satisfies this requirement at 74 ~ 0.92. This may also be associated with Ej/N, >

5.0dB for four or more iterations.

~
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5.5.4 Bit-by-bit LT Decoding

It is widely recognised that LT packet decoding is sensitive to error propagation across
the LT packets owing to their modulo-2 based interdependence. Since LT codes were
originally designed for the BEC channel, they have to be combined with FEC codes
for removing the transmission errors imposed by the wireless channel. For example,
the BER of the packets contaminated by the wireless channel may be mitigated by
the BICM-ID decoder. An unsuccessfully decoded BICM-ID symbol is likely to cause
error propagation to other LT packets due to their modulor-2 relationship. If the
BEC’s packet erasure probability P, is high and the number of redundant LT packets
is insufficient, the LT packet decoding operation will be curtailed without successfully
decoding the original source packets. This problem can be mitigated using a novel
bit-by-bit LT decoding scheme, where the intrinsicaily inherited LLR-based reliability

estimation, can be used to allow or disallow the detection of bits.
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Figure 5.31: Packet-based LT decoding and bit-by-bit LT decoding. The shaded bits represent the
corrupted bits indicated by LLR-based estimation.

First we consider this bit-by-bit LT decoding method in a little more detail. Figure
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5.15 introduced the original LT packet decoding technique using a simple example,
where each packet S consisted of three bits. By contrast, for the biﬁ-by—bit LT decoder,
we modify the decoding structure introduced in Section 5.15 to that seen in Figure 5.31.
In this example, each LT packet consists of two bits for the sake of simplicity, although
the choice of packet-length is arbitrary. The 2-bit LT source packets of Figure 5.31
are S1,S2,S3 and the transmitted LT encoded packets are constituted by the bits by;,
where i is the packet index and j is the bit index in the transmitted packet, as shown
in Figure 5.31(a). The LT-encoding process is identical to the bit-based modulo-2
addition of the specific packets selected by an appropriate random number generator,

as seen in Figure 5.15.

Decoding takes place by considering all the individual bits at a given bit index of all
transmitted packets. Figure 5.31(b) showé the bit-by-bit decoding at each individual
bit index of the received LT packets. Note that the shaded box indicates a corrupted
bit spotted by the LLR-based reliability estimator and the resultant truncated LT
packets are denoted as 7. For example, the erased coded bit bop has no connection
to the message source nodes during the decoding process. Therefore, the error prop-
agation caused by corrupted bits would be discarded in 7 decoding to improve the
performance of packet recovery. By contrast, the connectibns of the received bit by
are not affected, while the decoding of 7;! would be carrjéd out without discarding any
of ﬁhose connections. This would enhance the decoding efficiency without having to

discard both bao as well as by if the original LT packet decoding is invoked.
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Figure 5.32: Packet-based LT decoding and bit-by-bit LT decoding.
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To elaborate a little further, Figure 5.32 contrasts (a) our packet-based LT-decoding
and (b) bit-by-bit LT-decoding strategies. The low-reliability or corrupted bits of the
packets are shown as filled grey-shaded rectangles in the figure. Observe that when
using packetl—by-packet decoding, a corrupted bit in a packet will contaminate the
whole decoded packet at the end of the decoding cyclé. Furthermore, having typically
different corrupted bits in different LT encoded packets, will reduce our chance of
diScarding erroneous packets before the commencement of LT-decoding, because when
too many packets are discarded by the LLR-based packet reliability estimator, the

minimum requirement of retaining at least £ redundant packets might not be met.

When using bit-by-bit decoding, the potentially corrupted bits can be identified
with the aid of the LLR-based reliability estimation technique of Figure 5.30 and this
enables us to use the rest of the reliable LT-encoded bits to the decoder’s benefit and
hence to continue the LT decoding process. As seen in Figure 5.32 (b), the LT packets
of ID = 1, 2 and 4 have low-reliability bits that are shaded, which would be discarded,
when using bit-by-bit LT decoding. However, in contrast to the packet decoding based -
regime of Figure 5.32 which discarded the cbrrupted packets, bit-by-bit LT decoding
only discards those bits which are deemed to be corrupted, as declared by the LLR-

~ based reliability estimation.

5.5.5 Simulation Results

In this section we embark on quantifying the performance of the scheme seen in Figure ‘

5.25. The system parameters employed in our simulations are shown in Table 5.3.

The BER perforniance of the BICM-ID scheme using different number of decoding
iterations combined with LT coding is shown in Figure 5.23 and repeated in Figure
5.33 for convenience, which is contrasted to that of our benchmark scheme operating
without any soft LLR information exchange between the BICM-ID and the LT decoder.
An infinitesimally low BER is achieved for E;,/N, values in excess of 7.4dB. By invoking
two iterations, the BICM-ID scheme becomes capable of correcting most of the AWGN-
contaminated bits and any further iterations would have little effect on the achievable
BER.

When assuming perfectly reliable CRC estimation in the schematic of Figure 5.25,
the combined scheme of Figure 5.25 achieves a BER improvement upon using four

iterations, as seen in Figure 5.34. This was predicted by the EXIT chart of Figure
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Figure 5.33: BER versus E,/N; performance, when communicating over a BEC channel having P, =
0.1 and contaminated by AWGN, when using the improved robust degree distribution
of Section 5.4.2.2. The system schematic is shown in Figure 5.22, while the system
parameters are summarised in Table 5.2.

5.28, when the system refrains from including the CRC bits. According to Figures 5.27
and 5.28 we may expect convergence to an infinitesimally low BER for E;/N, > 5dB,
provided that we use more than four iterations. Observe in Figure 5.34 that even
though the system exhibits performance improvements as a benefit of discarding the
erroneous LT packets, this scheme introduces an overhead owing to the insertion of the

redundant CRC bits.

Compared to the scheme characterised in Figure 5.33, we observe in Figure 5.34
that the BER becomes infinitesimally low for both packet-based and bit-by-bit LT
decoding for E;/N, > 6.7dB. This is a coding improvement of around 0.5dB compared
to our previous benchmarker characterised in Figure 5.33. Observe also that bit-by-bit
LT decoding improves the system’s BER performance for a low number of iterations,
but achieves a similar performance to packet-based LT decoding upon using four or

more iterations.

When forwarding soft information from the LLR buffer to the LT decoder of Fig-

ure 5.25, Figure 5.35 shows the significant performance improvements achieved by the
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Figure 5.34: BER versus Ej, /N, performance, when communicating over a BEC channel having P, =
0.1 contaminated by AWGN using perfect CRC estimation as well as the parameters
of Table 5.3. The system schematic is shown in Figure 5.25.

system. Figure 5.35 illustrates the results recorded for both the packet-based as well as
for the bit-by-bit LT decoding methods. Note that the LLR estimation aided scheme
achieves BER = 1075 for Ej,/N, values between 5.7dB and 6dB. This corresponds to
a coding gain of around 1.5dB compared to the benchmarker benefiting from no soft
information, as observed in Figure 5.33. Furthermore, bit-by-bit LT decoding shows a
coding advantage of 0.5dB over the classic packet-based LT decoding at two iterations

and a further modest 0.2dB, when activating four BICM-ID iterations.

5.6 Chapter Conclusions

In Section 5.2 we introduced GLDPC component codes used in the context of our
MLC structure. Section 5.2 outlined the proposed MLC-GLDPC schemes invoking
MLC component codes, employing GLDPCs, having W = 2 super-codes and using
Hamming code as constituent codes. The simulation results shown in Figures 5.5, 5.6,
5.7 and 5.8 of Section 5.2.6 exhibited coding performance improvements over the classic

MLC invoking LDPC component codes.
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Figure 5.35: BER versus E,/N, performance, when communicating over a BEC channel having

P, = 0.1 and contaminated by AWGN using LLR based reliability estimation and the
parameters of Table 5.3. The system schematic is shown in Figure 5.25.

Our simulation results suggested that the attainable E}/N, improvements com-
pared to a classic LDPC component code based MLC benchmarker ranged between
0.5dB and 2dB. This was achieved using the same number of iterations and an im-
plementationally beneficial parallel architecture. We argued in the context of Figure
5.4 that multilevel coding combined with parallel independent decoding is attractive in
the context of supporting low-latency real-time applications. The concept of Section
5.2.1 was further extended to an adaptive scheme quantifying the decoding reliability
by introducing the syndrome test described in Section 5.3. The architecture of the
scheme was outlined in Section 5.3.1, which curtailed the decoding iterations, once the

target BER was attained. Figures 5.11 and 5.13 illustrated both the number of outer

and inner iterations required for achieving a BER performance of 1075,

A wireless Internet scenario was introduced in Section 5.4. We studied the ability of
LT codes to eliminate the retransmission of packets required by a typical ARQ scheme,
as discussed in Sections 5.4.1 and 5.4.2. The LT-encoder’s packet degree distribution is
a crucial factor in determining the achievable performance, as argued in Section 5.4.2.1.

In Section 5.4.2.2, we proposed a novel packet degree distribution, for enhancing the
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LT decoder’s performance.

In Section 5.5 a sophisticated serial concatenated LT-BICM-ID scheme was de-
signed, which is capable of improving the attainable BER performance of pa,cketivsed
data transmission, when communicating over the AWGN-contaminated BEC. The con-
cept of usiﬂg a BICM-ID scheme to improve the attainable BER of the LT codes invoked
for correcting the packet errors was the main benefit of the proposed scheme, as men-
tioned in Section 5.4.3. With the advent of using the proposed IRD of Section 5.4.2.2
and a strong BICM-ID inner code, in Section 5.4.4 we demonstrated that our scheme
is capable of achieving a better BER performance than that of the classic RS (7,3,2)
~ and LT (10 000, 13 000) benchmarkers, when communicating over the AWGN contam-
* inated BEC. This scheme is particularly attractive in a wireless Internet scenario. We
elaborated on the joint optimisation of the inner and outer code-rates for the sake of

maximising both the effective throughput and the attainable integrity of the system.

Following the investigation of our proposed LT-BICM-ID scheme, we outlined a
novel LLR-based packet reliability estimation scheme in Section 5.5, which forwarded
the soft LLR information from the BICM-ID decoder to the LT decoding process.
The BICM-ID scheme exploiting the EXIT characteristics of Figure 5.28 provided -
reliable LLR threshold after a certain number of iterations for assisting the LT decoder’s
operation, as illustrated in Figure 5.30. Finally, bit-by-bit LT decoding was introduced
in Section 5.5.4 for the sake of achieving further improved decoding results. The
simulation-based performance results of the soft LLR‘ estimation aided bit-by-bit LT

decoding scheme were provided in Section 5.5.5.




Chapter

N ear-Capacity Irregular BICM-ID

Scheme™

6.1 Introduction

In the previous chapters we have investigated various MLC and BICM-ID designs for
the sake of improving their BER performance. In this chapter we further improve
the BICM-ID scheme for the sake of achieving an infinitesimally low BER close to
the theoretical capacity limit. In view of this, we introduce the irregular code-design
concept contrived for BICM-ID schemes in order to create a more flexible system,
which is capable of achieving a near-capacity performance. Alternatively, with the
" aid of these irregular components, we strike a more attractive trade off between near-

capacity performance and a moderate system complexity.

BICM-ID (23] was described in Section 2.4, which consists of three main blocks -
a convolutional encoder, bit-interleavers and a bit-to-symbol mapper. Iterative detec-
tion was achieved by exchanging soft extri\hsic information between the symbol-to-bit
demapper and the decoder. The BER versus E/Np curve of this BICM-ID scheme
exhibits a turbo-like cliff and the achievable convergence performance can be charac-

terised with the aid of EXIT charts [77].

Different bit-to-symbol mapping schemes have been invéstigated in order to im-
prove the convergence behaviour of BICM-ID [136,137] by shaping the demapper’s

EXIT characteristic for the sake of creating an open EXIT tunnel arid hence to achieve

*Part of this chapter is based on the collaborative research outlined in [49,50].
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an inﬁnitvesimally low BER. Furthermore, an adaptive BICM arrangement using vari-
ous iterative decoding schemes was proposed in [138], which employed different signal
constellations and bit-to-symbol mapl;ing within one codeword. This flexible signalling
scheme required the knowledge of the average signal quality at the transmitter, for in-
voking advanced Adaptive Modulation and Coding (AMC) [139] in order to improve

the overall BICM-ID scheme’s achievable performance.

A Unity-Rate Code (URC) can be used as a precoder for reaching the (1,1) EXIT
chart convergence point [93] and hence to achieve an infinitesimally low BER. A pre-
coded mapper scheme was also proposed for a three-stage - encoder, precoder and
modulator - design constituted by either a bit-based or a symbol-based precoder [140].
Furthermore a flexible 1rregular demapper combined with modulation doping was pro-

posed in [141] for the sake of producing an open EXIT tunnel.

" The Irregular Convolutional Coding (IrCC) [142, 143] concept was proposed for
improving the convergence behaviour of serially concatenated codes, which can be
employed as the encoder component of an Ir—BiCM~ID. Furthermore, in order to in-
troduce a more diverse set of EXIT characteristics for creating an IrCC, we invoke
low-complexity Convolutional Codes (CC) constituted from a hybrid combination of

memoryless repetition codes.

The novel contribution of this chapter is that we propose an irregular BICM-ID
arrangement for the sake of creating an adaptive BICM-ID scheme, which can either
exhibit near-capacity performance or lower-complexity implementation. Qur approach
is based on invoking EXIT chart analysis for minimising the area of the open EXIT
tunnel in order to achieve a near-capacity performance. Alternatively, the width of the

EXIT tunnel can be increased for the sake of reducing the system’s complexity.

6.2 Irregular Bit-Interleaved Coded Modulation Schemes

The classic BICM-ID scheme of Section 2.4 exchanges extrinsic information between
the CC decoder and the demapper, as shown again in Figure 6.1 for convenience.
The precoder concept was proposed in [79] which was then u’sed to create a recursive
demapper at the decoder, as previously described in Section 3.4. By combining the
précoder and the demapper, we will demonstrate that the demapper will facilitate

convergence to the (1,1) EXIT trajectory point. The system’s schematic is shown in
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Figure 6.2.
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E(v) Aluz)

Figure 6.1: The general structure of the classic BICM-ID scheme. The binary source bit stream ; is
encoded by the CC encoder and the encoded bits v; are interleaved by the bit interleaver
m, yielding the permuted bits uz.” The inner iterations exchange extrinsic information
between the demapper and the CC decoder, where the notation A(.) represents the
a priori information quantified in terms of LLRs, while E(.) denotes the extrinsic
information also expressed in terms of LLRs. - ‘ .

encoder encoder IrMapper
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Figure 6.2: The general structure of the Ir-BICM-ID scheme. |

” \
6.2.1 System Overview

Each component of the irregular scheme proposed consists of different subcodes. To
provide more detailed illustration, the schematic of the proposed Ir-BICM-ID scheme
is shown in Figure 6.3, which is constitufed by the three main component blocks,
namely the IfCC, the bit interleaver and the mapper. In our Ir-BICM-ID design, the
IrCC is constituted by F number of low-complexity Convolutional Codes (CC). The
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Figure 6.3: The Ir-BICM-ID structure using irregular components, detailing the individual subcodes.
The braces indicate both multiplexing and demultiplexing operations.

‘inner component module of Figure 6.3 contains Q number of URCs and Q number of

MAppers (MA)

The binary source bit stream u, is encoded by the IrCC encoder and the encoded
bits v; are interleaved by the bit interleaver ;, yielding the permuted bits u;. The
bit stream u, is then fed into the I'URC encoder and each of the URC" codes yields
the encoded bits vy; according to the appropriately assigned weighting coefficients,
where i denotes the component index. The resultant bits v;; are interleaved by the
corresponding bit interleaver 7 ; and the permuted bits us; are then mapped to the
input of the associated mapper MA?, as shown in Figure 6.3. This adaptive mapping
scheme is referred to as the Irregular Mapper (IrMapper). The modulated symbols z are

transmitted via a Rayleigh fading channel and the received symbols y are demodulated.

At the receiver, an iterative decoder is invoked, exchanging extrinsic information

. between the inner and outer components. The inner iterations exchange extrinsic in-

formation between the irregular demapper and the IrURC decoder, where the notation
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A(.) represents the a priori information quantiﬁed in terms of LLR,s, while E(.) denotes
the extrinsic information also expressed in terms of LLRs. Observe in Figure 6.3 that
each component of the URC decoder and demapper is termed as DeURC “'and DeMA®,
respectively and only the first component is labeled for clarity. The inner component

is represented by the IrURC-IrMapper block.

By contrast, the outer iterations are invoked between the IrtURC decoder and the
IrCC decoder of Figure 6.3. Here, each of the IrCC component decoder is termed
as DeCC". Since both the I'URC and IrCC schemes are trellis-based, their decoders
employ the MAP algorithm.

The original three-stage arrangement of the IrCC,- IrURC and IrMapper schemes
would require a 3-D EXIT chart analysis, which is hard to interpret visually. However,
our investigations not included here suggest that the inner DeURC"* and DeMA' blocks
require only a few iterations in our 3-stage systém to reach the (1,1) point of perfect
convergence. We can therefore view these two blocks as a combined decoder using
several inner iterations and this allows us to simplify the 3-D EXIT analysis to 2-D
EXIT functions, while using the most beneficial activation order of the iterative decoder

components.

1. The inner iterative decoder continues iterations, until no more mutual information

improvement is achieved.
2. This is then followed by an outer iterative decoding.

3. With the aid of the resultant a priori information, the inner iterative decoder is

invoked again.

4. This process continues, until the affordable number of iterations is reached.

The resultant inner decoder block of the Ir-BICM-ID scheme is portrayed in Figure
6.4. The deinterleaver within the inner code is denoted as Ty, 1, where i is the index
of the subcode. The corresponding interleaver length of subcode i is constrained to be
shorter than the outer interleaver length of 7y, although it would be more beneficial to

have a longer interleaver for the sake of achieving a better inner iteration gain.
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Figure 6.4: The Ir-BICM-ID inner block. The braces indicate both multiplex and demultiplex op-
erations.

6.3 EXIT Chart Analysis

In this section EXIT chart analysis is performed in order to characterise the scheme’s
achievable iterative decoding convergence. The basics of EXIT chart analysis were
outlined in Section 3.3. Again, the Ir-BICM-ID scheme of Figure 6.3 is a three-stage
arrangement, which requires 3-D EXIT analysis, as presented in [91]. However, since
the Irregular Demapper (IrDemapper) of Figure 6.4 constitutes a low-complexity com-
ponent, the low-complexity inner iterations are continued until the mutual information
E(vy;) becomes near-constant, because no more extrinsic information may be gleaned
by any of these two components, without the third component’s intervention. Hence,
- we can simplify the three-stage EXIT chart representation to a 2-D EXIT curve, as
detailed below. ’

Let I4() represent the mutual information between the a prior: information A(b)
and the bit b, while I5() denotes the mutual information between the extrinsic infor-
mation E(b) and the bit b. Observe from Figure 6.3 that the EXIT function of the
IrDemapper can be represented as a function of Ig(,,) and the channel’s E,/Np value:

as follows

Q
1
Ap@g) = 6§ Jus\ L A(us.i)» Es/No). (6.1)
=1
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Observe in Figure 6.3 that in a typical three-stage concatenated design, the IrURC
decoder has two mutual information outputs, namely Ig(u,) and Ig(,), where Ig,) is
the total mutual information of Ig, ), Vi. Both of these mutual 1nformat10n compo-
nents depend on two a priori mutual information inputs, namely on I4(,,) and I4(,).

The two functions can be defined as

IE(ug) = fug[IA(uz),IA(vz)L _ (62)
Iewy = foolla@a)s Laws)]- (6.3)

Again, in this Ir-BICM-ID scheme, we continue invoking inner iterations, until we
succeed in generating sufficiently reliable mutual information Ig(.,,), before activating
the outer iterations. Hence we may combine the inner component blocks according to
Figure 6.4, where the dotted box indicates the inner I'URC-IrMapper component. The

EXIT function of this inner component can be defined by
IBtus) = fuallauz), Eo/No]- (6.4)
For the IrCC decoder, the EXIT function becomes

Ip@) = fullaw)- (6.5)

6.3.1 Area Property

The so-called area-property of EXIT charts [144] can be exploited for creating a near-
capacity Ir-BICM-ID scheme based on EXIT curve matching. The area property of
EXIT charts [144] states that the area under the EXIT curve of an inner decoder
. component is approximately equal to the attainable channel capacity, provided that
the channel’s input symbols are equiprobable. As for the outer component, the area
under its EXIT function is equivalent to (1 — R,), where R, is the outer component’s

coding rate.

According to [144], the area property of EXIT charts may be exploited by consid-
ering Figure 6.5. Explicitly, the area under the EXIT curve [144] of the inner code
quantifies the capacity of the communication channel (the upper a priori channel 1 in
Figure 6.5), when the communication channel’s input is constituted by equiprobable
M-ary symbols, while the a priori channel (the lower a priori channel 2 in Figure

6.5) is represented by a Binary Erasure Channel (BEC) This area property was shown
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to be valid for arbitrary inner codes and communication channels, provided that the
a priori channel 2 of Figure 6.5 is the BEC (144, 145]. Furthermore, there is experi-
mental evidence that the area property of EXIT charts is also valid for the a priori
Channel 1 of Figure 6.5, when it is constituted by AWGN [91] and Rayleigh fading
channels [146]. '

_u_> Encoder T > acﬁ)riorlil Y - E(z)
anne A(x) MAP ——————
— Decoder E(u)
U a priori v L
= Ch 12 >
anne A®v)

* Figure 6.5: The encoding and decoding processes of an intermediate encoder. The input bits u
emanate from an outer encoder, whose output symbols z are fed to an inner encoder.
The apriori channels are used to model the outer and inner decoders. The notations
A(.) and E(.) represent the a priori and extrinsic information, respectively.

Let A,, and A,, be the areas under the EXIT function of f,, (i) and f;;!(i), where
i € [0, 1], which can be defined as ‘ ,

A‘Ul = /01 f'Ul (Z)d’t, Avl - /01 figl(l)dz =1- A’Ul' | (66)

Therefore the area A,, under the inverse of the EXIT function is approximately
equivalent to the coding rate, A,, & R,. Since the I'URC has a coding rate of unity,
the area A,, under the combined inner component block’s EXIT curve in Figure 6.3,

can be defined as follows
A’Ug =~ Cchannels (67)

where Clrannet is the achievable channel capacity in the presence of equi-probable sym-
bols. If the inner code rate is not equal to one or the precoder does not have a unity
code.rate, there would be a capacity loss, which the outer code is unable to recover.
Our aim is to create a near-capacity design associated with a narrow EXIT tunnel be-
tween the inner and outer EXIT function, reaching the convergence point (1,1), which

“typically yields an inﬁnitesimally low BER.
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6.4 Irregular Components

The irregular components consist of several subcodes, each of wﬁich exhibits a different
EXIT function, at a different coding rate. The irregular components employed by the
Ir-BICM-ID scheme are .the IrCC, IrURC and the IrMapper of Figure 6.3, where the
IrCC is invoked as the irregular outer component, while the I'URC and IrMapper are

combined as the irregular inner component.

6.4.1 Irregular Outer Codes

In this chapter, we introduce a hybrid combination of irregular repetition codes and
convolutional codes, which constitute the Ir-BICM-ID encoder. The original outer
IrCC component was proposed by Tiichler and Hagenauer [143], which consists of
different-rate components created from a mother code by puncturing. To be more
specific, the IrCC was designed from a 1/2-rate memory-4 mother code defined by the
Generator Polynomials (GPs) (1,G2/G;), where puncturing was employed to generate

a set of codes having gradually increasing coding rates. The feedback polynomial is

defined by G; =1+ D + D* = (31)g and the feedforward polynomial is represented by

Gy =1+ D?+ D*+ D* = (27)s.
For lower code rates, two additional generator polynomials, namely G5 =1+ D +
D? 4 D* = (35)g and G4 = 1+ D + D3 + D* = (33)3 are employed. The total number
of subcodes in the memory-4 IrCC arrangement is F = 17, having code rates spanning

the range of [0.1,0.9], with a step size of 0.05.

The EXIT functions of these IrCC subcodes are shown in Figure 6.6, indicated
by the dotted lines. Observe in Figure 6.6 that the original memory-4 IrCC exhibits
a near-horizontal portion in the EXIT chart, which is typical of strong CCs having a

memory of four and associated with 16 trellis states. In order to match the shape of the

inner codes’ EXIT curves more accurately, the shape of the outer codes’ EXIT functions
can be adjusted in a way, which allows us to match a more diverse-shaped set of inner-
code EXIT functions. Hence we introduce a more diverse range of EXIT functions,
particularly along the diagonal region of the EXIT chart. This can be achieved by

invoking weaker codes having a lower memory.

Accordingly, memory-1 CCs are also in corporated in the IrCC scheme, which have

a simple two-state trellis diagram. The generator polynomial of this memory-1 0.5-rate
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Figure 6.6: EXIT functions of the F = 36 subcodes of the IrCC schéme of Figure 6.3 as specified in

mother code is defined by GPs (1,G2/G1), where we have G; = D and G, = 1. For

(. For higher

~code rate, the puncturing pattern of the memory-4 IrCC is employed [143]. This way

" we generate 10 additional EXIT functions, as shown by the dashed lines in Figure 6.6,
spanning the range of [0.45,0.9], with a step size of 0.05. The 10 memory-1 CC are
specified by the tuples {r, (w1, ws,ws),!, (pl,pz,p3,p4)}, where r represents the code
rate, w; specifies how often the GP G; occurs, [ is the puncturing period and the
puncturing pattern is defined by p;, which is the octal representation associated .with
G; [142,143]. These additional 10 memory-1 CC is detailed in Table 6.1.

A repetition code is a simple memoryless code, which consists of only two codewords,
namely the all-zero word and the all-one word. Since it has no memory, the EXIT

functions of such repetition codes are diagonally-shaped. In Figure 6.6, we have nine

different-rate repetition codes as indicated by the solid lines and spannmg the code-rate
range of [0.1,0.5] with the step size of 0.05.
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T wy,wa, w3 | 1 D1,P2,P3, P4
0.45 1,1,1 9 777,777,021
0.5 1,1 1 1,1
0.55 1,1 11 3777,2737
0.6 1,1 3 7,3
0.65 1,1 13 17777,05253
0.7 1,1 7 177, 025
0.75 1,1 3 7,1
08 | 11 |4 17,1
0.85 1,1 17 t 377, 777, 010, 101
0.9 1,1 9 777,1

Table 6.1: The additional 10 memory-1 CC specified by the tuples {r, (wy, w2, ws), {, (1, D2, D3, pa)}

Each of these F = 36 subcodes encodes a specific fraction of the bit stream u; of
Figure 6.3 according to a specific weighting coefficient «;, where i = 1,2,...,36. More
specifically, let us assume that there are L number of encoded bits v; in Figure 6.3,
where each subcode i encodes a fraction of a;r;L and generates ;L encoded bits using
a coding rate of ;. Let us assume that there are F number of subcodes and that the

following conditions must be satisfied:

.
o =1, (6.8)
=1

where R, = Zle a;r; with o; € [0,1], Vi and R, is the average outer code rate. The
EXIT functions of all F = 36 IrCC subcodes are shown in Figure 6.6. The subcodes of

the outer component code are summarised in Table 6.2.

6.4.2 Irregular Inner Codes

In order to generate a narrow but nonetheless open EXIT chart tunnel, which leads to
the convergence point of (14, Ig) = (1,1), we have to design inner EXIT functions which
match the shape of those in Figure 6.6 and exhibit a wide variety of EXIT characteristic
shapes. Again, in this chapter, we propose an inner decoder block, which consists of

an Ir'URC and IrMapper combination.

First, we investigate the effect of having different precoder memories, when commu-
nicating over an uncorrelated Rayleigh fading channel using 8PSK modulation employ-

ing GM. The serial concatenated precoder and mapper represents the inner component
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Code Index i Type Coding Rate || Code Index ¢ Type Coding Rate
1 CC mem-4 0.10 19 Rep. Code 0.15
2 CC mem-4 0.15 © 20 Rep. Code 0.20
3 CC mem-4 0.20 21 Rep. Code 0.25
4 CC mem-4 0.25 22 Rep. Code 0.30

5 CC mem-4 10.30 23 Rep. Code 0.35
6 CC mem-4 0.35 24 Rep. Code 0.40
7 CC mem-4 0.40 25 Rep. Code 0.45
8 CC mem-4 0.45 26 Rep. Code 0.50
9 CC mem-4 0.50 27 CC mem-1 0.45
10 CC mem-4 0.55 28 CC mem-1 0.50
11 CC mem-4 0.60 29 CC mem-1 0.55
12 CC mem-4 0.65 30 CC mem-1 0.60
13 CC mem-4 0.70 31 CC mem-1 0.65
14 CC mem-4 0.75 32 CC mem-1 0.70
15 CC mem-4 0.80 33 CC mem-1 0.75
16 CC mem-4 0.85 34 CC mem-1 0.80
17 CC mem-4 0.90 35 CC mem-1 0.85
18 Rep. Code 0.10 36 CC mem-1 0.90

Table 6.2: The outer CC with different number of memories (mem.) and repetition (rep.) subcodes
used in the hybrid IrCC component of Figure 6.6, where each subcode index ¢ corresponds
to the o; weighting coefficient in Equation (6.8).

block shown in Figﬁre 6.4, although, without inner iterations. We conducted a full

search for all URCs, invoking a memory of up.to. three. The 10 most distinct EXIT
functions are plotted in Figure 6.8. The GPs of the URC are defined in the form of
(G1,G>), where G and G, represent the feedforward and feedback polynomials in octal

format. The corresponding shift-register component schematics are shown in Figure

6.7.

URCindexi || G| Gz || URCindexi | G; | Ge
URC, 23 3s URCs 10g | 133
URC: 4g s URC, 155 | 14g
URC; 165 | 173 URCyg 1 Qg 17s
URCy4 s 58 URCy 135 | 175
URCs 6s Ts URCyp Ts 6s

Table 6.3: The outer URC subcodes used in the hybrid IrCC component, where each subcode index
i corresponds to the a; weighting coefficient in Equation (6.8).

Note from Figure 6.8 that the bit-to-8PSK symbol mapper employing GM does

not benefit from the iterations, since its EXIT function is a horizontal line, as shown
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in Figure 3.15. In contrast, the modulator invoking other mappers would require
iterations within the inner component, since the corresponding EXIT function is not
a horizontal line. Therefore, a near-capacity scheme requires inner iterations between

the URC decoder and the demapper of Figure 6.4.

Let us now create a range of ['URC schemes consisting of three URCs, each having a
different memory length. After evaluating the EXIT chart of all possible combinations
of up to three different-memory URCs, we selected the three most dissimilar URC

EXIT functions. More specifically, we used the GPs (G, G2) of (2,3)s, (4,7)s and
(16,17)s, or (1,14 D), (1,14 D+ D?) and (1+ D+ D? 1+ D + D? + D%, which are
termed as URC; URC,; URCs;, respectively, as part of the subcodes specified in Table
6.3.

Finally, the IrMapper of Figure 6.3 consists of irregular mapping schemes, each
invoking a different bit-to-symbol mapping strategy. Here, we consider an 8PSK con-
stellation and employ four different mapping schemes, which exhibit dissimilar EXIT -
functions, namely Gray Mapping (GM), Ungerbock’s Partitioning (UP) [16], Block
Partitioning (BP) and Mixed Partitioning (MP) [51], as defined and specified earlier
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Figure 6.8: EXIT functions of the Q = 10 inner URC sub-components of Figure 6.7, specified in
Table 6.3, when communicating over uncorrelated Rayleigh fading channels at Ey/Ny =
5.3dB. The precoders of Table 6.3 having memories of 1, 2 and 3 were employed in
conjunction with an 8PSK GM using no inner iteration.

in Table 3.1. The corresponding bit-to-symbol mapping schemes are repeated in Table

6.4 for convenience.

With the IrURC and IrMapper schemes defined, we proceed by creating Q = 12
different EXIT functions for the inner decoder components, each invoking a different
combination of the IrURC and IrMapper schemes of Table 6.4. For example, the URC,
scheme employing the GM arrangement was defined in Table 6.4 as UM;.

The EXIT functions of the Q = 12 combined inner IrURC-IrMapper components
are plotted in Figure 6.9 for E,/Ny = 5.3dB. Note that these EXIT functions exhibit
a wider range of shapes compared to the non-iterative, Gray-mapped IrURC shown

in Figure 6.8. The weighting coefficients are defined as 3, satisfying the following
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Mapping, Type Mapping Indices to Corresponding
' Signal Points (cos2mwi/M, sin2mi/M) for
_ i€ 01234567
GM 01326754
Uup 01234567
BP 73624051
MP 02174653
Inner Component ]l URC Type/Mapping Type
UM; URC,/GM
UM, URC,;/GM
UM; : URC3/GM
UMy URC, /UP
UMs URC,/UP
UMs . URC3/UP ,
UM; - URC,/BP r
UMg URC,/BP
UMy URC3/BP .
UMio - URC,/ MP
UMp ' URC,/MP
- UMy . URC3/MP

Table 6.4: Various mapping schemes and URC Mapper (UM) combinations, each exhibiting a dif-
ferent inner EXIT function. The bit-to-symbol mapping strategies were Gray Mapping
(GM), Ungerbéck’s Partitioning (UP), Block Partitioning (BP) and Mixed Partitioning
(MP) [51], where M is the number of constellation points.

conditions:

Q .
> Bi=1 andB€01], Vi (6.9)

=1

6.4.3 EXIT Chart Matching

We adopt the EXIT chart matching algorithm of [143] to jointly match the EXIT
functions of both the irregulér inner and outer components, as detailed in Section
6.4.2. The EXIT functions to be considered are described in Equations (6.4) and (6.5).
More explicitly, we intend to minimise the EXIT-tunnel area represented by the square

of the error function of

e(i) = [fu (i, Bo/No) — fo; (8))- . (6.10)
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Figure 6.9: EXIT functions of the Q = 12 inner sub-components of Figure 6.4 and Table 6.4, when
communicating over uncorrelated Rayleigh fading channel at Ey/Ny = 5.3dB.

Furthermore, the error function should be larger than zero and may be expressed
as [143):

1 |
T,y ap) = / e(i)?di, e(i)>0,¥ie[0,1], OR
0

T (B, .., Ba) = /Ole(i)2di, e(s) > 0,¥i € [0, 1],  (611)

where Q or F is the number of irregular sub-codes used either by the inner or by the
outer components, depending on where the matching process is executed. We term
the constraint of Equation (6.11) as condition C:1. Another constraint we impose
here is that of ensuring that Equations (6.8) and (6.9) are fulfilled and we term these
as condition C:2 and C:3, respectively. The term function J(.) of Equation (6.11)
satisfies these conditions, depending on where the matching process is executed. When
the matching algorithm is executed with respect to the outer codes, the term o; of

Equation (6.8) would be used and when it is executed with respect to the inner codes,
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the term f; of Equation (6.9) would be considered.

The joint EXIT chart matching algorithm of [143] is applied alternatively to the
inner and outer components in order to find the optimal value of agpy and Sopt Which

is summarised as follows

Step 1: Create the F outer components of the IrCC and the Q inner URC Mapper

components (UM), as shown in Figures 6.6 and 6.8.
Step 2: Select one out of Q UMs, as the inner component to be used.

Step 3: Select an initial outer coding rate Ry, to be employed in the EXIT-chart
matching algorithm of {143]. This Ry is the initial Rrg to be placed in the matrix
d as detailed in [143)].

Step 4: Employ the EXIT chart matching algorithm [143] to obtain aept, subject to
the constraints of C:1 and C:2, given by Equations (6.11) and (6.8).

Step 5: Repeat Step 3 and Step 4 iteratively, until a sufficiently high initial rate
R, is obtained.

Step 6: Record the resultant outer EXIT curve.

Step 7: Invoke the EXIT chart matching algorithm for finding the best weights of
the Q number of UMs to match the IrCC’s outer EXIT curve of Step 6, in order
to obtain Bopt. This process is subject tovthe constraints of C:1 and C:3, given
by Equations (6.11) and (6.9).

Step 8: Record the resultant inner EXIT curve and repeat the EXIT chart matching
process of Step 4, Step 6 and Step 7, each time with a small increment of Ry,

until no more increment is possible.

Step 9: Activate the EXIT matching algorithm to find the best-matching outer code
EXIT chart function for the target inner code EXIT function, this time using one
out of Q UMs, which was not used in Step 2. Repeat Step 4, Step 6, Step 7
and Step 8, until all the Q number of UMs were tested.

Step 10: Terminate the algorithm, choose the best values of agpy and Bopt, yielding

the highest possible outer coding rate.
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Eventually, at the end of the EXIT chart matching process, the EXIT function
JurlLa@y)] of Equation (6.5) corresponds to the best IrCC, which migh£ be constructed
' from F = 36 subcodes, where each subcode EXIT function is defined as f7 [Z4(.,)]. This
also implies that the EXIT function JolLa(wy)] is the weighted superposition of F = 36
EXIT functions, satisfying the following conditions

©F
Follawnl =D st L) (6.12)

i=1

In a similar, fashion, the EXIT function of f,[I A(uz), Eb/No] in Equation (6.4)
corresponds to that specific irregular inner component, which might be constructed
from Q = 12 subcomponents. The weighted superposition of the EXIT function

5 L auz)s B/ No] of each sub-component results in

’ Q
fuz [IA(ug)a Eb/NO] = Z /B’L ;2 [IA(UQ)’ Eb/NO] (613)
i=1

6.5 Simulation Results

In this section we embark on characterising the proposed Ir-BICM-ID scheme in terms
of its EXIT chart based convergence behaviour for transmission over the uncorrelated
Rayleigh fading channel. Let us employ the EXIT chart matching algorithm described
in Section 6.4.3, invoking the hybrid combination the IrCC, IrURC as well as IrMapper
schemes. The adjustable shapes of the EXIT functions enable us .to reduce the open
EXIT tunnel area and hence to create a near-capacity Ir-BICM-ID scheme. As a further
benefit, we are able to shift the inner EXIT function closer to the (I al £) = (1,1) point

for the sake of achieving an infinitesimally low BER. 5

Since the inner IrURC componént has a unity rate by definition, the effective
throughput of the Ir-BICM-ID scheme may be expressed as n = R - logoM bits per
channel use, where M is the number of constellation points and R denotes the coding
rate of the outer IrCC. The relationship of the SNR (E,/Ny) and E,/Ny can be repre-
sented as E,/Ny = Ey/Np - 1, where Ny is the noise power spectral density and E; as
well as Fj denotes the transmit energy per channel symbol use and per bit of source

information, respectively.

Later in this section, we will analyse the complexity of the near-capacity IrCC -

scheme, which can be quantified in terms of the number of trellis states of the IrCC
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“and Ir'URC components. The complexity of the IrMapper is low and hence it is ignored
in the complexity calculation. In order to reduce the complexity, we are also able to
adjust the weighting coefficient a; for the various subcodes CC®, creating a flexible
Ir-BICM-ID scheme. \
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Figure 6.10: EXIT functions of the classic BICM-ID inner and outer components of Figure 6.1, when
transmitting over an uncorrelated Rayleigh fading channel using 8PSK UP modulation.

The conventional BICM-ID scheme dispenses with the URC, hence the inner com-
ponent consists of a simple demapper. Therefore in Figure 6.3, the dashed box sur-
rounding the inner component representing the BICM-ID scheme is constituted solely
by the demapper. The outer code, is constituted by a convolutional code. Figure 6.10
illustrates the EXIT functions of both the inner and outer components, where the outer

code rate was 2/3, associated with a memory of ¢ = 3,4 and 6.

Observe from Figure 6.10 that the inner demapper does not reach the point of
convergence at (1,1). Furthermore, there is a mismatch between the corresponding

EXIT curve shapes, indicating an E,/N, ‘loss’ with respect to the capacity. ‘A further
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Ey/Ny improvement is achieved upon introducing the IrCC outer code, which reduces
the area of the open EXIT tunnel, as shown in Figure 6.11, but still exhibits a ‘larger-
than-necessary’ EXIT tunnel. Figure 6.11 shows that the shape of the outer IrCC
'EXIT function is better matched to that of the inner codes, as indicated by the dotted

line shifting upwards, when the channel’s E,/N, value increases. ‘
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o
o
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04 1
0.3 | «
. F=17, IrCC
0.2 —— Demapper, 4dB
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=y e Demapper, 7dB
0.0 e Demapper,.SdB
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Figure 6.11: EXIT functions of the BICM-ID inner and outer components, using a F = 17 IrCC of
memory-4 as the outer component, when communicating over an uncorrelated Rayleigh
fading channel invoking 8PSK UP modulation. The general structure of the schematic
is shown in Figure 6.1 by replacing the CC encoder with the F = 17 IrCC of mémory—4,
-as detailed in Table 6.2.

Let us finally employ the EXIT chart matching algorithm described in Section
6.4.3, invoking the IrCC, IrURC as well as IrMapper schemes. The shape of the EXIT
functions enables us to reduce the open EXIT tunnel area and hence to create a near-

capacity Ir-BICM-ID scheme. As a further benefit, we are able to shift the inner EXIT

function closer to the (1,1) point for the sake of achieving an infinitesimally low BER.

We observe from Figure 6.12 that the open EXIT tunnel of the resultant scheme
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Figure 6.12: EXIT functions and the trajectory of the Ir-BICM-ID schemes of Figure 6.3 designed
for transmission over an uncorrelated Rayleigh fading channel at Ey/Ny = 5.3dB.
The overall code rate is 0.635, the effective throughput is 1.905 bit/symbol and the
modulation scheme is 8PSK. The weighting coefficients aopt and Bopt are given in
Equations (6.14) and (6.15), while the individual subcodes are detailed in Tables 6.2
and 6.4.

is narrow and reaches the point of convergence at (I4,Ig) = (1,1). However, since
the number of iterations required increases, the decoding complexity is also increased.
Figure 6.12 also illustrates that the trajectory matches the inner and outerv EXIT
functions and evolves within the narrow tunnel, reaéhing the‘ (I4,Ig) = (1,1) point of

convergence for an interleaver length of 300,000.

Note that the proposed Ir-BICM-ID scheme has advantages over the bit-interleaved
irregular modulation scheme of [138], when we further explore the effects of various
mapping schemes combined with URCs having different memory lengths. This gives
us the flexibility of adjusting the EXIT curve shape in order to achieve a low BER, "

without having to change the number of modulated constellation points, which would
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require complex state-of-the-art AMC [139]. Furthermore, we employ the joint EXIT
chart matching algorithm of Section 6.4.3 to produce flexible inner and outer component
codes. The complexity imposed by the iterations between the IrURC and IrMapper
schemes is low compafed to that of the outer IrCC. Our hybrid IrCC scheme employs
low-memory CCs and two-state memoryless repetition codes, which allows us to reduce

the trellis complexity of the scheme.

The EXIT function of Figure 6.12 was recorded for the EXIT chart matching al-
gorithm of Section 6.4.3 for an overall coding rate of 0.635. The resultant weighting

coefficients of agpy and B,pe are

Qopt ~— [.011, ey 036]
= [0, 0,0.0311597,0,0,0,0,0,0,0,0,0.0293419, 0.0228237, 0, 0.0309682,
0,0,0,0,0,0,0,0.0837582,0,0,0,0.404757,0,0,0,0,0,0, 0,0, 0.397229]

— [ag.0311597’ a(1).20293419, a(1)330228237’ 0?50309682, ag§30837582
» ag’.?404757, ag.6404757], v (6 14)
ﬁopt - [ﬁl, ey ,312]
= [0,0, 0.340_268, 0,0.550512,0,0,0,0.109219, 0,0, 0]
= [163340268, g.550512“88.109219]’ (615)

where o7 and (3! refer to the weighting coefficient of a; and §; having a value of j. Those

components having 0 weighting coefficient are ignored in the expression for clarity.

The theoretical Discrete-input Continuous-output Memoryless Channel’s (DCMC)
capacity [110] was described in Section 4.5.2 which is plotted in comparison to the
maximum achievable capacity of the proposed Ir-BICM-ID scheme in Figure 6.13.
Note that the achieveable capacity of the Ir-BICM-ID scheme is close to the DCMC'’s
capacity. For example, at SNR = 6dB the discrepancy between the theoretical capacity
and the proposed coded modulation scheme’s is less than 0.1dB in Figure 6.13. This
confirms the benefits of the proposed EXIT chart matching approach.

The dashed line combined with the dot marker of Figure 6.13 shows the achievable
thfoughput of the Ir-BICM-ID scheme, when employing Tiichler’'s F = 17 memory-4
IrCC [143]. Since the EXIT functions of the 17 subcodes consist of memory-4 CCs, the

EXIT curves exhibit a rather gently shaping, near-horizontal shapes in their middle
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Figure 6.13: The maximum effective throughput of the propose Ir-BICM-ID scheme of Figure 6.3
in comparison to the theoretical DCMC capacity plot [147] using 8PSK-modulated
transmission over the uncorrelated Rayleigh fading channel.

section as can been seen in Figure 6.6. Therefore the matching process exhibits a higher
discrepancy from the DCMC’s capacity. When introducing the whole range of F = 36
subcodes for the new hybrid IrCCs, we attain a closer match to the channel capacity,

as shown by the cross-markers of Figure 6.13.

Figure 6.14 shows the BER performance of the Ir-BICM-ID scheme for different
interleaver lengths. The DCMC’s capacity limit is £,/Ny = 4.89dB at a throughput -
of 1.905 bit/symbol using 8PSK. By interleaving over 300,000 bits, the Ir-BICM-ID
design becomes capable of achieving an infinitesimally low BER as close as 0.32dB
from the theoretical capacity limit, as shown in Figure 6.14. When we decrease the
interleaver length by a factor of 10 to 30,000 bits, the performance degrades, but still
remains within about 0.75dB of the capacity. We include the classic 1/2- and 2/3-rate
BICM-ID benchmarker scheme [23] having a 300,000-bit interleaver length as well as
the BICM-ID scheme employing the F = 17 IrCC [143] outer code of rate-0.62. All the
benchmarkers exhibit BER > 107° even at E,/Np = 8dB, which is relatively far from
the capacity limit of E,/Ny = 4.89dB.

The complexity of the scheme is illustrated in Figure 6.15, quantified in terms-of
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Figure 6.14: The BER performance of rate-0.635 Ir-BICM-ID schemes of Figure 6.3 at an effective
throughput of 1.905 bit/symbol, using two different interleaver lengths and that of the
classic 8PSK UP BICM-ID of Figure 6.1, employing a coding rate of R = 1/2 and 2/3,
respectively. A BER benchmarker of BICM-ID scheme invoking rate-0.62 outer IrCC
proposed in [143] employing UP mapper is also attained. All subcodes of the irregular
codes invoking IrCC and UM are detailed in Tables 6.2 and 6.4.

the number of trellis states for both the IrCC and IrURC schemes. As shown in Figure
6.15, the system requires a higher complexity for performing closer to capacity, namely
at Ey/Ny = 5.3dB. Note that we involve a total of about 6 x 108 trellis states of the
IrURC and IrCC decoder for decoding 300,000 bits. By increasing the E;/Ny values,
we are able to reduce the complexity of the system, as the EXIT tunnel becomes
wider. Figure 6.16 illustrates the benefits of increasing Ey/Ny from 4dB to 10dB. At
E,/Ny = 6.5dB, the number of trellis states involved decreases exponentially to around

1.8 x 108.

Another way of reducing the complexity is to decrease the IrCC scheme’s coding
rate, in which case we would also sacrifice the near-capacity performance. The EXIT
functions recorded for coding rates of R = 0.5 and R = 0.4 are shown in Figure 6.17,
where the number of outer iterations was / = 10 and 7, respectively. The weighting
coefficients ay for the IrCC having coding rates of R = 0.5 and R = 0.4 are detailed
in Table 6.5.
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Figure 6.15: The complexity of the Ir-BICM-ID scheme of Figure 6.3 measured with respect to the
number of trellis states employing the same weighting coefficients as in Figure 6.14
to achieve a BER of 10~5. This scheme communicated over an uncorrelated Rayleigh
fading channel using interleaver over a total of 300,000 bits/frame.

IrCC Weighting Coefficient
Coding Rate || aopt = [0, ..., 036) ‘
0.5 [0,0,0,0,0,0,0,0,0, 0, 0, 0.168897, 0.0151061, 0, 0, 0.158275,

0.124163, 0, 0, 0, 0.533687, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, 0, O |

0.168897  0.0151061 .0.158275 .0.124163 . 0.533687
3¢ » 3 » Xg ) 097 ) Qo1 ]

0.4 [0, 0,0,0,0,0,0,0,0, 0, 0, 0157339, 0, 0, 0.139792, 0.0657432,
0, 0.195015, 0, 0, 0.442172, 0, 0,0, 0, 0, 0, 0, 0, 0, 0, 0, O, 0, O, O]

0.157339 .0.139792 . 0.0657432 .0.195015 ,0.442172
[o; » &15 » &g )y 218 )y X1 |

Table 6.5: Weighting coefficients aqpt for IrCC having coding rates of R = 0.5 and R = 0.4.
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Figure 6.16: The EXIT functions of Ir-BICM-ID scheme of Figure 6.3 for the inner component
having a coding rate of R = 0.635, when commuhicating over an uncorrelated Rayleigh
fading channel at various E,/Ny values. The weighting coefficients aopt and fFopt are
detailed in Equations (6.14) and (6.15), respectively. '

6.6 Chapter Conclusions

In this chapter, we proposed an Ir-BICM-ID -scheihe, invoking irregular encoders, pre-
~ coders and modulators. Each component consists of irregular structures of various
subcodes. Section 6.2 details the structure of the Ir-BICM-ID scheme specifying the
activation order of both the outer and inner components. This ”three—stage concate-
nated system can be regarded as a two-stage system, when treating the I'URC and
IrMapper as the combined inner block. The EXIT chart of Figure 6.9 in Section 6.3
illustrates the corresponding 2-D EXIT functions. |

The irregular IrCC components are further improved by introducing more EXIT

functions with the aid of designing new memory-1 CCs and repetition codes, as de-

0
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Figure 6.17: The EXIT functions for IrCCs of coding rates R = 0.5 and R = 0.4, when communi-
cating over an uncorrelated Rayleigh fading channel. The weighting coefficients aopt
and fopt are detailed in Table 6.5 and Equation (6.15), respectively.

scribed in Section 6.4 of Table 6.2. The outer component of the hybrid IrCC consists
of F = 36 subcodes, while the inner component consists of Q = 12 subcodes, which are
given in Tables 6.2 and 6.4, respectively. As detailed in Section 6.4.2, the proposed in-
ner code consist of a combination of memory-1 up to memory-3 IrURCs, each invoking

various mapping strategies, as outlined in Table 6.4.

The EXIT matching algorithm of [143] was modified to match both the inner and
outer irregular components, as described in Section 6.4.3. The result of this matching
procedure is the Weighted superposition of both the inner and outer EXIT functions,
havi‘ng the weighting coefficients of dopt and Bop:. This results in a narrow EXIT tunnel,

as shown in Figure 6.12.

Section 6.5 illustrated the attainable performance of the proposed Ir-BICM-ID

scheme. Figure 6.13 quantifies the discrepancy of this new scheme with respect to
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the theoretical capacity. At low SNR, for example at SNR = 6dB, the capacity of
the system can be as close as 0.1dB from the capacity. The BER curve of the system
exhibits an infinitesimally low value at about 0.32dB from the DCMC'’s capacity limit,

when using an interleaver length of 300,000 bits, as shown in Figure 6.14.

Due to its close-to-capacity performance, the Ir-BICM-ID may require a high num-
ber of iterations. Figure 6.15 shows the complexity of the scheme quantified in terms
of the total number of decoding trellis states of the IrCC and IrURC schemes. We can
observe that the closer this system operates to the capacity, the higher the implemen-
tational complexity imposed. The complexity decreases exponentially, as the distance
from capacity increases. However, the complexity imposed may be reduced by increas-
ing the operational Ey/N, values, as shown in Figure 6.16. Furthermore, by adjuSting
Qopt in order to reduce the coding rate, we can increase the width of the EXIT tunnel,

as seen in Figure 6.17.




IChapter 7

Conclusidns and Future Work

The summary of the thesis is provided in Section 7.1, while a range of future research

ideas is suggested in Section 7.2.

7.1 Summary and Conclusions

7.1.1 Chapter 1

In Chapter 1, we presented a historical perspective of various.coded modulation schemes,
including MLC, BICM, BICM-ID, TCM and TTCM. An overview of the related re-
search contributions was provided in Section 1.1. The main contributions on coded
modulation schemes were summarised in Table 1.1. Chapter 1 also presented the
general organis‘ation of this thesis, as outlined in Section 1.2.1. Finally, the novel

contributions based on the related publications were discussed in Section 1.2.2,

7.1.2 Chapter 2

In Chapter 2, we provided an overview of the theoretical background on multilevel
coding, which constitutes a powerful bandwidth efficient coded modulation scheme
employing several component codes and invoking Appropriate bit-to-symbol mapping.
In Section 2.2, we considered the traditional design of MLCs, based on an M = 2!-PSK
signal constellation employing [ number of co.mponent codes, as seen in Figure 2.1.
In Section 2.2.1, we discussed various labelling or bit-to-symbol mapping strategies

proposed in the literature. The equivalent channel model based on the chain rule of

207
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mutual information was presented in Section 2.2.2.

The iterative decoding of MLCs based on the PID structure was illustrated in
Figure 2.8, where the signal labels were independently grouped without any a priori
knowledge during the first decoding step within the PID scheme. The decoding of
MLCs employing the MSD structure was shown in Figure 2.10, where the component
codes were decoded stage-by-stage. The soft information bit provided by any of the
previous stages was passed to the next stage during the decoding process. In order to
determine the optimum coding rate for each component code of the MLC scheme in
Section 2.2.5, we discussed two different rate-design rules suggested in the literature.
First, the capacity rule [61] based on equivalent channel was presented in Section
2.2.5.1. Secondly, the balanced distance [51] rule considering the Euclidean distance
between different signal pair sequences was outlined in Section 2.2.5.2. The MLC UEP
design, which is capable of protecting the more significant bits more strongly, was

introduced in Section 2.2.6.

A single level coded modulation scheme, namely the BICM, which can be considered
as a subset of MLCs was detailed in Section 2.3. Here, we discussed the encoder and.
decoder structure of BICM, as shown in Figures 2.15 and 2.18. BICM consists of three
general blocks, namely the encoder, the interleaver and the mapper as well as their cor-
" responding decoder, deinterleaver and demapper counterparts. The iteratively detected
version of BICM, namely BICM-ID, was further discussed in Section 2.4. Given the
iterative decoding structure of Figure 2.20, we studied the extrinsic probability pro-
vided by the SISO module, which may be used to generate a soft-information feedback
for the demodulator in order to achieve further iterative gains. Various bit-to-symbol
mapping schemes can be designed for BICM-ID, which were detailed in Section 2.4.1,
where different criteria based on the intra-set Euclidean distance and on the bit-wise

mutual information were presented.

7.1.3 Chapter 3

In Chapter 3, we considered an EXIT-chart based design of our iterative BICM-ID and
MLC schemes. We first conducted a comparative study of various coded modulation
schemes in terms of their delay imposed by the interleaver block lengths, iterative
protection aided performance as well as their complexity versus the number of their

decoding trellis-states. The system model of these schemes was presented in Section




7.1.3. Chapter 3 . ) 209

3.2.1, while the system parameters includihg the generator polynomials and puncturing
matrix were shown in Section 3.2.2. Figure 3.1 portrayed the system structure of the

coded modulation scheme considered in this comparative study.

We plotted the BER performance curves based on our simulation results in Section
3.2.3 for various parameters. Figures 3.5 and 3.6 showed the BER pérformance of
various coded modulation schemes having different trellis-complexity and different in-
terleaver block lengths. Table 7.1 summarises the attainable coding gain of these coded
modulation schemes with réspect to different trellis-state complexities and interleaver
lengths. The UEP capability of our MLC schemes was characterised in Figure 3.7 for
each of the different ML.C protection levels. '

Again, EXIT chart analysis was introduced in Section 3.3. First we considered the
mutual information exchanged between the two constituent decoders of the iterative
decoding scheme. We discussed the principles of EXIT chart construction based on
a serially concatenated systefn, as highlighted in Figure 3.8. In Sections 3.3.1.1 and
3.3.1.2, we detailed these two iterative decoding blocks, exemplified by the serially

concatenated inner and outer codes constituted by the demapper and the SISO decoder.

The EXIT chart analysis of BICM/-ID was provided in Section 3.3.2. We high-
lighted the EXIT curves of both the inner and outer codes in Figure 3.11, portraying
a range of inner EXIT functions for Ey/N, values ranging from 0dB to 10dB. Observe
that having the inner code’s EXIT func’tion above that of the outer EXIT function
would create an open EXIT tunnel, which can ensure. iterative decoding convergence
to an infinitesimally low BER. Hénce, an open EXIT tunnel recorded for the BICM-ID
scheme was exemplified in Figure 3.12. By altering the rate and the constraint length
of the outer convolutional code, we can observe the change of shape for the outer code’s
EXIT functions, as shown in Figure 3.14. The employment of an appropriate mapping
scheme is crucial for ensuring iterative decoding convergence to an infinitesimally low
BER, since the EXIT function of the inner demapper would exhibit different shapes
for different bit-to-symbol mappers, as seen in Figure 3.15. Figure 7.1 shows the initial
and final values of Ig for the inner demapper. employing fhe block-, mixed-, Gray-
and Ungerbdck-partitioning based mapping schemes of Table 3.1. Observe in Figure
7.1 that among all the mapping schemes, Gray mapping facilitates no iterative I im-
provements, while the EXIT curve of mixed partitioning ranges from the lowest Ig

value in Figure 7.1, but attains the highest Ig increments.
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Ey /Ny [dB] Coding Gain [dB]
BER = 1073 | BER = 10~° | BER = 1073 | BER = 10=°

Uncoded QPSK 6.65 9.60 0 0
Overall trellis-complexity,
v = 32 states/coded bit,
Interleaver length = 1800 symbols
MLC, 32 states 5.56 7.19 1.09 2.41
BICM, 32 states 5.63 7.97 1.02 1.63
TCM, 32 states 4.66 6.44 1.99 3.16
TTCM, 2x16 states 7.16 9.81 -0.51 -0.21
BICM-ID, 32 states 8.80 - 115 -2.15 -1.9
Overall trellis-complexity,
v = 128 states/coded bit
Interleaver length = 1800 symbols
MLC, 32 states, 41 3.88 5.5 2.77 4.1
BICM, 128 states 5.31 71 1.34 2.5
TCM, 128 states 441 6.31 2.24 3.29
TTCM, 2x16 states, 41 3.63 3.84 3.02 5.76
BICM-ID, 32 states, 41 4.25 5.13 2.40 4.47
Overall trellis-complexity,
v = 128 states/coded bit
Interleaver length = 180 symbols
MLC, 32 states, 41 4.94 6.63 171 7} 2.97
BICM, 128 states 5.94 9.38 0.71 0.22
TCM, 128 states 4.81 7.66 1.84 1.94
TTCM, 2x16 states, 41 4.56 5.44 2.09 4.16
BICM-ID, 32 states, 41 5.5 7.0 1.15 2.6

Table 7.1: Coding gains of various coded modulation schemes, namely the MLC, BICM, TCM,
TTCM and BICM-ID arrangement of Section 3.2.1 in conjunction with 8PSK modulation
against an identical effective-throughput 2 bit/symbol (BPS) uncoded QPSK scheme at
BER of 103 and 10~5. The system parameters were outlined in Table 3.5, when imposing
a different overall complexity associated with both 32 and 128 trellis-states/coded bit.
The interleaver block lengths were 1800 and 180 symbols respectively, transmitting over
an AWGN channel. The term.] denotes the number of iterations. These values were
extracted from Figures 3.5 and 3.6. v
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Figure 7.1: The start and end values of I for the various bit-to-symbol mapping schemes of Table 3.1
at Ey/Ny = 4dB, where the left and right bars associated with the same mapping scheme
represent the value of the demapper’s EXIT function at I4 = 0 and 1, respectively. Part
of these values were extracted from Figure 3.15.

In Section 3.3.3, we proposed a 3-D EXIT chart analysis concept for analysing a
three-stage MLC scheme using MSD. The MLC MSD EXIT chart construction concept
was introduced in Figure 3.17. In order to further improve the iterative detection
performance of the MLC MSD scheme, we designed a precoder-aided MLC arrangement
based on EXIT chart analysis, as outlined in Section 3.4. Specifically, the EXIT chart
based convergence analysis of this new scheme was discussed in Section 3.4.2, where the
3-D EXIT charts were illustrated along with the corresponding bit-by-bit simulation
based decoding trajectory in Figures 3.18, 3.19, 3.20 and 3.25.

The associated BER performance was discussed in Section 3.4.3. The results were
presented for both the MSD and PID decoding structure, when communicating over
an uncorrelated Rayleigh fading channel. Table 7.2 characterises the proposed MLC
system, where the achievable precoder gain indicates the E,/Ny advantage attained by

inserting a URC into the corresponding schemes, as seen in the schematic of Figures
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Ey /Ny [dB] Precoder gain [dB]
BER = 10~% | BER = 10~° | BER = 10~3 | BER = 10~°

AWGN channel
MLC MSD scheme, 61 : 3.69 5.62 0 0
MLC PID scheme, 61 - 542 . 7.62 0 0
Precoded MLC MSD scheme, 67 4.92 5.15 -1.23 0.47
Precoded MLC PID scheme, 67 5.23 5.38 0.19 2.24
Uncorrelated Rayleigh channel
MLC MSD scheme, 61 12.61 * ' 0 0
MLC PID scheme, 67 9.09 14.5 0 0
Precoded MLC MSD scheme, 67 9.26 12 3.35 0
Precoded MLC PID scheme, 67 8.83 9.17 0.26 5.33

Table 7.2: E,/Np values and the corresponding precoder gains of the MLC MSD as well as PID
schemes of Section 3.4 in conjunction with 8PSK modulation at an effective throughput
of 2 bit/symbol (BPS) at BER. of 1073 and 10~5. The system parameters are outlined in
Table 3.5. The interleaver block length is 1800 symbols, while the schemes communicated
over both AWGN and uncorrelated Rayleigh channels. The term I denotes the number
of iterations and * indicates that an error floor persists for the scheme dispensing with
the precoder. These values were extracted from Figures 3.26, 3.27, 3.28 and 3.29.

'3.21 and 3.22. Various coded modulation schemes having a decoding complexity associ-
ated with 128-trellis states were compared, when communicating over an uncorrelated
Rayleigh channel, as shown in Figure 3.30. The precoded MLC scheme exhibited a
significant precoder gain of more than 5dB for both MSD and PID.

7.1.4 Chapter 4

In Chapter 4, we constructed a MLC and BICM design based on a sphere packing aided
space time block code. The general concept of STBCs was presented in Section 4.2 in
order to provide transmit diversity for the scheme, as exemplified in Figure 4.1. We
discussed the SP design based on this STBC scheme in Section 4.3, where we designed
the space-time signal by jointly mapping the two transmit antennas’ signals to the SP
constellation points of the lattice D4. In Section 4.4, the iterative demapping of the

SP modulation scheme was outlined based on the soft-input and soft-output values.

The resultant STBC-SP-MLC system was introduced in Section 4.5, which em-
ployed a four-component-code MLC scheme, as shown in Figure 4.7. In order to deter-
mine the most beneficial coding rate for each of the component codes, we designed it

using the equivalent capacity based design rules of [51], as discussed in Section 4.5.2. -
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Ey/Ny [dB] SP gain [dB]
BER = 10% [ BER = 10~5 | BER = 10~ [ BER = 10~°
STBC-SP-MLC L1-BSA, 41 3.88 5.24 2.71 3.05
(System-1)
STBC-SP-MLC L2-BSA, 41 4.09 5.35 2.5 2.94
(System-2)
STBC-QPSK-MLC UP, 41 6.59 8.29 0 0
(System-3) ,
STBC-SP-LDPC UP, 41 4.29 5.0 2.3 3.29
(System-4) _ _ :
STBC-SP-MLC L1-BSA, 41 3.35 4.18 3.24 4.11
(10xSystem-1’s block length) »

Table 7.3: E,/Ny values and the corresponding SP gains of the various STBC-SP-MLC schemes of
Table 4.12 at an effective throughput of 1 bit/(channel use) recorded at BER. of 1073 and
1075, The system parameters are outlined in Table 4.11. The interleaver block length is
2560 bits, while the schemes communicated over a Rayleigh fading channel.. The variable
I denotes the number of iterations. These values were extracted from Figures 4.13 and
4.14.

This equivalent capacity based design was also detailed in Section 2.2.2, but-the concept

was extended in Section 4.5 to the 4-D SP scheme.

A bit-to-SP mapping scheme was introduced in Section 4.5.3, which was specifically
designed for SP modulation. The BSA of Section 4.5.3 was employed for optimising
the cost function for the different mapping schemes, which was presented in the flow
chart of Figure 4.9, outlining the algorithm in a step-by-step manner. The resultant
unequal protection design based on the BSA was discussed in Section 4.5.4, using the

so-called hybrid partitioning scheme.

The corresponding simulation results were discussed in Section 4.5.5, where the
BER performance recorded for the different systems were characterised. Based on
the proposed STBC-SP-MLC, we summarise the SP gain compared to the classic 2-D
scheme dispensing with SP in Table 7.3, which highlights the E}, /N, advantage gleaned

from the employment of SP modulation in the system.

BICM-ID invoking an STBC has been considered for exarhple in [29,33,102,116,148].
We further proposed a STBC-SP-BICM scheme in Section 4.6, which utilises this multi-
dimensional SP modulation incorporated into the STBC design. Figure 4.16 illustrates
the modél of the proposed STBC-SP-BICM scheme. A precoder was also used in Figure

4.16 in order to achieve an improved iterative decoding convergence. We concluded that
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the choice of using a GRAY mapper provided a beneficially high I5F value at I5F = 0,
as highlighted in Figure 7.2, where an open EXIT tunnel was obtained at E3/N, = 3dB.

Different mapping schemes based on 256 SP points were investigated with the aid
of the CF optimised using the BSA in Section 4.6.2. The attainable performance
was analysed with the aid of EXIT charts in Figure 4.20, which demonstrated that the
decoding convergence was indeed -achievable, even for a low-complexity memory-1 outer
decoder. Table 7.4 highlights the respective E,/Ny gain for both the non-precoded and

precoded SP schemes.
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Figure 7.2: EXIT chart for the STBC-SP-BICM demapper of Figure 4.16 for M = 16 constellation
. points, when invoking precoded Gray SP mapping schemes for Ep/Ny values ranging
from 1dB to 6dB in combination with an outer 1/2-rate CC. The system parameters

were summarised in Table 4.16.

7.1.5 Chapter 5

In Chapter 5, we discussed multimedia communications employing a MLC scheme as

well as a wireless Internet scenario, invoking a BICM-ID design. The multimedia trans-
! "L
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Ey/No [dB] Gain [dB]
BER = 10~3 | BER = 10~° | BER = 10~ | BER = 10~°

STBC-QPSK-BICM UP, 91 4.11 6.59 0 0
(Benchmarker)
STBC-SP-BICM SET SP-16, 97 3.37 5.44 0.74 1.15
(System-12)
STBC-SP-BICM precoded GRAY, 9/ 3.33 4.0 0.78 2.59 .
(System-17) '

Table 7.4: E,/Nj values and the corresponding SP gains of the various STBC-SP-BICM schemes of
Section 4.6 at an effective throughput of 1 bit/(channel use) as well as at BER of 10~ and
10~5. The system parameters are outlined in Table 4.16. The interleaver block length is
2560 bits, while the schemes communicated over a Rayleigh fading channel. The variable
I denotes the number of iterations. These values were extracted from Figure 4.19.

mission was based on a low-latency application aiming for a minimum-delay decoding.
The structure of the MLC schems using GLDPC component codes was presented in
Section 5.2. The parity check matrix of GLDPC encoder was shown in Figure 5.1, while
the decoding procedure of the GLDPC scheme was highlighted in Figure 5.3. The sys-
tem architecture of this new MLC-GLDPC scheme, invoking GLDPCs as the MLC
component codes, and employing both inner as well as outer iterations, was outlined

in Section 5.2.5.

Section 5.2.6 characterised the performance of the MLC-GLDPC scheme, while
* Table 7.5 summarised the gain obtained by the MLC-GLDPC arrangement compared
to the MLC benchmarker scherpe employing classic LDPC components. Furthermore,
based on the syndrome of each constituent code in the GLDPC scheme, in Section
5.3 we designed an adaptive iterative MLC-GLDPC scheme. This provided a useful
inner- and outer-iteration stopping criterion when the desired BER performance was
attained and hence resulted in a reduced complexity. The systém’s performance was

characterised in Section 5.3.2.

A wireless Internet scheme was proposed in Section 5.4, based on the joint design of
BICM-ID and LT coding. We presented a general overview of Fountain codes in Section
5.4.1. Based on the concept of Fountain codes, LT coding was proposed in [123] and its
design principles were summarised in Section 5.4.2. The degree distribution of the L'T-
encoded packets was outlined in Section 5.4.2.1, while our proposed degree distribution

was detailed in Section 5.4.2.2.

i
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Ey /Ny [dB] Gain [dB]
BER = 103 | BER = 10~° | BER = 10~3 | BER = 10~°

AWGN channel '

Louter = 5) Jinner =4

MLC-LDPC 5.07 5.75 0 0
MLC-GLDPC 4.52 4.59 0.55 1.16
Louter = 5; Iinner =9 .

MLC-LDPC . 4.66 5.00 0 0

MLC-GLDPC 4.39 439 - 0.27 0.61
Uncorrelated Rayleigh channel | :

Lyyier =5, Linner =4

MLC-LDPC 9.24 10.00 ' 0 0

MLC-GLDPC 7.92 . 8.00 1.32 2.00
Louter = 5, Linner =9 ’ ‘ ' : '
MLC-LDPC : 8.55 8.79 0 0

MLC-GLDPC 7.74 8.00 0.81 0.79

Table 7.5: E,/Np values and the corresponding gains of the MLC-GLDPC scheme of Section 5.2°
in conjunction with 8PSK modulation at an effective throughput 2 bit/symbol (BPS)
as well as at BER of 1072 and 1075. The gain here refers to the coding advantage of
MLC-GLDPC compared to the classic MLC-LDPC benchmarker scheme. The system
parameters were outlined in Table 5.1. The schemes communicated over both AWGN
and uncorrelated Rayleigh channels. These values were extracted from Figures 5.5, 5.6,
5.7 and 5.8. ‘

In'Section 5.4.3, wé pfoposed a serially concatenated LT-BICM-ID system, which
was characterised in the context of the wireless_ Internet propagation scenario of the
AWGN-contaminated BEC, Our simulation results were presented in Section 5.4.4,
~ characterising the BER performance for different number of BICM—ID iterations, as
well as comparing'the benefits of the proposed new degree distribution to those of

other degree distributions.

_ ‘To further improve the attainable system performance, a new LT-BICM-ID design
using LLR-based packet reliability estimation was investigated in Section 5.5, where
the system’s schematic was shown in Figure 5.25. EXIT charts were used as a tool
to predict the desired LLR threshold for LLR—baséd packet reliability estimation, as
portrayed in Section 5.5.3. The improved scheme using the novel concept of bit-by-bit
rather than packet-by-packet LT decoding was also discussed in Section 5.5.4. The
performance of this scheme was highlighted in Section 5.5.5. Table 7.6 summarises the

coding advantage of the LT—BICM—ID schemes considered in conjunction with different
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Ey/No [dB] Gain [dB]
BER = 10~2 | BER = 10~° | BER = 10~ | BER = 10~°

Original Robust distribution,

LT-BICM-ID, 107 6.25 8.43 0 0
IRD,

LT-BICM-ID, 27 8.04 8.67 -1.79 -0.24
IRD,

LT-BICM-ID, 107 7.12 7.46 -0.87 0.97
IRD, LLR-estimation,

LT-BICM-ID, 41 5.78 5.81 0.47 2.62

IRD, LLR-estimation,
LT bit-by-bit decoding,
LT-BICM-ID, 41 5.64 5.70 0.61 2.73

Table 7.6: Ep/N; values and the corresponding gains of the LT-BICM-ID schemes of Sections 5.4.3
and 5.5.2 in conjunction with 8PSK modulation at an effective throughput of 2 bit/symbol
(BPS) as well as at BER of 1073 and 10~°. The gain here refers to the coding advantage
compared to the LT-BICM-ID benchmarker employing the robust degree distribution of
Section 5.4.2.1. The schemes communicated over BEC contaminated by AWGN. These

values were extracted from Sections 5.4.4 and 5.5.5 of Figures 5.23, 5.24 and 5.35, respec- -

tively.

LT degree-distributions, different number of BICM-ID iterations, when using bit-by-bit
LT decoding as well as the LLR-based packet-reliability estimation scheme.

7.1.6 Chapter 6

In Chapter 6, we investigated a near-capacity irregular BICM-ID design approach with
the aid of EXIT chart analysis. The proposed Ir-BICM-ID scheme was highlighted in
Section 6.2, where three different irregular components were designed, namely an IrCC,
an IrtURC and an IrMapper. Figure 6.3 showed the general Ir-BICM-ID structure,
detailing each individual subcomponents and the corresponding interleavers. In Section
6.3, we discussed the employment of EXIT charts for creating a narrow but marginally

open EXIT tunnel associated with a near-capacity performance.

- The irregular components employing several different subcodes were presented in
Section 6.4. We designed an IrCC invoking both memory-1 and memory-4 as well as
repetition codes, as summarised in Table 6.2. For the inner components, an iterative
scheme exchanging extrinsic information between the I'URC and the IrMapper was

considered, each invoking various bit-to-symbol mapping strategies as well as different-
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memory URC subcodes, as highlighted in Table 6.4. This approach created a diverse
range of EXIT functions for both the inner and outer components, providing a higher
degree of freedom in designing an ‘open-but—nqrrow’_ EXIT tunnel. The EXIT chart -
matching algorithm described in Section 6.4.3 was invoked for the sake of finding opti-
mal weighting coefficient values of o, and G,,; which determined the specific function
of the input bit stream to be encoded by particular éomponent of the irregular scheme.

The whole process of designing Ir-BICM-ID scheme is summarised in Figure 7.3.

Design the Design the candidate Design the candidate
outer IrCC __o| ITURC components, | components of the
component having various memories IrMapper, using various
and GPs . mapping schemes
Select appropriate | Employ EXIT chart - Jointly select the inner
weighting - matching algorithm for | component codes & the
coefficients, | creating a narrow EXIT |~ IrURC-IrMapper, with
Qopt and Bop tunnel diverse EXIT functions

Figure 7.3: The Ir-BICM-ID design process.

Simulation were pérformed to chéracterise the Ir-BICM-ID schemes in Section 6.5.
By simply employing different-memory CCs, as shown in Figure 6.10, we may not have
the capability of adjusting the area of the EXIT tunnel in a sufficiently flexible manner.
The situation improved, when we employed'a F= 1‘7-component IrCC as portrayed in
Figure 6.11, but the performance of the resultant scheme was still some distance away
from the theoretical capacity limit. Figure 6.12 showed a narrow EXIT tunnel, hence -
the corresponding scheme exhibited a near-capacity performance, when employing the

. proposed Ir-BICM-ID using different irregular components.

The maximum throughput of the Ir-BICM-ID scheme of Section 6.2 compared to
the theoreticéd‘DCMC capacity limit was detailed in Figure 6.13, where the proposed
scheme exhibited a near-capacity performance. The BER performance was charac-
terised in Figure 6.14 for an interleaver length of 300,000 bits, demonstrating that the
BER curve was merely 0.32 dB away from the theoretical capacity limit. The asso-
ciated complexity trade-offs were characterised in Figure 6.15, where the corriplexity

increased rapidly, as the system approached the capacity bound. Therefore, in order
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to implement a physically feasible yet economic system, we also provided solutions
by creating a ‘wider-than-necessary’ EXIT tunnel. Naturaily, the resultant solutions
required an increased of Ej/Ny value at the séme IrCC coding rate. "Alternatively,
we could employ a lower IrCC coding rate at the same E,/N, value, as portrayed in
: Figures 6.16 and 6.17, despite the fact that a lower coding rate is typically associated

with an increased complexity.

Table 7.7 summarises the attainable performance of the Ir-BICM-ID schemes of
Section 6.2 at a certain complexity and interleaver length. The IrCC component having
a rate of 0.635 was employed as our benchmarker for coniparison of the distance from
the theoretical capacity limit. The table demonstrates that by employing a lower IrCC

coding rate of R = 0.4 or R = 0.5, we can reduce the complexity at the price of

increasing the ‘gap’ with respect to the capacity. Again, in general, a low coding rate '

incurs a higher trellis complexity compared to a higher coding rate due to the larger
amount of parity bits generated. However, in the near-capacity scheme, the number of
iterations required for aéhieving an infinitesimally low BER outweights the complexity
penalty imposed by'the extra number of parity bits introduced at a lower.coding rate.
Observe that having a sufficiently high' interleaver length is also important for the sake

of achieving a near-capacity performance.

7.2 Future Work

In this section, we present a range of future research ideas. Figure 7.4 shows the
trade-offs between different factors to be considered in designing a channel coding and
modulation scheme. Our future work will consider the design trade-offs illustrated in

Figure 7.4,.while aiming for improving the schemes portrayed in this thesis.

In Chapter 3, we demonstrated that a 3-D EXIT chart may be used for estimat-

ing the convergence behaviour of a three-component MLC MSD scheme. Our future

work may generalise this approach to an N-component MLC MSD scheme, invoking
EXIT charts for convergence study, when communicating over both AWGN as well as
Rayleigh fading channels. A technique may be investigated for projecting 3-D EXIT
chart analysis to its corresponding 2-D EXIT curves for convenient visualisation. The
precoded MLC MSD and MLC PID schemes of Section 3.4 may be further extended to

include more effective precoder designs based on different-memory unity-rate precoders
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Scheme Capacity bound | Distance from | Interleaver Complexity
Ey/Ny capacity length [number of trellis
[dB] ' Eyp/Np {dB] [bits] states per frame]
IrCC rate-0.635 4.89 i 0.75 30,000 5.06 x 107
IrCC rate-0.635 4.89 111 30,000 2.28 x 107
IrCC rate-0.5 4.89% 0.75 30,000 1.87 x 107
IrCC rate-0.4 ~ 4.89* 0.75 30,000 | 1.49x107
IrCC rate-0.635 4.89 0.32 300,000 6.08 x 108
IrCC rate-0.635 4.89 111 . 300,000 2.37 x 108
IrCC rate-0.5 4.89% 0.32 300,000 1.80 x 108
IrCC rate-0.4 4.89* 032 300,000 1.45 x 108
IrCC rate-0.5 2.68 - 1.22 30,000 4.80 x 107
IrCC rate-0.5 2.68 - 1.22 300,000 9.14 x 108
IrCC rate-0.4 2.09 101 30,000 4.46 x 107
IrCC rate-0.4 2.09 0.81 300,000 9.98 x 108

Table 7.7: Ey/Ny values of the DCMC’s capacity bound evaluated from Equation (4.50) of Section
‘ 4.5.2 and the corresponding distance from capacity for the Ir-BICM-ID scheme of Figure
6.3 in conjunction with 8PSK modulation at BER of 1075, The interleaver length is
given in bits and the complexity is_quantiﬁed' in terms of the number of trellis states
~ associated with a transmission frame, where the frame constitutes the total number of
bits in an interleaved block. In scenario marked by *, the channel capacity bound of the
IrCC rate-0.635 is used for comparison with respect to the associated interleaver delay

and complexity cost.

as well as different-rate block-coded precoders. Based on EXIT chart analysis, we ex-
pect that we should be able to improve the scheme by finding an optimum combination

of generator polynomials for the outer convolutional codes.

The transmit diversity achieved and the benefits of SP modulation were combined
in Chapter 4. It would be interesting to generalise the STBC-SP-MLC and STBC-
SP-BICM schemes to multiple transmit antennas. It would be worthwhile further
~ investigating the performance versus complexity benefits of high-dimensional STBCs.
The Dy lattice was used for the twin-antenna STBC scheme. ‘As a further extension,
we would consider SP modulation having higher dimensions and larger constellations.
This may potentially increase the degree of freedom in designing an improved bit-to-

SP-symbol mapping scheme.
The best known SP lattice which has the highest minimum Euclidean distance in

the 2(k + 1)-dimensional real-valued Euclidean space R***1) was outlined in [105]. In

Table 7.8 we summarised a range of higher-dimensionsal SP modulation scheme having
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Implementational
complexity
| ~ Coding/interleaving
Channel delay
characteristics
System /" Coding/ Bit error
: Modulation
bandwidth scheme rate
Effective :
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throughput Cgoailrrllg
Coding
rate

Figure 7.4: Trade off among various factors in the design of channel coded modulation schemes, ©
Hanzo et al. [65]. :

D values up to 24, which could potentially be explored for a generalised N-transmit-
antennd scheme. Furthermore, an optimised bit-to-SP-symbol mapping scheme could
be obtained based on the BSA of Section 4.5.3 as well as Reactive Tabu Search (RTS)
[37]. It is anticipated that an improved BER performance may be achieved at an
increased implementational complexity, as highlighted in terms of the design trade-offs -

seen in Figure 7.4..

In Chapter 5, an LT-BICM-ID scheme was proposed for wireless Internet scenarios,
where the LT decoder was used for avoiding retransmission of corrupted packets by
transmitting a certain proportion of redundant packéts under time-invariant channel
~ conditions. Both HARQ and LT caﬁ be designed to operate efficiently, but when the
channel conditions become time-variant, the required amount of LT-coding redundancy
cannot be determined in advance. However, this scheme could be further improved by
creating an adaptive HARQ LT system, in which a type-iI HARQ [55] scheme would be
used in conjunction with LT coding. The resultant scheine méy switch to conventional
HARQ based retransmissions, when further parity packets have to be transmitted. In
an error-infested channel, particularly at low SNRs; the LT coding might' be invoked

for avoiding excessive retransmissions. The adaptive scheme may potentially increase
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Dimension | Number of constellation
k | 2(k+1) | Lattice points in first layer
1 4 Dy 24
2 6 Es 72
3 8 Eg : 240
4 10 | Poc 372
5 12 K2 756
6 14 Ag 1422
7 16 Mg 4320
8 18 Mg 7398
9 20 | Ago ' 17400
10 22 Ao 49896
11 24 Aoy : 196560

Table 7.8: Sphere packing lattices with the best known minimum Euclidean distance adopted from
[105).

the system’s effective throughput. The aforementioned adaptive concept may also be
applied in a HARQ LT MLC scheme, in order to improve the HARQ MLC arrangement
proposed in [134]. The LT coding aims for improving the overall system throughput
by avoiding packet retransmission as well as dispensing with ARQ feedback links.
Furthermore, the additional parity bits and already received but error-infested packets
would be combined with the aid of various combining method [149,150] for the sake of

improving the attainable BER performance.

The design of near-capacity schemes capable of operating at an infinitesimally low
BER, while striking an attractive trade-off in terms of complexity, interleaver delay and
other design factors is outlined in Figure 7.4 in a stylised form and was exemplified
in Chapter 6 in the context of our Ir-BICM-ID scheme. Our future work may include
the design of a low-delay schemes for interactive multimedia communications. Arriving
at an adaptive iterative stopping criterion and a more precise activation order for the

different component codes might also be a promising research field.

In this thesis, we assumed the availability of perfect Channel State Information
(CSI) for all the schemes. However, in realistic communication systems the CSI has to

be estimated. The employment of various channel estimation schemes in all the systems
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considered would constitute aﬁ interesting challenge, in order to carry out a compari-
son with the perfect CSI-aided schemes. Furthermore, with the aid of EXIT-charts we
could design three-stage serially concatenated schemes consisting of the channel esti-
‘mator and two-stage concatenated codes using the best activation order of the different

component blocks.

The design of coding schemes for differentially encoded schemes [151] dispensing
with channel estimation is also of high importance, similarly to rotationally invariant
schemes, which are capable of seamless operation also in the presence of false-locking
carrier-recovery events. Iterative CSI, synchronisation equalisation and decoding re-
mains a burgeoning research field, particularly in the context of network-coding aided

cooperative communications.




Appendix A

EXIT Chart Calculation

- The LLRs used for EXIT chart analysis can be modeled by an independent Gaussian
random variable n, in conjunction with the information bits z € {+1,-1}. The

a priori LLR L4 can be represented as
Li=o00a+m, (A1)
where g, = 02/2 and o2 is the variance of the noise, while the corresponding mean is
Z€ro.
The signal received via an AWGN channel is given as
z=z+n. (A.2)

The corresponding'conditional PDF is given by
e((z—2)2/20%)

V2ro,

The binary transmitted bits are denoted by the random variable X having realisa-

pIX =13) = (A.3)

tions of z = {—1,+1}. The corresponding LLRs of Z are denoted as

S ope=t)
: p(z]z = —1)
e_‘(z_l)2/2”$1
= lne—(z+1)2/2a% '

~( =1+ (2417
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Note that the variable n is Gaussian distributed with a mean of zero and variance

of 62 = Ny/2. Therefore we have

2
Z = ;2—(:1:+n)

n

= Nz$+nz, - (A5)

where uz = % and nz = fg'n

Hence, the variable nz would have a mean of zero and standard deviation of o7 =

;2; - 0. The standard deviation can be expressed as

n

R (A.6)

o2 On

Oz =

The variance of Equation (A.6) is denoted as

4 ‘
2= . A7
UZ 0,% . ( )
Given the term uz = =5, We afrive at
2 0%
== _=2Z A8
Kz 4/0_% 2 ( )

This relationship is useful for modeling the a priori LLR L4, as given in Equation
(A.1).

The mutual information representing the a priori knowledge can be quantified

between the transmitted bits X and the LLR L4 as follows

z=—1,2=+1

I = z=_.12,,:=+1 /_ : p(Y|X = 2)p(X = z) - logs” ;)(/)L)){ gy
- > [ prix =g 3
ot T =TT =) V= e ==
= %F_;:H/_:p‘y”( =) logy py vIx = {ﬁ()i')l(/)z X =
_ % > /_ : p(YIX = 2) - loga—ore— ff)(ilf&l = (49)




Appendix B
DCMC Capacity Calculat\ion

The capacity of the Discrete-input Continuous-output Memoryless Channel (DCMC)
can be calculated using the mutual information between two random variables. Let X
and Y be random variables having a joint probability of p(X,Y’). For an M-ary signal

constellation, the mutual information can be expressed as

I(X;Y) = Z / (Xm, Y) - loga= it (g?(’;’z;z)d)’

_ p(Y1Xo) |
) n;/vp(ylxm) Sl AR

The mutual information can also be expressed with the aid of the entropy as follows

I(X;Y) = H(X)-H(X]Y). (B.2)

Rearranging Equation (B.1), we arrive at

. _ M-1 Togy . (YIX ) ( m) dY
106Y) = 3 [ o0 Palelitn) o st 2B

1
= Z/ (Y| Xm)p(X:n) - logs G )dY+

Y /Y P(Y | X )p(Xr)- log2Z (Y'f(’;,’l ;() E") ay
— HX) - HXJY). " (8.3)
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Therefore the entropy is expressed as follows

H(X) = —ZO /Y LY X)X ogap (XY
= —Zp ) - 10gap(Xom), B
m=0

and the conditional entropy is formulated as follows

, ) w1 p(Y | Xm)P(Xim)
HX|Y) = - Z/p(Yle)p(Xm) -logy (Zn o (Y| Xn)p(Xn “

— o Zn-—o p(YIX) ( n)
= Z /Y (Y| Xm)p(Xm) - log X (X )dY

m=0

_ 3 XY - o, [ 2onme P(Xn) - P(Y|Xn)
= z:()/ymem)p(X’“) logz | =% ). DT )dY

~ -1 ) M-1 p(Xn)  p(Y]X)
- Z/ B X)) -l  ( m> leXm)>dY
;D

/Y Z
= Z/Yp(YiX )P(Xom) - loga (Z

=0

g Zp(xm llog2<2p exp(¥ >> | Xim

.m=0

xp(lIlm n)) dY‘

nO(

(B.5)

Y|Xn

- - Xm—Xn)+0[2+]0Q2
where exp(Uy, ) = %ﬂlx_lm) and Uy, , = X, ( ALt

2
XthNO
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Let Y = x3n,Xm + £, where we have

—2n, (X — X + QP2+ |0
exp(\I/m,n) = exp( | 2N‘ ) l | |
X2NtN0 v
_ exp(—lxm XN,X +Y — XN, Xnl? +1Y — XN, Xpm|?
XzN,NO :
_ exp(-nf L 1Y il
X2NtN0 ‘
= e (—IY X3 Xn I2—-(—IY—X?V,Xm|2)>
XthNO
( Y —x% anz)
B exp +thNo
. o Y —x%, Xm |2
. ( XN NO )
- Y|Xn)
(Yle)

Finally, the DCMC capacity can be formulated as follows

I(X;Y) = —Zp ) - logap(Xm) =
=0

m=0

| ip(Xm)E [Ing( - ;’ (())5:1))6@( mn)) | Xm

O
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List of Symbols

General notation

e The superscript * is used to indicate complex conjugation. Therefore, a* repre-

‘sents the complex conjugate of the variable a.
o The superscript T is used to indicate matrix transpose operation. Therefore, aT

represents the transpose of the matrix a.

The superscript ™ is used to indicate complex conjugate transpose operation.

Therefore, a™ represents the complex conjugate transpose of the matrix a.

The notation & represents the estimate of z.
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Special symbols

Qq,i:
bii
C:

Cct

C*:

D¢

Ebi

Eiotar:

Elk] :

fp:

The i-th coordinate of the gt* SP symbol s9.

The binary bit at position i.

‘Channel capacity.

Equivalent channel capacity at MLC protection level 1.
The complex symbol transmitted by transmit antenna i at time slot ¢.
The space-time signal matrix.

The constituent encoder of MLC at protection level <.
The constituent decoder of MLC at protection level <.
Shift register sta;ge.

Bit energy.

Symbol energy.

The total energy of a constellation set.

The expected value of k.

Number of subcodes in a family of IrCC.

The normalised Doppler frequenc&.

Generator matrix.

Parity check matrix.

: The coefficient of the generator polynomials for bit 7 in the TCM code.

The channel impulse response.

Mutual information between x and y.

The mutual information associated with the a priéri information.
The mutual information associated with the extrinsic information.

The identity matrix of size (n x n).
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nAa:

nf:

The mutual information as a function of o.

The error function of EXIT—chart matching algorithm.
Number of originai source packets.

Number of LT-encoded packeﬁs.

The a priori LLR values of the component code j.
The eztrinsic LLR values of the component code j.
The a posteriori LLR values of the component code j.
The number of bits/levels in a modulated symbol.
The size of the legitimate modulation constellation.
quber of received LT-encoded packets after the erasure channel.
Number of transmit ant;enr'las.

Number of receive antennas.

The zero-mean Gaussian random variable used for modelling the a priori

information input.

A normalisation factor.

Nufnber of symbols in a LT packet.

Number of subcodes in a family of IrURC—I;‘Ma,pper.
Coding rate.

The received sphere packing symbol.

The n-dimensional real-valued Euclidean space.

The legitimate SP constellation symbol.

LT source packet.

Syndrome of a matrix i x j.

The ¢t* sphere packing legitimate symbol.
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T
u:

Vi

The original LT-encoded transmitted packet at time instant s.
Uncoded information bit.
Codeword of i super-code of a GLDPC encoder.

Coded bit.
Y

- Number of GLDPC super-codes.

A four-dimensional Gaussian random variable.
The legitimate constellation set.

The subset of the legitimate constellation set Z that contains all symbols

having by = 0.

The subset of the legitimate constellation set Z that contains all symbols
having b, = 1. '

Interleaver.

Deinterleaver.

The complex noise’s variance.

Complexity of coded modulation schemes in terms of number of trellis states.
Merﬁory of a code. |

Sphere packing mapper.

STBC mapper.

Coded modulation signal mapper.

Concatenation process of several constituent codes.

Thé it* constituent code employed in the super-code of a GLDPC scheme.
Number of redundant packets required for successful LT decoding.
Robust soliton distribution for LT coding.

Ideal soliton distrivbution for LT coding.

Effective throughput of a system.
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(o8

= gl

2

The weiéhting coefficient of subcodes in a IrCC.

The forward variable of a MAP decoder.

The weighting coeflicient of subcodes in the inner component IrURC—IrMapper.
The backward variable of a MAP decoder. |

The branch transition metric of a MAP decoder.

- The subset that contains all the phasors for which the position i of the phasor

has the binary value, where b € {0,1}.

An extra factor introduced for Improved Robust distribution.




Glossary

16ASK
16QAM
8ASK
8PSK
ACS

- AMC
APP
ARQ
AWGN
BCH
BDR
BEC
BER

BI-STCM-ID

BICM

BICM-ID

16-level Amplitude Shift Keying

16-level Quadrature Amplitude Modulation
8-level Amplitude Shift Keying

8-level Phase Shift Keying

Add, Compare and Select arithmetic operation
Adaptive Modulation and Coding

A Posteriori Probability

Automatic Repeat reQuest

Additive White Gaussian Noise

~ Bose-Chaudhuri-Hocquenghem code

'Balanced Distance Rule

Binary Erasure Channel
Bit Error Ratio, the number of the bits received incorréctly

Bit-Interleaved Space-Time Coded Modulation using Iterative

Decoding
Bit—In‘gerleaved Coded Modulation

Bit-Interleaved Coded Modulation with Iterative Decoding

234




Glossary
BP
BPSK
BSA
BSA-Multilayer
CC
CDMA
CF
CRC
CSI
DCMC
ED
"EXIT
FEC
FED
GLDPC
GM
GPs
HARQ-II
IP

Ir-BICM-ID

IrCC
IRD

IrDemapper

235
Block Partitioning
Binary Phase Shift Keying
Binary Switching Algorithm
Multiple layers of BSA aided SP mapping scheme
Convolutional Code |
Cade—Division Multiple—Accesé
Cost Function
Cyeclic Redundaﬁcy Check
Channel State Information
Discrete-input Continuous-output Memoryless Channel
Euclidean Distance
EXtrinsic Information Transfer
Forward Error Correction

Free Euclidean Distance

Generalised Low-Density Parity Check

Gray Mapping

~ Generator Polynomials

Hybrid Automatic Repeat reQuest type-II
Internet Protocol

Irregular Bit-Interleaved Coded Modulation with Iterative De-

coding
Irregular Convolutional Code
Improved Robust Distribution

Irregular Demapper




Glossary
IrMapper
IrURC
L1-BSA
L2-BSA
L9-BSA
LDPC
LLR

LT

LT-BICM-ID

M-D

MAP

ML

MLC B
MLC-GLDPC
MLD

MP

MS

MSD

MSED

MSP
NACK
PCM

PD

236
Irregular Mapper
Irregular Unity Rate Code
Layer-1 BSA aided SP mapping scheme
Layer-2 BSA aided SP mapping scheme’
Layer-9 BSA aided SP iﬁapping scheme
Low Density Parity Check .
Log-Likelihood Ratio
Luby .Transform code

Serially concatenated Luby Transform coding and Bit-Interleaved

Coded Modulation with Iterative Decoding scheme
M-Dimensional

Maximum A Posteriori

Maximum Likelihood

MultiLevel Coding

Multilevel Generalised Low Density Parity Check coding scheme
Maximum Likelihood Decoding

Mixed Partitioning

Mobile Station

MultiStage Decoding

Minimum Squared Euclidean Distance

Modified Set Partitioning

Negative-Acknowledgement
Parity Check Matrix

Product Distance




Glossary
PDF
PID
PSD
PSK
QoS
RCPC
RS
RTS
SET
SISO

SNR

SP
SP-16
SP-256
STBC

STBC-QPSK-
MLC

STBC-SP-BICM
STBC-SP-LDPC

STBC-SP-MLC

TC

237
Probability Density Function
Parallel Independent Decoding
Power Spectral Density
Phase Shift Keying
Quality of Service
Rate-Compatible Puncture Convolutional codes
Reed-Solomon code
Reactive Tabu Search ,
SET Partitioning aided SP mapping scheme

Soft-Input Soft-Output

Signal to Noise Ratio, noise energy compared to the signal en-

ergy
Sphere Packing

Sphere Packing with M = 16 constellation points
Sphere Packing with M . 256 constellation points
Space-Time Block Coding

Space-Time Block Code Quadrature Phase Shift Keying Multi-

Level Coded modulation scheme

' Sbace—Time Block Coded Sphere Packed Bit-Interleaved Coded

Modulation scheme

Single-class Space-Time Block Coded Sphere Packed Low Den-

sity Parity Check codes

Space-Time Block Code Sphere Packed MultiLevel Coded mod-

ulation scheme

Turbo Codes




Glossary
TCM
TDD
TTCM
UEP
UM
UP
URC

VA

Trellis-Coded Modulation

Time Division Duplex

Turbo Trellis Coded Modulation
Unequal Error Protection

URC Mapper

Ungerbdck’s set Partitioning
Unity Rate Code

Viterbi Algorithm
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