
Studies at the Solution! Air Interface 
by Experiment and Molecular 

Dynamics Simulation 

Esther R Rousay 

Supervisors: Dr J. G. Frey, Dr J. W. Essex 

Advisor: Dr A. E. Russell 

A thesis submitted for the qualification of 

Doctor of Philosophy at the University of Southampton 

School of Chemistry 

September 2005 



University of Southampton 

ABSTRACT 

FACULTY OF SCIENCE 

SCHOOL OF CHEMISTRY 

Doctor of Philosophy 

Studies at the Solution! Air Interface using Second 

Harmonic Generation and Molecular Dynamics 

Simulations 

by Esther Ruth Rousay 

The behaviour of benzo-IS-crown-S and 4-nitrobenzo-IS-crown-S at the aqueous 

solution/air interface has been studied, as a function of bulk concentration, using 

surface tension measurements, second harmonic generation (SHG) spectroscopy 

and molecular dynamics (MD) computer simulations. 

From the surface tension measurements, the area occupied per molecule at the 

surface is derived over a bulk concentration range between 0 and 10 mM. This is 

used to set up a series of MD simulations, which enable investigation of the crown 

ethers on an atomistic scale. These simulations allow the calculation of param­

eters that influence the second harmonic response of the system, such as the tilt 

angle of the molecule to the surface normal and the order parameters (PI), (P2) 

and (P3). An estimate of the interfacial refractive index, l1int of the system may 

also be obtained. The conformations which may be adopted by the crown ethers at 

the surface are also examined. 

SHG analysis also relies upon several assumptions about the system under in­

vestigation, and through the simulations, it is possible to examine the validity of 

these assumptions. 

The combination of these three techniques greatly increases the understanding 

of the systems investigated, and also allows a critical analysis of the limitations 

and assumptions used. 
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Chapter 1 

Introduction 

1.1 Interfaces 

Interfaces are of great importance in many aspects of science. In terms of the living 

world, interfaces are all around. There is the massive interfacial region between sea 

and air, between land and sea, land and air, and foliage and air. Microscopically, 

interfaces are numerous within living organisms. 

An interface is the boundary region between two bulk phases, and both its 

chemical and physical properties differ from each of these phases. The interface 

has a thickness of perhaps a few molecular diameters, but is of great importance 

in terms of the chemistry that can occur there. 

An interfacial layer has chemistry analogous to that of bulk in some instances; 

for example, substances may dissolve at an interface until saturation is reached -

in many cases with a species which will not dissolve in either bulk phase l-3which 

often results in the formation of a monolayer of substance. Chemical reactions 

may occur at interfaces at accelerated rates in many cases due to concentration 

and forced orientation of the molecules involved. 

The reason for the altered behaviour of a system at an interface is due to the 

asymmetric forces acting upon atoms and molecules in the region. This is partic­

ularly well illustrated in the geometric arrangement, equilibrium constants, pH, 
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molecular motion and phase and phase changes of amphiphilic molecules located 

in the layer.4 

1.2 Techniques for the Study of Liquid Interfaces 

1.2.1 Surface Tension Measurement 

The simplest property of a liquid-air interface which may be measured is the sur­

face tension, y. Molecules in a liquid have cohesive forces between them and in 

the bulk liquid this force is symmetric in all directions. At the liquid-air interface 

the molecules experience an imbalance of forces. The molecules spontaneously 

contract in order to minimise the surface area, and thus maximise the number of 

molecules in bulk. This leads to the presence of free energy at the surface (the sur-

face free energy). The surface tension, expressed in N m- I , is exactly equivalent 

to the surface free energy, which has units of J m-2 . 

Surface active molecules, or surfactants, have both hydrophobic and hydrophilic 

parts, and so these molecules aggregate at the surface, decreasing the surface free 

energy (i.e lowering the surface tension). Surface tension alone, however, is insuf­

ficient to obtain in-depth information about the interface. 

Depending upon the particular system being studied, several techniques may 

be applied to studies at the water-air interface. 

1.2.2 Non-Linear Optical Techniques 

The interface is, in terms of volume and area, a very small part of a chemical sys­

tem. If the molecules being studied are present solely in this region, then ordinary 

spectroscopic methods form a good basis on which to begin an investigation (e.g 

absorption/ft uorescence spectroscopy). 

In a solution/vapour interface, where the compound of interest is soluble, or 

partially soluble in the liquid, there will be an equilibrium between bulk and inter-
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facial presence. In such cases, the techniques mentioned above become redundant 

for interfacial study, as any signal from the interface will be lost within the much 

larger bulk signal. Surface specific techniques are required to probe such systems. 

Non-linear optical spectroscopy is one such technique,5,6 whereby an intense 

electromagnetic beam is focussed onto an interface, evoking a quadratic (or higher) 

response from the media, which may be detected. Those techniques utilising the 

quadratic, or second harmonic (SH), response include second harmonic genera-

tion (SHG), second harmonic ellipsometry (SHE) 7 and sum frequency generation 

(SFG). The basis of all of these techniques is described in more detail in Chapter 

2.2. 

1.2.3 Other Experimental Techniques Applied to the Study of 

Liquid Interfaces 

There are several other techniques which may be applied to the study of liquid-air 

interfaces. Many of these are linear optical methods, including ellipsometry and 

Brewster angle microscopy. 

In ellipsometry, a polarised incidence beam is reflected off a surface. The 

change in the phase and amplitude of the reflected beam is recorded. From the 

change in these parameters, information about film thickness may be obtained,8 

and adsorption studies may also be carried out. 9 If a variable wavelength inci­

dence source is applied, then dielectric properties may also be determined. 

Brewster angle microscopy also uses a polarised incident light source, and the 

reflected light at the Brewster angle depends upon the thickness, roughness and 

anisotropy of a layer at the interface. It can be used to probe orientational changes 

in a surface active system. 10 

X-ray reflectivity is also often applied to liquid surfaces, 11,12 and the change 

in the reflectivity of a surface is measured. This technique gives information on 

the thickness or surface roughness and the density of thin films at an interface. 
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1.2.4 Computational Methods 

Computational chemistry is an evolving field, and is becoming increasingly im­

portant due to the availability of greater computational power. There are many as­

pects of computational chemistry which model systems in different ways, from the 

quantum mechanical (QM) methods, which are, by their rigorous nature, limited 

to relatively small systems, through to the more approximate molecular mechan­

ics (MM) methods which may not be able to model properties dependent purely 

on electronic distribution, but can accurately model other properties of very large 

protein systems. 

In some cases, a small portion of a system under study will be treated by QM 

methods, and the rest of the system, whose effect is still of importance, but which 

is not the region of direct interest, will be treated using MM models. Such simula­

tions are described as QM-MM. 

In this work, molecular dynamics (MD) is used to simulate the systems. This is 

an MM method, and allows the behaviour of larger systems to be monitored with 

time. 

1.3 Crown Ethers 

Crown ethers are an important family of chemicals with the ability to bind ions 

in a very selective manner. Ions may be sequestered in the centre of the polyether 

cavity. This property lends them to applications within extraction chromatogra­

phy, and the removal of ions from waste solutions. Another important property of 

crown ethers is the capacity for the solubilisation of inorganic salts or alkali metals 

in organic solvents. This means the family has applications in non-aqueous exper­

imental chemistry, organic and inorganic syntheses, among many others. 

Much research has been done, and is being done, with regards to possible ap-
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plications of various crown ethers and crown ether derivatives, and there are clearly 

many fields in which these compounds are of great use. 

Many studies have been performed on the thermodynamic properties of crown 

ethers, binding constants, and types of complex formed. In this project the em­

phasis lies on describing the orientation and behaviour of the uncomplexed crown 

ether at the aqueous solution/air interface using a combination of experimental and 

computational techniques. The effect of sodium complexation is briefly studied for 

the nitrocrown, but this is in order to determine the effect of glass storage on the 

compound, rather than to extend the study into complexed crown ethers. 

The molecules investigated in this project, benzo-IS-crown-S and 4-nitrobenzo­

IS-crown-S, shown in Figure 1.1, are simple crown ethers which contain nonlinear­

optically active chromophores, and so allow a detailed surface behavioural study 

by both experimental and computational methods. If a thorough characterisation 

of these uncomplexed molecules at the water-air interface may be performed with 

this combination of methods, then it lays the foundations for further work on more 

highly functionalised crown ethers, and also on complexed crown ethers, for which 

there are many very important applications. 

Figure 1.1: The molecules studied in this work, benzo-IS-crown-S (left) and 4-
nitrobenzo-IS-crown-S (right). 
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1.4 Aims of Project 

The aims of the project are: 

• To fully characterise the behaviour of the uncomplexed crown ethers, benzo­

lS-crown-S and 4-nitrobenzo-IS-crown-5 at the solution-air interface, in 

terms of orientational properties, conformational properties, and position at 

the interface, through the use of surface tension and second harmonic gen­

eration experiments, and through molecular dynamics simulations. 

• To investigate the assumptions underlying the optical experimental interpre­

tation using the MD results, and to evaluate these assumptions, and their 

limitations, with reference to the studies carried out. 

• To provide some general guidelines on the role of MD simulations in inter­

preting SHG data. 

1.5 Structure of Thesis 

This thesis is presented in three parts. Firstly, the experimental theory is reported, 

for both surface tension and second harmonic generation, followed by the experi­

mental results for each crown ether. These results are discussed for each system. 

The second part includes the computational theory, followed by the simulation 

results on each crown ether. The results obtained are analysed and discussed. 

The final part of the thesis draws together the results from both experiment and 

simulation, and explains how the use of the three techniques in combination has 

enabled a thorough study of the interface in each system, and also evaluates the 

use of MD simulations as a means of improving the reliability of SHG results. 



Part I 

Experimental Work 



Chapter 2 

Experimental Theory and Methods 

In this chapter, the theory behind both surface tension measurement and second 

harmonic generation (SHG) experiments is introduced, and the experimental meth­

ods are described. 

2.1 Description of Surface Tension 

Surface tension is the tangential force acting at the interface of fluids arising from 

imbalanced cohesive forces there. Surface, or interfacial, tension may be derived 

from either a mechanical or a thermodynamic approach. Both of these approaches 

will be introduced here, as both are used within the work - the thermodynamic 

approach leads to the analysis used for experimental work, and the mechanical ap­

proach is the basis for surface tension calculation within the simulations. 

2.1.1 Mechanical Description 

From a mechanical point of view, the surface tension is a force per unit length 

parallel to the interface. The system containing a liquid and a vapour phase may 

be represented as in Figure 2.1. In such a system, consider the way in which the 

mass density, p(z), and the stress tensor, (Jij(z.), defined below, change as the liquid 

surface is approached, where z is the surface normal. Within each bulk phase, p(z.) 

will be a constant, PL, within the liquid, and a different, much lower value, Pv, in 
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z z 
Pv 

----+---=-~----. p 
x 

PL 

Figure 2.1: The laboratory axes , defined in terms of the surface layer which is 
shown in light grey. The density profile of the system is also shown, showing the 
gradual drop from PL, the liquid density, to Pv, the vapour density. 

the vapour. p(z) does not change discontinuously from PL to Pv, but varies over 

a distance of about two molecular lengths (about 1 nm), as illustrated in Figure 2.1 . 

The stress tensor, aij(z) , is defined as the force per unit area in direction j 

acting across an imaginary interface in the fluid perpendicular to direction i, on 

the fluid with the smaller value of i-coordinate. 13 For any material, using classical 

mechanics , Newton 's second law may be applied to a volume element at point r: 

Fi(r)p(r ) + ± da)i(r) = p(r ) dUi(r) 
) = 1 dx ) dt 

(2 .1) 

where Fj (r ) is the body force per unit mass, describing effects such as gravi­

tation' the second term on the left hand side of the equation involves the contact 

forces , ail , between neighbouring elements of fluid, and Ui is the fluid velocity at 

point (r) . Gravitational effects are negigible at the interfacial region (the surface is 

of very small mass), and for the purposes of this work, we are concerned with a 

static fluid interface. Thus, Fi(r) vanish, and Ui are zero, reducing Equation 2.1 to 

Equation 2.2. 
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3 d(J"(r) L }T = ° (2.2) 
j=l dXj 

Equation 2.2 gives rise to a set of three equations of hydrostatic equilibrium. 

Within the bulk liquid and vapour phases, the stress tensor is: 

( 

-OPo _Opo °0 ) (J(hulk) = 
IJ 

00-Po 

(2.3) 

Where Po is atmospheric pressure. Equation 2.3 satisfies the equilibrium con­

dition specified in Equation 2.2, but there is a more general tensor which satisfies 

the condition. This is derived by considering how the stress tensor is restricted by 

Equation 2.2. By symmetry, (Jij can depend only upon z, and so Equation 2.2 may 

be written: 

(2.4) 

The shear stresses (Jxz and (Jyz. are seen, by a simple symmetry argument, to 

be always zero, and the normal pressure, PN(Z) = -(JZD is constant throughout 

the interfacial region, and is equal to Po. Therefore, only the tangential pressure, 

Pdz) = -(Jx..:r(z) == -(Jyy(z) may vary with z whilst the system remains at equilib­

rium. The most general tensor satisfying the condition is: 

(2.5) 
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In the bulk regions, all three diagonal components are equal , i.e PT = PN. In the 

surface region, however, the tangential pressure can decrease enormously, chang­

ing into a tension, as shown in Figure 2.2. 

Po 

+ 

Po 

Po 

PT ....... 1--------

Po 

Po 

Po 
VAPOUR 

-------i.. PT 

INTERFACE,2=0 

LIQUID 

Po 

Figure 2.2: The pressures acting upon elements of bulk fluid , bulk gas, and across 
the interfacial region 

If we assume the interface to be a plane of discontinuity, at z = 0, between liq­

uid and vapour (and this is not unreasonable given the very small thickness of the 

interfacial region) , then perpendicular to any line of unit length in the z=O plane, 

there acts a force 'Y with which the liquid surface on one side pulls the liquid sur­

face on the other, and this is the surface tension. 
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To obtain y, the value of PN - PT (z) is integrated over the surface: 

(2.6) 

2.1.2 Thermodynamic Description 

From a thermodynamic perspective, the surface tension is an additional free en­

ergy per unit area, arising from the presence of the interface. If the walls of the 

closed system were to be moved a small amount such that the area, A, of the liquid 

surface was increased by dA, under constant temperature and pressure conditions, 

then the work done on the system, dW, will be: 

dW =ydA (2.7) 

The enthalpy of the system will then change by dH: 

dH = TdS+dW (2.8) 

where dS is the entropy change in the system. However, dS is not known at 

this stage. It is not zero, as the system was expanded isothermally, and not adiabat­

ically. Looking at the expansion in terms of the Gibbs free energy of the system, 

G, defined as G = H - T S, the change is: 

dG= dH - TdS-SdT = dW -SdT (2.9) 

And since this was an isothermal expansion, Equation 2.9 becomes dG = ydA. 

In full: 

y = (dG(T.P,A)) 
dA T.P 

(2.10) 

This is a thermodynamic interpretation of gamma. Both Equation 2.10 and 

Equation 2.6 are valid ways to express surface tension. They are numerically equal, 
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and their units are equivalent: for the mechanical interpretation of y as a force, the 

units usually used are N m- 1, and for the thermodynamic interpretation where y is 

considered as a free energy change, they are J m- 2
. 

Whether considered from a mechanical or a thermodynamic basis, the main 

effect is that a system will act to reduce its interfacial area as much as possible. 

2.1.3 Isotherms and Equations of State 

Gibbs Surface Excess Quantities 

Although the interfacial region has finite thickness, it is convenient to represent 

it as a mathematical surface of zero thickness . This is because such properties as 

area and curvature are well defined and the differential geometry of surfaces is 

understood . 

Gibbs 14 introduced the idea of surface excess quantities as a reconciliation of 

the use of mathematical surfaces to represent a three-dimensional interface. 

VAPOUR 

1---------------1+__ Ss 
REG IO, B 

t-------------i+__ S 
REGION A 

1---------------1+__ SA 

LIQUID 

Figure 2.3: Illustration of the Gibbs definition of the interface 

Consider a system consisting of two phases , A and B, which are in contact 

with one another, and which contain a species c. The interface as defined by Gibbs 

is a plane, S, between the two phases . This plane is chosen such that it is always 

perpendicular to the local density or concentration gradient in the system, and has 

a surface area a surface. [f we were to assume that the bulk. phases A and B extended 

unchanged right up to the interfacial plane, S,then : 
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(2.11 ) 

However, since the interface is in fact three-dimensional, and the transition be­

tween the bulk fluids is not sudden, the actual internal energy of the interfacial 

region differs from Equation 2.11 by the 'surface excess' internal energy, Us. This 

excess is assigned to S. 

(2.12) 

Surface excess values of other quantities are defined similarly. For example, 

the amount of species c which is present in the system, nc , is expressed as in Equa­

tion 2.13, and the Gibbs free energy, G, as in Equation 2.14. 

(2.13) 

(2.14) 

In Equation 2.13, ncA represents the number of moles of species c which would 

be expected in the region between SA and S if it was occupied uniformly by bulk 

fluid A, and ncB represents the number of moles of c which would be expected 

in the region between Sand SB if that was occupied uniformly with bulk fluid 

B. Similarly for the Gibbs free energy, GA and GB represent the free energies of 

the regions between SA and Sand Sand SB respectively, assuming homogeniety of 

each phase right up the the dividing surface, S. The surface excess quantities may 

be positive or negative, indicative of either a deficiency or a surplus of species in 

the interfacial region in comparison to the bulk phases. 

From Equation 2.13, the surface excess of species c, r c , is defined (Equation 

2.15). This represents how far in excess (or deficiency) the amount of species c at 

the interface is in comparison to its expected value in the case of two ideal phases. 

I1cs r c =---
aslirface 

(2.15) 
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If rc > 0, then there is more of species c present at the interface than there is 

in the bulk. This indicates that the species is surface active. 

The Gibbs adsorption equation expresses the surface excess as a function of 

concentration and surface tension: 

r __ ~ (dY) 
c - RT dCc T 

(2.16) 

Equation 2.16 uses the approximation that the surface excess is about equal to 

the surface concentration, which is reasonable for dilute solutions and molecules 

of high surface activity. 15 

From the Gibbs equation, with the introduction of certain conditions or as­

sumptions about systems, there are several types of isotherm. Using Equation 

2.16 and the correct (most appropriate) rc(c) isotherm, the corresponding surface 

equation of state, y(rc), may be derived, and subsequently y(c). The most basic 

isotherm is the Henry isotherm: 

(2.17) 

Where KH is the Henry's equilibrium constant. This is a suitable model for 

systems with very low surface concentrations compared to the maximum surface 

concentration attainable for that system. Using Equation 2.16, the corresponding 

surface equation of state is: 

(2.18) 

where Yo is the surface tension of the pure sol vent, y is the surface tension of 

the solution, and IT, the difference between the values of Yo and y, is called the 

surface pressure. For non-ionic systems such as those studied here, 11 = 1.15 The 

Henry isotherm is valid for surface concentrations which are small compared to 

the maximum surface concentration attainable. This is therefore only valid in a 
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restricted concentration range. 

The Langmuir isotherm is the most common non-linear isotherm used to de­

scribe behaviour: 

(2.19) 

Where e is the coverage of the surface by the surfactants, r max is the theoreti­

cal maximum surface concentration, which is usually unattainable experimentally 

due to either solubility limit or micelle formation. The ratio of rc to Cnax gives the 

surface coverage by the species, e. KL is the equilibrium adsorption constant for 

Equation 2.20. 

M+ES~FS (2.20) 

Where M is the bulk species, ES are empty sites at the surface, and F S are 

filled sites at the surface. When K£C~' « 1, Equation 2.19 may be approximated by 

the Henry isotherm. 

The corresponding equation of state for this isotherm is the Szyszkowski equa­

tion: 

(2.21) 

which may alternatively be written: 

n = -nRTCna.·.)n (1 -~) 
rmnx 

(2.22) 

Equation 2.22 gives n = f(rc) instead of n = f(c), which is what is usually 

experimentally measured. It may be applied to data in conjunction with Equa­

tion 2.16. The Langmuir isotherm accounts for a lattice-type model of the surface 

molecules, and assumes no interaction between molecules or empty sites on the 
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surface (i.e solvent). 

There are several isotherms which have been developed to account for non­

ideal adsorption and which take into consideration the interaction between molecules 

on the surface. The least complex of these is the Frumkin isotherm: 

(2.23) 

KF is the Frumkin equilibrium adsorption constant, b is an interaction parame­

ter for the molecules at the interface. For b = 0 the surface is ideal, and the Frumkin 

isotherm reduces to the Langmuir isotherm. 

The corresponding equation of state for the Frumkin isotherm is: 

(2.24) 

This is appropriate mainly for non-ionic surfactants. Extensions of this model 

include the Volmer and Van der Waals isotherms. 16 

Summary 

Surface tension measurements provide a good basis on which to begin further 

investigation. An area occupied per molecule may be obtained via the correct 

isotherm (that is, the relationship between the surface tension and the bulk con­

centration), and this can give some indication of surface coverage and the way in 

which the surfactants interact. Other techniques must be used to further probe the 

interfacial layer. 



CHAPTER 2. EXPERIMENTAL THEORY AND METHODS 18 

2.2 Second Harmonic Generation 

Good characterisation of surfaces at the microscopic level is essential to further 

our understanding of the multitude of phenomena occuring at interfaces. Many 

early surface specific techniques involve the emission, absorption or scattering of 

charged particles, and so are limited to use under vacuum conditions. 17 Optical 

techniques do not have this limitation, but ordinary linear optical techniques are 

not surface specific. Even if the species under investigation is only present at the 

interface, the optical signal is generally sensitive to the interfacial layer being of 

thickness of the order of wavelength used. 18 Ellipsometry is one exception which 

has been applied extensively to the study of interfaces, often in conjunction with 

other methods. 19 

The use of non-linear optical (NLO) techniques, which has been possible since 

the advent of the laser, allows intrinsically surface specific probing, within the 

dipole approximation, of a system down to sub-monolayer levels. The most widely 

used NLO methods are second harmonic generation (SHG), which is used in this 

work, and the related sum frequency generation (SFG). The theory of SHG is de­

scribed in this chapter. 

2.2.1 The Macroscopic Geometry of the Interface 

The experimental plane containing the surface normal and the beam before and 

after reflection is called the plane of incidence (Figure 2.4). Light waves with their 

electric field oscillating exclusively in the plane of incidence are denoted as be­

ing p-polarised. Waves with their electrical field oscillating perpendicular to the 

plane of incidence (i.e. parallel to the surface under investigation) are denoted as 

s-polarised. 

The x, y and z axes in Figure 2.4 are the laboratory axes. The input polarisation 

angle, y, is the angle made between the incident beam and the plane of incidence, 

and the output polarisation angle, r, is the angle made between the output beam 

and the plane of incidence. ex is the angle between the incident beam and the sur-
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Figure 2.4: The experimental geometry used, showing laboratory axes and defining 
the incident plane. The direction of polarisation of the light is defined with respect 
to the incident plane (z-x plane). If the light is polarised parallel to the incident 
plane, then it is denoted p-polarised, and if it is polarised perpendicular to the 
incident plane Cz-y plane) , then it is denoted s-polarised. 

face normal. 

When light impinges on an interface between two media, some of it will be re­

flected, and some will be transmitted, in proportions which may be estimated using 

Fresnel's equations of reflection.2o These equations relate the angle of incidence, 

the angle of refraction, the refractive indices to reflection, r, and transmission, t , 

coefficients . 

n2cosai - n I cosar r --------
p - n2cosai + n 1 cosat 

(2.25) 

n 1 cosai - n 2cOSa t 
rs = , 

nl cosai + n 2cOSat 
(2.26) 

(2.27) 
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Figure 2.5: Light wave impinging on a surface between two layers of differing re­
fractive index. A proportion of the light is reflected, and a proportion is transmitted 
(refracted) through the medium. 

2nlcosai 
ts= - ----- ­

n I cosai + n2 cosat 
(2.28) 

Once this light is of high enough intensity to allow non-linear effects , and thus, 

interfacial properties, to be detected, it is necessary to expand these equations to 

describe a more detailed interfacial geometry. 

The Three-Layer Model 

In order to fully describe the geometry of a system containing two bulk phases 

and an interfacial layer whose properties differ from each bulk phase, a three-layer 

model of the system was chosen.21 Other models have been presented,22 but the 

three-layer one is often used. The model is illustrated in Figure 2.6. 

The properties of the interface region (medium S) are not those of either medium 

A or medium B, and need to be determined to enhance the accuracy of the SHG 

analysis. 

The Fresnel coefficients of this system are given by : 

(2 .29) 
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Figure 2 .6: The Three-Layer description of the interface used for SHG interpreta­
tion . The angles made by the incident radiation (entering the medium from angle 
ai to the surface normal) , on reflection (ar ), transmission through the interfacial 
region (a s) of refractive index ninr , and transmission through bulk medium A (at) 
of refractive index nA. d is the thickness of the interfacial region . 

(2.30) 

(2.31) 

(2.32) 

(2 .33) 

(2.34) 
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Interfacial Refractive index 

The interfacial refractive index, nint, used in the analysis of the second harmonic 

response is difficult to determine. There are experimental methods which can be 

used to calculate nint, such as ellipsometry and the use of the Kramers-Kronig 

analysis. 19,23 However, this is not trivial: in ellipsometry, the wavelength used 

(generally visible light) is invariably significantly longer than the width of the re­

gion of interest (the interface, which is generally a thickness of about 1 or 2 nm) 

and so accurate results cannot be expected. The Kramers-Kronig analysis, where 

analysis of the reflection spectrum allows determination of the dielectric function 

of a material, may only be used accurately for those systems with strong enough 

absorption. For other systems, no unique solution is found through this method. 

Even if nint is calculated explicitly, several assumptions are made, and so it is 

more common to use direct assumptions of the value. The most common ways in 

which nint is assigned within a system are to assume that nint = ~ (nA + I1B), or to 

take l1int as being either nA or l1B. 

It is possible to get an estimate of interfacial refractive index from SHG mea­

surements in certain cases. For example, if the microscopic geometry of a system 

is known, then it is possible to fit the value of l1illt.24 

In this project, as with many SHG studies, the microscopic geometry at the 

interface is unknown, and so for the initial experimental analyses, the interfacial 

layer was assumed to have a refractive index which was the average of the two 

bulk phases, water and air. The results of the simulations carried out are used to 

assist with the estimation of l1int at a later stage. 

2.2.2 Polarisation Effects of an Electromagnetic Wave, and the 

Origin of SHG 

If a light wave of frequency w falls upon a dielectric medium, then it induces 

a polarisation within the constituents of the medium. The molecules within the 

medium act as anharmonic oscillators, and so overtone oscillations are excited at 
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frequencies 2co, 3co etc.s 

At low light intensities, these overtones are negligible, and the induced po­

larisation in the medium, P, is proportional to the intensity of the incident light. 

For higher light intensities however, such as those emitted by pulsed lasers, the 

electric field generated, E, can induce a polarisation in the medium which may be 

approximated by a power series in E, shown in Equation 2.35. 

P(co,2co ... ) =EO (X(1)(CO)E+x(2)(co,2CO)E(CO)E(CO) +X(3)(co,2co,3co)E(co)E(co)E(co) + ... ) 

(2.35) 

Where Eo is the permittivity of free space, and the coefficients X(n) are the nth 

order susceptibility tensors, which describe the material's response to the incident 

light. The term in the induced polarisation which gives rise to second harmonic 

generation (SHG) is: 

(2.36) 

where X(2) is the second order susceptibility tensor, a macroscopic property 

characteristic of the medium being impinged upon. 

The electric field at the fundamental frequency, E( co) may be expressed as 

E( co) = Eocos( cot). Through the trigonometric identity cos2 ( co) = ~ (1 + cos(2cot)), 

equation 2.36 may instead be expressed: 

(2.37) 

Equation 2.37 illustrates that second harmonic generation arises from the sec­

ond order term. 
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2.2.3 Surface Specificity of SHG 

From Equation 2.36, it may be seen that in an isotropic medium, X(2) must be zero, 

since if the direction of the electric field is reversed, by the symmetry of the sys­

tem, the direction of polarisation must also reverse, whilst the magnitude remains 

the same. Mathematically, this implies that: 

(2.38) 

The only acceptable solution to equation 2.36 is that X(2)=O in such media. 

Thus, SHG is symmetry forbidden in isotropic media. 

This is the basis of the surface specificity of SHG. At an interface between 

two media inversion symmetry is necessarily absent, and so SHG will arise. Thus, 

when both media are isotropic, second harmonic generation occurs only at the 

interface. This applies in the electric dipole limit.s There are other higher order 

processes which generate SHG and which are not forbidden in the bulk phases, 

such as magnetic-dipole and electric-quadrupole effects. 25 ,26 These are usually 

much weaker than the SHG arising from the interface, but for polar solvents such 

as water, the signal arising from these other processes may be significant. With 

surface active solutes which give a strong signal, though, the contribution from the 

water should once again be negligible. 

2.2.4 The Elements of X(2), p(2) and E 

The second-order susceptibility of the interface, X(2) is a third rank tensor, and 

therefore has 27 components. This may be reduced, when the two-dimensional ge­

ometry of the surface is considered, to just 4 non-zero components, as long as the 

surface is isotropic in the surface, or x-y, plane. That is, as long as the intensity of 

the second harmonic response, heJ), is invariant with rotation of the interface.27 

With this assumption, which is reasonable for a liquid interface, and defining 
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the laboratory axes as in Figure 2.4, the non-zero components of X(2) are: Xz.zz, 

Xz,.x:x, Xxx-z and Xxyz· 

This allows the second-order polarisation, p(2), components to be represented 

as: 

E2 x 

(~) fx: ~ 1 

E2 
0 0 Xxyz Xxyz Y 

E2 
0 0 Xxx-z -Xxyz 

z (2.39) 

Xzxx Xz.zz 0 0 
2EyEz 
2ExEz 

2ExEy 

In fact, this is simplified further in cases of non-chiral molecules, such as those 

studied in this work, as the Xxyz component is then also O. 

When the input polarisation angle is defined as in Figure 2.4, the components 

of the electric field vector, E incident upon the interface are: 

f 
e>:cosy 1 
eysiny Eo 

ezcosy 

(2.40) 

2.2.5 Intensities of Components 

The intensity of the second harmonic signal hw, generated from a planar interface 

has been modelled with respect to the intensity of the incident beam, Iw, and the 

induced second order polarisation, p(2), at the interface. The intensity which has 

been derived, with geometry as in Figure 2.4 is: 27 

_ 32rr\o2sec
2
a 1 (2 ) (2) ( ) ( ) 12 2 hw - c3 e co X e co e co I w (2.41) 

The e values represent products of the incident polarisation vectors and the 
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corresponding Fresnel coefficients for ro and 2ro. 

The tensorial nature of X(2) indicates that the intensity of the output depends 

strongly upon the polarisation of the input beam, as well as upon the geometry of 

the experiment. 

Theoretical Signal Intensities 

The intensity of the second harmonic signal generated in the sand p planes can be 

predicted in terms of the non-zero elements of X(2) from Equations 2.39, 2.40 and 

2.41 : 

(2.42) 

where the aj coefficients are combinations of the Fresnel factors given in Equa­

tions 2.29 to 2.34: 

(2.44 ) 

(2.45) 

(2.46) 

(2.47) 

(2.48) 

In fact, for non-chiral molecules such as those studied in this project, Xxyz be­

comes 0, and so the equations simplify to: 
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(2.49) 

(2.50) 

Where: 

(2.51) 

B = asXzxx (2.52) 

(2.53) 

Note that the coefficients a6 and a7 are no longer involved in these equations. 

The intensity in other planes may be expressed as a combination of these equa­

tions, for example, the intensity in the planes ±45° to the incident plane is shown 

in Equation 2.54. 

221 2 
I±4S = IE±4SI = I (cos45)Ep ± (cos45)Es I = -IEp + Es I 

2 
(2.54) 

To deduce the relative values of the components of X(2) experimentally, polar­

isation dependence experiments may be carried out: that is, the second harmonic 

(SH) signal at fixed output polarisations is measured over a range of input polar­

isations. Using Equations 2.50 to 2.54, the curves produced at a number of fixed 

output polarisations (usually three) may be simultaneously fitted to derive the rel­

ative values of the X components. 

2.2.6 Relating SHG to Molecular Properties 

The surface susceptibility is a macroscopic parameter: it is a property of the surface 

as a whole, describing the particular interaction of the medium with the incident 

electric field which results in the generation of radiation at twice the fundamental 
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frequency. The microscopic parameter which generates the response to the incident 

field is the molecular hyperpolarisability, ~ (2) . This is also a tensorial property, and 

is reduced by the symmetry of the molecules. 

The relationship between the susceptibility and the hyperpolarisability depends 

upon the relative positions of the laboratory and the molecular axis. To convert be­

tween the laboratory axes (x, y, z) and the molecular axes (Ox,Oy,Oz), represented 

in Figure 2.7, the Euler angles <1> , e and \jf are used. 

z 

x 

Ox 

e 

y 

Figure 2.7: Relationship between the molecular and laboratory axis sets. 

The rotation matrices required to transform the molecular axes onto the labo­

ratory axes are R~, the rotation around the surface normal (that is , about the z-axis 

in the laboratory frame) , Re, the rotation between the surface normal and the z­

axis of the molecular frame (defined as the long axis of the molecule, and denoted 

Oz), and R\jI, the rotation around the molecular axis. To carry out the complete 

transformation from laboratory to molecular frame, the product of these matrices , 

R\jIReR~ , must be carried out. Since the SHG response gives us direct information 

on the laboratory frame, the reverse transformation , T, needs to be applied to pro­

vide information on the molecular frame, where: 



CHAPTER 2. EXPERIMENTAL THEORY AND METHODS 29 

(2.55) 

The matrix, T, resulting from the transformations is derived and given in Ap­

pendix A. This transformation links the second order susceptibility tensor to the 

molecular hyperpolarisability tensor, ~(2), in the interface. This relationship can 

be expressed as: 

Xijk = N;(~i' Tjl' Tkk, )~i' l'k' (2.56) 

Ns is the number density of molecules at the interface, and (~i' Tjl' Tkk') is the 

matrix for the complete transformation from laboratory to molecular frames. If we 

consider a planar chromophore, such as those studied in this work, and very com­

monly elsewhere, then the only hyperpolarisability components of significance are 

those in the chromophore plane (the x-z plane). Through the transformation given 

in Equation 2.56 and with assumptions on the Euler angles, a system of equations 

for the non-zero components of X(2) is obtained. For liquid interfaces such as those 

studied in this work, the azimuthal angle <p may be assumed to be random, and this 

gives the system of Equations 2.57 to 2.59. 

N 
X.xzx = 2£0 [(sin29cos9) ~zz.z - (sin2\{'cos9sin29) (~zxx + 2~xzx) + (cos9) ~xxzJ 

(2.57) 

(2.58) 

(2.59) 

Further assumptions must then be made regarding the angle \jI. Cases for var­

ious \jI assumptions are included in Appendix B. Additionally, the equations are 
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simplified according to significant ~(2) components. 

Through X(2) and ~(2) it is possible to derive orientational information about 

the molecules in the system. For example, the order parameter D, given by Equa­

tion 2.60: 

(2.60) 

Where (Pn ) represents (Pn (cosS)), the Legendre polynomials of cosS, shown 

in Equations 2.61 to 2.63. 

(PI (cosS)) = (cosS) (2.61) 

(2.62) 

(2.63) 

The value of D of an interface may be expressed by combining Equations 2.57 

to 2.59. The expression for D in terms of X(2) components therefore depends upon 

which hyperpolarisability components are significant for a particular species. For 

example, for a common example of a system containing molecules of C2v sym-

metry, 28 ~ZZ2 and ~zxx are expected to be dominant,29 and in that case, Equation 

2.64 gives D. The expressions for D for various other dominant ~lmn are given in 

Appendix C. 

X77- - X-vv + v v,'-D = "d, <-~, "-"~,.:, 

Xzz.z. - Xzu + 3~tz 
(2.64) 

This order parameter must be interpreted with care. SHG studies often culmi­

nate in a reported "tilt angle", between the surface normal and the long axis of the 
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surface molecule. This relies on the approximation that: 

(cos3e) 2 ') ') 
D = ;:::::; (cos e) ;:::::; (cose-) ;:::::; (cos(e))-

(cos e) 
(2.65) 

However, this equation only holds if the distribution of e is very narrow. If this 

is not the case, then the reported tilt angle will not necessarily be close to the actual 

average tilt angle of the system.3D This is discussed further in Section 3.2. 

2.2.7 Resonant Enhancement of the SHG Signal 

If either the fundamental or the second harmonic frequency coincides approxi­

mately with an electronic transition of the interfacial medium, then a two-photon 

resonance will occur, increasing the non-linear susceptibility, and consequently 

the SH signal intensity, significantly. If the molecules at the interface have a tran­

sition at both fundamental and second harmonic frequencies, then they are said to 

be doubly resonantly enhanced, and the SHG signal will be very strong. 

There are clear advantages in the use of molecules with a resonantly enhanced 

signal, as any signal arising from weaker effects from the bulk will be further 

diminished relative to the signal of interest. There can, however, be major disad­

vantages, such as fluorescence at the second harmonic frequency, which will add 

to, or even completely mask, the second harmonic response. In some instances, the 

absorption may lead to heating of the sample or breakdown of the interface. Nei­

ther of these problems arise in the crown ether systems investigated in this work 

for the incident or second harmonic frequencies employed. 

2.2.8 Adsorption Isotherms 

It is possible to study the thermodynamics of adsorption using SHG. The Lang­

muir model treats the liquid surface as a lattice of sites which may be empty or 

filled. The adsorption process may be thought of as the exchange between the bulk 

liquid and the empty sites on the interface, as shown by Equation 2.20 in Section 
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2.1. At equilibrium, the coverage, e, of the surface by the surfactant molecules 

(that is, the number of molecules adsorbed at the surface compared to the maxi­

mum possible number of molecules adsorbed) may be modelled by the Langmuir 

adsorption isotherm: 

r Kc e=--=---
rmax 1 +Kc 

(2.66) 

K is the surface adsorption equilibrium constant. 

The intensity of the SHG signal is proportional to the number of adsorbed 

molecules, through Equation 2.67:28,31,32 

I(2w) = se2 (2.67) 

Where S is a scaling constant. Using Equations 2.66 and 2.67, it is possible to 

determine the adsorption free energy, f...Go ads using Equation 2.68. 

~ = 55.5exp (f...G
o 
adS) 

K RT 
(2.68) 

The constant 55.5, is the molarity of water. 

There are several important considerations when carrying out such analysis on 

SHG concentration dependence, since SHG is not only sensitive to the number 

of molecules at the interface, but also to the orientation of those molecules. It is 

possible to account for any orientational change during the isotherm, 33.34 if the 

polarisation dependence of the signal from the surface has also been studied. It is 

also possible that there exists a phase between the substrate signal and the adsor­

bate signal. If this is suspected, then it is best to separate these signals in order to 

see the true behaviour of the adsorbate. 27. 35 

Summary of SHG Applications 

In this chapter, the ways in which SHG may be applied to investigate the behaviour 

of surfactants has been explained. Surface SHG, as an all-optical spectroscopy, has 
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the considerable advantage over other surface specific techniques such as electron 

energy loss or electron diffraction, in that neither media needs to be in a vacuum 

for the measurements to be carried out. Thus, it may be applied to liquid/liquid or 

liquid/vapour as well as solid interfaces. 

SHG has the advantage, over linear optical techniques, that the surface need 

not be the most populated part of the system, as no signal will arise from the bulk 

part, at least in the electric dipole approximation. 

The technique is sensitive to both the orientation and the number density at 

the surface layer. It is highly surface specific, with an active layer of about 2 nm 

thickness. 
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2.3 Experimental Methods 

2.3.1 Sample Preparation 

When measuring surface properties of solutions, it is of great importance to en­

sure that the solution being studied is free from any surface active impurities. The 

solution must be surface-chemically pure. 4 Impurities may arise from the synthe­

sis route of the chemical (reactants or side-products), from the storage containers 

used (leaching or cross-contamination), from the experimental containers (cross­

contamination) or from the experimental location (dust). 

When buying chemicals to use, it is vital to be aware that, for non-surface ex­

periments, a chemical may be considered pure far before it is suitable to be used in 

surface studies. If the impurity is surface active, and especially if the impurity has 

greater surface activity than that of the chemical of interest, then it may obscure, 

or at least significantly alter the behaviour of the target species. Because the sur­

factants used in this study are partially soluble, and present on the surface only in 

very small amounts, this purity is particularly important. 

Column Chromotography of the Crown Ethers 

The crown ethers used in this work were bought from Fluka (>99% purity). As 

they were stored in glass containers, it was considered good practice to ensure 

that no ions were sequestered within the ether cavity by chromatographic separa­

tion. This should also separate any side-product or reactant material present in the 

bought compound. 

The same procedure was used for both the benzo-IS-crown-S and the 4-nitrobenzo­

lS-crown-S: the compound was run through a silica 60 column, using a highly pure 

ethyl acetate eluent (spectroscopic grade). The ethyl acetate was then evaporated 

off from the crown fraction, resulting in white crystals. The nitrocrown purifica­

tion resulted in yellow crystals. There was no clear way in which to determine any 

sodium presence, due to the extremely small sodium contamination which would 

affect the crown behaviour. Instead, multiple surface tension measurements and 
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SHG experiments were carried out to determine the effect of sodium complexa­

tion upon samples and the purity of the samples was determined on this basis, as 

will be described in the following sections. Most samples were stored in lidded 

Teflon vials until used. 

Solutions for the experiments were made up in cleaned glassware and were 

always freshly prepared on the day of use to avoid any deterioration of the sample 

or leaching of ions. 

Water 

Obtaining water free from ions and organic contaminants was vital in order to 

carry out this work. It is possible that any ions may be sequestered by the ether 

cavity, and affect the surface behaviour of the molecule; any organic content might 

contribute to the surface tension reading and the SHG signal. For the majority of 

the work, the water used was obtained from a Barnstead E-pure 4-module puri­

fier. This consistently had a high resistivity ( 18.2 MoO cm) and a surface tension 

comparable to the literature value (72.8 N m- I at 20°C). I The second harmonic 

polarisation response of the water was checked before the solutions were made up 

to ensure that there was no undetected contamination (see Figure 3.1 for a typical 

set of water polarisations). 

Cleaning of Glassware 

The glassware used during the experimental work to make up the solutions was 

thoroughly washed using the following sequence: acetone rinse, soapy water wash, 

pure water multiple rinse, dilute nitric acid wash and pure water multiple rinse (five 

or six thorough rinses). 

2.3.2 Surface Tension Measurements: The Wilhelmy Plate Method 

In this work, the pressure sensor on a NIMA trough was used to carry out the 

surface tension measurements, by the Wilhelmy plate method. A plate made from 
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filter paper is lowered into a teflon dish of solution, and then it is raised until it 

breaks the surface. The force taken to break the surface is reported, and from this, 

the surface tension is derived by: 

F = yPcos(8,.) (2.69) 

Where F is the total force on the plate, P is the perimeter of the plate, and 8,. is 

the contact angle between the plate and the surface. 

A stock solution of the crown ether was made up for the experiment, using 

pure water and columned crown ether. A Teflon dish was used to hold the sam­

ple whilst measurements were taken. The dish was partially covered to minimise 

dust contamination, and the trough itself was thoroughly cleaned with ethanol and 

water, sequentially, before use. Measurements were taken on pure water initially, 

with a known volume in the sample dish. A measured aliquot of the water was then 

removed using a micropipette, and the same volume of stock solution was added. 

The removals and additions to the solution caused disturbance to the surface, and 

so a time of about 5 minutes between increasing the concentration and taking the 

measurement was allowed to ensure an equilibrium reading. Several surface ten­

sion measurements were taken at each concentration, until about four consistent 

readings (within 0.2 mN m- I ) were obtained. By continuing in this way, the sur­

face tension was measured over a range of concentrations. 

2.3.3 Second Harmonic Generation Experiments 

The laser source used for this work is a Q-switched Nd:YAG laser (Continuum 

Minilite) with an output wavelength of 1064 nm. This output is then frequency 

doubled to 532 nm, and it is this wavelength which was used to promote SHG. 

The laser has a 5 ns pulse and a repetition rate of 20 Hz. 

As shown in Figure 2.8 , the beam is directed through the input section of the 

setup using mirrors, at an angle of 60° to the surface normal. The beam passes 

through a half-wave plate and a beam-splitting polariser. The beam-splitter con-
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Figure 2.8: The laser setup used for the SHG experiments . 
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troIs the input polarisation of the beam to allow the transmission of only s-polarised 

light - that is, light which is polarised perpendicularly to the plane of incidence. In 

this way, the half-wave plate before the beam-splitter may be used to control the 

power of the incident beam. 

The beam then passes through a second half-wave plate, which is used to set 

the input polarisation angle, y, of the incident radiation. At this point, the beam is 

passed through a double convex lens and is focused (f~ 160 mrn) on the surface 

being studied. A yellow glass schott UV filter is placed in front of the lens to re­

move any second harmonic signal generated thus far by the optics. 

The beam is then reflected off the surface and is collected with a quartz plano­

convex lens (f~150 mm), and then through another polariser where the output 

polarisation of the beam, r, is set. The beam then passes through a focusing lens 

for recollimation, and on into the entrance slit of the monochromator (PT1 , 1200 

lines mm- 1). This is set at 266 nm. The beam then enters the photomultiplier tube, 

and further UG5 filters block out any remaining fundamental frequency. An AID 

card linked to a PC digitises the outputs and a lab View program is used to acquire 

the signal . The data is analysed using software written in Visual Basic (Version 5) . 
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2.3.4 Experimental Procedure 

For the polarisation dependence experiments, the intensity of the SH signal gener­

ated by the surface at three or four output polarisations, r, is recorded for several 

input polarisations, y, covering the desired range (e.g 0-900
). At each y - r com­

bination, the second harmonic signal generated over 1000 laser shots is recorded. 

These are then averaged to give the value for that combination. In this work, the 

input polarisation angle is usually increased in 7° increments over the range 0-90° 

for each value of r, giving 14 datapoints in each dataset. Between each change 

in 1, a background signal reading is taken where the laser beam is blocked. This 

records the signal that is arising through electrical noise. The average background 

signal may then be deducted from each datapoint. For the concentration depen­

dence experiments, the signal is measured at a specified y- r combination (chosen 

in order to maximise the signal, and the information which may be obtained) over 

a range of concentrations. The sample dish used in the SHG experiment was glass, 

as the laser will damage Teflon. 

Summary 

Great care must be taken in the preparation of solutions. The applications of crown 

ethers arise from their ability to selectively bind ions, and lS-crown-S is of the cor­

rect size to bind with sodium ions. Unfortunately, this means that they cannot be 

stored for any period of time in glass containers (which is apparent from the work 

carried out during this project), as they will leach sodium ions from the glass. This 

means that the bought compounds, which are stored in glass, must first be run 

through a column to strip out any sodium, and then stored in Teflon. Solutions are 

made up in cleaned glassware, and are used only on the day they are made to pre­

vent any sodium contamination. 



Chapter 3 

Experimental Results 

3.1 The Pure Water/Air Interface 

Numerous techniques have been employed in the study of the water/air interface, 

ranging from surface tension through to second harmonic generation (SHG) and 

sum frequency generation, and X-ray methods. The techniques used in this work 

are surface tension measurements and second harmonic generation experiments. 

The second harmonic response of water is relatively weak. No resonant en­

hancement is seen, and in fact it is thought that the very weak response means 

that quadrupolar contributions may not be neglected in some instances. Conse­

quently, many groups have studied the system at length to determine the actual SH 

response, and to separate it from any other contributions which may be affecting 

the measured signal. 

3.1.1 Results from the Water/Air System 

An initial important test on the purity of a water source is its resistivity. For pure 

water, this should be 18.2 MQ cm at 25°C. This will decrease in the presence of 

ionic matter. Most modern water purification systems have a built-in resistivity 

monitor. 

The surface tension of pure water has been widely studied, and is now accepted 
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as being 72.8 m Nm- 1 at 20°C. The surface tension of water is a very good mea­

sure of its surface purity. Ion presence will tend to raise the surface tension, and 

organic presence will tend to decrease it. 

Both the surface tension and the resistivity of the water from the source used 

were regularly checked. Small fluctuations were observed from day to day, but if 

the surface tension was found to be below 71 m Nm- 1, or a decrease in resistivity 

was seen, then the water was not used. 
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Figure 3.1: Typical set of polarisation dependence curves obtained from the pure 
water-air interface. The SHG signal is reported in arbitrary units (a.u.). 

The second harmonic response of water has been measured many times through­

out the course of this project, and has been compared to various other sources of 

purified water. A typical set of curves obtained from water with both surface ten­

sion and resistivity within the required range are presented in Figure 3.1. 
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Analysis of several datasets for the pure water/air interface throughout the 

project gives the parameters shown in Table 3.1. 

XZx.x/Xzzz Xx;v/Xzzz B/ A C/ A 

0.121(0.01) I 0.295(0.01) I 0.273(0.02) I 0.869(0.01) 

Table 3.1: Average ratios from several datasets for the pure water/air interface, 
along with standard error values. A, Band C parameters are defined in Section 
2.2, Equations 2.51 to 2.53. 

These values compare well to those obtained by Tamburello-Luca et al.,36 

Fordyce et aI.37 and to the theoretically calculated data by Sokhan and Tildesley38 

(see Table 3.2). The data of Goh et al. 39 differs somewhat from the data reported 

in this project, and in the compared references. 

Group Xz.x.x/ Xz.z.z Xxz;JXz.zz 

Goh et af. 39 0.385 0.833 

Tamburello-Luca et af. 36 0.159 0.385 

Sokhan and Tildesley e tal. 38 (MD simulations) 0.139 0.169 

Fordyce et al. 37 0.149 0.274 

This work 0.121(0.01) 0.295(0.01) 

Table 3.2: The Xijk ratios derived for the pure water/air interface in this work, and 
in the literature 

Summary 

The results obtained from the pure water interface in this project are compared to 

previous studies. There is good agreement with most of the literature, and consis­

tent results are obtained from the water sources used for this work. 

Using three techniques to verify different aspects of the purity of the water 

means that any deterioration in the water source could be noticed at an early stage, 

and use of contaminated water was avoided. 
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3.2 Benzo-lS-Crown-S at the AirlWater Interface 

Previous Work 

The literature resources on crown ethers with respect to complexation are massive, 

due to the high selectivity the compound show for specific cations. Since the first 

crown ethers were synthesised40 through to a major study by the US Department 

of Energy,41 crown ethers have been of great interest in applications from solu­

bility to catalysis, and from supramolecular layers to radionuclide extraction from 

waste eluent. Much data is available with regards to complexation parameters. The 

crown ether size which has received much of this attention is 18-crown-6 (18C6). 

This is largely due to the applications of this compound in supramolecular chem-

istry. The 18C6 cavity is of the correct size, at 2.6 to 3.2 A,42 to sequester K+ ions 

(ionic diameter of 2.66 A) and BaH (2.70 A). 

An early paper by Vandegrift43 discussed some 18C6 compounds and com­

plexes: 18C6, dicyclohexyl-18-crown-6 (two isomers) and the complex of the di­

cyclohexyl compound with Ba(NOh. The surface tensions of the compounds with 

concentration were measured, and from the data, using the Gibbs' isotherm, the 

minimum areas occupied per molecule were calculated. The dicyclohexyl (DCH) 

compounds were much more surface active than the non-functionalised crown, as 

expected, and the areas were reported as 70 A 2 per molecule for the 18C6, 114 A 2 

per molecule for isomer A of DCH-18C6, 128 A2 per molecule for isomer B, and 

then 87 A2 per complex for DCH-18C6 (isomer A) in the presence of Ba(NOh, 

The hydration of free lS-crown-S (lSCS) and 18-crown-6 (l8C6) has been stud­

ied as the conformations of hydrated crowns have implications in what ions will 

be bound by the crown, and how. 44 

Another major field in which crown ethers are rapidly establishing themsel ves 

is synthesis. The solubilisation of salts in organic solvents by crown ethers is one 

characteristic which has opened up synthesis routes previously unavailable.45 Sim­

ilarly, they have applications in catalysis.46 
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More recently, much more highly functionalised crown ethers have been stud­

ied by the US Department of Energy as a means of cleaning up nuclear effluent of 

radioactive ions.4L47-49 This work has proved highly successful in functionalising 

calix-arene crown ethers to enhance their selectivity for caesium and strontium 

ions. 

At the water-air interface, much work has been carried out on Langmuir films 

of hydrophobic ally functionalised crown ethers.2.3.50.51 Again, the emphasis is on 

the addition of ions, and the ion-selectivity. Information on uncomplexed crown 

ethers is generally found within studies which then proceed to focus on the com­

plexed behaviour. Clearly, it is in complexation applications that crown ethers are 

invaluable. However, it is important to understand how crown ethers behave in 

their free form in order to fully characterise the changes and behaviour which oc­

cur on the addition of ions. It is the aim of this project to characterise as fully as 

possible the surface behaviour of two crown ethers at the water-air interface. 

Benzo-15-crown-5, studied at the water-air interface in this work, has previ­

ously been studied in aqueous-organic solvent mixtures,52-54 and enthalpies of 

solvation are reported for several mixtures. The transfer of alkali metal ions be­

tween polar solvents using benzo-15-crown-5 has also been studied. 55 Some more 

surface active derivatives have been used for monolayer studies on aqueous elec­

trolyte sol utions using potentiometry.51 

Benzo-15-crown-5 is an aromatic crown ether (Figure 3.2), and is estimated to 

have an area of about 74-77 A 2 in its flattest conformation. The compound has a 

solubility of29.51 g L -1 in water (at 25°C).56 

3.2.1 Surface Tension Results 

Benzo-15-crown-5 was obtained from Fluka (> 99% purity). Initial surface ten­

sion experiments on the aqueous solution of benzo-15-crown-5 were carried out on 

the compound as bought. The compound is delivered in glass bottles from the sup-
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Figure 3.2: Diagram of benzo-IS-crown-S, including the molecular axis conven­
tion used in the SHG work. 

plier, and since it is known that the lS-crown-S cavity size (about 1.7 to 2.2 A di­

ameter)42 is suitable for sequestering sodium ions (ionic diameter of 1.9 A) , it is 

possible that storage in glass, which contains some sodium, may lead to the pres­

ence of a proportion of sodium-complexed crown ether. As the aim of this project 

is the study of uncomplexed crowns, the compound was then run through a sil­

ica column in ethyl acetate (spectroscopic grade) to strip out any sodium present. 

One batch of columned compound was stored in glass after columning, and sur­

face tension measurements were taken within weeks of cleaning, and then again 

a few months later. Surface tension measurements on benzo-IS-crown-S aqueous 

solutions were taken over the bulk concentration range 0 to S mM. The results , 

plotted in Figure 3.3, show clearly that glass storage does affect the surface be­

haviour of the crown ether. The early data differs from that of the untreated, glass 

stored compound, but the later data is consistent with the untreated compound. It 

appears that the crown is more surface active after storage in glass, which is likely 

to be due to some promotion or stabilisation of surface behaviour by sodium ions. 

One sample of benzocrown (although not the most pure) was run both in the ab­

sence, and in the presence, of NaCI (excess) , and the resulting isotherm, shown 

in Figure 3.4, does indeed correspond well to that of the crown ether which was 

not columned . Subsequent batches of columned compound were stored in Teflon 

vials, to assure that no complexation took place. Surface tension measurements 
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performed on such batches show consistent behaviour, even if left fo r some time 

in storage. This would seem to verify that glass storage of the compound is not 

acceptable for surface experiments. Consequently the results which shall be dis­

cussed hereafter are those fo r the columned crown ether which has been stored in 

Tefl on. 
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Figure 3.3 : Plots of y - Yo against bulk concentration fo r a series of samples of 
benzo- 15-crown-5 . 

Taking a single representative dataset fo r the concentration range (Figure 3.5) 

which includes several readings in the very low concentration region, the surface 
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Figure 3.4: Plot ofy-yo against bulk concentration for a batch of benzo-IS-crown­
S with and without excess sodium chloride present in the solution. One cleaned, 
glass-stored and uncleaned sample from the previous plot are also included for 
reference. 

tension data were first fitted using a cubic polynomial. From this , the derivative 

was obtained, and this was used to calculate the surface excess (using Equation 

2.16) . This may be used to obtain an estimate of the area per molecule as a func­

tion of bulk concentration, and this is plotted in Figure 3.6. The minimum area per 

molecule was then derived from the surface excess using the Szyszkowski equation 

of state (Equation 2.21) as being 67 A2 per molecule. This is a smaller area than 

the flat area of one crown ether, and suggests that the crowns pack fairly closely 

on the interface at higher bulk concentrations. 

3.2.2 SHG Results 

From the UV spectrum, shown in Figure 3.7, benzo-IS-crown-S is seen to absorb 

light at 266 nm. This indicates that a good second harmonic response should be 

obtained due to resonant enhancement of the signal. 

The extinction coefficient is shown to be 1780 M- 1 cm- 1 at the second har-
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Figure 3.5: Plot of 'Yc - 'Yo against r c for a cleaned and Teflon stored sample of 
benzo-15-crown-5 . 10% error bars are shown. 
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Figure 3.7: The UV-vis spectrum of a 0.5 rnM benzo-15-crown-5 aqueous solution: 
the absorption around the second harmonic wavelength of the SHG experiment 
(266 nm) indicates that the SHG signal will be enhanced. 

monic wavelength, and from this , along with the assumption that the interfacial 

refractive index is the average of that of the bulk water and that of the air (see 

Table 3.3), the ai coefficients required for the SHG polarisation dependence may 

be calculated. These are presented in Table 3.4. 

Parameter 

Wavelength A. 

Angle of Incidence 

Extinction Coefficient, £ 

nwater 

For fundamental frequency For Second Harmonic Frequency 

532 nm 266 nm 

60° 

1 

1.334 

1.167* 

1780 M- 1 cm- l 

1 

1.334 

1.167* 

Table 3.3: Parameters used to calculate the ai coefficients. * indicates this is the 
preliminary value used. 
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ai Re 1m 

at 0.2S9 0.00 

a2 -0.222 0.00 

a3 0.126 -0.006 

a4 0.IS7 -0.007 

as 0.194 -0.009 

Table 3.4: Calculated ai coefficients for benzo-IS-crown-S. 

3.2.3 Polarisation Dependence 

Two batches of columned, Teflon stored benzo-lS-crown-S are reported here. There 

are slight differences in the data obtained under the assumptions specified, al­

though the datasets do compare well. The differences, and possible explanations 

will be discussed. 

Polarisation curves were run at several bulk crown ether concentrations within 

the range studied using surface tension measurements. In terms of the appearance 

of the plots, no difference was apparent between concentrations, although the in­

tensity of the signal rose with increasing concentration. 

These results were analysed using Equations 2.49 to 2.S4, but the graphical 

fitting procedure to these curves was carried out in two different ways: direct A, B 

and C fitting, and 0, Rand F fitting. 

Direct A, Band C fitting (ABC) 

In this case, the curves were fitted directly by Equations 2.49 to 2.S4, using an Ex­

cel spreadsheet which optimised the values of Xijk (and thus A, B and C) through 

the least squares method. Once the data is fitted, it is possible to then calculate the 

order parameter D for several assumptions on both the dominant hyperpolarisabil­

ity components, and on the Euler angle '+', relating to the rotation of the molecule 

about its long axis (as shown in 2.2). 
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Figure 3.8: Typical set of polarisation curves for benzo-lS-crown-S (This set ob­
tained from a 4 mM solution). 

Fitting using D, Rand F parameters (DRF) 

The results of some ab initio calculations were obtained 57 on the chromophore of 

the crown ether to determine which hyperpolarisability components are likely to 

be the dominant ones. It is expected that the chromophore, having e2v symmetry 

will have the dominant hyperpolarisability components ~zzz and ~zxx , as has been 

determined on systems of similar symmetry. The calculations support this assump­

tion, and being confident in the dominance of these components allows a slightly 

different approach to the fitting of the SHG polarisation dependence data. 

Once the significant hyperpolarisability components have been determined, ex­

pressions for each non-linear susceptibility component may be derived in terms of 

the order parameter, D, the ratio of the dominant hyperpolarisability components , 

R, and a scaling factor, F. Further assumptions are taken regarding the Euler angle 

distributions , which will be discussed in more depth in Section 6.1. 

As discussed, for the case of benzo-lS-crown-S the ~z.z.z and ~Z.>.:x components 

are assumed to be dominant. Additionally, it is assumed that the angle of rotation 
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about the molecular axis, 'V, is random, and that the distributions of the angles 'V 

and e are independent of each other. The equations for each X component are: 

where: 

Xzzz = F [2D + (1- D) RJ 

Xzxx = F [(1- D) - ~ (1 - D) + R 1 

Xxzx = F [(I-D) - ~ (I-D)] 

(cos3e) 
D=-,---.,--

(cose) 

N 
F = -(cose)~zzz 

2Eo 

and R may be complex. 

(3.1) 

(3.2) 

(3.3) 

(3.4) 

(3.5) 

(3.6) 

The Xijk found through Equations 3.1, 3.2 and 3.3 are then used within Equa­

tions 2.49 to 2.54 to fit the curves. Fitting in this way reduces the number of vari­

ables, but imposes extra restrictions on the analysis through the additional assump-

tions. 

In fact, the results from these two fitting methods in this case were the same 

within experimental errors. The sets of ratios derived by both methods are included 

for comparison. 

The difference between the two sets of data is surprising, as they are readings 

taken from data obtained on samples which were treated in exactly the same way. 

Looking at the appearance of the curves from each set of data, shown in Figures 
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3.9 and 3.10, the difference lies in the shape of the P-out curve. For Sample 1, the 

data has a P-out curve which tends to zero at a 90° (S) input polarisation, but for 

Sample 2, the P-out curve does not fall to zero. It remains at significant intensity. 

The cause of this could be contamination by ions, since it was observed that the 

untreated compound gave a similar P-curve, but with a more pronounced tail, as 

seen in Figure 3.11. 

Both sets of data do indicate that no significant change in the tilt angle is ob­

served, and this is supported by the smoothness and simple fit of both the surface 

tension data and the SHG isotherm data. 



Sample I ConchnM I X21Xl X31Xl BIA CIA R D I 9applo 
- -- - - -

1, ABC fit 1.5 0.144(0.010) 0.301 (0.010) 0.271(0.014) 0.747(0.060) 0.225(0.030) 0.660(0.010) 35.3(0.30) 

3.0 0.192(0.010) 0.318(0.010) 0.358(0.020) 0.775(0.010) 0.146 0.640(0.010) 36.8(0.30) 

4.0 0.215 0.302 0.395 0.777 0.239 0.66 35.8 

1, DRF fit 1.5 0.147(0.01) 0.301(0.01) 0.342(0.100) 0.763(0.040) 0.243(0.02) 0.66(0.01) 35.7(0.5) 

3.0 0.201(0.01) 0.322(0.002) 0.386 0.778 0.154(0.02) 0.635(0.01) 37.1(0.2) 

4.0 0.185(0.01) 0.318(0.01) 0.344 0.778 0.162 0.64(0.01) 36.8(0.4) 

2, ABC fit 0.7 0.392 0.389 0.669 0.874 0.017 0.561 41.5 

0.8 0.361 0.412 0.649 0.975 0.055 0.562 41.4 

1.5 0.249(0.030) 0.355(0.0 10) 0.446(0.030) 0.838 0.125(0.014) 0.612(0.010) 39.9 

2.0 0.340 0.391 0.634 0.960 0.103 0.587 40.0 

3.0 0.339 0.374 0.561 0.825 0.074 0.584 40.2 

3.5 0.361 (0.050) 0.370(0.050) 0.596(0.110) 0.804(0.140) 0.137(0.051) 0.589(0.030) 41.3(1.5) 

4.0 0.298 0.365 0.518 0.846 0.123 0.629 39.9 

2, DRF fit 0.7 0.413 0.406 0.670 0.877 0.09 0.551 42.1 

0.8 0.360 0.413 0.602 0.920 0.296 0.573 40.8 

1.5 0.244(0.010) 0.355(0.010) 0.432(0.020) 0.838(0.010) 0.204(0.070) 0.616(0.01) 38.4(0.05) 

2.0 0.335 0.400 0.582 0.927 0.153 0.574 40.8 

3.0 0.328 0.379 0.557 0.859 0.059 0.581 40.3 

3.5 0.369(0.050) 0.381 (0.060) 0.592(0.103) 0.818(0.153) 0.215(0.014) 0.581 (0.040) 40.4(2.2) 

4.0 0.290 0.367 0.502 0.848 0.089 I 0.595 39.5 

Table 3.5: Ratios and Parameters derived by the ABC and the DRF method. Both samples 1 and 2 were treated in the same way: that is, the bought 
compound was run through a silica column with ethyl acetate. Standard errors are reported in brackets for multiple dataset results. 
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Concentration Dependence 

The concentration dependence of the (P-in, P-out) (y, r) combination was mea­

sured over the same range as that studied by surface tension. This combination 

was chosen to ensure that a maximum signal was obtained. The intensity of the 

SHG signal can be related to the surface coverage through: 

/(2ro) = se2 (3.7) 

Where e is the coverage of the surface by the species, as given by Equation 

3.8, and S is a scaling factor. 

Kc e=-­
l+Kc 

(3.8) 

Here, K is the Langmuir adsorption constant, and is given by Equation 3.9, and 

c is the concentration of the species. 

kadsorpfion 
K=--'--

kdesorpfion 
(3.9) 

It must be noted that care needs to be taken in relating the coverage to the in­

tensity of the second harmonic signal, as this is known to be orientation dependent 

as well as coverage dependent. Thus, any intensity dependence on orientation must 

be studied alongside the concentration dependence. In this case, it has been seen 

that there is no change in orientation with concentration, or at least, no change 

detected by the SHG measurements. This simplifies the analysis of the isotherm. 

The relationship between the effective susceptibility tensor (X(2) from which, 

hereafter, the superscript (2) will be omitted, as all X terms are second order sus­

ceptibilities), and the intensity of the second harmonic signal is given by Equation 

3.10. 

(3.10) 
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For the system studied the intensity of the signal from a crown ether solution 

is at most, over the range studied, only twice that of the bare water interface. Thus, 

the contribution from both crown and water should be considered separately. Xeff
, 

has two contributions, the Xwat contribution, from water, and the XCTO contribution, 

from the crown ether. The relationship from Equation 3.10 thus becomes: 

(3.11 ) 

The expansion of the right hand side of Equation 3.11 depends upon any phase 

difference between the signals from the water and from the crown. The general 

expansion is shown in Equation 3.12. 

(3.12) 

Where phi is the phase between the electric field of the water signal and the 

crown signal. The quantity which is proportional to the coverage, as shown in 

Equation 3.7 is the square root of the intensity of the SH signal; that is, the electric 

field of the second harmonic signal. The correct expression for this depends upon 

the phase difference between the water and crown signals. For example, of the 

signals are in phase, then the expression for the electric field is shown in Equation 

3.13. If the phase is 90°, the electric field is given by Equation 3.14. 

(3.13) 

(3.14) 

For the data from benzo-15-crown-5, two different cases were considered in 

order to obtain a good fit of the data: that where the phase between crown signal 

and water signal, <1>, was 0° and that where it was 90°. An equally good fit is ob­

tained under both these assumptions (see Figure 3.12), and the technique is not 

sufficiently sensitive to determine the phase accurately for low concentrations of 
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benzo-IS-crown-S in water. 

The value of K was therefore derived for both cases, and subsequently the 

value of /1Gads. These are presented in Table 3.7. 

Assumed Phase 

o 
90 , 

816±6S 

2162±70 

I /1Gads / kJ mol- 1 

I 

-26.3±0.1 

-28.7±0.1 

Table 3.6: Parameters derived from the adsorption isotherm using two different 
assumptions of phase. 

The successful fit of the Langmuir isotherm supports the findings that there is 

no significant change the way in which the benzo-lS-crown-S packs in this system 

with concentration; at least, no change which is detectable by SHG. 

3.2.4 Discussion 

Taking the results of all three experimental techniques on this compound, it can 

be concluded that there is no significant change in the orientation of the crown 

ether at the interface with increasing concentration. If there was, then the polarisa­

tion dependence studies would reveal this change. This is supported by the smooth 

concentration dependence of surface tension, and also by the good fit of a simple 

Langmuir isotherm to the concentration dependence of the SH response. 

The difference between the surface excess derived from surface tension mea­

surements and the SHG isotherm is pronounced at low concentrations. This is most 

likely to be due to the influence of the order parameter (PI) on the shape of the 

SHG data. The surface tension is affected by the number of crown ethers at the 

surface alone, whereas the SHG concentration isotherm is affected by the surface 

concentration and by the orientation at the surface. Although the data seems to be 

approaching the weak limit, it is not strictly weak limit, especially at low concen­

tration, and thus, it is possible that the order of the molecules is influencing the 

shape of the adsorption isotherm. 
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It is interesting to note that in fact the SHG technique may not be sensitive 

enough to probe this system fully. The signal enhancement is surprisingly weak in 

the system, and the conclusion which best explains the data is that the molecules 

are in the weak limit of interfacial order. 

The tilt angle throughout the concentration range is between 35 and 45°. This 

suggests that the interfacial molecules are not well ordered enough to use the ap­

proximation that D :::::; cos(S)2.24,30 This approximation is valid only for systems 

where there is a very narrow distribution of tilt angles about the mean value. Ex­

cept in the case of a tightly packed monolayer, it is reasonable to expect that there 

is some distribution about the mean tilt angle. Even slight deviation from a sharply 

unimodal tilt angle distribution leads to a D value which gives a S value diverging 

from the true mean. It is found that the apparent tilt angle calculated using the 

approximation that D:::::; (co.s.2S) converges towards 39.2°, which has been called 

the "SHG magic angle".3() 

This magic angle may be derived from the expressions for D. If we take the 

example of a system, such as benzo-15-crown-5 at the water/air interface, where 

the dominant ~ components are ~z.z.z and ~zxx, then the order parameter may be 

expressed as in Equation 3.15.27 

D = (cos3
S) = Xz.z.z - Xzxx + XxXl 

(cosS) Xzz.z - Xzxx + 3Xxxz 
(3.15) 

It has also been shown that when the system is weakly ordered, the compo­

nents of X are not independent; they are related through Equation 3.16,58 for two 

equivalent incident fields. 

Xzz? = Xzxx + 2Xxzx (3.16) 

Also, for two equivalent incident fields, Xijk == Xikj' Thus, the dependence in 

Equation 3.16 simplifies Equation 3.15 to: 
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3Xxzx 3 
D ------ -

SXxzx S 
(3.l7) 

Using the approximation that D ~ cos(8) will therefore always result in a value 

of 8app=39.2°, whatever the true value of the mean tilt angle may be. 

If we assume the data to lie in the weak order limit, then it is possible to es­

timate the interfacial refractive index of the system,24 which thus far has been as­

sumed as the average refractive index of the two bulk phases, taking nair as unity 

and nwater as 1.334. 

Concentration / mM I nint I water-like or air-like 

0.7 1.122 air 

0.8 1.172 water 

1.S 1.219(0.02S) water 

2.0 1.179 water 

2.S 1.060 aIr 

2.7 1.060 aIr 

3.0 1.17S(0.02S) water 

3.S 1.189 water 

4.0 1.199(0.03) water 

Average 1.179(0.01) water 

Table 3.7: Interfacial refractive index obtained assuming that data is in the Weak 
order limit. Where more than one dataset is used, the standard error is reported in 
brackets. 

The average derived 17int is reported in Table 3.8. In general it appears that the 

refractive index of the interface is slightly weighted towards that of the water. 

If the weak limit is assumed for the system, then the datasets may be fitted, 

using the D, R, F method with D fixed at 3/S. A good fit is obtained with the data 

when this is done, supporting the theory that the crown ether is weakly ordered. In 

itself, the weak order limit does not adequately describe the system, as there are 

several interfacial arrangements that could result in this outcome - for example, 

a tightly packed and ordered layer with alternating head to tail crowns. For this 
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reason, the computational simulations are of great interest. Molecular dynamics 

enables an atomistic study of the system, and no experimental technique can offer 

this on a liquid/vapour system to date. 
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3.3 4-Nitrobenzo-1S-Crown-S 

The 4-Nitrobenzo-1S-crown-S molecule (Figure 3.14) differs from the benzo-1S­

crown-S only in the presence of the electron withdrawing nitro group. The axes 

used in the analysis of the data are also shown in Figure 3.14. These are defined 

based on the convention that the Oz, or molecular, axis runs from the donor to the 

acceptor group, and the Ox axis is perpendicular to Oz, and also in the plane of the 

molecule.s 

Figure 3.14: Diagram of 4-nitrobenzo-1S-crown-S, showing the molecular axes 
used for the SHG work. 

The solubility data on 4-nitrobenzo-1S-crown-S was not available, but it was 

not found to be very soluble in water. Treatment of solutions with heat and ultra­

sound were necessary even for low concentration solutions. 

3.3.1 Surface Tension Results 

The surface tension isotherm of the compound was very similar in shape to that of 

benzo-1S-crown-S. Once again, it was found that the columned compound showed 

less surface activity than the bought compound: the surface tension of the bought 

(glass stored) sample decreased more steeply than that of the columned, Teflon 

stored sample (see Figure 3.1S). 

The surface excess was derived at each concentration along the surface tension 

isotherm using the Gibbs adsorption isotherm, and the area per molecule was de-
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Figure 3.15 : Three surface tension isotherms obtained from 4-nitrobenzo-15-
crown-5, one of which is from an uncolurnned sample. 

rived. Both the surface excess and the area per molecule are plotted in Figure 3.16. 

UV-visible Spectrum and Optical Data 

The UV-visible spectrum of the nitrocrown indicates that there will be very little 

resonant enhancement of the SHG signal, as it only absorbs weakly at 266 nm. 

The optical data used for the SHG interpretation is given in Table 3.8. 

Parameter For fundamental frequency For Second Harmonic Frequency 

Wavelength A 532 nm 266 nm 

Angle of Incidence 60° 

Extinction Coefficient, £ 520 M- 1 cm- 1 

na~ 1 1 

n water 1.334 1.334 

nint 1.167* 1.167* 

Table 3.8: Parameters used to calculate the ai coefficients . * indicates this is the 
preliminary value used. 
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Figure 3.16: The derived surface excess and area occupied per molecule for a 
columned sample of 4-nitrobenzo-15-crown-5 . The line through the area curve is 
to guide the eye. 

3.3.2 Second Harmonic Generation 

Polarisation Dependence 

The polarisation dependence curves of 4-nitrobenzo-15-crown-5 were obtained 

over a similar concentration range as those for the benzocrown. At low concen­

trations , the S-out polarisation curves are visibly at lower intensity to those of the 

pure water/air interface, shown in Figures 3.18 to 3.20. As the concentration is 

raised , the intensities increase. At higher concentrations, the signal from the nitro­

crown solution becomes much stronger than that of water. This behaviour suggests 

that there exists a phase difference between the SHG electric field of water and ni­

trocrown, both of which are contributing (and contributing significantly at lower 

concentrations) to the detected SH response . 

Polarisation dependence curves at several concentrations were measured for 

both the glass-stored and the Teflon-stored samples. The signal from the glass­

stored sample was of significantly higher intensity than that from the Teflon-stored 

sample, although generally, the shapes of the curves are not dramatically different. 
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Figure 3.17: The UV-vis spectrum of a 0.17 mM 4-nitrobenzo-15-crown-5 aqueous 
solution: neither the second harmonic, or the fundamental, wavelength of the SHG 
experiment (266 nm) correspond to an absorption peak, and so the SHG signal is 
not expected to be resonantly enhanced. 

This is illustrated later in the section. These two cases are discussed separately. 

Significant Hyperpolarisability Components of 4-nitrobenzo-15-crown-5 

Ab initio calculations on the significant hyperpolarisability components were ob­

tained.57 The analysis suggests that the significance of several components of ~ (2) 

are relatively high at 532 nm. The ~zz.z component is the most significant, but there 

is almost certainly at least one other significant component. The calculation sug­

gests that both the ~l.xx and the ~XlX contributions could affect the second harmonic 

response. As a result, several different assumptions will be taken regarding ~ (2) , 

and all will be reported here. 

Glass Stored 4-Nitrobenzo-15-crown-5 

The polarisation response of nitrocrown solutions was measured at several con­

centrations. There is a change in the BfA, Cf A and X component ratios with con-
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Figure 3.18: Polarisation response of glass stored 4-nitrobenzo-15-crown-5 at 0.52 
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Figure 3.19: Polarisation response of glass stored 4-nitrobenzo-15-crown-5 at 1.5 
mM concentration. 
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centration. The change in the response is seen in Figures 3.18 to 3.20. The results 

are given in Table 3.9. 

Since there is some uncertainty as to the contributing hyperpolarisability com­

ponents, the apparent tilt angle (8app , the angle between the experimental surface 

normal and the Oz axis as defined in Figure 3.14) is given for various ~ assump­

tions, which are denoted by superscripts: 

a: assuming ~z.z.z and ~zxx to be dominant, and \jf to be 90° 

b: assuming ~z.z.z and ~zxx to be dominant, and \jf random 

c: assuming ~z.z.z and ~xzx to be dominant, and \jf to be 90° 

d: assuming ~zz.z and ~xzx to be dominant, and \jf random 

Teflon Stored 4-nitrobenzo-lS-crown-S 

The same SHG experiments were carried out on a teflon stored sample. The results 

were slightly different, and are reported in Table 3.10. The general trends within 

the BI A, CIA and X ratios are slightly different. These ratios for both the glass­

stored and Teflon-stored samples are plotted in Figure 3.21, and the X ratios are 

shown in Figure 3.22. 
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0.52 0.125 0.373 0.117 0.461 70.7 42.3 15.6 -

1.0 0.004 0.081 0.0109 0.149 63.5 - - 40.9 

1.5 0.087 0.082 0.108 0.119 68.5 11.5 59.5 18.4 

2.4 0.26 0.198 0.296 0.296 68.9 26.1 - 29.6 

3.0 0.351 0.366 0.346 0.475 68.8 35.6 - 31.3 

3.5 0.475 0.472 0.437 0.572 69.3 37.9 - 33.7 

4.3 0.628 0.672 0.519 0.73 69.3 39.8 - 34.9 

5.1 0.724 0.777 0.604 0.854 69.6 39.9 - -

6.0 1.260 1.322 0.625 1.07 69.3 67.8 - 44.2 

8.7 1.382 1.500 0.895 1.278 79.8 70.8 - 47.9 

Table 3.9: Ratios and Parameters derived from the polarisation dependence of 
glass-stored 4-nitrobenzo-15-crown-5 over a range of concentrations 

3.0 0.291 0.300 0.358 0.480 74.1 27.2 9.0 45.4 

3.1 0.388 0.396 0.444 0.596 71.7 41.1 10.7 39.7 

4.0 1.155 1.238 0.698 0.945 74.8 64.9 5.4 23.5 

4.6 1.450 1.585 0.743 1.069 73.6 66.2 4.6 19.0 

6.0 1.396 1.507 0.779 1.106 78.2 67.7 2.9 19.5 

7.0 1.611 1.668 0.829 1.129 82.3 - 3.6 9.6 

10.0 1.12 1.155 0.894 1.221 67.1 71.3 4.0 20.9 

Table 3.10: Ratios and Parameters derived from the polarisation dependence of 
tefton-stored 4-nitrobenzo-15-crown-5 at several concentrations with 8 reported 
under various assumptions of significant ~ components. 'V is assumed random. 
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Figure 3.21: BI A and CIA ratios with bulk: concentration for glass stored and teflon 
stored 4-nitrobenzo-15-crown-5 (error bars are 10%). 



CHAPTER 3. EXPERIMENTAL RESULTS 

1.8 

1.6 

1.4 

1.2 

I:l 1 ;.< 

~ 0 . 8 

0.6 

0.4 

0.2 

0 

0 2 

1.8 

1.6 

1.4 

1.2 

~ 1 ;.< 

S ;.< 0.8 

0.6 

0.4 I 

0.2 

0 

0 2 

1. ... .1 J ...... 1- 1 .. 1 

I
,·' : . , 

, 

.. . .f .. . 1 
, .' 

4 6 

···. ·· ·Teflon X2 

.. .• . .. Glass X2 

8 

Concentration I mM 

II 
.I' ", , .l ···· · .. ' ······1 
' 1 1 

. ' . . .• ... Teflon X3 ;1' 

.···1 . . f 

. . .• . .. Glass X3 

4 6 8 

Concentration I mM 

70 

10 

10 

Figure 3.22: XzxxlXw. and XxzxlXzz.z ratios with bulk concentration for glass stored 
and tefton stored 4-nitrobenzo-1S-crown-S (error bars are 10%). 



CHAPTER 3. EXPERIMENTAL RESULTS 71 

3.3.3 Glass Storage Effects 

In order to clarify whether the differences between the Teflon and glass stored 

samples might be due to sodium ion leaching from the glass container, both the 

samples were run with an excess of sodium (NaCl). The results with and without 

sodium present for the glass stored sample are given in Figure 3.23, and those 

for the Teflon stored sample are given in Figure 3.24. In each case, the addition 

of excess sodium chloride resulted in a raised SHG intensity compared to that of 

the crown ether without salt added. Unfortunately, it is not possible to compare 

the intensities of the signals absolutely between the teflon stored samples and the 

glass stored samples, due to laser power fluctuations and alignment issues from 

day to day, although it has been observed throughout this project that in general 

the intensity of the glass-stored compound is consistently higher than that from the 

Teflon-stored sample. The addition of sodium chloride to the solutions results in 

a greater intensity increase for the Teflon-stored sample than it does for the glass­

stored sample. Thus, it seems likely that sodium ion presence is indeed the source 

of any difference between samples cleaned in the same way but stored differently. 

Clearly, the glass stored sample is nowhere near saturated by sodium ions, as the 

increase in intensity on addition of salt is still pronounced. 
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Figure 3.23: Polarisation response of glass stored 4-nitrobenzo-15-crown-5 at 6.0 mM concentration, and 6.0mM in the presence of excess NaCl. 
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Concentration Dependence 

The concentration dependence of the 45 -in, S-out signal was studied for the nitro­

crown (Figure 3.25). There is clearly a phase difference between the nitrocrown 

and water signals , as is seen clearly in Figure 3.25 by the initial decrease in SH 

intensity with increasing concentration. Unlike the dependence of the signal ob­

tained from benzo-15-crown-5, no plateau region was observed. 
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Figure 3.25 : The adsorption isotherm of 4-nitrobenzo-15-crown-5 showing clearly 
the effect of the phase between the SH electric field of nitrocrown and water. The 
Langmuir fit assuming the phase to be 1800 is also shown. 

The strongest solution made up was 15 rnM, and this required a period of more 

than three hours in the sonic bath, with heating, to dissolve all of the solid. This 

maximum concentration is much higher than the point at which the plateau region 

became apparent for benzo-15-crown-5, and may indicate that the nitro compound 

forms multi-layers at the surface, which are still within the surface region affected 

by SHG. This would explain the lack of plateau in the SHG signal. 

Several isotherms were recorded at different times, and the results are shown 

in Table 3.11. 

Within errors, it appears that the Teflon stored and glass stored samples pro­

duce similar isotherms, with an adsorption free energy value of -22 kJ mol - I. 
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Glass stored 118.4(10) -2l.6(1.4) 

Teflon stored 232.4(15) -22.2(l.I) 

Table 3.11: Parameters of Langmuir isotherms, with an assumed phase of 1800
. 

3.3.4 Discussion 

The surface tension isotherm of 4-nitrobenzo-I5-crown-5 is quite similar in shape 

to that of the benzo-15-crown-5, suggesting a similar level of surface activity. The 

fact that several hyperpolarisability tensor components in the nitrocrown chro­

mophore have a relatively high value raises issues regarding the best way to anal­

yse the SHG results. A uniaxial approximation is certainly not sufficient for the 

system, but it may be that even the assumption of two dominant hyperpolarisabil­

ity tensor components is not sufficient. 

Another issue is raised by the difference between the glass stored and Teflon 

stored samples. Both of these are columned in exactly the same way, and yet the 

results are slightly different, illustrated by the BI A, CIA and X ratios. The most 

likely explanation of this discrepancy is that the crown sample stored in glass has 

leached some sodium ions from the container. Unfortunately, this needs only occur 

on a very small scale to affect surface results since the sodium ions will enhance 

the surface activity of the crown. Addition of sodium chloride salt to the samples 

(both glass stored and Teflon stored) leads to an increase in second harmonic sig­

nal intensity, but this was more pronounced with the Teflon stored sample. 

The SHG concentration dependence clearly showed that there was a phase dif­

ference in the SH electric field between the signal originating from the water from 

the nitrocrown. The data could be fitted well by a simple Langmuir isotherm once 

again, and from this, the phase difference was estimated to be about 1800
. No 

plateau region indicative of a monolayer formation was found for this compound, 

and whether this was due to the physical concentration limitation (arising from the 
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very poor solubility of the compound in water) or whether the nitrocrown is more 

likely to form multi-layers which will still be within the interfacial layer, in that 

further layers will also contribute to the SHG signal, is unclear from this data. The 

isotherm data may be used in order to separate the contribution from the water 

from that of the crown ether. 

Separation of Water and Adsorbate Signal 

The water signal is relatively high in comparison to the nitro-crown signal, and 

from the Langmuir isotherm, it is also seen that there exists a phase of about 1800 

between the water signal and that of the crown ether. These contributions may be 

separated such that the crown only contribution may be analysed to give the sus­

ceptibility tensor components arising solely from the crown, Xcro. 

This is possible by using the relationships: 

Xeff = X cro + X wat 
Z2'Z zzz zzz 

X eff = X cro + X wat 
zxx zxx zxx 

ef.f = cro + waf 
Xxzx Xxv: Xxzx 

(3.18) 

(3.19) 

(3.20) 

Where X
eff is the effective susceptibility tensor, that is, the susceptibility of 

the interface as a single entity. The polarisation combination used for the concen­

tration dependence measurements on 4-nitrobenzo-15-crown-5 was (45-in, S-out). 

From Equation 2.49, the S-out polarisation dependence only depends on XX?x' The 

water polarisation data is known, and since this is a single component system, this 

can be used to extract the data arising from the crown ether, assuming that the 

water surface remains unchanged on addition of the adsorbate. The validity of this 

assumption will be addressed in Parts II and III of the thesis. Substituting for x:;{f, 

at this input polarisation of 45° gives: 
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Where <1> is the phase between the signals. It is possible to obtain X~~~ by solv­

ing this quadratic expression. Consequently, all other X components may be ob­

tained. The example of X~·'/.i. is shown in Equation 3.22. 

eff 
X l.?Z 

x::{J 
Xcro + Xwat 

z.zz z.zz 

Xcro +Xwat 
xu: XlX 

(3 .22) 

Within this equation, there is only one quantity which is not known, and that is 

the value of x~'/.i. . The remaining unknown component may be found in the same 

way. Once these X components are known, D and 8 may be derived for the crown 

contribution, under various assumptions of significant ~ components, and 'V val­

ues. The results found for one set of data is presented in Table 3.13, and can be 

compared to Table 3.10, for which the water contribution was not treated. 
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Figure 3.26: The apparent tilt angle, derived from the SHG polarisation depen­
dence results , with the water contribution removed. Both datasets show the tilt 
angle calculated assuming ~zzz and ~ux dominant. The blue data is under the as­
sumption that '1'=90 0 and the pink is from the assumption that 'V is random. The 
dashed lines are just guides . 

Once the water signal has been removed, the tilt angles derived (8app ) are sig­

nificantly changed. It appears that the most likely dominant ~ (2) components are 
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~zzz and ~zxx, as these are the assumptions for which the change in 9app is smooth 

over the concentration range. This assumption gives a high concentration tilt angle 

of about 34° for the assumption that \jf is 90°, and of about 38° when \jf is assumed 

random. The trend for 9app is shown in Figure 3.26. 

This may be a true tilt angle, and is quite different from that which was ob­

tained without the extra treatment of the water signal. It may be, however, that the 

orientation of the surface molecules is weakly ordered. That is, it may be that the 

data is converging towards the weak limit. The width of the tilt angle distributions 

is something that will be examined in the molecular dynamics section. 

0.52 0.08 0.06 0.105 0.107 19.5 19.2 21.0 21.4 

1.0 0.04 0.06 0.054 0.097 17.5 17.5 15.6 15.5 

1.5 0.14 0.13 0.186 0.232 25.0 24.6 24.8 25.4 

2.4 0.11 0.33 0.241 0.921 34.3 36.5 53.2 32.6 

3.0 0.06 0.39 0.147 1.309 34.4 37.4 - 28.2 

3.5 0.01 0.42 0.024 1.613 34.2 37.6 - 9.3 

4.3 0.05 0.47 0.207 2.352 34.2 38.2 15.8 23.0 

5.1 0.09 0.49 0.420 2.908 34.0 38.3 19.5 40.4 

Table 3.12: Ratios and Parameters derived from the polarisation dependence of 
glass-stored 4-nitrobenzo-15-crown-5 once separated from the water contribution. 

3.4 Summary of Experimental Results 

Benzo-15-crown-5 and 4-nitrobenzo-15-crown-5 have been studied using surface 

tension measurements, second harmonic generation polarisation response and the 

concentration dependence of second harmonic generation. The results have been 

analysed and the information obtained has been discussed in terms of the possible 

structure of the interface. 

The intensity of the signal obtained from the nitrocrown is in general some­

what larger than that of the benzocrown, which at first seems odd, as this is not a 

molecule which will be resonantly enhanced, but the intrinsic hyperpolarisabi1ity 
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is much higher, as calculated through the ab initio work. 

The polarisation dependence of the benzocrown indicates no obvious change 

in orientation over the concentration range studied: there is no significant variation 

in any of the ratios derived at different concentrations. The orientational parame­

ter, D for the benzo system within the concentration range consistently leads to an 

apparent tilt angle between 35° and 43° , which may indicate that the system is 

weakly ordered in terms of the model used to derive an average tilt angle for the 

system. Thus, it is desirable to further study the system with molecular dynamics. 

The polarisation dependence of the nitro crown shows some change with con­

centration. The BfA and Cf A ratios, and the X component ratios show first a de­

crease, below about 1.5 mM, and then an increase However, it is not clear that 

any change in the apparent tilt angle occurs. The derivation of 8app is somewhat 

complicated by the uncertainty with this species as to which are the dominant hy­

perpolarisability tensor components, and so several assumptions are included in 

the reported results. Also, once the concentration dependence of the compound 

was fitted, it was possible to attempt to extract the pure crown contribution to the 

SH response. This relies upon the assumption that the SH response of the water 

is relatively unchanged with the addition of adsorbate. The derived tilt angle still 

showed a dependence on concentration once the contributions were separated, and 

rose to a maximum of either 34 or 38°, depending upon the assumption on \jf. The 

concentration dependence of 4-nitrobenzo-15-crown-5 did not indicate any mono­

layer formation within the range studied, and this could be because a monolayer 

was not formed within the concentration range studied (that is, it could be due to 

the physical constraint of solubility in water) or it could be that the compound in­

stead forms tight multilayers, which are within the region giving rise to the second 

harmonic response. 

The next part of the thesis introduces the theory behind molecular modelling, 

and then the simulations run are presented in full. 



Part II 

Molecular Dynamics Simulations 



Chapter 4 

Simulation Methodology 

The general theory and methods behind molecular dynamics simulation are pre­

sented in this chapter with emphasis on the techniques and algorithms utilised 

within this project. 

4.1 Molecular Mechanics Methods 

Molecular mechanics (MM) methods use a force-field approach to modelling: that 

is, they ignore electron motions and use only the nuclear positions to calculate 

the energy of the system. MM is used for systems containing a large number of 

atoms, and can provide information about structure and energetics, for example, 

on a timescale inaccessible to established quantum mechanical methods, that is 

approaching the accuracy of very high-level QM calculations, although it cannot 

provide detail about properties dependent on electronic distribution. 

MM may be applied successfully as a result of the Born-Oppenheimer approxi­

mation, which allows the decoupling of electronic and nuclear motion, and thereby 

enables the energy of the system to be expressed purely based upon nuclear posi­

tion. 

Molecular mechanics is based upon a relatively simple view of the interac­

tions within a chemical system being formed by contributions from such events 
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as bond stretching, angle opening and closing, and bond rotations. The models of 

these events begin with simple relationships such as Hooke's law. Without further 

modification, this model works well in some cases. Non-bonded interactions (elec­

trostatic and van der Waals) are also considered. 

A good MM force field will be transferable over a wide range of similar sys­

tems, over and above those for which the force-field was parameterised. 

4.1.1 The AMBER Force Field 

There are many available force fields which have been parameterised in slightly 

different ways, such as CHARMM,59 AMBER6(),61 and OPLS.62 The force field 

chosen in this work was the AMBER force field which is widely used in simula­

tions on many types of system. 

The general functional form of the AMBER force field is: 

Eff = I EW
etch + I Etk

nd + I EfJ[to
n + I Er

ul + I EjdW (4.1) 
bonds angles dihedrals pairs pairs 

E ff is the potential energy of the system. The individual terms are expressed 

in Equations 4.2 to 4.6. 

Bond stretching and bond bending are described by simple harmonic terms: 

Es~retch = ~kftretch (r .. _ r" ) 2 
1) 2 I) 1) 1)0 

(4.2) 

kJyetch is the force constant for the bond between atoms i and j, rij is the bond 

length, and rijO is the reference bond length. 

E bend 1 kbend (8 8) 2 
ijk = 2" ijk ijk - ijkO (4.3) 



CHAPTER 4. SIMULATION METHODOLOGY 83 

kfJ!/d is the force constant for the bond angle between atoms i, j and k, Sijk is 

the bond angle, and SijkO is the reference bond angle. 

·1· 
EtorslOl1 = ~ _ V.romol1 (1 + co <; (nth + 8 )) 

IJk! .£... 2 lJkl11 c 't' 11 
11 

(4.4) 

In this case, ~jk!11 is the nth order force constant for the dihedral between atoms 

i, j, k and l. <Pijkl is the dihedral angle and 811 is the phase angle. 

The non-bonded interactions (between atoms separated by at least three bonds) 

are broken down into electrostatic interactions, which are modelled by a Coulomb 

potential (Equation 4.5) and van der Waals interactions, which are modelled by a 

Lennard-lones potential (Equation 4.6). 

(4.5) 

Here, qi and qj are the atomic charges and ri) is the interatomic distance. 

The Coulomb potential decays at a very slow rate of ~. This means that the 

electrostatic forces will affect the system over a long range, and to simulate this 

type of force explicitly is extremely computationally expensive. The length over 

which these forces are significant means that the use of a short-range cutoff is a 

significant approximation, and can affect calculated quantities dramatically. Much 

work has been done with a view to improving the long-range force treatment, and 

methods have been developed to deal with long range terms which demand less 

computation than their total calculation, such as the particle mesh Ewald63 used in 

the bulk of this work. 

The Lennard-lones model for van der Waals interactions, is: 

E/,dW = 4Eij [(aij) 12 _ (~ij)6l 
J rij 'i) 

(4.6) 
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Where Cij is the potential well depth for i and j and (Jij is the distance at which 

EvdW=O 
IJ . 

Lennard-lones interactions are not included for 1-2 and 1-3 bonded atoms (i.e 

those which are separated by 1 or 2 bonds respectively), and are scaled down be­

tween 1-4 bonded atoms. The interaction is a function which decays much more 

rapidly than the coulombic function describing the electrostatics, and so may be 

treated by the use of a cutoff without introducing significant errors. 64 When a sim­

ple truncation cutoff function is applied, the function becomes discontinuous at 

the cutoff point, and so usually a switching or shifting potential is used. 

In order to define fully the force field, the various parameters present in the 

functional form must be specified. These are generally optimised to best repro­

duce the experimental properties that the user of that force field desires to simulate. 

Thus, force fields may have very different parameters, even if they have the same 

basic functional form. Other experimental properties may still be estimated using 

these force fields, but their original purpose, and any approximations introduced, 

should be considered. 

4.1.2 Molecular Dynamics 

Molecular dynamics is the solution of the classical equations of motion with time. 

The trajectory of the system is generated, through successive integration of New­

ton's laws of motion, embodied in Equation 4.7. This trajectory shows the evolu­

tion of the velocities and positions of the system's particles with time. 

d2Xi F,; 

dt2 mi 
(4.7) 

Equation 4.7 describes the motion of a particle i of mass ll1i in one direction, x, 

and Fx; represents the force acting on the particle in that direction. 

Once we begin to deal with a force acting on particle i which is dependent on 
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the position of i relative to other particles, the calculation of the trajectory becomes 

very difficult, and in most cases, impossible, to deal with analytically. For this rea­

son, finite difference methods are used. 

Finite Difference Methods 

To solve Newton's laws of motions numerically, the integration is broken down 

into small periods of time, of length Ot, within which the force is assumed to be 

constant. Thus, the accelerations of the particles may be combined with the veloc­

ities and positions at time t to calulate the positions and velocities at time (t + ot). 

Such methods are called finite difference methods, and these assume that the po­

sitions, velocities and accelerations of particles may be approximated as Taylor 

series expansions. 

There are several ways in which finite difference properties are calculated in 

molecular dynamics. One family of integrators may be derived from the VerIet al­

gOrithm,65 which used the expansions shown in Equations 4.8 and 4.9. 

1 
r(t + Ot) = r(t) + otv(t) + "20t2a(t) + ... (4.8) 

1 
r(t - Ot) = r(t) - Otv(t) + "20t2a(t) - ... (4.9) 

Where r(t) is the position of a particle at time t, v(t) the velocity, and a(t) the 

acceleration. Addition of Equations 4.8 and 4.9 gives Equation 4.10. 

r(t + Ot) = 2r(t) - r(t - ot) + ot2a(t) + ... (4.10) 
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Although the velocities do not appear explicitly, there are ways in which they 

may be calculated from the algorithm, through either Equation 4.11 at timestep 

t or Equation 4.12 at timestep t + 18t. However, this does lead to some issues: 

for example, the velocity at timestep t cannot be calculated until the position at 

timestep t + 8t is known. 

v(t) = r(t+8t) -r(t-8t) 
28t 

(
Is: ) r(t + 8t) - r(t) 

v t+ 2 ut = 8t 

(4.11) 

(4.12) 

The velocity-VerIet66 algorithm which is employed in this work is based upon 

the VerIet algorithm, but explicitly gives positions, velocities and accelerations at 

the same time: 

1 
r(t + 8t) = r(t) + 8tv(t) + 28t2a(t) (4.13) 

(4.14) 

(4.15) 

1 
v(t + 8t) = v(t) + 28t[a(t) + a(t + 8t)] (4.16) 
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The important considerations in these integration methods are that they should 

conserve energy and momentum, be time-reversible and allow as long a timestep, 

8t, as possible to be used. The fewer the timesteps required to simulate a system 

over a given amount of "real" time, the more computationally efficient the simula­

tion. The length of timestep is limited by the requirement to accurately model the 

fastest motions in the system avoiding atom overlaps and excess bond extensions. 

The method should also reproduce, within reason, the exact, analytical solution of 

the equations. 

The choice of timestep must strike a balance between accuracy and computa­

tional cost. This is usually judged by the energy fluctuation observed in a 'constant 

energy' simulation over a reasonable period of time. If the energy fluctuation is 

very low, then a longer timestep may be used to decrease the computational ex­

pense of the simulations. However, a timestep which is too large will result in a 

simulation which does not properly conserve energy. A timestep between I and 

2.5 fs is commonly seen in MD simulations of interfacial systems. 38.67,68 Another 

consideration is energy drift. 

4.2 Periodic Boundary Conditions 

It is not computationally efficient to set up a huge system and run a simulation. 

Instead, it is common practice to use periodic boundary conditions, where a small 

simulation cell is used, and replicated in two or three dimensions to surround the 

original cell. Within this periodic array, a molecule which leaves the (original) 

simulation cell will appear on the other side of the cell, rather than entering a vac­

uum region, as would happen without the image cells. To calculate forces (except 

Coulomb interactions), the interaction of an atom is only allowed with the closest 

image of each other atom (the minimum image convention). 

For the electrostatic forces, decaying only with f., the interaction of molecules 

with all of their periodic images must be included. Full electrostatics evaluation 

would be extremely expensive, but methods have been developed which approxi-
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mate this treatment efficiently, such as the particle Mesh Ewald (PME)63 sum, as 

used in this work. 

4.3 Temperature and Pressure Control 

Molecular dynamics are performed under various ensembles, that is, with vari­

ous conditions specified as constant. Two such ensembles are NPT (N indicates 

constant number of particles, P indicates constant pressure and T, constant tem­

perature) and NVT (V indicates constant volume). Maintenance of conditions of 

constant temperature and/or pressure may be carried out in various ways. 

The temperature of a system is related directly to its kinetic energy, EK, by 

Equation 4.17. 

(4.17) 

Where N is the number of atoms, kB is the Boltzmann constant, and T is the 

temperature. 

It is possible to control the temperature of the system by rescaling the veloc­

ities, since the current temperature of the simulation may be calculated and the 

required temperature attained by a rescaling factor based upon the actual and de-

sired temperatures. 69 

Alternatively, the system may be coupled to an external heat bath, a method 

developed by Berendsen et al.,70 and that bath will supply or remove thermal en­

ergy from the system as required. This approach has the advantage that it does 

allow the temperature to fluctuate about the desired temperature. 

However, neither of these methods generate a rigorous canonical ensemble. 

For example, velocity scaling, as implemented in both methods, artificially allows 

temperature differences among system components to remain, which may lead to 
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phenomena such as a solute being cold and a solvent being hot, because the overall 

average temperature of the system is correct. 

There are methods which do result in a rigorous ensemble, for example, Stochas­

tic collisions methods. The Langevin equation71 introduces a collision-simulating 

term into the integrator as shown in Equation 4.18. 

(4.18) 

where 'Yi is a friction coefficient, and Ri is a stochastic (random) force. The 

stochastic force is influenced by thermal noise: it is linked to a temperature bath 

and will increase or decrease according to whether the system temperature is too 

hot or too cold. A Langevin thermostat is used in this work. 

The pressure may be controlled by methods analogous to those for tempera­

ture control, such as volume scaling (isotropic or anisotropic), or coupling to an 

extended system. 

Summary 

The theory of molecular dynamics methods has been introduced, along with the 

methods employed in this work. The use of force fields has been considered, along 

with the calculation of both trajectories and properties of the system. 

The reasons for the choice of timestep have been addressed as needing to bal­

ance computational efficiency and energy stability. The velocity-Verlet integrator, 

as used in this work, has been discussed. 



Chapter 5 

Computational Results 

5.1 The Water/Air Interface 

5.1.1 Modelling Water 

Owing to its importance in so many systems, a huge amount of work has gone into 

the parameterisation of water force fields.64. 72, 73 No single water model can, as 

yet, accurately reproduce all experimental properties, and therefore many differ­

ent models are in use. Different water models are optimised for the most accurate 

representation of certain properties. The choice of water model for a particular 

simulation must be made with careful consideration of the properties which are 

most important to the type of simulation that is being carried out. 

The types of water model which have been developed are broadly encompassed 

within four categories: rigid, flexible, polarisable and ab intio. The latter is noted 

for completion only: for studies such as this one, using large amounts of solvent, 

such a water potential would be incredibly computationally expensive. 

Some of the most frequently used water models are based on classical effec­

tive pairwise potentials to treat water-water, water-solute and water-boundary in­

teractions, with no explicit three-body terms or polarisation effects, although these 

may be accounted for to some extent through the value of the dipole moment. 

These "simple" water models use between 3 and 5 interaction sites and a rigid wa-
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ter geometry. The advantage of such models lies in the computational efficiency 

with which the energies may be calculated, which is very important when sim­

ulating systems with large amounts of solvent present. These models have been 

criticised74 as being a type of model which is unable to account for the directional 

properties of hydrogen bonding, a phenomena known to be of great importance 

in water. However, the models remain popular, and the literature indicates that a 

great deal of experimental observation may be reproduced and further understood 

using these models. 

The rigid models include the 3 site SPC,75 TIP3P,76 SPCIE77 models, the 4 site 

TIP4P,76 and the 5 site ST278 and TIP5p79 models. These have been extensively 

studied under different conditions80,81 and for the calculation of various different 

properties,n and have been successfully used well outside their original parame­

terisation conditions. 

Generally, the rigid models predict some properties of water reasonably well, 

including the density, which is particularly well reproduced by SPCIE and the 3, 

4 and 5 site TIP potentials, and the enthalpy of vaporisation, but vary significantly 

in their prediction of other properties, such as the dielectric constant of water. To 

some extent, the radial distribution function of water is also better for some mod­

els. TIP5P reproduces the experimental distribution accurately, and TIP4P and 

SPCIE reproduce it very well, but TIP3P and SPC deviate slightly more. 82 The 

radial distribution of both SPCIE and TIP3P are reported in this section (Figure 

5.1), and SPCIE does more faithfully reproduce the experimental distribution. The 

self-diffusion coefficient is another important property, but not one for which the 

models tend to be specifically parameterised. However, SPCIE, ST2 and TIP5P 

reproduce the experimental value well, while it is overestimated by TIP3P and 

TIP4P. 

Clearly the rigidity of such water models means that certain properties cannot 

be calculated from them, such as vibrational spectra. There are models which have 

been developed for such simulations, such as the flexible SPC derivative,83 which 
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was used by Morita and Hynes to run simulations which could then be compared 

to SFG spectra on water. 84 For this work, such detail is not necessary, as no vibra­

tional data will be extracted. 

The SPCP,85 CKL 86 and PTIP4p87 are all models in which a point polaris­

ability is assigned to the oxygen atom. More recent parameterisations introduce a 

fluctuating charge on the sites ofthe molecule, which lead to the improved SPCIFQ 

and TIP4PIFQ potentials. 88 

However, the introduction of a flexible geometry and/or polarisability into 

a water molecule increases the computational expense compared to rigid, non­

polarisable models. A considerable length of time is required for convergence of 

properties at low temperatures, and there are many questions about how best to 

parameterise such models. In fact, in a study comparing an ab initio approach to 

classical models, both rigid and polarisable, the conclusion was that in fact there 

is no real benefit in going beyond the simple rigid models such as SPCIE, TIP3P 

and ST2 for simulations of water under ambient conditions, even in the presence 

of charged species. 89 It is only when quantitative comparison is wanted a long way 

from ambient conditions that a polarisable potential is needed to improve compar­

ison to experiment. 

In this project a large amount of water will be simulated, and computational ef­

ficiency is therefore imp0I1ant. The TIP3P and SPCIE models are considered, both 

of which use three-sites to model the electrostatic interactions. The van der Waals 

interaction between two water molecules is computed using a Lennard-Jones func-

tion with just one interaction point per molecule centred on the oxygen atom. 

The difference between the TIP3P and SPCIE models lies in the geometry of 

the water molecules, the partial charges assigned to the atoms and the Lennard­

Jones parameters. These are presented in Appendix D for completeness. 
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Previous Work on the Water/Air Interface 

Since the advent of computer simulation, many studies have been carried out on 

the water/air interface due to its fundamental importance. Early simulations pro­

duced surface tension results in very poor agreement with experiment, although 

trends in surface tension could be replicated. 9o A large amount of research has 

been carried out since this early work, and greatly improved comparisons have 

been achieved. 

Perhaps the most successful simulations of interfacial water properties have 

been carried out by Alejandre et al. 67 and extended by Sokhan and Tildesley38 

using the SPCIE water model. The agreement found between simulation and ex­

periment is extremely good for the surface tension, with a value of 66±3 mN m- I 

at 328 K compared to the experimentally determined 67 mN m-I. The authors 

also report surface tension as a function of temperature, and find good agreement 

with experiment. 

The only properties which do not reproduce experiment quite as well are the 

densities of the SPCIE water at high temperatures, but this is understandable since 

the SPCIE force field model is designed to reproduce water properties at 300 K. 

Sokhan and Tildesley report non-linear optical comparisons on the same water/vapour 

system and compare these to SHG data. The results offer some explanation of an 

apparent discrepancy between reported results from SHG and SFG spectroscopy, 

suggesting that they are in fact sensitive to different parts of the interface, where 

the simulations indicate that there are two distinct regions of water orientation. 

Taylor et al. 91 carried out a similar study almost in parallel to that of Alejandre 

et at. The same water potential was used, and the same simulation methodology. 

The difference in the calculation of the surface tension was that a long-range cut­

off was used, rather than the full electrostatic treatment which was applied by 

Alejandre. This provides a valuable comparison between different treatments of 

long range forces. The study provides some information on orientational proper­

ties of water at the water/vapour interface. The surface tension of the water/vapour 
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system at 298 K is calculated as 66±2 mN m -I. This is not as close to the ex­

perimental value (which is 72.4 mN m- l at 298 K) as Alejandre et at. achieved, 

and this is almost certainly due to the use of the cutoff treatment of the long range 

contribution. Nevertheless, this surface tension is very reasonable in comparison 

to that derived for other water models with either full electrostatic or truncation 

treatment of the long range contributions. 

A study by Feller et al. 92 clearly illustrates the effect that truncation of long 

range forces has on surface tension calculations. They report a surface tension 

on a TIP3P water/vapour interface as a function of long-range force treatment. 

Using the Ewald sum, they acheive a surface tension of 52.7±1.5 mN m- I at 

293 K, which is significantly lower than the experimental value, 72.8 mN m- I , 

at that temperature. With a cutoff (using potential shifting) of 12 A, this value 

rose to 70.2± 1. 7 mN m-l. This is thought to be due to induced long-range or­

dering. If this cutoff is increased to 18 A, then the calculated surface tension is 

54.6± 1.6 mN m- I , which is much closer to that predicted using Ewald treatment, 

but still some long-range ordering is apparent in the system. With a force field 

switching function from 10 to 12 A the value drops to 43.8±2.1 mN m-I. 

Summary 

The SPCIE model appears to be the best model to represent the experimental wa­

ter/vapour interface, as illustrated by the comparisons to experiment by Tildesley 

et al. and Taylor et al., and this is the model chosen for this work, although some 

preliminary simulations are carried out using TIP3P for comparison. For surface 

properties, one major consideration has to be the treatment of the long-range in­

teractions, as this strongly affects the value of surface tension obtained. 

5.1.2 Bulk Water Equilibration 

The water slabs used in this study were created from equilibrated water boxes to 

ensure a suitable density was obtained. Six box sizes were originally used, and 
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each box was simulated using both SPCIE and TIP3P models. The box sizes and 

number of water molecules are listed for each box. All simulations were carried 

out using the NAMD package.93 NAMD was developed by the Theoretical and 

Computational Biophysics Group in the Beckman Institute for Advanced Science 

and Technology at the University of Illinois at Urbana-Champaign. 

Box 1: containing 265 water molecules, and with x, y and z dimensions (Lx, Ly 

and Lz) of 20 A. 

Box 2: containing 1345 water molecules, Lx = Ly = 45 A, Lz = 20 A. 

Box 3: containing 3064 water molecules, Lx = Ly = Lz = 45 A. 

Box 4: containing 12916 water molecules, Lx = Ly = 80 A, Lz = 60 A. 

Box 5: containing 17267 water molecules, Lx = Ly = Lz = 80 A. 

Box 6: containing 21581 water molecules, Lx = Ly = 80 A, Lz = 100 A. 

The water boxes were first minimised, and then heated gradually to 298 K, us­

ing a timestep of 2 fs (20 ps at 100 K, 20 ps steps at 200 K and 40 ps at 298 K). 

After this, five 0.1 ns blocks were run under NPT conditions, with the Langevin 

thermostat damping set to lOps -1. For 100 ps the N ose-Hoover piston barostat 

with a pressure target of 1 atm, a piston temperature of 298 K, a damping param­

eter of 200 fs and an oscillation period of 400 fs were used. A fUl1her 400 ps was 

run with the barostat piston damping parameter at 400 fs, and the piston decay at 

300 fs. The SHAKE algorithm was applied to all bonds throughout the simulations. 

An example NAMD input file is given in Appendix E for the bulk water production 

simulation. The radial distribution function (oxygen to oxygen) is shown for Box 5 

of the TIP3P and SPCIE systems, calculated over the last 0.1 ns of the equilbration 

phase (Figure 5.1). The SPCIE data shows much more prominent second and third 

shells than are seen from the TIP3P data, as was noted in the literature. 82 
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Figure 5.1: Radial distribution (oxygen to oxygen) for Box 5 (80 A by 80 A by 
80 A) for both the TIP3P and SPCIE simulations. 

The density of each box size, for each model, is presented in Table 5.1. Again, 

the SPCIE model shows better agreement with the experimental density of water. 

Label I Box size(N) I TIP3P P / g cm-3 I SPCIE P / g cm- 3 

Box 1 265 0.9519 1.0010 

Box 2 1345 0.9789 0.9990 

Box 3 3064 0.9833 0.9934 

Box4 12916 0.9819 0.9937 

Box 5 17267 0.9790 0.9813 

Box 6 21581 0.9773 0.9822 

Table 5.1: Densities for each box size for TIP3P and SPCIE equilibrated water 
boxes 

The water boxes were well-equilibrated after this period, giving good radial 

distribution functions and densities. The boxes were then used to create the water 

slabs to be used in the interfacial simulations. 
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5.1.3 Slab Equilibration 

The equilibrated water boxes were set up as slabs by the extension of their z-axis 

in both directions, following the method of Alejandre et al. 67 Thus, a simulation 

cell contains, effectively, two water/air interfaces. The gap above and below the 

water slab was twice the width of the slab. Slabs 1 to 6 were created from Boxes 1 

to 6, and were run at 298 K. Slabs 1 and 3 were also run at increased temperatures 

of 316 K, 328 K, 367 K and 411 K to give a comparison to the surface tension data 

of Alejandre et al. This is reported a little later in the section. 

The slabs were equilibrated over 0.5 ns of NVT ensemble simulation. An ex­

ample input file for Slab 4 is given in Appendix E. The density profile of the slabs, 

normalised to the density of Box 4, was monitored to check their stability: that is, 

to ensure that the slab is remaining intact, and maintaining the correct density. At 

this stage, the centre of mass of the smallest system, Slab 1, of depth 20 A, shows 

a large drift in the z-direction, shown in Figure 5.2. The z-axis of the simulation 

cell for this system was increased so that there were 130 A of vapour above and 

below the central slab. This was to determine whether it was the proximity of the 

interfaces that was destabilising the system. From Figure 5.2 it is seen that the drift 

is still significant. 

Slab 2, being of the same depth, showed similar drifting, although the drift was 

somewhat lessened in comparison to Slab 1. Slabs 3 to 6 showed no such drift. The 

density profiles of Slab 3 are shown in Figure 5.3. It is likely that the drift of Slab 

1 occurred due to the very small number of water molecules present. 

For further simulations, involving crown ether molecules at the interface, Slabs 

3 and 4 were initially used. These represent systems which are stable, without be­

ing as computationally expensive as the larger Slabs 5 and 6. 
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Figure 5.2: The density profiles at the start and finish of the equilibration period 
for Slab 1 with a 40 A vapour regions above and below the water slab, and with 
130 A vapour regions. It is clear that although the drift is reduced with a larger 
vapour region, the movement is still significant. 

Gibbs' Dividing Surface 

The density profiles of the water slabs may be fined , using a hyperbolic func­

tion 90,94 (Equation 5.1). This allows the z position of the Gibbs ' dividing surface, 

as introduced in Section 2.1, to be calculated, which geometrically defines the in­

terface of the system. 

1 ( ) 1 ( ) [z - zo ] z= 2: PL + pV -2: PL-PV tanh -d- (5.1 ) 

Where d = 2. 1~72 and t is the 10-90% thickness of the interface, PL is the den­

sity of the liquid, and Pv the density of the vapour. 

Surface Tension of Water 

The expression: 
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Figure 5.3: The density profiles at different stages of equilibration of Slab 3 
(45 A by 45 A by 45 A) with 90 A vapour above and below the water. 

(5.2) 

is applied to the pressure tensor components to derive the pressure profile of 

the system. This is a general surface tension expression with an additional factor 

of ~ included which takes into account the two interfaces present in the simula­

tion cell. Pressure profiling is implemented within the NAMD package, and the 

calculation of the overall pressure profile is done using the method presented by 

Lindahl and Edholm:95 in this method, the system is decomposed into individ­

ual thin slabs and pairwise contributions over each local slab are considered. This 

method presents a reasonable balance between the computational expense that a 

full calculation would involve, and the large number of values required to get a 

good estimate of the surface tension. The pressure profile in the simulations was 

calculated every 5 timesteps (10 fs) . 

Pressure profiling is incredibly sensitive to the treatment of the long-range patt 

of the calculation. Several methods of surface tension calculation have been re­

ported, and it is well-known that without full treatment of electrostatic interac-
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tions, this calculation is dramatically affected. 67. 91, 92, 95 It is not possible to use 

the full electrostatic treatment for pressure profile calculation within NAMD, and 

so a long range cutoff is used. However, this is a large cutoff and, as was illustrated 

by Feller,92 this should minimise the effects on the pressure profile calculation. 

Big fluctuations in the long-range parts of the pressure profile calculation mean 

that it is necessary to average over a greater period of time than is usually required 

to calculate most thermodynamic properties. 

For any property calculated using truncation of the long-range van der Waals 

forces, it is useful to calculate the contribution to the property from those particles 

for whom r > rc,96 where rc is the cutoff radius. This may be done by assum­

ing that the radial distribution, g(r), at these distances, is approximately unity. For 

the calculation of surface tension, this correction is significant, and should be in-

cluded. This long range correction, YLRC, may be expressed as: 97 

(5.3) 

Where E and cr are the Lennard-Jones parameters for the molecules, PL and Pv 

are the densities of the liquid and vapour respectively, r is the distance between 

particles, rc is the cut-off applied to the van der Waals forces, d is the interfacial 

thickness parameter, and is equal to t/2.1972, where t is the 10-90% thickness of 

the interface. 

This correction may be shown to have an upper bound (see Appendix F), ap­

plicable for very sharp interfaces. 98 This is given in Equation 5.4. 

(5.4) 

Where p* represents the Lennard-Jones reduced density, pcr3 . Both the full 

correction (Equation 5.3) and the upper bound estimate (Equation 5.4) have been 
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applied to the pure water slabs at each temperature. As the interfacial region broad­

ens with increasing temperature, so the long-range correction decreases. This cor­

rection is only dealing with the van der Waals forces which decay with 1/ rO. The 

pressure profile calculations have been carried out with an electrostatic truncation, 

and it is likely that there will be significant error introduced into the surface ten-

sion due to the truncation of these forces, which decay with 1/ r. 98 However, the 

cutoff used is a very long one,92 and thus, the errors from the van der Waals cutoff 

are likely to be the more significant. 

This addition of a long-range correction term which is included only at the end 

of a simulation run has been criticised recently,99 in favour of including consistent 

calculation of the contribution throughout the simulation. This is not trivial to im­

plement, and so the long-range correction addition at the end of a simulation run 

is still used extensively. 

The interfacial 10-90 thickness and surface tension has been calculated on pure 

water Slabs 1 and 3, and is shown in Table 5.2 at a range of temperatures between 

298 and 411 K, for comparison to the work of Alejandre et al. 67 and Taylor et 

al. The general trends in the data are very similar, and the values obtained for 

the surface tension are reasonably close, being within 5 mN m-I. All three sets of 

data compare favourably to experimental data on the surface tension of water, with 

the data from Alejandre being the closest. This is almost certainly due to the full 

electrostatic treatment used by this group. The interfacial 10-90 thickness cannot 

easily be compared to experimental data, as this is difficult to quantify through 

experiment. X-ray reflectivity has been used to estimate the "surface roughness'" 

of the water interface, but the values obtained have not been consistent. 



N Temperature I K 10-90% thickness I A y/mNm- 1 YLRC I mN m- I YLRC I mN m- I 
Ytotal I mN m- I 

(full integration) (upper bound estimate) 

Slab 1 265 298 2.80(0.03) 59.0 5.33 5.52 64.3 

Slab 1 265 316 3.11(0.05) 54.6 5.33 5.55 59.9 

Slab 1 265 328 3.19(0.07) 55.1 5.29 5.52 60.4 

Slab 1 265 367 4.20(0.03) 54.4 4.78 5.11 59.2 

Slab I 265 411 9.65(3.5) 42.4 3.62 4.67 46.2 

Slab 3 3064 298 3.99(0.1) 62.4 4.36 4.60 66.8 

Slab 3 3064 316 4.65(0.05) 58.1 4.29 4.59 62.4 

Slab 3 3064 328 5.00(0.1) 58.2 4.23 4.56 62.4 

Slab 3 3064 367 7.53(0.3) 50.0 3.64 4.22 53.6 

Slab 3 3064 411 12.0(5.0) 42.1 2.85 3.86 45.0 

Alejandre et al. 67 512 328 2.99 60.5 5.5 - 66.0(3.0) 

512 367 3.62 53.5 5.0 - 58.5(3.2) 

1000 316 3.13 67.4 4.1 - 71.5(3.5) 

1000 411 5.05 49.9 3.3 - 53.2(3.7) 

Taylor et af.!)] 526 298 3.32 - - - 65.0(2.0) 

526 323 3.42 - - - 58(2.0) 

526 348 4.21 - - - 51(1.0) 

526 373 4.50 - - - 47(1.0) 

Table 5.2: Surface tension and interfacial thickness derived from Slabs 1 and 3 (SPC/E water) at various temperatures. Also shown are the results 
which Alejandre and co-workers67 and Taylor and co-workers!)J reported within the same temperature range. 
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Orientational Profile of Water 

The orientational profile of the water dipole has been calculated as a further com­

parison to the work done by Sokhan and Tildesley. Figure 5.4 shows the (PI ) or­

der parameter profile as a function of the z-coordinate of the slab. As Sokhan and 

Tildesley observed, there is clearly a preferred orientation of the water molecules 

at the interface, with the dipoles tilted towards the liquid phase. The feature of a 

two-layer interface is also visible, where, at the Gibbs' dividing surface, the orien­

tation of the water flips. The orientation preference below the dashed line (i.e. on 

the water side of the dividing surface) is dipole facing the centre of the slab. On the 

vapour side, the dipole has a tendency to point towards the bulk vapour. Beyond 

thi s region, the data becomes noisy due to the very small number of molecules 

present. 
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Figure 5.4: The orientational (Pl (z) ) profile of the SPCIE Slab 4 (black line), 
shown alongside the density (p (z) ) profile of the system (red line) . The dashed 
blue line indicates the calculated position of the Gibbs dividing surface. 
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5.1.4 Summary 

In this section, previous molecular dynamics simulations carried out on the wa­

ter/vapour interface have been reviewed, and used as a basis for verifying that the 

water systems set up for use in this project are modelling water correctly. Some 

more detailed comparisons have been made to the work carried out by Alejandre 

and co-workers, and Sokhan and Tildesley, since their work links very closely to 

experimental observations on surface tension and indeed non-linear optical prop­

erties. 

The water slabs larger than Slabs 1 and 2 (20 A depth) appear to be stable 

and equilibrated, and are displaying reasonable surface tensions and density pro­

files. The orientational profile is also in good agreement with the literature, and the 

calculated surface tensions are in good agreement with experiment and previous 

work. 
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5.2 Crown Ether Simulations 

Previous Work 

The majority of the literature for theoretical studies on crown ethers appears to 

focus on 18-crown-6 and its derivatives (due to their applications in supramolecu-

lar chemistry), 100 and calix-arene type compounds (due to the scope for design to 

enhance ion capture). 101. 102 

Wilson et al. carried out NMR and ab initio studies on the structure of 18C6, 

benzo-18-crown-6 and dibenzo-18-crown-6. 103 From the ab initio studies, they 

derived structural changes on complexation, binding energies and changes in elec­

tron distribution. The effects of solvation were also studied theoretically. Qualita­

tive agreement was reported with available experimental data for ion selectivity, 

and for structural data. Agreement is also reported between the group's NMR data 

and ab initio results in terms of the changes in conformation and the atomic charge 

distribution. 

The study carried out by the US Department of energy,41 previously mentioned 

in Part I, utilised both ab initio and molecular mechanics methods very success-

fully. 104 The researchers found that the molecular mechanics force fields available 

at the time (1997), were not sufficiently parameterised to reproduce experimen­

tal conformations of the crown derivatives being studied, and so ab initio work 

was carried out to generate suitable parameter sets based on the MM3 force field. 

These parameters were optimised then by comparison of MM simulations to NMR 

observations. The group found that subsequently very strong agreement was found 

in terms of conformations observed and increased cation specificity with certain 

modifications, when the molecules were synthesised and experimental work car-

ried out. lOS The computational modelling in this study was of great use in the 

choice of modification of the calix[ 4]arene crown compounds. 

Simulations carried out on crown ethers using the AMBER force field, or mod­

ifications of it, are plentiful. Kollman and co-workers carried out several molecu-
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lar mechanics simulations on 18-crown-6 with and without cation presence.L06-I09 

These simulations reproduced the experimental trends relating to binding prefer­

ences and complexation free energies. The behaviour of 18-crown-6 (18C6) at the 

water-chloroform interface was studied by Troxler and Wipff, 110 again using the 

AMBER force field, as part of a series of simulations of ionophoric compounds 

and their complexes. I I I They studied 18C6 in its uncomplexed form, and then in 

its complexed form with K+Pic- and with Sr2+2Pic-. The simulations were car­

ried out in the NVT ensemble, and the interface was created by two adjacent boxes, 

one of water CTIP3P) and one of chloroform COPLS). These simulations were 1 ns 

in length. For the uncomplexed crown ether, a standard treatment of electrostatics 

was employed - that is, a cutoff treatment was used even for nonbonded interac­

tions. This is justified by the authors due to the 18C6 being neutral and only weakly 

polar. The free 18C6 showed a strong affinity for the interface, which is consistent 

with a number of other studies involving extractant molecules. The orientation of 

the crowns at the interface in the free 18C6 simulation matched that obtained in the 

simulations with ion presence: that is, adsorption at the interface appears to result 

in a preorganisation of the crown ether for complexation. Generally, the simulation 

timescale was too short to allow much complexation, although a small amount did 

occur. Also, different starting conditions and configurations did not converge in 

this time, supporting the argument for longer simulation times. The simulations 

indicate that the complexed crown ether is more surface active than the free crown 

ether. This has been observed in other simulations by the authors for other sys­

tems, and is also reported in experimental systems, as well as being observed in 

the experimental work done in this project. Some simulations on 21-crown-7 and 

derivatives were also carried out using the AMBER force field by Lamare et ai. 102 

In general, the study of surface active molecules at the water/air interface is 

a heavily researched area due to the range of molecules which function there. 

For example, there are molecules with applications which range from detergents 

to macromolecular structures, catalysis and ion transfer. Lipid bilayers are also 

formed from surfactants, and are impOItant when looking into drug design. I 12-1 14 
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Of the many computational studies on such molecules, a few will be reviewed 

here in relation to this project. In simulations of any surface behaviour at the wa­

ter/air interface at ambient temperature, even that of partially soluble surfactants, 

the species of interest is almost invariably placed at the interface from the begin­

ning of the simulation. The timescales of most simulations carried out (up to a few 

nanoseconds) are not yet long enough to allow the simulation of diffusion from 

bulk to interface and equilibration at the interface, unless the surfactant is some­

how constrained to encourage migration. For example, Tomassone et al. carried 

out an investigation into the bulk to surface migration using an interaction poten­

tial to determine the degree of migration observed. I IS 

Sokhan and Tildesley's study on the behaviour of phenol at the water/air inter­

face 11 6 is particularly relevant to this work as they apply the same methodology, 

and also analyse their findings with direct relation to SHG experimental results 

on the system. 117 The simulation looks at a range of surface coverages of phenol. 

These are acheived by treating each interface of the water slab as entirely inde­

pendent and placing a different number of phenol molecules on each interface. In 

this way, the authors manage to effectively simulate two systems simultaneously. 

However, some migration across the water was observed, so that the system con­

centrations did not remain exactly as they were at the beginning of the simulation. 

The simulations reported in this paper were 2 ns long, with a 0.6 ns equilibration 

period. Orientational distributions of the molecules are calculated, and the average 

tilt angle between the long axis of the molecule and the surface normal is reported 

to be approximately 128±8° throughout the concentration range. This is in good 

agreement with the experimental studies, which reported a tilt angle of 130±5°. 

The authors also note that the orientational profile of the water slab was altered in 

the presence of phenol molecules, as compared to the pure water slab. 

A combined SHG and MD study on polarisable anions at the liquid water sur­

face has also been recently published by Petersen et al.1l8.119 The purpose of this 

study is largely to broaden understanding of how such anions behave in the inter­

facial region. The simulations showed that the concentration of species was not 
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uniform throughout the interfacial region, that is, the region which has been stud­

ied through experiment. In fact, the species has a high concentration very near to 

the boundary between phases, but is at much lower concentration slightly below 

that. 

In Michael and Benjamin's MD study on N:N'-Diethyl-p-nitroaniline (DEPNA) 

at the water/air interface,12o the agreement with experiment is not as good, with 

the DEPNA average tilt angle from the MD studies being 73°, and that from SHG 

being 55° .121 However, as discussed in Section 2.2, this discrepancy could be due 

to the limitations of the SHG analysis, rather than the simulation. The study uses 

a flexible SPC potential to model water, and the simulation is just 1 ns in length, 

with an equilibration period of 0.1 ns. 

A study was carried out on Monododecyl Pentaethylene Glycol at the wa­

ter/air interface by Kuhn and Rehage. 122.123 The authors of this study used the 

SPC model for water, and a simulation length of 1 ns. The reported the average 

tilt angle for the surfactants as about 11 ° for the hydrophobic part and 169° for the 

hydrophilic part. These values are not then compared to experimental studies. 

Borodin and Kiselev carried out MD simulations on the porphyrazine mono­

layer at the water/air interface,68 using the SPC water potential. In this study, the 

authors found that the tilt angle was distributed such that three preferred values 

were seen: 76°, 56° and 23°. This study again highlights the issue that the surface 

species modifies the underlying water layer. 

Recent studies include that of Chanda et at., 124 on Aerosol-OT surfactants, and 

Roeselova et al. 125 on the hydroxyl radical at the water/air interface. Both of these 

studies have atmospheric implications. 

5.2.1 Benzo-15-Crown-5 Simulations 

The starting structure for the benzo-15-crown-5 simulations was the crystal struc­

ture of the experimental sample,126 shown in Figure 5.5, which compared well to 
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the published crystal structure of the molecule. 127 

Figure 5.5: The crystal structure ofbenzo-15-crown-5 . 

To determine suitable parameters for the simulation of the crown ether, the 

geometry of the molecule was first optimised semi-empirically, using the PM3 

method in MOPAe 97,128 to remove any crystal structure defects. This was fol ­

lowed by ab initio optimisation which was carried out at the Hartree-Fock / 6-31G* 

level in Gaussian 94.129 The atomic charges on the molecule were subsequently 

generated using the RESP (restrained electrostatic potential) method.l3O These are 

shown in Figure 5.6. The Lennard-lones parameters taken from the 1999 parame­

ter file (parm99) ,131 are shown in Table 5.3. 

The crown ether molecules were minimised in the gas phase (1000 steps) us­

ing the NAMD molecular dynamics package as detailed in Section 5.1 , using the 

conjugate gradient method, and these minimised structures have been used as a 

starting point for all subsequent simulations . 
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Figure 5.6: The RESP charges generated for benzo-15-crown-5. 

Atom I Atom Type I cr I:: I parameter set 

Aromatic Carbons CA 1.9080 0.0860 parm99.dat 

Crown Ether Carbons CT 1.9080 0.1094 parm99.dat 

Crown Ether Oxygens OS 1.6837 0.1700 parm99.dat 

Table 5.3: Lennard-lones Parameters for Benzo-15-Crown-5 Atoms 

5.2.2 Benzo-15-crown-5 in Bulk Water 

110 

A simulation of a single crown molecule in bulk water was set up so that con­

formational properties in solution could be compared to those at the interface. A 

crown ether was placed roughly centrally in a cubic box, originally consisting of 

3064 water molecules (Box 3) . Water molecules within 2 A of a heavy crown atom 

were then removed to avoid overlaps during equilibration. 

To equilibrate the system, the crown ether in bulk was minimised (for 5000 

steps) using the conjugate gradient method in NAMD, heated to 298 K (10 ps at 

100 K, 10 ps at 200 K and 20 ps at 298 K) under NVT conditions using a 2 fs 

timestep, a Lennard-lones cutoff of 11 A, with a switching function applied from 

9 to 11 A, and a Langevin thermostat with a damping parameter of 5 pS- l. Once 

brought to the desired temperature, the system was run in the NPT (isothermal-
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isobaric) ensemble: the Langevin thermostat damping was set to lOps -I, and for 

100 ps the Nose-Hoover piston barostat with a pressure target of 1 atm, a piston 

temperature of 298 K, a damping parameter of 200 fs and an oscillation period of 

400 fs was used. A further 400 ps was run with the barostat piston damping param­

eter at 400 fs, and the piston decay at 300 fs. The SHAKE algorithm was applied to 

all bonds, and test simulations run under constant N, V and E conditions confirmed 

that the energy fluctuations were smaller than 1 in 103 (usually 1 or 2 in lO4) for 

a 2 fs timestep, which was the fluctuation quoted by Sokhan and Tildesley l16 in 

their simulations of phenol at the water/air interface. The production phase (10 ns) 

was run under identical NPT conditions to the last 400 ps of equilibration. 

Analysis 

Two sets of planes were selected in order to look at conformations preferred within 

the molecule, as shown in Figure 5.7. The simulation cell sides after equilibration 

are approximately 45 A. Thus, the crown is at high dilution. 

The angle between the planes within the crown ether part remains constant 

throughout the bulk simulation (Figure 5.8). Thus, it appears that no puckering of 

the crown ether ring occurs. 

From Figure 5.9, which shows the angle between the benzene plane and the 

crown ether plane, it can be seen that the molecule has a preferred conformation, 

where the angle between the planes is about ±20o: that is, a roughly "flat" confor­

mation, but that there is significant population of a "bent" conformation where the 

angle between the planes is approximately ±90o. 

5.2.3 Benzo-15-crown-5 at the Water-Air Interface 

Using the equilibrated water slabs discussed in Section 5.1, a range of interfa­

cial simulations were set up to represent the experimentally determined surface 

concentration over the range studied. The derived area per molecule as calculated 

from the surface tension measurements on benzo-15-crown-5 is shown in Figure 
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Figure 5.7: The angle between the planes within the crown ether part (top) will 
show whether any puckering of the crown ether part occurs, and the angle between 
the benzene part and the crown part (bottom) will show whether the molecule is 
flat or bent. 

5.10. The circled points are those which have been used for the initial setup of 

the MD simulations, and indicate how the approximate bulk concentration repre­

sented by each simulation has been estimated. This may not give an exact value 

of the concentration being simulated, as in experiment there will be effects from 

the presence of molecules in the bulk which will not be experienced by the simu­

lated molecules. From Figure 5.10, the area occupied by each crown was created 

by placing an evenly spaced grid of Ns crowns at the interface, where Ns is found 
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Figure 5.8: The angle between the planes within the crown ether part indicate that 
no puckering of the crown ether part occurs. 

-150 -100 -50 0 100 150 
Angle between the planes of the benzene ring and the crown ether ring / degrees 

Figure 5.9: The normalised distribution of the angle between the benzene ring and 
the crown ether ring in bulk water. 
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by taking the desired area per molecule at each point, and then dividing the area 

of the water slab surface by the area occupied per molecule. A schematic of the 

initial setup of a simulation (in this case, a simulation where Ns=9) is shown in 

Figure 5.11 . 
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Figure 5.10: The plot of area per molecule derived from the surface tension ex­
periments. The circles indicate the points along the plot for which an interfacial 
simulation has been set up. Simulations were also carried out on an infinitely di­
lute interface (1 crown), and on a saturated interface, according to the isotherms 
obtained experimentally (100 crowns). 

No attempt was made to simulate the bulk concentration as an initial setup as 

the timescale for MD would be insufficient to allow diffusion and equilibration 

at the surface. The approximate bulk concentration represented by each surface 

grid is estimated from the experimental isotherms, and included in the table. For 

the grids of 4, 9 and 25 crown ether molecules, two different initial configurations 

were set up and run, as illustrated in Figure 5.12. This allows the effects of different 

starting configurations to be monitored. For the benzo-15 -crown-5 the simulations 

run , along with information about the represented concentration according to the 

experimental isotherm, and the area per molecule, are shown in Table 5.4. The 

simulations will henceforth be labelled as in Table 5.4, where the label comprises 
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the number of crowns, ~\., followed by the starting configuration of the crowns, 

where I indicates a grid of crown ethers parallel to the interface (fiat configuration, 

Figure 5.12 (a)) and II indicates a grid with crown ethers perpendicular to the in­

terface (upright configuration, Figure 5.12 (b». 

The grid was placed such that the closest atoms of the crown ethers did not 

touch the water slab, so that no water molecules needed to be removed, but were 

close enough that the crown molecules were quickly adsorbed onto the surface 

during the equilibration phase. 

Initially, the water molecules were fixed, and the crown molecules were min­

imised (5000 steps). The equilibration period (under NVT conditions) was then 

0.5 ns, which is a relatively long period, and was intended to remove any depen­

dence on the starting orientation of the molecules. The thermostat damping param­

eter was 1 ps-l, with the Lennard-lones and electrostatic treatments as detailed for 

the bulk system. Subsequently, for the production runs of 10 ns, the systems were 

under the same NVT conditions, but the pressure profiles were reported every 5 

timesteps (10 fs). 

A range of early simulations were run on the various water slabs discussed 

(Slabs 3 to 5) with a single crown ether on each interface. The results showed that 

there was significant corellation between the movement of the crowns. This is un­

acceptable, as it implies the interfaces are not independent as desired, and indicates 

that there are size issues with this slab depth (::::;45 A). Test simulations were run 

using a long range cutoff instead of PME treatment for the electrostatic interac­

tions, but no improvement was seen. For this reason, this slab was not used for the 

simulations. Slab 4, with dimensions Lx = Ly = 80 A, Lz = 300 A, and water depth 

of 60 A (containing 12916 water molecules) did not show this behaviour. Conse­

quently, all production runs were carried out using this size of slab. The greater 

surface area of this slab also enabled the investigation of a wider range of surface 

coverages. 
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Figure 5.11 : The simulation cell as set up for a 9 crown simulation, with an evenly 
spaced square grid of molecules on each interface. The cell dimensions are shown 
for Slab 4, as used for the 10 ns simulations reported. 

Simulation N,. Starting Area Occupied Bulk: Concentration 

Label Configuration per Crown / A 2 represented / M 

11 1 Flat 6400 Infinite Dilution 

41 4 Flat 1600 < 0.0005 

4II 4 Upright 1600 < 0.0005 

9I 9 Flat 710 0.0007 

9II 9 Upright 710 0.0007 

251 25 Flat 256 0.0014 

25II 25 Upright 256 0.0014 

49II 49 Upright 131 0.0020 

64II 64 Upright 100 0.0025 

lOOn 100 Upright 64 0.0035+ (monolayer) 

Table 5.4: The simulations run on benzo-15-crown-5 , including the configuration 
of the molecules , the area occupied per molecule, and the bulk concentration rep­
resented at the stalt of the simulations. 
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(a) Flat starting configuration, I (b) Upright starting confi gurati on, II 

Figure 5.12: The two starting configurations used in the simulations, taking the 
interface as parallel to the bottom of the page. 

5.2.4 Results and Discussion 

The analysis performed on the crown ether systems has been chosen with a view 

to the comparison with experimental data gathered in this project. However, it will 

be presented purely in terms of a description of the computational system in this 

section, and will be compared to the experimental work in Part III of thi s thes is. 

For clarity, though, in the list of analyses given in this section, some reference to 

the relevance of the parameters derived is useful. 

For each system several parameters describing the behaviour of the molecules 

are reported. These are: 

1. The angles formed between various planes within the molecules are investi­

gated to highlight conformational preferences of the molecules. 

2. The extent to which the benzene ring is submerged or above water is calcu­

lated with respect to the position of the interfacial Gibbs dividing surface. 
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This may be used to estimate an interfacial refractive index of the system 

which can then be related directly to the SHG analysis. 

3. Calculation of the Euler angles, S, \If and <1>, between the molecular and the 

simulation cell axes, as defined in Section 2.2. Assumptions on these angles 

are made when fitting SHG data, and their explicit calculation from the sim­

ulation trajectories will aid with the evaluation ofthe assumptions employed. 

4. The order parameters (PI) to (P3) which are the first three Legendre poly-

nomials in cos S. 

(5.5) 

(5.6) 

(5.7) 

These polynomials in cosS are once again related to the SHG analysis. In this 

case, the order parameter, D, whose value is derived through the analysis of 

SHG polarisation data, may be calculated and compared to the experimental 

work. 

5. The functions (cos3S), (cos Ssin2Ssin2\1f), (cosSsin2S),(sin2\1f) are also de­

rived from the simulations. The functions will determine various inter- de­

pendencies of the Euler angles, and again, will help to clarify the validity of 

the assumptions made for the SHG analysis. These results are discussed in 

section III, in relation to their implications for experimental analysis. 
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6. The pressure profile for each simulation is calculated, giving the surface ten­

sion of that system. 

7. The inter-crown distances and positions are investigated, using radial distri­

butions and 3-dimensional plots. This is to give a clearer picture of how the 

crowns are influencing each other on the interface. 

System averages are taken over all crown ethers on each of the interfaces over 

the entire 10 ns trajectory. Individual crown ether averages are also observed over 

the entire trajectory for clarification of the situation at the interface. The parameters 

are calculated every 0.5 ps and are then averaged for all crowns in one simulation. 

Interfacial Conformations 

The angles between the planes illustrated in Figure 5.7 were calculated for the in­

terfacial simulations. The conformational distribution showed little difference to 

the bulk simulation, although it can be seen in Figure 5.13 that the molecule pref-

erentially folds less at the interface than it does in bulk: this is probably due to the 

additional effects of the hydrophobicity of the benzene ring and the hydrophilicity 

of the crown. At the lower surface concentrations, N.\=4 and 9, a significant popu­

lation of the interfacial crown ethers have an angle of ± 70° between the normals 

of the crown ether plane and the benzene plane. This was not seen in the bulk si m­

ulation. It is apparent in the high surface concentration simulation, although less 

significant. The small population for which the angle is ± 100ll is seen at all con­

centrations, and is also apparent in the bulk simulation. The conformation leading 

to an angle of ±85° seen in bulk (Figure 5.8) is absent from all of the interfacial 

simulations. This is likely to be a conformation stabilised by hydration of the en­

tire molecule. 

The planes within the crown ether, shown in Figure 5.14, were fairly rigid, as 

seen for the bulk simulation. A snapshot of the straight conformation (Figure 5.15) 

and the bent conformation (Figure 5.16) are shown. 
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Figure 5.13: The distribution of the angle between the plane of the benzene part 
and that of the crown ether part for benzo-15-crown-5 at four interfacial concen­
trations. 
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Figure 5.14: The distribution of the angle between two planes within the crown 
ether part for benzo-15-crown-5 at two example interfacial concentrations. Again, 
no evidence of any puckering or deformation of the ring is observed . 
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Figure S.lS: The straight conformation of benzo-IS-crown-S at the interface. This 
Figure shows a crown ether on the lower interface of the water layer. The red and 
white lines represent water molecules. 

Figure S.16: The bent conformation ofbenzo-IS-crown-S. This molecule is on the 
upper interface of the water. 
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Interfacial Order Parameters 

The way in which the crown ether is oriented at the water-air interface is of great 

interest for many of its applications, such as catalysis and phase transfer. Molecu­

lar dynamics simulations allow detailed exanunation of this ordering, and several 

parameters have been calculated here to characterise it. The tilt of the molecular 

axis (defined in Section 2.2) with respect to the surface normal is one such param­

eter and gives a good idea of the order at the interface. 

The average tilt angle at each concentration is presented in Figure 5.17. 
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Figure 5.17: The average tilt angle calculated from the simulation as a function 
of concentration. The errors are estimated as the standard error of the average tilt 
angle on the two interfaces within each system. 

From Figure 5 .17 there is a clear trend in the average tilt angle with increasing 

concentration. As the surface concentration increases, the tilt angle decreases - that 

is , the molecular axis of the chromophore pushes towards the surface normal. The 

apparent increase in tilt angle for Ns = 64 can be explained if the distributions of 

the tilt angle for each concentration, shown in Figure 5.18, are also examined. The 

distributions show a skew with tilt angles below 90° favoured by the molecules. As 
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concentration increases, so does the population of the tail end of the distribution. 

The majority of the crown ethers still have an acute tilt angle, but some stabilisa­

tion effect of close neighbouring molecules is causing some molecules to remain 

with the benzene part submerged in the water. 

In terms of comparison to the experimental data, it is the tilt angle which is 

of interest. However, from a mathematical point of view, the cosine of this angle 

gives a clearer indication of any preference away from a random distribution: the 

distribution of e, if e is uniform, will appear to have a peak at 90°, whereas cose, 

for a uniform distribution will give a flat line, with no preference seen. Thus, the 

distribution of the cosine of e for each of the concentrations is also given (Figure 

5.l9). It is clear from this data that there truly is a strong deviation from a uniform 

distribution, and that the crown ethers therefore have a preferred orientation. 

The average value of (PI) is plotted with concentration in Figure 5.20, to show 

that the average deviates from the value 0, which would be obtained from a uni­

form distribution. Similarly, (P2) and (P3) are plotted with concentration in Figure 

5.21. 

A summary of the averaged values of the order parameters at all concentra­

tions is presented in Table 5.5. From this data, it can be seen that the simulations 

carried out with different initial configurations, but the same number of crown 

ether molecules (denoted by I and II, where I indicates a simulation starting from 

a crown ether aligned parallel to the interface, and II represents one stmted wi th 

the crown ether perpendicular to the interface, with the crown ether ring closest to 

the water), the values obtained are equivalent, within the error bars. This suggests 

that the systems are well-equilibrated. 
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Figure 5.18 : Tilt angle distributions at each concentration. The di stri butions are all 
normalised for comparison. 
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Figure 5.19: Distributions of cose at each concentration. Distributions are nor­
malised. 
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Figure 5.20: (Pi ) as calculated from the simulation as a function of number density 
of crowns. 
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Figme 5.21: (P2) and (P3) calculated from the simulation as a function of number 
density of crowns. 



Simulation I Bulk Conc/mM I (Pi) (P2) (P3) I 9sim/o 

11 infinite dilution 0.2943(0.02) -0.1369(0.02) -0.1025(0.01) 72.0(4.0) 

41 below 0.5 0.3375(0.03) -0.0591(0.02) -0.0823(0.01) 68.0(2.0) 

4II below 0.5 0.3227(0.01) -0.0317(0.01) -0.0758(0.04) 69.5(0.2) 

91 0.7 0.3754(0.03) 0.0069(0.03) -0.0639(0.01) 65.3(2.0) 

9II 0.7 0.4072(0.01) 0.0617(0.01) -0.0316(0.02) 62.8(2.0) 

25I 1.4 0.4494(0.02) 0.1774(0.06) 0.0194(0.01) 59.8(2.0) 

25II 1.4 0.4475(0.01) 0.1944(0.02) 0.0502(0.01) 59.3(2.0) 

49II 2.0 0.4802(0.05) 0.2383(0.08) 0.0835(0.07) 55.9(0.5) 

64II 2.5 0.3987(0.03) 0.2262(0.06) 0.0701(0.02) 62.4(2.0) 

10011 3.5 0.4881 (0.07) 0.2469(0.08) 0.0409(0.06) 54.3(0.5) 

Table 5.5: Parameters derived from 10 ns of MD on each system, errors reported in brackets are 2 standard errors 
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For the Euler angle \If, there are slight preferences apparent, as shown in Figure 

5.22. 

tOO 200 
psi I degrees 

300 

Figure 5.22: The distributions of \If (over all crown ethers) for various benzocrown 
simulations. 

At low concentration, there appears to be a strong preference fo r \If= 1800
, 

which implies that the crown ether is sitting so that the plane of the molecule is 

parallel to the interface. At higher concentrations, this configuration is still appar­

ent to varying extents, but the preference appears to be for \If= 90 or 2700
, which 

implies that the plane of the molecule is perpendicular to the interface (when pro­

jected onto the interface) . 
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Interfacial Refractive Index 

The interfacial refractive index of the system is an important parameter for opti­

cal surface studies. To investigate this property, the position of the chromophore 

centre (where the chromophore is the benzene ring and the nearest oxygens to it) 

has been calculated relative to the Gibbs' dividing surface throughout the simula­

tion. This distance is reported in Table 5.6. The proportion of chromophore centres 

lying each side of the dividing surface is calculated, and the interfacial refractive 

index has then been estimated assuming linear interpolation between the refractive 

index of air (nair = 1), and that of water (nH'Ufer = 1.334). That is, using the density 

profile of the water to determine the dividing surface position, and measuring the 

relative positions of the chromophores throughout the simulation, the interfacial 

refractive index of the layer has been calculated. Experimentally, there is a formu­

lation for the measurement of bulk refractive index which includes the density of 

the species. 132 

Simulation Dist from Dividing Surface / A 
> 0 = vapour side 

II 

41 

4Il 

91 

9Il 

251 

25II 

49II 

64II 

100II 

< 0 = liquid side 

0.75(0.2) 

0.60(0.2) 

0.70(0.0) 

0.75(0.2) 

0.40(0.1) 

1.1(0.1) 

1.15(0.1) 

1.75(0.2) 

2.6 (0.3) 

4.0(0.5) 

1.140(0.071) 

1.139(0.069) 

1.004(0.007) 

1.132(0.051) 

1.135(0.063) 

1.119(0.044) 

l.107(0.062) 

1.093(0.009) 

1.092(0.009) 

1.050(0.060) 

Water-like or Air-like 

air 

air 

air 

air 

air 

air 

aIr 

air 

air 

air 

Table 5.6: Interfacial refractive index for the benzo-15-crown-5 system estimated 
from the simulations. The standard errors, as calculated over the two interfaces of 
each simulation, are given in brackets. 

If the chromophore centres are, on average, exactly at the dividing surface, then 

an estimate of the interfacial refractive index as !(nuir+nwafer) (that is, 1.167) 

for the SHG analysis is reasonable. However, it appears that on average, the chro-
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mophore in the benzo-15-crown-5 simulations is slightly more air- like: Figure 5.23 

is a plot of the average distance of the chromophore centre above the Gibb ' di-

viding surface. 
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Figure 5.23: The relative position of the chromophore centre to the Gibbs' dividing 
surface. The dividing surface is located at y=O. For the benzocrown systems, it is 
seen that the chromophore centre is always on the vapour the dividing surface. 
The data is shown for both interfaces of each simulation to indicate the size of the 

errors. 

The data indicates some concentration dependence, with the surface layer be­

coming more air-like as Ns increases . This implies that the refractive index as­

signed to the interfacial layer may also be concentration dependent. 

Surface Tension 

The surface tension of each system was calculated throughout the simulation, and 

is given in Table 5.7. The value of the surface tension, taking into account the 

magnitude of the adjustments seen in section 5.1 due to the long-range correction 

(between 2 and 6 mNm- 1), gives a value comparable to experiment (from 72.8 to 

62 mN m - 1). However, the MD derived surface tension is not expected to change 
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(within the estimated errors) over the range of concentrations simulated, simply 

because the experimental changes in surface tension over this concentration range 

are so small: for the entire range, the experimental change in surface tension is 

no more than 3 or 4 mNm~ I. The calculation of surface tension from molecular 

simulation leads to large fluctuations between timesteps, and so this technique is 

not sensitive enough for the small changes in system seen here. 

Simulation I (Y)sil17 / mNm~ I 

11 57.3 

41 58.1 

411 58.8 

91 57.0 

911 58.0 

251 58.1 

2511 58.2 

4911 59.4 

6411 59.4 

10011 61.4 

Table 5.7: The surface tension calculated for each benzo-15-crown-5 system. 

Inter-crown order: Correlation between crowns 

The inter-crown order has been investigated by means of the angle between the 

molecular axes of pairs of crowns, which will be denoted 0, and the distance be­

tween the benzene ring centres. The molecular axis, Oz, has been defined in Sec­

tion 3.2. By calculating the distance between the benzene centres of neighbouring 

crowns, the effective radial distribution functions (rdf's), shown in Figure 5.24, 

were obtained. From these rdf's, a definite preference for neighbours to sit about 

5.5 A apart is seen. This value matches that reported by La Rosa et aI., from their 

simulations of poly(ethylene oxide) surfactants. 133 As stated by La Rosa, this is 

not due to TC-stacking between the aromatic rings, which might be expected, as the 

distance between benzene rings which are TC-stacking is about 3.4-3.6 A. Note that 

the way in which the low concentration radial distributions tail off after the slight 
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second peak is due to the small number of crowns present in the system. 
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Figure 5.24 : Radial distribution plots of benzo-15-crown-5 at each surface concen­
tration. Two datasets represented by the same colour indicate the rdf derived from 
two starting configurations I and II. The lower concentration rdf 's do not tend to 1 
as there are very few crown ether molecules present. 
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Figure 5.25: Distance correlation plot for a 9 crown molecule simulation showing 
a strong positive correlation peak at about 5.5 A distance, where 8 is the angle 
between the Oz axes of neighbouring molecules. 

The preference for this separation is apparent even at low concentrations. With 

increasing concentration, a significant population with a separation of lo A is seen, 
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indicating ordered packing of the molecules. Two-dimensional plots illustrating 

the population of combinations of the cosine of the angle between the molecular 

axes of pairs of crowns against the distance between the benzene rings of those 

crowns are presented. The colour in these plots indicates the population density at 

each point on the plot, with red indicating a very high density of points, yellow 

a high density, down through green, pale blue (significant population) through to 

dark blue which indicates no significant population, and white showing no data. 

From such plots, the amount of "correlated" crown packing (that is, where the 

molecular axes are aligned and in the same direction), versus the anti-correlated 

packing (that is, where the axes are aligned, but in opposite directions) may be 

investigated. Looking at the 2-dimensional plots for benzo-15-crown-5 (Figures 

5.25 to 5.27), the crowns clearly prefer to be positively correlated, which is in 

agreement with the behaviour seen for the tilt angles, which all tend to be acute 

with respect to the surface normal. 

In Figure 5.25, which is the plot from a 9 benzocrown simulation, there is one 

dominant feature, and that is a high population of crown pairs for which the cosine 

of the angle between their molecular axes is 1.0 (i.e. they are aligned and in the 

same direction) and the distance between them is 5.5 A. 

However, at ~\ = 64, a small proportion of anti-correlation is seen (Figure 

5.26): there is a small amount of pale blue on the plot where cosine9=-1 and dis-

tance=5.5 A. Again, this is in agreement with the tilt angle distributions shown 

in Figure 5.18, as some crown molecules at this surface concentration do have a 

tilt greater than 90u. A similar patch of colour is seen on the same plot at about 

8.5 A. This is likely to be a result of some head to tail packing. At the highest 

concentration, shown in Figure 5.27 where ~\' = 100, no anti-correlation is seen. 

This is probably an artefact of the number of crowns packed into the surface space 

when Ns = 100. It is likely that because of the tight packing of this number of 

crown ethers, the freedom to move away from the original configuration is very 

limited. At some future stage, it might be interesting to test this by starting from 

the unfavourable "benzene-down" position. 
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Figure 5.26: Distance correlation plot for a 64 crown molecule simulation. The 
strong positive correlation at 5.5 A is still a predominant feature, but there is ev­
idence of a second positive correlation peak in this simulation, and also of some 
anti -correlation. 
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Figure 5.27: Distance correlation plot for a 100 crown molecule simulation. In thi s 
case, only the positively correlated peaks are apparent. It may be that at this satura­
tion, the crowns are not free to move significantly from their starting configuration . 

Looking at some snapshots from the Ns= 100 simulation, some aggregation is 

seen (Figure 5.28). The molecules pack together fairly tightly, although they re-
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main at the interface (as indicated by the analysis of their positions relative to the 

Gibbs' dividing surface). 

Summary 

The interfacial behaviour of benzo-15-crown-5 over the concentration range from 

o to 3.5 rnM has been investigated using MD simulations. There are clear trends 

with concentration of the interfacial order, with the crown ethers increasingly tilt­

ing towards the surface normal. At higher concentrations, there appears to be a pro­

portion of crowns which have been stabilised with the benzene moiety submerged. 

For the Euler angle <», a uniform distribution is seen, as would be expected for a 

liquid surface. The angle \jf does not show a strong preference, but there is some 

tendency for it to be 1800 (the peaks at 270° are equivalent to those at 1800 since 

this is a fully symmetric molecule). The plane angles observed in the bulk are very 

similar to those conformations at the interface, although there is a tendency at the 

interface for the molecule to be less strongly folded, which is probably a result 

of the preference for the benzene to be unsubmerged, and the crown ether to be 

submerged. 

The surface tension calculated from the MD simulations compares reasonably 

well to experimental data, but the pressure profiling method applied is susceptible 

to large fluctuations, and thus does not give the finer detail which would be neces­

sary to detect the very small decrease in surface tension seen experimentally with 

increasing concentration. 

Substantial inter-crown correlation is very clear from the 3-dimensional plots 

and the fact that the radial distributions show clearly that shells have formed. 

Benzo-15-crown-5 molecules on the water interface show strong positive corre­

lation peaks, with only a small proportion of anti-correlation at Ns=64. This means 

that head to head stacking is favoured. This is a highly ordered system, which 

shows changing behaviour with concentration. 
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(a) Initial setup (b) Interface after 2 ns 

(c) Interface a fter 6 ns (d) Interface after 10 ns 

Figure 5.28: Snapshots of one interface in the 100 benzocrown simulation at a ns, 
2 ns, 6 ns and 10 ns. 
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5.2.5 4-Nitrobenzo-IS-Crown-S Simulations 

The same procedure was fo llowed for the 4-nitrobenzo-lS-crown-S molecule as 

was used for the benzo-IS-crown-S molecule. 

Figure S.29: The crystal structure of 4-nitrobenzo-IS-crown-S . 

The crystal structure of the experimental sample is shown in Figure S.29, 

which again compares well to the literature,134 and the RESP charges generated 

are shown in Figure S.30. The Lennard-Jones parameters used to represent the ni ­

tro group were taken from the "general AMBER force field" (gaff) parameter set, 

which is provided as a continually updated force field suitable for constructing 

organic molecules and can be combined with other AMBER parameter sets. The 

parameters used are given in Table S.8 . The Lennard-l ones parameters fo r the rest 
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Atom I Atom Type I (J £ I parameter set I 

Nitro group nitrogens NO 1.8240 0.170 gaff.dat 

Nitro group oxygens ON 1.6612 0.210 gaff.dat 

Table 5.8: Additional Lennard-Jones Parameters for 4-Nitrobenzo- 15-Crown-5 

of the atoms were assigned as for the benzocrown. 
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Figure 5.30: The RESP charges generated for 4-nitrobenzo-15 -crown-5 . 

The surface tension results measured on 4-nitrobenzo-15-crown-5 were very 

similar to those of the benzo-15-crown-5, and so the same range of concentrations 

were studied in the simulations. The relationship to the experimental bulk concen­

trations may be seen in Figure 5 .31 , in which, the circles highlight the simulated 

systems. 

5.2.6 Results and Discussion 

As for the previous system, a bulk system was set up with one 4-nitrobenzo-15-

crown-5 molecule in Box 3 (sides of 45 A). This was to enable comparison of the 

conformations seen in bulk and at the interface. 
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Figure 5.31: The area per molecule calculated from the surface tension measure­
ments for 4-nitrobenzo-15-crown-5. The circles indicate the points which have 
been used as the initial set up for the interfacial simulations. Simulations were 
also carried out for an infinitely dilute surface (l crown on the interface), and for 
a near saturated interface (l00 crowns on the interface) . 

S.2.7 4-Nitrobenzo-lS-crown-S Behaviour in Bulk Solution 

As for the benzo system, the planes within the molecule (as illustrated in Fig­

ure 5.7) were investigated to determine preferred conformations, and the di stri­

bution of the angle between the planes in the crown ether ring and the benzene 

ring are shown in Figure 5.32, whilst the distribution of the angles between the 

planes within the crown ether part are shown in Figure 5.33. It appears that very 

similar molecular conformations are adopted by the nitrocrown as seen for the 

benzocrown, except that the bent structure (with an angle of approximately 1150 

between the normals of the planes) only seems to be formed in one direction . There 

is no obvious reason for this, especially in bulk, although it is possible that some­

how the nitro group stabilises the bent conformation once it occurs, such that the 

crown does not flip between the bent and straight conformations so readily. 

As for the benzo-15-crown-5, the planes within the crown ether appear to re­

main reasonably flat throughout the simulations. 
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Figure 5.32: Distribution of the angle between the planes of the benzene ring and 
the crown ether ring for a single nitrocrown molecule in bulk solution. 
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Figure 5.33: Distribution of the angle between the planes within the crown ether 
ring for a single nitrocrown molecule in bulk solution. These indicate no puckering 
or distortion of the ring occurs. 



CHAPTER 5. COMPUTATIONAL RESULTS 140 

5.2.8 4-Nitrobenzo-15-crown -5 at the Water/Air Interface 

The simulations set up are shown in Table 5.9. Only two simulations were car­

ried out under two initial configurations in this case, and those were Ns=4 and 

Ns=25. As for the benzocrown, the simulation is labelled according to the number 

of crowns on the interface, ~\, and the starting configuration of the crowns, with I 

indicating a grid of molecules parallel to the interface, and II indicating a grid of 

molecules perpendicular to the interface. 

Simulation N, Starting Area Occupied Bulk Concentration 

Label Configuration per Crown / A 2 represented / M 

11 1 Flat 6400 Infinite Dilution 

41 4 Flat 1600 < 0.0005 

411 4 Upright 1600 < 0.0005 

91 9 Flat 710 0.0007 

1611 16 Upright 400 0.0010 

251 25 Flat 256 0.0013 

2511 25 Upright 256 0.0013 

6411 64 Upright 100 0.0025 

10011 100 Upright 64 0.005+ 

Table 5.9: The simulations run on 4-nitrobenzo-15-crown-5, including the configu­
ration of the molecules, the area occupied per molecule, and the bulk concentration 
represented at the start of the simulations. 

Interfacial conformations 

The compound shows the same conformational distribution at the interface as it 

does in bulk solution, with a proportion of the molecules being in a bent shape, the 

angle between the planes being ± 1 OOll, but the preference being a relatively flat 

conformation. Within this bent conformation, the angle made between the normals 

to the planes is wider than that for the benzo-15-crown-5: that is, the molecule is 

more bent than the benzocrown. 
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Figure 5.34: Distribution of the Angle between the planes of the benzene ring and 
the crown ether ring for several surface concentrations. 

Interfacial Order Parameters 

The way in which the 4-nitrobenzo-15-crown-5 behaves at the interface is studied 

based upon the axes sets shown in Section 3.3. The parameters derived from the 

simulations are presented in Table 5.10 and plots of the average computationally 

derived tilt angle for each system and the order parameters are presented in Figures 

5.35 . 



Simulation I Bulk Cone Represented / M I (PI) (P2) [ (P3) [ 9sim/o 

11 infinite dilution -0.1742(0.025) -0.2549(0.003) -0.0304 101.2(1.4) 

41 < 0.0005 -0.1932(0.077) -0.0 184( 0.041) 0.0099 104.5(6.7) 

411 0.0007 -0.3185(0.028) -0.0444(0.030) 0.0240 126.8(7.3) 

91 0.0007 -0.2980(0.022) 0.0158(0.090) -0.0053 112.5(4.1) 

1611 0.0010 -0.3656(0.025) 0.1638(0.059) -0.0804 105.8(12.8) 

251 0.00125 -0.3035(0.09) 0.1047(0.036) -0.0359 111.4(4.2) 

2511 0.00125 -0.2874(0.045) 0.0314(0.021) -0.0283 111.6(2.7) 

6411 0.0025 -0.1458(0.039) 0.0450(0.047) -0.0169 103.5(1.4) 

10011 >0.005 -0.1181(0.008) 0.0156(0.017) -0.0012 99.5(1.8) 

Table 5.10: Parameters derived from 10 ns of MD on eaeh 4-nitrobenzo-15-erown-5 system. 
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Figure 5 .35: Plots of the tilt angle and order parameters obtained fo r the 4-
nitrobenzo-15-crown-5 systems through molecular dynamics . There is a prefer­
ence indicated in the plots for a tilt angle of greater than 90°. As fo r the ben­
zocrown, the errors on the points are the standard error over the two interfaces for 
each system. 

4-nitrobenzo-15-crown-5 shows a preferred tilt angle between 99.5 and 126.8° . 

The distributions of the tilt angle at each concentration are presented in Figure 

5.36. Again, to show geometrically that the orientation of the molecules is not ran­

dom, the distributions of the cosine are also presented (Figure 5.37). 
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Figure 5.36: The distribution of the tilt angle e, describing the tilt of the molecule 
with respect to the surface normal, for all concentrations. The total area of all plots 
is normalised. 
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Figure 5.37: The distribution of PI for all concentrations. The total area of all plots 
is normalised. 
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From Figure 5.38, the Euler angle of rotation about the molecular axis , \If, 

is not uniformly distributed in this system. Interestingly, for a single nitrocrown 

at the interface (at a very low surface concentration), the preferred orientation is 

\If = 180°. This implies that the crown will lie flat to the interface. However, at 

higher concentrations, the preferred orientation of the nitro crowns is very clearly 

\If = 90° or 270°, which means that the crown will be lying on its side at the in­

terface. There is still evidence of a significant propoltion of the interfacial crowns 

lying flat relative to the interface, but with increasing concentration, this becomes 

less and less significant. At the mid-range of concentration, for those crowns which 

are lying on their side (\If = 90° or 270°), there is no preference for the nitro group 

to be in or out of the water. It is possible that this is due to some preferred method 

of stacking. At the highest concentrations, the crowns show an increased prefer­

ence to be orientated with the nitro group in the water, seen by the larger peaks 

at 270° as compared to those at 90° in Figure 5.38. A schematic diagram of this 

orientation is shown in Figure 5.39 . 

- 16crowns 
- 25 crowns 
- 64crowns 
- 100crowns 
- 9crowns 

100 200 
Psi / degrees 

300 

Figure 5.38 : The distribution of the Euler angle \If , describing the rotation of the 
molecule around the molecular axis. 
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Figure 5.39: Combining the information on the values of 8 and \If, 4-nitrobenzo-
15-crown-5 appears to prefer to be nitro group down into the water, and for the 
chromophore to be perpendicular to the water surface. 

Interfacial Refractive Index 

The estimated interfacial refractive index is derived by examining the position of 

the chromophore with respect to the water profile, as fo r the benzocrown. The cal­

culated nint at each surface concentration is given in Table 5.11. For all but the 

highest concentration, this refractive index has a more water-like value than the 

estimated 0.5(nair+nwac) used fo r the experimental analysis. 

Ns Dist from Dividing Surface / A (n· ) . 111.1 sun Water-like or Air-like 

> 0 = vapour side 

< 0 = liquid side 

11 -0.60(3.5) 1.199(0.12) water 

41 -3 .05 (0.6) 1.299(0.01) water 

411 -2.9(0.0) 1.273(0 .02) water 

91 -3.50(0.2) 1.280(0.02) water 

1611 -3 .75 (0.5) 1.288(0.01) water 

251 -3.2(0.0) 1.273(0.01) water 

25I1 -3 .15 (0.3) 1.271(0.01) water 

6411 -1.55 (0.15) 1.208(0.03) water 

100 II 2.5(1.2) 1.100(0.01) air 

Table 5.11: Interfacial refractive index for the 4-nitrobenzo-15-crown-5 system 
estimated from the simulations. 
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The refractive index of the interface is plotted against the number of crowns in 

the system (Figure 5.40). 
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Figure 5.40 : Plot of the interfacial refractive index with concentration as derived 
from MD. 

As with the benzo-15-crown-5, the molecules at higher values of Ns are less 

submerged than at low Ns . The nitrocrown chromophores are water-like for all but 

the highest concentration, whereas the benzocrowns were air-like at all concentra-

tions. 

Surface Tension 

Once again, the surface tensions of the systems simulated, shown in Table 5. 12, 

are of comparable value to the experimentally determined values. The fluctuations 

are large, as is expected, and the detail of the change in surface tension with sur­

face concentration cannot be detected. 

Inter-Crown Distance Correlation 

As for the benzocrown, the correlation seen between the vertical vectors of molecules 

(that is , the vector which runs through the long axis of the molecule) is reported 

here. This vector is labelled y in Figure 5.41. 
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Number of Crowns (Y)sim 

11 57.1 

41 50.8 

411 58.4 

91 58.6 

1611 57.7 

251 58.4 

2511 57.9 

6411 59.4 

10011 64.0 

Table 5.12: The surface tension calculated for each 4-nitrobenzo-15-crown-5 sys­
tem. 

o 
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o 

Figure 5.41: The vectors used in the correlation analysis for 4-nitrobenzo-15-
crown-5 (Only the chromophore of the molecule is shown here). 

The radial distributions are again illustrated for several systems in Figure 5.42. 

The 4-nitrobenzo-15-crown-5 molecules appear to pack very tightly, and evidence 

of up to 3 shells is seen for N,\ = 16 and upwards. It is seen that a strong peak 

occurs at 3.9 A, and comparison to the correlation plots in Figures 5.43 to 5.45 

shows that this peak which corresponds to head to head packing. The most com­

mon inter-crown configurations appear to be those where the nitrobenzo groups 

are aligned, be it with both nitro groups up, or one up and one down. 

The analyses carried out on the nitrocrown has been extended slightly over 

those carried out on the benzo system. Since the nitrocrown molecule is not sym­

metrical, a horizontal correlation has been measured as well as a vertical corre-
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Figure 5.42: The radial distribution plot showing an initial peak at about 3.9 A. A 
further shell is seen at about 7.5 A. Note that the radial distribution function does 
not quite tend to 1 in bulk:, especially at low concentrations, due to the limited 
number of crowns present in the systems. 

q,-------ornEr~~-----

"' o 

CJ) ~ o 
u 

"' 9 

5 

Distance / Angstroms 

10 15 

Figure 5.43 : Correlation plot relating the vertical vectors of neighbouring 4-
nitrobenzo-15-crown-5 molecules for one interface from the 25II simulation (25 
nitrocrown molecules) .8 is the angle between the y vectors of neighbouring 
crowns . 
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Figure 5.44: Correlation plot (vertical) for the 64 nitrocrown simulation (s ingle 
interface). There is significant population of both correlated and anti-correlated 
crown packing at 7.5 A at this concentration in addition to the peaks at 3.9 A. 
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Figure 5.45: Correlation plot for the vertical vectors for the 100 nitrocrown sim­
ulation (single interface). There are clearly two shells of oriented crown ethers at 
this interface. 
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lation. The vector used in this analysis is represented as h in Figure 5.41. The 

possible configurations leading to the observed cosine of a vector pair, denoted 11, 

are illustrated in Figure 5.46. 

nitro group 

!! Bnz,n'ring 
I' " " 

'p:q b h 
D~~ 

COS1] = 1 cos1] =-1 COS1] = 1 COS1] =-1 
(unfavourable) 

Figure 5.46: Possible orientations of nitrocrown headgroup and the values of cos 
11 which would arise from them. 

The molecules pack in a structured way. The peaks arising from the shells of 

molecules are very well-defined, seen in Figures 5.47 and 5.48. 

From investigating the systems using a radial distribution function and inter­

crown orientations (how the orientation of one crown affects that of a neighbouring 

crown), it is apparent that there is a high level of order within the nitrocrown sys­

tems. 
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Figure 5.47: Correlation of the horizontal vectors of the nitrocrown for one in ter­
face of a 25 nitrocrown simulation, where II represents the angle between the h 
vectors of two neighbouring crowns. 
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Figure 5.48: Correlation of the horizontal vectors for one interface only of the 64 
nitrocrown simulation. 
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Summary of MD Results 

The interfacial behaviour of benzo-lS-crown-5 and 4-nitrobenzo-15-crown-5 have 

been studied over a concentration range determined by the experimental surface 

tension measurements on each system. Analyses were carried out to look at the 

interfacial conformations of the crowns. These were compared to the confonna­

tions seen in a dilute, bulk simulation, and no significant difference was seen for 

either crown. The order parameters and Euler angles were then studied to provide 

a direct link back to the second harmonic generation experiments. The interfacial 

configurations of the benzo and the nitrobenzo crowns were quite different, but 

both showed non-random tilt angles. The benzo-15-crown-5 molecules exhibited 

strong hydrophobicity, with the tendency at the interface for the chromophore cen­

tre to be in the vapour region. Conversely, the nitro compound showed preference 

for the chromophore centre to be submerged in the water, except at the highest 

surface concentration. The inter-crown stacking for the benzo compound showed 

the "head to head" configuration to be favoured, with very little anti -correlation 

of the vertical vectors of neighbouring crowns. This is likely to be due to the hy­

drophobicity of the molecule. The nitro crown showed a preference to be posi­

tively correlated with respect to the vertical vectors, but there was also significant 

anti-correlation apparent at the same distance. Both systems produced defined ra­

dial distribution functions. For the nitrocrown, correlation between the horizontal 

vectors of neighbours was also investigated, and again, both anti-correlation and 

correlation were observed. 

In summary, these two systems show significant ordering at the interface. In 

the next part of the thesis, the analysis carried out and its implications for the SHG 

analysis are set out. An evaluation of the use of MD to aid experimental interpre­

tation is presented. 



Part III 

Comparison and Evaluation 



Chapter 6 

Using MD to Improve SHG Analysis 

Second harmonic generation is a very valuable spectroscopic tool, being one of 

very few techniques which allows the surface specific study of interfaces such as 

the liquid-vapour interface. The interpretation of SHG results does rely heavily on 

several assumptions, some of which are intuitive (such as the assumed random na­

ture of the azimuthal angle on a liquid surface), but others of which require some 

knowledge of the system. One of the aims of this project has been to determine 

how molecular dynamics simulations may aid the interpretation of SHG results. In 

doing this, caution must be exercised, as the simulations themsel ves are all based 

upon models, with their own assumptions underlying the results obtained. How­

ever, if the results obtained from experiment and simulation are consistent with 

each other, the description of a system may be expanded with some confidence. 

In this chapter, the assumptions used at various stages throughout the analysis 

of SHG data are considered, and the way in which molecular dynamics may be 

used to help validate assumptions is discussed with reference to the work carried 

out in this project. 
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6.1 The Assumptions Underlying SHG Analysis 

To derive the components of the surface (or second order) susceptibility tensor. X(2) 

from polarisation data through the ABC method, the interfacial refractive index. 

nint, must be estimated. There is no reliable way of measuring this experimentally 

for many systems,23 and so this may limit the reliability of absolute X determina­

tions. This index may be estimated if it is found that the SHG data lie in the weak 

limit. 24 

The orientation parameter obtained through SHG measurements is D. It is es­

sential to consider that the usefulness of the orientation parameter D of a system 

in an absolute sense depends upon the validity of the assumptions that:·'u7 

• The interfacial refractive index, l1int, is correctly estimated. 

• There is azimuthal symmetry at the surface. That is, that <P is uniformly dis­

tributed. 

• The angle 'V is estimated correctly 

• The symmetry of the adsorbate at the interface is the same as that of the free 

molecule. 

• The molecule is resonantly enhanced such that only 1 or 2 hyperpolarisabil­

ity components are dominant. 

Clearly, the likelihood that all of these assumptions hold for many systems ex­

cept very simple ones is small, and therefore, measurements of D are more useful 

in a relative sense - that is, as a function of surface coverage or bulk concentration. 

The final assumption that D may be used to determine an accurate value of e will 

hold only for very well defined surfaces. 
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In order to apply the DRF method of analysis on an SHG dataset, fUl1her as­

sumptions are also necessary, and these are that: 

• Those hyperpolarisability tensor components which are dominant are known 

at the outset of analysis . 

• The distributions of the angles \jf and e are independent. 

These assumptions, and how they have been addressed with the simulations, 

are discussed in turn in the following sections, with reference to the two crown 

ether systems studied here. 

6.2 The Use of MD to Validate the Assumptions 

6.2.1 Interfacial Refractive Index 

The interfacial refractive index, nint, is very difficult to measure experimentally, 

and tends to be assigned either the value of one of the bulk media refractive in­

dices or the average value of the refractive indices of both media. In the case of 

the benzo system, the interfacial refractive index could actually be estimated from 

the polarisation data by assuming that the data lay in the weak limit. This was a 

reasonable assumption, gven the values obtained for the X components and D, as 

discussed in Section 3.2. Treating the data in this way allowed a back-calculation 

of nint. 24 This resulted in a more water-like interfacial refractive index, as opposed 

to the half-water, half-air adsorbate layer assumed initially. However, the weak 

limit is approached with increasing e distribution width]!) . If the distribution is 

not entirely weak limit, then the interfacial refractive index could be different 

again. From the simulation, using the proportion of chromophore centres above 

and below the Gibbs dividing surface of the water slab,the water density at the 

point where the chromophore centres lie is used to calculate the refractive index. 

In the simulation of the benzo-lS-crown-S systems, this lead to the conclusion of 

a more air-like interfacial layer. It must be considered, however, that without bulk 
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molecule presence in the simulations, this calculation may be affected. Alterna­

tively, it is possible that at higher concentrations, it is in fact the crown presence 

at the interface which most affects the interfacial refractive index. FUlther simula­

tions with a greater concentration of molecules on and near the surface might be 

able to clarify the situation with the refractive index. For the nitrocrown system, it 

is impossible to estimate the interfacial refractive index in the same way from the 

polarisation data. From the simulations, a significantly water-like refractive index 

is obtained. 

6.2.2 Euler Angles 

From simulations of adequate length, the distribution of all three Euler angles may 

be readily studied. These can be directly calculated from the trajectories for each 

frame of the simulation. This time evolving, atomistic detail is clearly of great use 

for direct comparison to the second harmonic generation experiments. 

The Distribution of <P 

The assumption that <p is random is validated by the simulations, and a low concen­

tration benzo-lS-crown-S simulation (4 crowns at the interface) shows a random <p 

distribution (Figure 6.1). 

However, the way in which the simulation cell was set up for the simulations 

means that the systems may take some time before <p does in fact become ran­

dom, especially at high concentrations when the molecules are very close to each 

other and in identical configurations. For example, in Figure 6.2, the distributions 

for two parts (the first 2 ns and the last 2 ns) of the simulation and for the whole 

simulation are shown for the benzo-IS-crown-S system for which N.I = 64. The 

distribution from the entire IOns is not entirely random, but if the distribution of <p 

within the first 2 ns is taken, the distribution clearly shows deviation from random 

behaviour. Looking at the final 2 ns distribution, it is seen to have become much 

more random. This is an issue of equilibration, and the initial setup of the simula­

tion, and supports the argument for long timescales in interfacial simulations. 
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Figure 6.1: The distribution of the Euler angle <j> throughout the benzo-15-crown-
5 simulation where Ns =4. This distribution supports the assumption taken in the 
experimental analysis that <j> is random. 

A similar breakdown of the distribution of <j> for the system containing 64 4-

nitrobenzo-15-crown-5 molecules is presented in Figure 6.3. The distribution of <j> 

only really becomes random in the last 2 ns or so of the simulation. 

For the <j> angle, it is intuitively reasonable to assume a uniform distribution 

when studying adsorbate molecules at a liquid interface. The <j> distribution for the 

systems in this work is indeed uniform, or random. Care must be taken when in­

terpreting simulation data on this parameter, as timescale will play an important 

role in the randomness of the angles. If the simulation is started from an ordered 

system, as in this work, then sufficient time must be allowed for the molecules to 

move away from this artificial order before the distribution may be studied. This is 

the reason for the long equilibration phase (0.5 ns) of the simulations in this work, 

as well as the long production runs (10 ns). 
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Figure 6.2: The distribution of <I> over the first 2 ns period of simulation, the last 
2 ns period, and over the entire 10 ns . The random nature of <I> is apparent, but 
more notably so later on in the simulation run . 

The Distribution of \jf 

The \jf angle distribution will be dependent on the interaction of the adsorbate with 

the substrate. Thus, it may be estimated with some degree of confidence if thi s in­

teraction is straightforward. Generally, the angle is estimated at either 0 or 900
. The 

benzo-lS-crown-S system studied here shows a preference for the benzene ring 

to lie parallel to the interface, whilst the 4-nitrobenzo-1S-crown-S nitro-benzene 

group shows a propensity to sit at 900 to the interface. 

The Distribution of 8 

The value of 8, the tilt angle of the long axis of the molecule with respect to the 

surface normal, is very often reported as the final result of an SHG study, and 

for those systems where the interfacial orientation of the molecules is strongly 

defined, SHG is of great value for deriving the angle. For other systems where 

the tilt angle may not be obtained absolutely, the technique will clearly indicate 

whether the order increases with concentration, or addition of new species into a 
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Figure 6.3 : The distribution of <p over the first 2 ns period of simulation, the las t 
2 ns period, and over the whole 10 ns. The random distribution expected of <p is not 
clear in the early stages of the simulation, and is only really beginning to become 
apparent in the last few nanoseconds. 

system. The parameter D may be expressed in terms of the order parameters (PI ) 

and (P3) (Equation 6.1). 

(6 .1 ) 

For a sharply peaked, unimodal distribution of tilt angles, this parameter may 

be approximated to D = cos2 (8), and from this, 8 can be calculated. 

In the systems studied in this work, the distribution of 8 is found to be fairly 

broad. The true value of 8 can therefore not be obtained directly from the SHG 

measurements, and this corresponds to the conclusions derived from the experi­

mental work. However, it is possible to compare the trend in 8app with concen­

tration which would be expected from the simulations and that obtained from the 

experiments. Each term within expression 6.1 may be taken directly from the sim­

ulation. Thus, D may be calculated, and 8app , which is the estimated tilt angle 

from a second harmonic polarisation experiment, can be obtained, and compared 
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to the value seen in the experiment. Table 6.1 shows the values of (S).lilll' the true 

mean of the tilt angle distribution obtained through the MD simulations, Deale' the 

D parameter derived using the order parameters (PI) and (P1) taken directly from 

the simulation, and Scale·, the tilt angle derived from Deale taking the assumption 

that D = cos2S. 

N umber of Crowns (S)sim / [) Deale (S)ealci II Bulk Concentration 

represented / mM 

1 72.3(2.0) 0.4483 47.9 infinite dilution 

41 68.3(3.0) 0.5029 44.8 < 0.5 

4Il 70.0(1.0) 0.5059 44.7 < 0.5 

9 65.3(2.7) 0.5312 43.2 0.7 

9Il 63.0(0.4) 0.5677 41.1 0.7 

251 59.5(1.4) 0.6184 38.2 1.4 

25Il 59.2(1.0) 0.6440 36.6 1.4 

49 57.6(4.3) 0.6296 37.5 2.0 

64 59.4(3.3) 0.6699 35.1 2.5 

100 56.3(7.8) 0.6350 35.0 3.5 

Table 6.1: Parameters derived from 10 ns of MD on each benzo-15-crown-5 system 
(errors are the standard error over the two interfaces of the system). The compari­
son is based upon the experimentally determined bulk concentration. 

This data is compared to the experimental SHG results in Figure 6.4. The 

"bulk concentration" assumed for the simulations is that from which the area per 

molecule was derived originally (through surface tension measurements) and used 

to set up the simulations. Since there were two slightly different samples of benzo-

15-crown-5 used in the experimental section, these are plotted as separate datasets. 

Although the distributions of tilt angles are quite wide relative to the distributions 

which would lead to a true tilt angle through the SHG measurements, there is a 

promising correlation in the trend of D with concentration over the range stud­

ied which suggests that the computational and experimental systems are behaving 

very similarly. 

The same comparison is carried out with the 4-nitrobenzo-15-crown-5 system. 

This has proven to be a more difficult system to analyse, due to the phase which 
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Figure 6.4: Plot of the order parameter D obtained from 2 samples llsing SHG and 
from the MD simulations. The trend in all three sets of data is very similar, and 
indicates a good agreement between experiment and simulation. 

exists between the SHG electric fields for water and nitrocrown. The experimental 

data was treated to remove to water contribution from the data, but the ass umption 

that the water surface is unchanged was taken in order for this treatment to be pos­

sible. The data shown in Figure 6.5 is that with the water contribution removed. 

The simulation data is given in table 6.2.2, and a plot of D obtained from both 

experiment and simulation is given in Figure 6.5. 

For the nitrocrown, the concentration dependence of D derived from the sim­

ulations and from the experiments is not comparable, although the two sets do 

converge towards the same value. However, before any conclusions may be drawn 

about the consistency between experiment and simulation, the contribution of the 

water surface needs to be examined carefully. 
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Number of Crowns (8)sim / 0 D eale (8) calef 0 Bulk Concentration 

represented / mM 

11 101.2(1.4 ) 0.6472 35.9 infinite dilution 

41 104.5(6.7) 0.5746 40.7 < 0.5 

4I1 126.8(7.3) 0.5674 41.1 < 0.5 

9I1 112.5(4.1) 0.6034 39.0 0.7 

16II 105 .8(12.8) 0.6895 33.9 1.0 

251 111.4(4.2) 0.6448 36.6 1.25 

25II 111.6(2.7) 0.6466 36.5 l.25 

64Il 103.5(1.4) 0.6383 37.0 2.5 

100Il 99.5(1.8) 0.6481 36.4 > 5.0 

Table 6.2: Parameters derived from 10 ns of MD on each 4-nitrobenzo-15-crown-5 
system (errors are the standard error over the two interfaces of the system) 

: • D from Experiment : 

: . D from Simulation : 

• • • 
• 

3 4 

concentration / mM 

. -
5 6 

Figure 6.5: Plots of the order parameter D, obtained from the simulations, and from 
the experiments. The experimental data in this case has been treated to remove the 
water contribution. 

6.2.3 Symmetry of the Adsorbate and Hyperpolarisability Com­

ponents 

The symmetry assumed for the free chromophore is derived from a flat chro­

mophore in both cases here, which is realistic as the chromophores are small and 

rigid. For larger chromophores with some flexibility, however, such conforma­

tional analysis as presented in this work would provide an insight into the symme-
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try that should be assigned to the system as an adsorbed species. 

The hyperpolarisability assumptions in SHG experiments are now largely al­

ready dependent on ab initio determination. This partnership between experiment 

and theory is already well-established.28.29.~5 

6.2.4 The Independence of e and \jf distributions 

The use of the DRF method of analysing the polarisation data makes further as­

sumptions on the Euler angles. The assumption that the \jf and 9 angle distributions 

are independent allows the separation of the function (cos 9sin29siIl2\jf) into the 

product (cos 9sin29) (sin2\jf). If this does not hold - that is, if the average of the 

products does not equal the product of the averages - then the distributions of \jf 

and 9 cannot be assumed independent. 

Simulation I (sin 29cos9sin2\jf) I (sin 29cos9) I (sin 2\jf) (sin 29cos9) (siIl2\jf) 

11 0.0580(0.005) 0.152(0.013) 0.337(0.030) 0.0511(0.009) 

41 0.0728(0.011) 0.165(0.023) 0.409(0.010) 0.0674(0.008) 

4Il 0.0545(0.014) 0.159(0.024) 0.344(0.060) 0.0546(0.002) 

91 0.0831(0.010) 0.176(0.010) 0.471(0.020) 0.0827(0.009) 

9Il 0.0890(0.010) 0.175(0.016) 0.491 (0.030) 0.0861 (0.003) 

251 0.0897(0.010) 0.170(0.011) 0.528(0.010) 0.0898(0.005) 

25Il 0.0860(0.010) 0.159(0.010) 0.537(0.010) 0.0854(0.003 ) 

49Il 0.0982(0.010) 0.177(0.010) 0.550(0.020) 0.0879(0.006) 

64Il 0.0744(0.011) 0.132(0.040) 0.540(0.010) 0.0710(0.004 ) 

100Il 0.0748(0.020) 0.152(0.040) 0.521(0.020) 0.0789(0.030) 

Table 6.3: Comparison of the values of (sin29cos9sin2\jf) and (sin 29cos9) (sin 2\jf) 
for benzo-15-crown-5 over the concentration range. These values are assumed 
independent for the DRF method of fitting SHG data. If this is the case, 
then(sin29cos9sin2\jf) = (sin29cos9) (sin2\jf). The errors reported in parentheses 
are 2 standard deviations. 

For benzo-15-crown-5, the difference between the product (sin2\jf) (sin 29cos9) 

and the product (sin29cos9sin2\jf) is very small, as seen in Figure 6.6. Looking 

at the values of the data for simulations starting from the same concentration, but 
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Figure 6.6 : The functions (sin2ScosSsin2\jf) and (sin2ScosS ) (sin2\jf) plotted for 
benzo-15-crown-5. The very close agreement between the average of the products , 
and the product of the averages indicates that the angles Sand \jf are independent. 

for two different starting configurations I and II, shown in Table 6.3, the pairs 

of data are very similar in value, again indicating that the simulations are well­

equilibrated . It may be concluded that, for the benzo-15-crown-5 system, the dis­

tributions of Sand \jf are indeed independent, and thus, that the DRF method is 

a valid way of fining the SHG data, since the contributing ~ (2) components are 

known. 

Simulation I (s in2ScosSsin2\jf) I (s in2ScosS) (s in2\jf) (sin2ScosS ) (sin2\jf) 

II -0.0279(0.004) -0.0986(0.020) 0 .264(0.002) -0.026(0.007) 

41 -0.0514(0.006) -0.102(0.010) 0.485(0 .012) -0.050(0.009) 

411 -0.0946(0.008) -0.165(0.040) 0.545(0.040) -0.090(0 .020) 

91 -0.009(0.004) -0.006(0 .070) 0.659(0.050) -0 .004(0.0 10) 

1611 -0.0093(0.003) -0.0371(0.060) 0.632(0.030) -0.023 (0.003) 

251 -0.0440(0.008) -0.0937(0.050) 0 .593(0 .020) -0 .056(0.031) 

2511 -0.041 2(0.006) -0.112(0.030) 0.571(0.030) -0.0636(0.014) 

64II -0 .0316(0 .005) -0.051(0 .020) 0.630(0.020) -0 .0320(0.008) 

10011 -0.0322(0.01) -0.0480(0.010) 0.612(0.010) -0.0294(0.007) 

Table 6.4: Comparison of the values of (s in2ScosSsin2\jf) and (sin2ScosS) (sin2\jf) 
for 4-nitrobenzo-15-crown-5 over the concentration range . Errors (in parentheses) 
are reported as standard errors . 
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Figure 6.7: Comparison of the values of (s in2 ScosSsin2 \jf) and (s in2 ScosS) (sin 2\jf) 
for 4-nitrobenzo-15-crown-5 over the concentration range. The values calcu lated 
for each product within each system are very close, which suggests that the angular 
distributions of \jf and S are independent. 

For the nitrocrown, the difference between the two products is quite pronounced 

for the 4 crown and 9 crown systems, although it converges more at higher concen­

trations . The trend in the two products with concentration is very close, however, 

and given that the scatter of the parameters is larger than is seen for benzo-15 -

crown-5, it is possible that the distributions of \jf and S are still independent and 

therefore separable. The DRF fitting method was not applied to the nitrocrown in 

this work, due to the uncertainty in the significant hyperpolarisability components. 

6.3 The Effect of an Adsorbate upon the Water Sur­

face 

If the water contribution is to be removed from a set of polarisation data as it was 

for 4-nitrobenzo-15 -crown-5, then the assumption taken is that the water surface 

when the water is a substrate is behaving in the same way that it would as a pure 

water interface. It has been shown by several MD studies that this would not ap­

pear to be the case. In this study, the orientational profile of the pure water slab 

was presented in Section 5.1. 
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Figure 6.8 : The orientational profile, showing PI (z) (solid, bold lines), of water 
for various benzo-15 -crown-S simulations. Both 9 crown simulations (91 and 911) 
and both 25 crown simulations (251 and 2511) are shown on the plots in the same 
colour. The density profiles, p (z), of water are also shown such that the position 
of the features in the orientation profiles can be seen in relation to the interfacial 
position (Gibbs dividing surface being located at ±30 A. 

With the pure water orientational profile, two distinct regions of orientational 

behaviour could be seen: on the water side of the Gibbs' dividing surface, there 

was a peak where the average cosine of the dipole orientation was strongly nega­

tive (that is , the water dipole was pointing down towards the bulk water), and then 

on the vapour side of the surface, the dipole orientation flipped . 

In the presence of benzo-1S-crown-S an additional feature develops with in­

creasing concentration: somewhat deeper into the slab a second region is seen 

where the orientation of the water dipole is pointing up, towards the vapour region, 

followed by the layer of water molecules with their dipoles on average pointing 

back into the bulk water, and the outer layer, on the vapour side of the Gibbs' sur­

face, which again has its dipole pointing into the bulk vapour region. This structure 

is apparent to some extent in the 25 crown simulations, but is very clear in the 64 

crown simulation (see Figure 6.8) . Thus, not only is the water interfacial struc­

ture different in the presence of crowns, but it is also differs with concentration of 
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crowns. 

For the nitrocrown system, the orientational profile of the water slab is also 

different from that of the pure water interface, which develops clear structure as 

the surface concentration of the nitrocrown is increased, shown in Figure 6.9. It is 

significantly different to that of the benzo-lS-crown-5 system as well . 
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Figure 6.9 : The orientational profile, showing PI (z) (solid, bold lines), of water fo r 
several 4-nitrobenzo-15-crown-5 concentrations. Also shown are the density pro­
files, p(z),ofthe water slabs (dashed lines) . The profiles of the water slab is shown 
for both starting configurations of the 25 crown simulation (I and II). There is an 
enhanced structure in the interfacial region due to the presence of the adsorbate, 
which becomes more pronounced with increasing concentration of nitrocrown. 

In this system, the presence of a high surface concentration of nitrocrown has 

again thickened the ordered part of the interface. As well as the layer where the 

water dipole points towards the bulk water, which is seen in the pure water profile, 

there is an additional layer deeper in the slab where the molecules are also show­

ing a tendency for their dipoles to be into the bulk water. There is an indication 

that there is some further slight ordering in the next layer of water too, as (PI ) of 

the dipole goes very slightly positive (that is, the water dipoles are tending to point 

towards the bulk vapour region). Although this is a very small feature, the profile 
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is averaged over a large number of frames of simulation. 

The results highlight that the water contribution to the SH signal may well be 

significantly changed in the presence of an adsorbate. For partially soluble sur­

factants it is likely that the change in orientational profile of the water is slightly 

over-emphasised in simulations such as these, since there are no bulk molecules 

to moderate the influence of the adsorbate upon the water surface. Nonetheless, 

there is very little doubt that there is some modification of the water surface by 

the presence of a surfactant, and great care must be taken when trying to separate 

contributions to surface measurements. 

Summary 

The assumptions involved in the analysis of SHG data have been addressed using 

the MD simulations. Firstly, the simulations and the experimental work agree to a 

large extent, with both studied systems having a wide distribution of tilt angle, the 

'If assumptions giving the most likely results from the experimental work agreeing 

with the determined 'If angles from the simulations. This consistency in the ob­

served data lends weight to the further investigation of the assumptions underlying 

the analysis of the SHG work. 

The interfacial refractive index is a problematic parameter to obtain - it is very 

difficult to obtain a value experimentally. The method used in the MD estimate 

of the value did not entirely correlate to the experimentally estimated val ue for 

the benzo-15-crown-5 (this experimental estimate could not be carried out on the 

nitrocrown, as the data was not clearly in the weak limit). However, it cannot be 

concluded on the basis of this project which estimate gives the best estimate of 

llint, since there are issues regarding the extent to which the system is weakly or­

dered (this affects the estimate from the SHG data), and also there is the issue that 

no bulk crowns are present in the simulations, which may infl uence the extent to 

which the chromophores are submerged. It may be that a simulation run with a 

number of crown ether molecules in the bulk, as well as at the surface would lead 

to a clearer idea of the true interfacial refractive index. 
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The Euler angles seem to be well represented in the simulations, and support 

the findings of the SHG experiments. The angle ¢ does tend towards a random dis­

tribution, as is assumed in the experimental analysis. However, the distribution of 

this angle in the simulations takes some time to equilibrate - this is a result of the 

highly orered starting configurations used. The length of the simulations presented 

here (10 ns) is sufficient to allow this equilibration to a random distribution, even 

at the highest surface concentrations, but shorter timescales may not be. The dis­

tribution of the angle \jf for both systems supports the experimentally determined 

most probable \jf preference, supporting the assumptions employed. For 8, again 

the distributions supported the experimental findings, as is seen by the D parameter 

which would arise given the type of distribution calculated, with particular agree­

ment seen for the benzo-lS-crown-S system. For the 4-nitrobenzo-15-crown-5, the 

situation is slightly complicated given the phase between the electric fields of the 

crown and the water. An attempt to separate these contributions may be the reason 

for the discrepancy between the simulation and experiment at low concentrations. 

This separation was carried out assuming the water contribution to be unchanged 

by the presence of the crown ether, and when the water orientational prollie was 

investigated in the simulations, it is clear that this is not the case: the presence of 

the nitrocrown significantly alters the surface layer of the water slab. 

The assumption required for the use of the ORF analysis method is that the 

distributions of \jf and 8 are independent of each other: the analysis requires sepa­

ration of an average of products into a product of averages. The values of each of 

these have been calculated from the simulations, and found to be very close. Thus, 

within errors, this assumption is also met. 



Chapter 7 

Conclusions 

This thesis contains a surface study of benzo-IS-crown-S and 4-nitrobenzo-IS­

crown-S at the water-air interface using surface tension measurements, second har­

monic generation experiments and molecular dynamics simulations. 

The simulations and the experiments have been run alongside each other and 

the combined results have allowed a detailed characterisation of each interface. 

Both simulations and nonlinear optical spectroscopy are relatively new concepts, 

and this project has illustrated that a good consistency between the findings from 

both may be achieved. 

The study of crown ethers is a huge field, due to the highly selective ion­

binding property which crown ethers possess, and also due to their ability to form 

supramolecular structures. This study focuses on two simple but nonlinearly active 

aromatic crown ethers, in their free (uncomplexed) form, in order that they might 

be fully characterised with respect to their behaviour at the interface. Specifically, 

the assumptions underlying SHG analysis have been addressed. Once such sys­

tems have been characterised successfully, the prospects for using combined stud­

ies such as this one are promising. 

The main limitation for the analysis of SHG is that the model for the calcula­

tion of orientational properties relies on many assumptions about the system which 

cannot necessarily be verified through experiment, such as the interfacial refractive 
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index, and the Euler angle \jf. The use of simulations to enhance the reliability of 

data obtained, in this case by justifying the choice of assumptions, becomes ever 

more practical as computers grow more powerful and efficient. 

7.1 Systems Studied 

Initially, the surface tension, SHG polarisation dependence and concentration de­

pendence of the crown ethers were studied over a concentration range between 

o and 10 mM. The surface tension measurements provided an area per molecule 

which was used to set up several interfacial molecular dynamics simulations, rep­

resenting various concentrations of crown ether. (Presently, it is not feasible to 

simulate bulk concentrations such as those used in these experiments.) The sim­

ulations were analysed in light of a comparison to SHG data obtained, the main 

aims being: 

• To obtain a self consistent set of results based upon a combination of exper­

imental and computational work, 

• To assess and evaluate some of the assumptions which need to be made in 

order to analyse the Second Harmonic response of the systems. 

The comparison of experiment to molecular dynamics has highlighted the lim­

itations of current SHG analysis in a system where the molecular alignment is not 

perfectly unimodal. It is very interesting to see that once the order parameters are 

taken from the MD simulations, and used to calculate D and subsequently 8, the 

results are very similar to those obtained experimentally. It is an important obser­

vation that the system as simulated is not necessarily a low order system, although 

the distribution of 8 is relatively wide. Benzo-15-crown-5 showed a clear trend in 

tilt angle with concentration. 

For both species, a large degree of correlation was seen between neighbour­

ing molecules - for the benzocrown, the preferred distance between chromophore 

centres was about 5.5 A, whereas for the nitrocrown, a distance of about 3.9 Awas 
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seen. The benzocrown chromophore centre was almost always above the level of 

the water, but the nitrocrown chromophore centre tended to be submerged. and 

with the nitro group oriented down into the water. 

Both sets of simulations showed that the structure of the water interface was 

altered upon addition of crown ethers to the interface. This has significant impli-

cations for work in which, as for benzo-IS-crown-S and 4-nitrobenzo-IS-crown-S. 

the non-linear optical signal from the adsorbed species is not very much higher 

than that from the pure water interface. This change in the water surface depends 

upon the concentration of crown ethers. 

With computational techniques improving all the time. it is becoming possible 

to ascertain the values which should be assigned to the various Euler angles. hyper­

polarisability components, interfacial refractive indices, and even the effect of the 

adsorbate on the substrate. This provides valuable information which may then be 

incorporated into experimental assumptions. As longer timescale MD simulations 

become more feasible with increasing computer power, so this type of combined 

study will become an important way of elucidating many characteristics of liquid 

interfacial systems. 

7.2 Further Work 

The crown ethers studied in this work have produced some very interesting re­

sults, both experimentally and through simulations. There are many more studies 

which could be carried out to characterise the surface behaviour fully, including 

investigating the system on addition of various ions, through both experimental 

and computational work: 

1. A more in-depth study into how ion presence affects the surface behaviour 

of both of these crown ethers. The addition of sodium chloride was seen to 

strongly increase the intensity of the signal obtained from 4-nitrobenzo-lS-

crown-So 
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2. Work should be done on some other simple crowns with different functional 

groups, and different ring sizes. This could provide a very interesting series 

of data from which other studies could proceed. 

And further computational work: 

3. higher crown concentrations for the 4-nitrobenzo-15-crown-5 system: more 

crown molecules could be added to an equilibrated high concentration sys­

tem, to see what to what extent the multi-layer will build up. It appears from 

these simulations that the benzo-15-crown-5 simulation where N.\= 1 00 is 

already introducing equilibration issues. It would be interesting to run this 

simulation from the unfavourable starting configuration with the benzene 

rings closest to the interface, to see whether this forces any different be­

haviour within the system. 

4. Long crown simulations for both species could be run with a starting config­

uration of bulk crown ethers. It might be that constraints would have to be 

introduced to pull the molecules to the surface, but it would be interesting 

to see how an equilibration period in the bulk water would affect the crown 

behaviours. 

5. the addition of ions to a simulation imposes some issues on a system, but 

would worth looking into if the ion addition was studied experimentally, as 

a comparison. 



Appendix A 

The Transformation Matrix, T 

The nonlinear susceptibility tensor, X(2), of a system, is related to the hyperpolar­

is ability of the molecules at the surface, through Equation A.I. 

(A. I) 

Where X(2) is the second-order susceptibility tensor, Ns is the number density 

of the species at the interface, T is a transformation matrix, and ~(2) is the molec­

ular hyperpolarisability tensor. 

This gives a system of equations relating the components of X(2) to those of 

~(2), as described in the following section. 

The relationship between X(2) and ~(2) is given in Section 2.2 by: 

(A.2) 

The rotation matrices for transformation from the laboratory to the molecular 

frame (R\VRsRqJ are: 
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[ coso/ 
-sin,!, 

~ 1 
R,¥ = Si~'!' cos,!, (A.3) 

0 

[ ~ 
0 

-s~ne 1 Rs = cosS (A.4) 

sinS cosS 

[ cos$ -sin$ 0 1 
R~ = Si~¢> cos¢> 0 (A.S) 

o 1 

Through the SHG experiments, we derive information on the laboratory frame, 

and so we need to carry out the transformation from molecular onto laboratory 

frame. For this, the inverse of the transformations above are needed. The entire 

transformation is T =R;lRelR~l. The matrices involved are given in Equations 

A.6 to A.8. 

[ cos$ 
sin¢> 

n R- 1 - -s~n¢> cos¢> (A.6) ~ -

0 

[ ~ 
0 

Si~e 1 R- 1 - cosS (A.7) s -
-sinS cosS 

[ coso/ sin,!, 

n R-1 - (A.8) '¥ - -sm,!, cos,!, 

0 0 

Which gives the full transformation matrix, T, shown in Equation A.9. 
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[ 

cos\jfcos<j> - sin<j>sin\jfcos9 sin\jfcos<j> + sin<j>cos\jfcos9 

T = -cos\jfsin<j> - sin\jfcos<j>cos9 cos\jfcos<j>cos9 - sin\jfsin<j> 

sin9sin\jf -sin9cos\jf 

sill<j>sin9 1 
cos<j>sill9 

cos9 

(A.9) 



Appendix B 

Derivation of the D, R, F based 

expressions for X(2) 

The general expressions for the components of the surface susceptibility, for an 

isotropic liquid interface (where the azimuthal angle, <1>, is random), are: 5 

(B. 1 ) 

(B.2) 

These expressions are then simplified by taking assumptions on the distribu­

tion of 'If. For the case where 'If is random, such that sin2'1f = 0.5, Equations B.1 

to 8.3 become: 

N['2 1.2 ] 
XXZX = 2£0 (sm ecose)~z.zz - 2 (cosesm e) (~zxx + 2~xzx) + (cose)~xxz (BA) 
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N['2 1.2 ] Xzxx = 2Eo (Sin 8cos8)~zz.::. - 2" (coS8sIn 8) (~.::xx + 2~\";:x) + (cos8)~;:x\ (B.5) 

(B.6) 

For the case where the significant components of ~(2) are ~z.z.z and ~zXt' Equa­

tions B.4 to B.6 may be expressed in terms of D, Rand F, where: 

(cos38) 
D = --'----...:... 

cos8 

R = ~zxx 
~z.zz 

Equations B.4 to B.6 may be written: 

Xxzx = F [( 1 - D) - ~ (1 - D) ] 

Xz.zz = F [2D+ (l-D)R] 

(B.7) 

(B.8) 

(B.9) 

(B.lO) 

(B.ll) 

(B.12) 

Similarly, for the same system, if \jf is 0, then sin2\jf = 0, and the DRF expres-

sions are: 

Xxzx = F (1 - D) (B.13) 

Xzxx = F(I-D+R) (B.14) 
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Xz.zz = 2FD (B.15) 

And for 'JI = 90°, the system of eq uations is: 

Xxzx = F(l-D) (l-R) (B.16) 

Xzxx =F[(l-D)(l-R)+R] (B.17) 

Xzzz = F (2D - R (1 - D) ) (B.18) 



Appendix C 

Calculating the Orientation 

Parameter, D 

The order parameter, D, may be expressed in terms of the derived X components. 

The expression depends upon which components of ~ are significant, and on the 

assumption taken on 'If. Several cases are given in Tables C.l and C.2. 

Signific. anI I Assumption 

~klm on 'If 

~z.zz random or 90° 

~zxx random 

~xzx random 

D 

2Xzxx-Xzzz 
2xzxx+2xw 

2Xzxx 
2xzxx+Xzzz 

2Xxzx-Xz.u 
2XXlX- 2Xl,U 

Table C.1: Order parameter, D, expressed in terms of X for single significant hy­
perpolarisability tensor component. 
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Significant Assumption D 

~klm on \If 

~z.zz and ~zxx random Xzzz-Xzxx+X:tZX 
XlZZ -Xz.u+ 3X-rzx 

900 XZlZ - 2xzxx+ 2M3x 
Xzzz-2Xz.u+4xxz.t 

~zzz and ~xzx random XllZ + 2xzxx - 2xxzx 
xzzz+4Xz.u-2xxz., 

90° XllZ +4 Xzxx -4 Xxz.t 
Xzzz+6Xz.u- 4Xxz.r 

~zxx and ~xzx random Xzzz+ 2Xz.u+ 4Xxz.t 
3xzzz+2Xzxx+4X-rz., 

900 2xzlz+2Xz.u+4Mlx 
3XZlZ+2Xz.u+4X-tZX 

Table C.2: Order parameter, D, expressed in terms of X for two significant hyper­
polarisability tensor components. 



Appendix D 

The Parameters Used in the SPCIE 

and TIP3P Water Models 

The parameters used to create the SPCfE and TIP3P models used in this work are 

given, in order that all the parameters used for the molecular modelling work are 

reported. 

SPCfE I TIP3P 

OH bond length / A 1.0 0.9572 

HOH bond angle /0 109.47 104.52 

AxlO-3 / kcal A 12 mol- 1 629.4 582.0 

C/ kcal A6 mol- 1 625.5 595.0 

charge, q, on 0 -0.8472 -0.834 

charge, q, on H 0.4238 0.417 

Table D.l: The parameters used in the SPCfE and TIP3P water potentials. 



Appendix E 

Typical NAMD Input File for 

Simulations 

A NAMD input file is included for production simulations on bulk water, and pres­

sure profiling slab simulations. 

For bulk water, a typical input file is: 

#INPUT 

extendedsystem in.xsc 

velocities in.vel 

wrap Water on 

#FORCEFIELD 

amber yes 

parmfile in.top 

coordinates in.coor 

readexclusions yes 

scnb 2.0 

1-4scaling 0.833333 

exclude scaled 1-4 

#SHAKE 

rigid Tolerance 0.00000001 
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rigidbonds all 

#APPROXIMATIONS 

switching on 

switchdist 9 

cutoff 11 

pairlistdist 13 

#PME PARAMETERS 

PME yes 

PMEinterporder 6 

PMEGridsizex 80 

PMEGridsizey 80 

PMEGridsizez 60 

margin a 

stepspercycle 1 

timestep 2.0 

dcdfreq 5000 

#OUTPUT 

outputname nptL.out 

outputenergies 10 

outputtiming 1000 

binaryoutput no 

restartfreq 1000 

XSTfreq 10 

#THERMOSTAT 

langevin on 

langevinTemp 298 

langevinDamping 1 

#BAROSTAT 

useGroupPressure yes 

useFlexibleCell no 
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LangevinPiston on 

LangevinPistonTarget 1.013377 

LangevinPistonPeriod 400 

LangevinPistonDecay 300 

LangevinPistonTemp 298 

run 50000 

An input file for simulation of a slab of water (with or without crown ethers 

present), including pressure profiling parameters, would be: 

#INPUT 

coordinates in.coor 

velocities in.vel 

extendedsystem in.xsc 

parmfile in .top 

#FORCEFIELD 

amber yes 

scnb 2.0 

exclude scaled 1-4 

1-4scaling 0.8333333 

#SHAKE rigidBonds all 

rigid Tolerance 0.00000001 

#APPROXIMATIONS switching on 

switchdist 9 

cutoff 11 

pairlistdist 13 

#PME PARAMETERS 

PME yes 

PMEinterporder 6 

PMEGridsizex 80 

PMEGridsizey 80 
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PMEGridsizez 300 

margin a 

stepspercyc1e 1 

timestep 2.0 

#PRESSURE PROFILING 

pressureProfile on 

pressureProfileSlabs 300 

pressureProfileFreq 5 

dcdfreq 5 

#OUTPUT 

outputname out 

outputenergies 1 

outputtiming 1000 

binaryoutput no 

wrapAll on 

restartfreq 1000 

XSTfreq 50 

#BAROSTAT 

langevin on 

langevinTemp 298 

langevinDamping 1 

useGroupPressure yes 

run 10000 

And the long range part of the pressure profile is calculated offline using a 

script such as: 

# INPUT FILES 

coordinates in.coor 

velocities in. vel 

extendedsystem in.xsc 
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parmfile in.top 

#FORCEFIELD 

amber yes 

scnb 2.0 

exclude scaledl-4 

1-4scaling 0.8333333 

#SHAKE 

rigidBonds all 

rigidTolerance 0.00000001 

#APPROXIMATIONS switching off 

cutoff 20 

pairlistdist 20.5 

margin 0 

stepspercycle 1 

#PRESSURE PROFILING pressureProfile on 

pressureProfileSlabs 300 

pressureProfileFreq 5 

pressureProfileN onbonded on 

#OUTPUT 

outputname outnb 

outputenergies 1 

outputtiming 1000 

binaryoutput no 

wrap All on 

restartfreq 1000 

XSTfreq 50 

#LANGEVIN THERMOSTAT 

langevin on 

langevinTemp 298 
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langevinDamping I 

#NOSE-HOOVER LANGEVIN PISTON BAROSTAT 

useGroupPressure yes 

#TCL SCRIPT 

set ts 5 

eoorfile open ded out.ded 

while { [eoorfile read] !=-l} { 

firstTimestep $ts 

run 0 

iner ts 5 

} 

eoorfile close 



Appendix F 

The Long Range Correction for 

Surface Tension 

The surface tension calculated from simulations is significantly affected by the 

truncation of long range forces. The correction for the van der Waals forces is 

given by 5.3, and the upper bound of this correction is given in 5.4. This upper 

bound is derived here. 

1+1 100 ( 6 2 rs 1 -1 
YLRC = 12TCE<J (PL - PI') 0 ds r dr coth d) (3s' - s) r . 

c 

(Fl) 

For very sharp interfaces, i.e where the thickness of the interface is essentially 

zero, !j tends to infinity, and thus, coth (!j) tends towards 1. Equation Fl therefore 

becomes: 

Decomposing this gives: 

(3s3 - s) 

2r~ 
(F3) 
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So that F.l then becomes: 

(F.4) 

Where: 

(F.S) 

Thus, Equation F.l becomes Equation F.6. 

(F.6) 

Which may be expanded and written using reduced Lennard-Jones units, as in 

Equation F.7. 

(F.7) 
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