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Disclosure control methods are$used to protect the confidentiality of individuals and households in
aggregate census data. With growth in computational power, the disclosure control problem has
been rapidly transformed. Increased analytical power has stimulated user demand for more detailed
information for smaller geographic areas and to customized geographical b’oundariesv. However, the
possibility of allowing census users to create their own aggreéates from census microdata, and for
small areas, can lead to problems of disclosure by differencing. Traditionally, methods of statistical
disclosure control have been aspatial in nature. This thesis describes a new framework of
geographical perturbation methods designed to deal with the spatial nature of disclosure risk.

The research offers several new contributions, épecifically;

(1) A framework of new geographical perturbation methods is defined, based: on creating uncertainty
around geographical location. Zone-indépendent methods are designed for protection in a flexible-
tabulation scenario and to account for the spatial dimension of risk.

(2) Techniques for implementation of these methods are tested on a synthetic census dataset which
show comparable risk-utility outcomes to RRS (an existing method used for the US and UK Censuses).
The advantages and disadvantagels of the proposed methods ére discussed with regard to ease of
implementation and flexibility of parameter values.

(3) One of these new methods; LDS, is then explored in more detail showing a significant
improvemént over RRS in terms of the risk-utility outcome. Risk reduction is illustrated in a
geographical differencing scenario and distortion to utility explored in a spatial context of typical

census users’ analyses. : s
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- Chapter 1 Introduction

1.1 Motivation

This thesis is concerned with disclosure control of aggregated data produced from a census of

population. Public release of census data is vital for researchers, businesses, policy makers, for-

government planning and resource allocation. The research addresses a problem faced by many
National Statisticél Institutes (NSis), who would like to publish as much census data as possible to be
able to meet user needs, but cannot do so without compromising the confidentiality of the
respondents. The focus of this thesis will concentrate on the demand for NSls to publish tables for
small areas and to many differently defined geographies. Such demand pressures have led to

discussion of the development of flexible tabulation systems in, for example, the UK, Australia and -

the US (Rhind et al. 1991, Zayatz 2003,' Duke-Williams and Rees, 1998a). Any such system would allow
users to create their own customised tables from uapublished individual records. This scenario
presents a considerable disclosure risk. Protecting the confidentiality of census data by application of

statistical disclosure control (SDC) methods is an integral part of the census process allowing use of

protected data by researchers and policy makers across all sectors. SDC methods generally either
' -18-




restrict or modify the detail released (Willenborg and De Waal, 2001). However little attention has
been given in the literature to the spatial aspects of risk and the link between geography and
disclosure arising from a flexible tabulation system. In this thesis, we attempt to incorporate ‘space’

into the development of new methodology to protect against these challenges.

The importance of the issue is magnified by reliance of official statistics on public trust in the
safeguards employed. Keeping census data confidential is vital to obtain the benefits of censuses and
to reduce biased conclusions arising from non-response. Figure 1.1 illustrates the need for disclosure

control.

Figure 1.1: Obtaining the Benefits of the Census by Keeping the Data Confidential

Public given various e Guarantees by law (e.g. Data Protection Act, UK)
guarantees requiring

confidentiality of e Practical guarantees (e.g. guidelines for staff
census data access to data, ‘safe settings’ for researchers,

application of disclosure control)

e Ethical guarantees (minimising the response
burden, only asking essential information, making
the public aware of how data will be used).

Respondents feel

comfortable providing
personal information

Non-response bias is
minimised and
accuracy of census
outputs is improved

NSIs are generally under strict legal obligations requiring confidentiality of census data. For example;
the Privacy Act of 1974 for the US Census, the Census and Statistics Act (amended 2000) for the
Australian Census and the 1920 Census Confidentiality Act and 1991 Data Protection Act in the UK.
These laws generally have some requirement to the effect that no individual will be identified. The

public are also provided with other assurances that their data are kept safe; NSIs will usually follow
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certain principles in regard to any census activities. These include ethical principles such as making
the public aware of how the data will be used as well as practical principles; who can access the data

and how they are allowed to access it. A very important part of the census process is to apply

.disclosure control before the release of data. If disclosure control was not applied and a journalist, for

example, was to make a sensationalist cIavim in the press revealing supposedly confidential
information, it would damage the reputation of the NSl and it is likely that response rates would fall
significantly. This is even more of an issue with the 2011 UK Census because more sensitive questions
may be introduced; for example a new question on income. A high response rate is essential for the

success of a census, to ensure accuracy of the data.
1.2 Context

In this thesis we will coricentrate on disclosure issues in a UK context although we briefly review
practices in other countries and in particular those which take a population census. The new
methodology will be developed to be applicable to census data generally, not just in the UK, and

_possibly also to other high sampleﬂfraction data sources.

The national censuses in the UK are arguably tl':oe most widely used data source providing detailed
information on individuals and their households. Whilst the full dataset is never released directly to
the public, data from the census are often published as tables of couhts down to neighbourhood
level. If the raw data were to be published for neighbourhoods or other small areas, it may be
possible to recognise data relating to individuals, especially when there is good background -
knowledge of the area. This is a disclosure risk since these individuals may be identified Iea'ding to

potentially sensitive information being revealed. SDC methods are applied to disguise the data

“without destroying the relationships among the variables. User demand for data changes with each

new census, in turn transforming and usually increasing the disclosure control challenges. New SDC

methods need to be developed in response.
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e User Demand for Small Area Data

Various sectors of society are-users of the census and their demands for information shape the
statistical outputs that must be provided. Over recent years, the needs of census users have evolved
towards increasing levels of deta_il and for smaller areas. Small area data are crucial in understanding
spatial variation. For example, government can Iokc:.ate the most depfived neighbourhoods by
understanding the spatial distribution of poverty. Providing denominators for morbidity and mortality
for small areas enables important studies in epidemiology. Information at this level can also be used
to measure change in rural and urbaﬁ migration on :che micro-scale. Furthermore, geodemographic

classifications or ‘area profiles' such as ACORN* are widely used in businesses and marketing and are

all based on data at the local level.
e User Demand for Flexible Tables

Different users want information for different geographical areas. For exémple, to analyse population
change over time, small areas that match those used in previous censuses are essential. On the other
hand local government requires data from small areas fitting exactly into current administrative units
to be able to assign grants whilst businesses want data based on exact aggregations of unit postcodes
to link to data in non-census databases.vWith' each modern census, users have had more computing
power and demanded more detail - thus increasing the capacity for linking records and potentially
identifying individuals in aggregate datasets. The new Neighbourhood Statistics Service* (NeSS) for
England & Wales is an example of data which are aggregéted from multiple geographically referenced
administrative records to a single sét of output areas and super output areas. However in the future
NeSS may be required to deliver counts for other non-standard geographies which.are not neat

aggregations of OAs. A method of disclosure control is needed to protect data sources such as NeSS

regardless of the aggregation strategy adopted.




1.3 Potential for Disclosure -

These developments in information 'tecvhnolo'gy coupled with increasing demand by the public for
more detailed data for non-standard geographles have generated nsmg levels of concern about -
confldentlallty Data released for very small areas for example, with fine varlable breakdown can lead
to disclosure. In table 1:1; the small cell counts are potential disclosure risks because it can be

deduced that the only 20-21 year old:in the area must claim benefits;

Tab/e 1.1: Example table of potential disclosure risk

16-17 ) 18-19 | 20-21- | 22-23 24-25

Benefit claimed - 12 2 1 3 2

Benefit not claimed s 7 0 7 6

Moreover, appropriate disclosure control methods must be applied to ensure that different sources
cannot be compared by geographlcal dlfferencmg Geographical differencing occurs when
‘information is publushed for two very sumllar geographles allowing the table relating to the smaller
. geography to be subtracted from the other to obtain mformatlon_for a previously undefined area.
This problem has been well described by Duke-Williams and Rees (1998a).. They show an example of a

Geography A defined by the following boundaries* as in figure 1_.2(a):v

Figure 1.2(a): GeographyA

! Reproduced from Duke-Williams and Rees (1998a})
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Sup;;ose the existence vofa Geography B in figure 1.2(b) defined by different boundaries (for the same

base population):

Figure 1.2(b): Geography B

With modern GIS software, it is possible to overlay the two geograbhies (place one on top of the

other) as in figure 1.2(c). Sometimes cases occur where one geographical area nests entirely within

- the other. The dotted polygon in the centre lies entirely within the‘outlined thick-dashed polygon, i.e.

A4 lies within B3.

Figure 1.2(c): Ovér/dy the two geographies

If tables were published for these nested areas then they could be ‘differenced’ to produce a new

previously unknown table. For example suppose the two tables below show data p_ublishe'd for the




two nested geographies. Table 1.2(b) (relating to the smaller dotted area) is nested within table 1.2(a)

- (relating to the larger dashed line area).

Table 1.2(a): Table relating to large boundary (Geographical Differencing)

16-20 21-30 31-40
Benefit Claimed 10 16 19
Benefit Not Claimed 8 12 11

Table 1.2(b}: Table relating to smaller boundary (Geograph/‘cql Differencing)

. . 16-20 21-30 31-40
Benefit Claimed 9 16 19
Benefit Not Claimed - | 8 11 11

~ Table 1.2(c): Subtracting tables 1.1 and 1.2 gives a new unpublished table

The corresponding cells in the two tables can be differenced to produce a new table relating to the
differenced area which reveals previously unknown information. In fact table 1.2(c) shows cell counts
of one which we later refer to as ‘identity disclosure’. We can reveal that there is only one 16-20 year-

old living in the _d'ifferenced area, who must claim benefits.

16-20 21-30 31-40
Benefit Claimed 1 (0] 0
Benefit Not Claimed 0 1 0

This might occur for example when census outputs are published for two different sets of boundaries

at the same point in time.
1.4 New Disclosure Control Methods

Disclosure control in the form of geographical pe(turbation can help protect against these risks by

introducing uncertainty into the geographical location of households at the small area level. This can
be done in such a'way as to minimise damage to the data. The aim of this research will be to find an
appropriate method {or methods) of geographical perturbation that will achieve the right balance in

allowing more flexible outputs for users at the same time as minimising disclosure risk. The methods

deal specificélly with the spatiél nature of the disclosure control problem of aggregated census data.
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Random Record Swapping (RRS) is an existing approach applied to the UK Censuses in 2>001 (Boyd and
Vickers, 1999) and is one form of geographical perturbation. This involved moving records between
Output Areas but within the same Local Authority Districf and was applied before the déta were
aggregated into tables. The method is dependent on the zonal geographies and thus can result in
inconsistent perturbation over time.due to boundary changes. This type of swapping also results in
households being moved an arbitrary distance according to the sizes of the LADs and the population
distributions within them. Simp;le relocation of records according to a distance from a probability
distribution would result in excessively long moves in areas of high population density and have no
efféct in remotely populated regions. This thesis explores new approaches to geographical
perturbation including methods that take into account the local spatial population distribution and .

ignore referénces to pre-existing geographical boundaries.

Throughout the text we refer to the risk-utility approach of Duncan et al. (2001) to assess the quality
of SDC methodologiés. This approach involves finding a balance between reducing the disclosure risk
and preserving the utility of the data. As a general rule, the more the data are modified, the more
information is lost. Idealiy the disclosure risk should be reduced to a tolerable level while retaining

the import,ant‘patterns and trends in the data.
1.5 Outline of the Thesis

In summary, some techniques under a new framework of geographical perturbation methods will be
described for disc|osﬁre control of census dafa. The risk-utility properties will be compared for the
methods comparing against a benchmark RRS (replicating closely the approach 6f the UK Censuses
2001). The methods will be tested on a synthetic census population. An outline of the chapters is as’

follows:

Chapter 2: SDC for Census Tables

Chapter 2 describes in more detail the disclosure scenario and how disclosure might occur.. This
involves a review of the current literature with a particular focus on the risk from geographical
differencin‘g. Some current disclosure control methods are discussed and their advantages and
disadvantages considered. All methods of disclosure control damage the data td a certain extent, thus
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this should be balanced against the reduction in risk. The second half of chapter 2 focuses on the |
utility of the data, looking at typical analyses census users perform and finishing with some indicators

of distortion after disclosure control has been applied.

Chapter 3: New Methods of Geographical Perturbation for Disclosure Control

Chapter 3 introduces a new framework of geographical perturbation methods for census data. These
new methods héve béen developed specifically to deal with the s’patial nature of the disclosure
problem. Alternative ways of moving households instead of swapping are considered; displacement
and rearrangement. New, zone-independent methods including Local Density Swapping (LDS) are .
described which ignore reference td geographical boundaries. RRS, the benchmark method, will be
explained in detail. Ways to reduce the risk from geographical differencing and in small area data are
hypothesised. These methods form the basis for the empirical work in chapter 5. At the end of this
chapter, assessment measures for balancing risk-utility, in the context of frequéncy tables, are

discussed.

Chapter 4: Building a Synthetic Population

Chapter 4 constructs a synthetic census population. These data will rebresent the Hampshire region.
The objective will be to test new disclosure control methods on thi; synthetic dataset (or to particular
areas within this region) so it needs to display all the complexities of real data. Microsimulation
techniques are considered in some detail; methods which simulate based on true data such as
samples of the réal population. This chapter follows on by vdescribing the creation of a synthetic
dataset using spatial microsimulation based on 1991 census data. The fit of the synthetic population

to the real Hampshire population is briefly reviewed.

Chapter 5: Empirical Assessment of Geographical Perturbation Methods

Chapter 5 presents some experimental work based on the methods proposed in chapter 3. The
synthetic population is used for testing the new approaches which are assessed in terms of indicators
of risk and utility. The analysis follows a sequential procedure, testing dut different features of the
methods (sampling fraction, distribution type, etc) to see which produce the best risk-utility outcome.

Displacement is contrasted with swapping and results are shown at each stage of the experimental

-26-




- process. The RRS is used as a benchmark for comparison. To end this chapter, the ‘best’ new method: -

LDS, is studied in more detail with reference to the geographical differencing problem.

Chapter 6: Impact on Complex Analysis Methods

In this penultimate chapter, the utility aspect of geographical perturbation is examined more . .
théroughly, comparing the two methods: RRS and LDS: Utility is assessed from a spatial perspective as
it is the spatial relationships in the data which are distorted after geographical perturbation. We
consider three different strategies to analysing the data; hamely exploratory s\,patial data analysis,

multivariate area classifications, and multitevel modelling.

Chapter 7 draws conclusions from the empirical work and indicates areas for further research.
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Chapter 2 Statistical Disclosure Control for
Census Tables

2.1 Introduction

This chapter reviews the current literature on SDC with reference to the geographical differencing
and small area problem. In section 2.2 we set the scene for the problem providing a statistical
framework and describing the terminology used. Disclosure scenarios are described as well as

illustrations of disclosive tables. Section 2.3 discusses the specific issue of geographical differencing as

- distinct from differencing in general. We then digress briefly to consider disclosure arising from other

types of spatial data but in non-census contexts such as ip mapped health data for example
(geoprivacy). This research is of relevance because the spatial confidentiality methods used may be
applicable in a census context. Section 2.4 then examines SDC methods that might be implemented to
protect against disclosure in a census context as well as geomasking methods used in the field of
geoprivacy. All methods of SDC result in a loss of utility so ideally a_'disclc)sure control method should
be applied that retains the usefulness of the data in the context of user needs. The remainder of the
chapter then focuses on the utility of the data. Section 2.5 re‘views.and summarises the statistical

techniques users employ to analyse census data.
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2.2 What is Statistical Disclosure?

2.2.1 Framework and Notation

We consider tables based upon an underlying microdata file. A microdata file Z ‘can be represented

in the form of an NxMm rectangular matrix:

2y Z1m
z z
21 ™M
Z=
Zj
Nz o e Zam

where N denotes the number of units in some population U={1,..,N} and z;; denotes the value for

units ie U on variable j . The record for unit i is the 1xXM vector z, :(zil,z,.z,...z,.M).

The form of the microdata set to be used in this research will consist of three types of variables;

identifiers 1 ={l,1,,..}, attribute variables A={A,,A,,...}, and spatial variables S={X,Y}.
z={,A,S}

Generally a microdata file is anonymised meanihg that the direct identifiers / (such as household

address) are omitted for confidentiality reasons. So we consider z=1{A,S}. The spatial reference

variables S refer to the spatial po\int location of uniti in the study region R? given by the geographic

~ co-ordinates (X,,¥,) € ®2. Individuals in the same household have the same spatial point location. S

i

can also be considered a direct identifier since it pinpoints the exact location of a household.
However S will be included in our microdata set since these variables are necessary to carry out the

geographical perturbation methods.

The study region is divided into geographical zones (for example, wards or Enumeration Districts)

denoted by 0,,0,,... C R? each defined by a particular boundary. Furthermore assume these
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geographical zones are mutually exclusive O, MO, #¢ for v # v'. The spatial point data can be

aggregated according to these different geographical zones which will be referred to generally as
output zones throughout the thesis. A frequency table comprises count data relating to the number of

households or individuals who possess the properties defining the cells. A frequency table may be

derived from the microdata. Let z, be an1xR subvector of the original 1xM vector z, for

R selected variable values. Let ¢ represent any1xR vector of values taken by z,.' . c represents a cell

in a table formed by the cross-classification of the R variables. Then a frequency for the cellcin a

table representing area O, (representing geographical zone v) is defined as:

= e =¢) (2.1)
ie0, . .

In this thesis, we focus on the assessment of disclosure risk in frequency tables. F, as defined in (2.1)

will be used to refer to cells of the tables. F’ refers to a cell in the original (unprotected) table and

F?f refers to a cell in the protected (disclosure-controlled) table. Given our interest in census data, we

shall focus on the case where the units are people or households.

2.2.2 The Disclosure Scenario

The d’isclosure risk of a frequency table greatly depends on the fnotive of the intruder and the ways in
which they will attempt a disclosure; referred to és the disclosure scenario by Willenborg and De Waal
(1996). We define an intruder as the external user or users who attempt a disclosure as in Duncan
and Lamberf (1989). Intruders may group together as a coalition sharing their knowledge. To avoid

confusion, other équivalent terminology: snooper, attacker, shall not be used.

The information that the intruder will try to disclose is called sensitive information. Lambert (1993)
talks about data on diseases, debts, and credit ratings as typically constituting sensitive information.

More general information on what constitutes sensitive data can be found in the Data Protection Act’

2 part 1 of the 1998 Data Protection Act has a section (2) describing what ‘sensitive personal information'

means. This includes ethnic origin, political opinions, religious beliefs and physical or mental health or condition.
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and in the Caldicott.reportS. Variables that warrant greater protection because they might reveal
sensitive information are called sensitive variables, e.g. variables on criminal behaviour. Deciding
upon sensitive variables in practice is often subjective. For example the number of bathroomsin a
household could be considered a sensitive variable by some. Also age could be considered sensitive if
revealed to the exact year. Willenborg and De Waal (1996} define a sensitive variable as one where at

least one of its possible values is sensitive.

B

Continuing with the disclosure scenario, we imagine that an intruder uses key variables to attempt a
disclosure. Key variables form a subset of the attribute variables. These variables are not usually
sensitive. Bethlehem et él. (1990) refer to key variables as those variables in the record that allow a
person to identify a record, that is, to establish a one-to-one correspondence.between the record and
a specific individual. Well-known key variables are age, race, sex and occupation. Such variables are
often visible and traceable. Visible refers to a characteristic that is easily seen. For example certain
occupations; a doctor, a policeman, etc. Traceable refers to a characteristic that is easily tra‘ce'd sﬁch
as the number of cars a household has, or marital status. The Federal Committee on Statistical*
Methodology (FCSM) (1994} refer to high visibility variables as that information available to others in
the population which could be used with released data to uniguely identify someone. These variables

require additional protection. Records which represent respondents with unique characteristics such

.as very unusual jobs (movie star) or very large income are very visible and represent a high risk.

In practice, there are various ways an intruder might try to discover information, encapsulated by
Elliot and Dale (1999) for census and survey data. To understand the nature of the disclosure problem

more fully, some scenarios of how disclosure might occur are presented in figure 2.1:

® The Caldicott Report (Decefhber 1997) was a review commissioned by the Chief Medical Officer ‘owing to
increasing concern about the ways in which patient information is being used in the NHS in England & Wales and
the need to ensure that confidentialify is not undermined. Such concern was largely due to the development of
information technology in the service, and its.capacity to disseminate information about patients rapidly and

extensively'.
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_Figure 2.1: Scenarios describing how disclosure might occur

S1. Indirect disclosure from a database cross match ~ A private company wishes to enhance their
external database and uses fields identical or recodable to the census to cross-match. If a record is
unique, new information may be learnt from the non-matching variables on the census.

S2. Disclosing information for a specific target individual — there are a number of ways in which this
type of disclosure may occur:

. — Nosy neighbour: the intruder uses mformatlon about a single individual based on
personal knowledge.

— An organisation may wish to enhance or verify information about a target individual, e.g.
the Inland Revenue may want to search for income related information of an individual
suspected of tax evasion

— Computer hackers wishing to steal another’s identity

— Local search using information an estate agent might hold for example, accommodation
type, number of rooms in the house, bathrooms, presence of central heating, etc to
reveal further information about a household .

— Self disclosure: a respondent complains to the media about privacy violation as they think
they can see themselves in the data {(also known as spontaneous recognition)

S3. Disclosing information for an arbitrary individual — in this scenario the\int'ruder would be
interested in the consequences of claiming that information can be disclosed, but not in the actual
identity. For example a journalist interested in the political consequences of claiming that
identification has been achieved.

’

S4. Disclosing information based on a specific group of individuals — this scenario may be an extension
of S2 or 53 but specifically applies to a group of individuals which are selected because of their
distinctive characteristics (e.g. come from a certain minority ethnic group) or because a great deal of
matching information is held about them (e.g. belong to an occupation with a register of all members) |

S5. Disclosure via reverse matchmg the intruder starts with the census output searchmg for
someone unique or distinctive and then trles to Iocate them in the real world.

‘ v _ ’ Adapted from Elliot and Dale (1999)

These scenarios indicate that an intruder may not necessarily.go about an attack by looking at an
individual table on the off-chance that the intruder can find something out about someone they -~
recognise. An automated method may be a more realistic approach where many tables are

considered. We note that disclosure in these scenarios most commonly originates from the *
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occurrence of unique records (S1 - S3 and S5) or for small cell counts (54). in section 2.2.4, we look at

some examples of tables revealing disclosive information.

i

2.2.3 What constitutes Disclosure?

There is much discussion in the literature about definitions of disclosure and the different types.
Keller-McNulty and Unger (1993) refer to disclosure as occ.urringunder two conditions as a result of
data felease: (1) a specific entity (or entities) can be linked to one or more data objects. (2)

~ confidential or sensitive'info'r.mation about this entity (or entities) is learned. The first paﬁ is
commonly referred to as identity disqlosuré. An equivalent definition is given by Paass (1988) whose
definition also alludes to identiﬁtaﬁon of a respondent from a released file. Similarly, Lambert (1993)

describes identity disclosure as occurring when a data subject is identified from a released file.

Learning sensitive information about the entity (the second part of Keller-McNulty’s definition)
represents another form of disclosure: - attribute disclos_yre, also proposed by Cox and Sande (1979);
Cox and Sande (1979) state that if sufficiently accurate data are present for correct identification of a
respondent and a good approximation of confidential data, and if it is possible to cdrrectly associate
that data with the respondent, then statistical disclosure has occurred. Lambert (1993) states
attribute disclosure as occurring when sensitive information about a data subject is revealed through

the released file.

Dalenius (1977) oil‘fers a third concept of disclosure relating to whether a microdata value can be
determined more accurately than is possible without access to the release of data. Thisis a |

probabilistic concept commonly known as inferential disclosure. Duncan and Lambert (1989) also
refer to inferential disclosure; when the released data make it possible to determine the value of

some characteristic of an individual more accurately than otherwise would have been possible.
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2.2.4 Types of DiscloSure

Three types of disclosure have been introduced: identity, attribute and inferential disclosure, which
will now be considered in more detail and illustrated wi_th examplés. We only focus on frequency
tables to concentrate on disclosure that would arise in a‘flexible tabulation scenario. The following
tables are real examples taken from the census s;maII area statistics v_vebsite". However these tables
have been disclosure-protectéd by'a technique called small cell adjustment meaning that the small
cell values have been modified. Exact details of the method are confidential so we assume that small
cells refers to ones or twos. We have probabilistically imputed back the ones and twos into the tables.
Therefore these tables are not 100% accurate but give examples that are realistic. We assume the
intruder has a set of key varjables: information that is likely to be kﬁo‘Wn about an individual in the
public domain such as broad age-g'roﬁp, gender, possibly occupation, etc. Theée tables represent data

from a complete census, that is (in theo_rys), all people in the area are included.

Identity disclosure occurs when a respondent can be identified from the released data. Table 2.1

shows an example of identity disclosure.

Table 2.1: Example of Identity Disclosure information (Family Type in Burlesdon and Old Netley)

) ‘ Age Grouping _
16to 17 18t0 19 20to0 22 23to 24 2510 29 Total
Has children 3 4 43 46 223 319
- lone parent - 1l e 22 9 . 57 90
- married 2 0 ' 6 26 104 137
- cohabiting couple 0 B S 15 11 62 . 92
No children 181 141 196 - 134 343 995

This case of identity disclosure may not be of much concern to most statistical agencies as the

intruder.is unlikely to learn anything new-about the data subject that they don't already know or can't

* The census small area statistics website (wwwi: cénsus.ac.uk/casweb/) disseminates census aggregate outputs
for the 1971, 1981, 1991 and 2001 censuses. The census small area statistics provide detailed tables for small
areas based on two or three variables. -

Sn reality, a census is likely to include response errors such resulting from under-count and item-imputation.
These factors will contribute to reducing the disclosure risk for a real census. '
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eaS|Iy find out It may aIready be known to most people in the area that there i is only one 16-17 year-
old who is a lone parent w1th children and therefore the information considered non-sensitive. Table
2.2 shows a second example of identity disclosure. Here the table reveals that in this small area, only

- one pensioner lives in a caravan and she is a lone female. Referring back to the scenarios in figure 2.1,
this may arise from self-disclosure, i.e. the woman spots'he'rself in the table. Accommodation type -
may be used as a kéy variable whereas: whethér or not somebhé iSfa' lone female (i.e. living alone)
could be considered a sensitive variable. Whether or not the table is considered disclosive would be a

subjecfive decision made by the statistical agency.

Table 2.2: Example of Identity Disclosure revea//ng potent/a/ly sensitive information (Accommodatlon
for Pensioner Households)

Lone Males - Lone Females- Total
65-74 75-84 85+ 65-74 75-84 85+

House or i 19 21 - S 9 105 78 23 255
Bungalow
Flat, Maisonette, 4 .3 4 17 22 ’ 7 . 57
Apartment . ' ‘
Caravan o [ o [ @ 0 & ) ©® |
Shared ““ 3 0 0 . 5
Accommodation . : '
Total 26 | 13 125 101 30 | 318

Cell counts of one in tables such as these, will be referred to as cell uniques: F. =1, throughout this
thesis. Cell uniques are the only units in the area (represented by the table)} with that particular set of

characteristics. The lone female in table 2.2 is unique in the area®.

A further case of identity disclbsure can occur with small cell counts such as values of 2 illustrated in
bold in Table 2.2. One of the lone males aged 75-84 who lives in shared accommodation would be
able to recognise.himself in the table. Suppose he knew the other man who lived in shared

accommodatioh, he would then learn that this other man is also aged 75-84 and lives alone.

® The term unique is more generally used in the contexf of microdata to describe records representing a high
* disclosure risk. See Bethlehem et al. {1990), Skinner et al. (1994) or Elliot {2000) for a discussion of uniques in

microdata.
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Attribute disclosure occurs when confidential‘i‘nformation is revealed and can be attributed to an
individual or a groub as in scenario S4. Typically this happens when the marginal total is greater than
one and most of the rows or columns contain zeros. This is of particular concern for frequency tables.
In table 2.3 we see an example of attr.ibut_'e d:i.s'c.losure where it is révealéd that all people in the area

who stated their religion as Hindu have a long-term illness.

Table 2.3: Example of Attribute Disclosure

With LLTI

Religion Without LLTI

.Christian 3251 1004
Buddhist 8 . : ' . 0
Hindu .o I 2 a |
Jewish 4 1
Muslim 1 1
Sikh. 0 0
Any other religion 13 3
No religion - - 556 86
Religion not stated 248 106
Total : 4089 1205

A special form of attribute disclosure is within-group discioéure which occurs when a data subject
who is a respondent in'the table, reveals the confidential information and can attribute it to an '
individual or group. in table 2.3, the Jewish person living in the area represented, who does have a
limiting long term illness can réveél that the othef Jewish people in the area do not have a Iimitihg
long term iliness. Witrhi’n-group disclosure is generally hot con.sidered as important as other tybes of

disclosure as it occurs less often.

The tables s'offa.r illustrate how disclosure commonly originates from small cell counts, zeros and in
particular celi 'uniques’. The third tybe of ‘dﬁsclovs'u're mentioned was inferential disclosure which fesults
whén the intruder infers new information about a respondent from the released data, eveniif no
released recdrd is associated with the respondent and the new inform_at'ion is inexatt. Intable 2.4, a
fictitious< example of inferential disclosure'(no‘t‘from the census we‘bsivte) is used wHere the
information revealed may be very useful to a burglar! It would depend on whethér these figures are:
absolute or relative. If the figures are reI‘éAt,,ive to the nation'él, proportions, and the f_igures are higher

than national proportions, it would be very disclosive information.
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Table 2.4: Example of Inferential Disclosure

Proporﬁon with a éomputer Proportion with a DVD player
Flat v 0.16 0.24
Terraced 0.38 0.39
Semi-Detached _ 0.56 S| 0.40
Detached 0.92 0.75

Cases of djsclosure illustrated in the examples above are entirely feasible for England & Wales census
data. 2001 Output Areas (OA) contained approximately only 300 people. This implies that firstly, as in
tables 2.1 - 2.3, the cell counts from an OA are likely to be very low. Secondly it means that it is
possible for an intruder to have a_detailed knowledge of the area as it is so small. This makes

identification easier. A potential risk of disclosure can easily translate into an actual disclosure.

In this thesis, ali tables will have originated from a census rather than a sample. The FCSM discuss
how disclosure risk is substantially reduced when a frequency table is bésed on a sample of data
rather than the whole population. If an intruder possesses information about someone and is looking
to find a specific individual, the chances may be that the individual is not even represented in the
table (depending on the sample size). Secondly, uniqﬁe cells containing a count of one need not
represent respondents with unique characteristics in the population. There may be several other
individuals in the population with the same ch?racteristics that did not get chosen in the sample. Data

based on a sample gains additional protection. However tables of census data or from samples with a

high sampling fraction present a high disclosure risk.
2.3 Spatial Aspects of Disclosure

This section distinguishes disclosure from census data which are spatial in nature. Section 2.3.1
discusses disclosure by differencing, a term used in the literature to describe the disclosure arising
from comparison of two or more different outputs. We then focus on geographical or spatial
differencing which occurs when these two outputs relate to different geographical zones. Ways that
geographicql differencing can occur are illustrated with examples in section 2.3.2, A closely linked

research field is the topic of geoprivacy which concerns,the.confidentiality of locational data such as
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that typically represented in maps. This research field is briefly described in section 2.3.3, since the

confidentiality protection approaches may have applicability to the objectives of this research.
2.3.1 What is Differencing?

Statistical agencies are obligated to protect the data they hold so that an intruder cannot obtain,
directly or through inference, knowledge of the confidential data. Disclosure of the confidential data
can occur through two means. Direct disclosure occurs with unauthorised access, for example, an

intruder discovering a password to access the confidential data. However inadvertent (direct)

“disclosure, térmed 1.D.D by Fellegi (1972) occurs when the intruder uses Iegitima'tely accessible

information to uncover confidential information. 1.D.D can occur in the form of residual disclosure as
defined by Fellégi (1972). Residual disclosure occurs inadveftently when two or more data tables,
taken together, enable a user to identify information pertaining to individual respondents even
though none of the data, taken by itsélf, is a direct disl:losure. In the UK and other European statistical
agencies, the term disc/oSqre by differencing is more commonly used. The Confiden'giality Guidelines
specified on the ONS website use this term (e.g. ONS, 2006). Tables that are ‘similar’ are referred to
as being at risk from disclosure by differencing producing sample uniques that could be population
uniques. An example is a table containing 10 persons aged 16-20 being potentially disclosive if a

similar table shows 9 persons aged 16-19, and hence 1 person aged 20.

In the literature, disclosure by differencing fs referred to in different contexts and with different
terminology. Statistics Canada and theVUS Census Bureau commonly use the terms comparison and
residual disclosure in the context of comparing outputs protected by celt suppression (see section 2.4
on disclosure control methods), see for example Robertson (1993). Another example, from the
Canada Customs and Revenue Agency (McElroy, 2003) refers to comparison disclosure as occurring

when two or more sets of tabulations analyzed together make the identification of confidential

~ information possible, even though none of these tabulations contains a direct disclosure; and residual

disclosure as occurring when a blanked out cell in a tabulation can be deduced through the analysis of
other component data and/or totals of the tabulation. However the Center for Economic Studies at
the US Census Bureau instead often use the term complementary disclosure on their website, stating

that tabulations can represent a significant risk of disclosure; by combining information from the

-38-




released table with other sources of information, it may be possible to infer information on an

individual survey respondent.

There is also much discussion of differencing in the computing literature. It is an important concept
for disclosure detection in statistical databases but is usually referred to as inferential disclosure. For
example, Denning (1980} defines inferential disclosure as the deduction of confidential data by
correlating declassified statistical summaries and prior information. An example is given, comparing
the mean salary of two groups differing by only a single record which may reveal the salary of the
individual whose record is in one group but not the other. Chowdhury et al. (1996) also refer to
inferential disclosure when the intruder uses legitimately accessible information to infer confidential

information.

In a broad sense, all the definitions have the same meaning in that the disclosure occurs from the
comparison of two or more different outputs. The outputs are related in some way, be it by common
margins, or the same respondents but different time periods to name two examples. However these
definitions do not refer specifically to geographical (spatial) vdifferencing. The term geographical
differencing has been used to refer to disclosure specifically occurring when tables are published to
different geographical boundaries. Duke-Williams and Rées (1998a; p.580, 1998b) have written

extensively about this problem.

‘... if data are published for more than one geography, then it may be possible to combine
data to determine counts for very small areas, which may contain few people. Such cases may

lead to a risk of information about individuals being disclosed.’

For the remainder of this thesis, we refer only to the term differencing and take this in its broadest
sense (comparison of any two outputs leading to disclosure). We refer to geographical differencing to

mean only spatial differencing which occurs from the comparison of outputs to differentlgeographical

boundaries.
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2.3.2 Spatial and Non-Spatial Differencing

In this section, illustrations of differencing are shown focusing on the case of geographical
differencing in detail (other examples are shown to indicate what geographical differencing is not).
The new methodology will be specifically} designed to deal with the spatial nature of disclosure risk,
aiming to reduce disclosure risk in geographically differenced slivers and for the small populations
arising in small areas. quever since the new geographical perturbation methods will be pre-tabular
in nature, they should offer in addition, protection against other forms of differe_ncing {because all
outputs originate from the pre-confidentialised mfcrodata; see the later section 2.4.2). Thus we
present here an expanded discussion of forms of differencing. Tables of counts or frequencies are

considered exclusively.

e Linked Tables (non-spatial differencing)

-

Linked tables are tables derived from the same base data. The tables are ‘linked’ as they share
common attributes. Willenborg and De Waal (2001) discuss how it is possiblevthat-a table not
containing any sensitive cells can be combined with the information of other non-sensitive tables and

still disclose information about a respondent. The following is an example taken from their book:

Tables 2.5: Example of Differencing via Linked Tables

(a) Location of business and sex of self-employed shopkeepers

Centre Outskirts Total
Male 19 - 6 25
Female 3 6 9
Total 22 12 34
(b) Financial position and sex of self-employed shopkeepers
Weak Strong . Total
Male 13 12 25
Female 3 6 9
{ Total 16 | 18 34
(c) Location of business and financial position of self-employed shopkeepers
: Weak Strong Total
Centre 7 15 22
Outskirts 9 3 12
Total 16 18 34
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From these‘tables, it can bé inferred by mathematical reasoning that the financial position of all male
self-employed shopkeepers in the outskirts of the town is weak (see workings in Appendix A2.1).
Linked tables do not p'ose' too much of a problem when a fixed set of tables are released from a base
dataset; all the tébles to be released are known so can be treated in combination. However, when a.
non-fixed set of tables are released, it creates more problems in controlling confidentiaiity. It is not
possible to modify previously released tables, and the agency would have to keep track of every table

released and the users who requested them.

Much discussion of this type of disclosure can be fc;und in corhputer—écierice related journals. As
prgsented in Fellegi and Phillips (1974), computers have transformed the confidentiality problem.
They have become pov'verfUI tools that allow users to analyse a variety of statistical information from
separate or linked files, possibly collected over long periods of t:im'e and typically in a highly
disaggregated form. Inferential disclosufe, as this form of disclosure is commonly termed in computer
science literature, can be defined using a structural ap.proach with methods based on linear
programming used to detect potentially disclosive tables created from a database. Statistical
agencies, such as the US Census Bureau, which have research data centres or online databases where
the user can submit requests for a defined table, commonly Qse such linear programming methods to

monitor user requests. These programs detect users that are asking for many, very similar outputs.

e Special Tabulations (non-spatial differencing)

~

March and Norris (1987} describe a real example of how differencing fromili"nked tables occurs in
Canadian census data. There has been an increasing demand on statistical agencies for data on
specific target groups such as ethnic minorities or certain occupational groups. March and Norris
(1987) give an example from the Canadian Census of Population and Agriculture. A large majority of
Canada's aboriginal population live on Indian Reserves that have been identified as census
subdivisions in the standard census geographic hierarchy. Much data are available for these census
subdivisions which are a bésic tabulation unit. However there is a demand for data to be published
concerning only the aboriginal population. There is a small non-aboriginal population living in the
reserves and if data are released only for the aboriginal population, it could lead to disciosure by

differencing (for the non-aboriginal population) when compared to data already available for census

subdivisions.

-41-




e Semi-linked tables (non-spatial differencing)

Willenborg and De Waal (1996) refer to semi-linked tables. These do not refer to tables that have
been produced from the same microdata set, but from different ones that refer to (almost) the same
population. In other words, the tables are not entirely independent. The common marginals of semi-
linked tables at the population level are the same. A practical situation in which this occurs is when
semi-linked tables are in longitudinal or panel surveys that yield information about particular subjects
at different points in time. Algranati and Kadane (2004) provide an example of disclosure from semi-
linked tables, extracting confidential information from public documents based on the 2000

Department of Justice Report on the federal use of the death penalty in the US (see Appendix A2.2).
e Geographical (Spatial) Differencing

Differencing can also occur when tables are produced for the same area but to different geographical
boundaries. This is termed spatial or geographical differencing. Figure 2.2 shows how different output

zones may overlap.

Figure 2.2: Ways that geographical output zones may overlap.
(a) (b)

B
(c) (d)
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In the UK, data from the Census is published as aggregated data in tables to a variety of output zones
including postcode sectors, wards and output areas. The structure of the outbut zones from the UK
Census is such that one output zone may be wholly contained within another larger output zone
(nesting) as in figure 2.2(a) or 2.2(b). For example some wards with 1998 definition published from
the Census were larger thén those in 2001. Cases of nesting illustrated can result in geographical
differencing. The two tables for the output zones can be differenced to produce a differenced area
sometimes known as a sliver. The table for the differenced area could contain very few individuals
possibly below the confidentiality threshold as illustrated in the example in chapter 1 (table 1.2). This
is especially so if the output zones are very similar in size, and are based on raw counts (as opposed
to derived statistics which are difficult to untangle). Fﬁrthermore output zones coqld be aggregated

such that in combination they can be differenced from a larger aggregate as in figure 2.2(c).

On the other hand, sections of two different output zones may overlap to produce an intersecting
area as in figure 2.2(d) for example some 1991 postal sectors intersected with 1991 EDs. This scenario
does not pose a disclosure risk. This is because there is no way of knowing which data units in the two
table's belong to thé intersecting area (the two tables cannot be differenced as with nesting - Duke-
Williams and Rees, 1998b). Estimation techniques based on area or population shares possibly could

be used but these methods are generally very inaccurate.

Fellegi (1972) discusses a mathematical theorem for detecting cases of disclosure by differencing in
terms of sets of respondents corresponding to each published table. Each tabulation cell can be -
conceived as corresponding to a set of respondents. Publication sets may overlap to produce
intersections and unions. When another set, not préviously published, is deduced through
manipulation,.it also corresponds to a set of respondents. This set must be an intersection of some of
the previously published datasets. Fellegi defines an intersection as the smallest mutually exclusive,
non-overlappi_ng set which can be created through the union of the publication sets. To deduce
whether a [residual] disclosure would occur, he suggests that each intersection must be considered
and examined to see 1‘) if it would be 1.D.D. if the corrésponding count or aggregate was published
and 2) whether it can be isoléted through a linear combination of the publication counts. Fellegi goes
onto descfibes how any intersection can be represented as a linear combination of the total
respondents in each of the sets and intersections. If [residual] disclosure is possible then the set totals

can be manipulated arithmetically to give the exact number of respondents in the residual area. This
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can be generaiised so that.an equation can be written for any intersection given any sets of
publication tables. The fundamental part of Fellegi's definition of [residual]‘ disclosure is knowing
which respondents fall into each of the publication sets. His theorem can be used to show that if two
output zones overlap but one does not nest enﬁrely within the other as in example (d), then it cannot
be determined which respondents belong to the intersection (from aggregate data). Thus unleés

output zones are nested, differencing cannot occur.

Geographical differencing is closely related to the problem of disclosure>in small area outputs,
because the differenced in\)ers are essentially tables relating to a small area. Both slivers and small
area outputs have the potential to be highly disclosive because of the small populations within them.
However it is not known where the slivers will occur unless the entire set of outputs to be released is
known in advance. Methods of SDC such as iterative founding and controlled rounding (see later
section 2.4) have been developed in the Iiteratufe wh‘ich provide protectfon against differencing via
linking by creating uncertainty around cell values. Rounding usually involves distorting all cell values
in the tables. Random record swapping also provides some protection against differencing. However
these methods have not been created with geographical differencing spec-ifically in mind and often

damage the data too greatly where it is not needed. We revisit these problems later in chapter 3.
2.3.3 Disclosure in Non-Census Spatial Data

A closely related confidentiality problem, arising from thé availabilbity of geographically referenced
data, is term_ed geoprivacy and concerns the location of sensitive data at the disaggregate level. While
not usually considered in the context of aggregate census data, there is a close link to the central

focus of this thesis. Geoprivacy is an emerging area of research in the US and refers to an individual’s
right to deny disclosure of the location of one’s home, workplace, daily activity or tu;ips (Kwan et al.,

2004). S

Spatial anal.ysis of geofeferencéd data allows geographic researchers to identify important patterns in
the data at the disaggregate level, however it is important that the privacy of individuals is prdtected.
Leitner and Curtis (2006) draw a distinction between statistical (attribute) énd spatial (locational)
confidentiality. Statistical confidentiality is associated with individual information, in GIS tef.ms the

equivalent of aspatial attributes, while spatial or locational confidentiality is concerned with the
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" placement of individual-level statistical information on a map. To date, relatively little has been
written about methods to protect the point mapping of individual information. Geoprivacy is
especially sensitive in studies of health and crime data. For example, law-enforcement agencies
throughout the US provide crime maps (Leitner and Curtis, 2006}, while boint maps are often
published representing cases of cancer or infectious diseases (for example, Zimmerman and Pavlik
2006, Armstrong et al. 1999). Lgitner and Curtis (2006) note that an individual’s residential location
can be easily displayed, potentially leading to identification of the individual and disclosure of
confidential information as inverse address matching fechnology cén be used to reveal the street
address and residents at a point location (Zimmerman and Pavlik, 2006). In the latter part of section
2.4, we consider some of the confidentiality methods (geomasking) used to protect this type of data,

which may be applicable for protecting census data in a flexible tabuiation scenario.
2.4 Disclosure Control: Statistical Methods and Procedures

NSIs must control the risk of disclosing sensitive information when releasing statistical outputs to the
public. Disclosure_: control procedures can take two forms: (i) the Statistical Office can restrict and
monitor researcher access to the data or (i) methods of SDC can be applied to the data before its
release. The second refers to techniques which either change and modify.the data or restrict the
detail released. Often both forms of disclosure control (i} and (i) are implemented. This section will
review some of the SDC methods and procedures used by NSIs to protect against disclosure. We will
also comment on whether or not the methods offer protection against geographical differencing.
Methods of geomasking for locational data will also be described. A summary of how statistical
information is released from censuses, by'NSIs in the UK and abroad, is first presented particularly

focusing on small area data.

2.4.1 Release of Census Data

Befare considering different SDC methods, we first discuss how census data are released and to what
level of detail. Scandinavian countries such as Norway base their outputs mainly on registration data
with only some data collected in the traditional way such as their Housing census. These countries
tend to be more relaxed about disclosure risk. The Federal Statistical Office of Germany is apdther
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example of a country that doesn't take a full census. instead they have a continuous microcensus
based on a random sample of 1% of all households. According to Giessing (2005}, data from the
census are only released to a strictly hierarchical geography so the differencing problem does not

occur.

Countries which take a census of population include the UK, the US, Canada, Australia and New
Zealand. Canada and the US have traditionally taken both long and short form censuses where the
short form asks a limited number of questions on marital status, age and sex whereas the long form is
given to much fewer households (one in five for Canada) and is much more detailed. In contrast, the
UK, Australia and New Zealand give a full, detailed questionnaire to the entire population.

Consequently the disclosure issues are most significant for these three NSls.

The most recent censuses in the UK were in 2001. ln England & Wales the Census was carried out by
the Office for National Statistics (ONS). Separate simultaneous censuses were conducted by the .
government census agencies in Scotland by the General Register Office Scotland (GROS) and in
Northern Ireland by the Northern Ireland Statistics and Research Agency (NISRA). Methods of
disclosure control applied to England & Wales and Nohhern Ireland census data Were more severe

than Scotland; 'GROS did not apply as much protection to their tabular output.

In countries which take a cehsus, data are genérally only released to a fixed set of geographies and
more recently many NSIs have started to publish data down to small area level. The main output
releases from the 2001 England & Wales-Census were Key Statistics, Census Area Statistics and
§tandard Tables as shown in figure 2.3 (ONS, 2002). Key Statistics give an overview of the Census
results for all geographies-down to OA level. Census Area Statistics (CAS) are more detailed with
counts generally presented as cross-tabulations and including simple univariate tables _covering all
Census topics available also down to OA level. At the top of the hierarchy there are Standard Tables
which are more comprehensive than CAS with detailed cross-tabulations dow‘n to ward level. At the
bottom, there are headcounts which are the number of people and households, followed by profiles
which are standard ‘templates’ presented as percentages in a limited humber of simple tables. The
smaller outputs nes’é into the larger ones above. The origin-destination matrices provide statistics on
migration and travel to work. Travel to work matrices shéw the flows of people travelling to work i.e.

within the ward or within the district for example. These matrices can be affected quite badly by
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disclosure control because the population can be sparse at OA level but another important reason is
that these tables are linked (see section 2.3.2) to other census tables, for example to numbers of

people in employment by geographical area.

Itis the CAS which are potentially the most disclosive as they contain detailed information at the
smallest level. They consist of approximately 30,000 cross tabulated counts for the constituent areas
of Great Britain and Northern Ireland with information about households and individuals on age,
gender, occupation, qualifications, ethnicity, social class, employment, family structure, amenities
and tenure. The CAS are designed for analysis at small area levels such as neighbourhoods and are the
equivalent of 1991 census Small Area Statistics. OAs are the smallest unit for which census data are
published whereas EDs are used for collection only. OAs can be aggregated to certain geographical

zones such as wards, local authorities and health authorities.

Figure 2.3: Standard Area Statistics (England & Wales).

Standard Tables 25,000 Ward upwards

T@ Census Area Statistics 6,700 Output Area upwards
&

8

;g_ Key Statistics 500 Output Area upwards
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o Profiles 50 Output Area upwards
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Level of statistical detail

Origin-destination matrices Output Area upwards
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To prevent geographical differencing, the current solution in the UK is to provide information for low
population blocks (OAs) which are protected against disclosure, and assemble as necessary. If the
user wants to cofnpile statistics for areas which do not correspond to aggregations of the OAs then a
-synthetic estimate will have to be found. The qualify of the estimates depends on ho;N good the
synthetic estimation model is; if the areas are not homogeneous then it is harder to produce a good
- estimate. Much work has been carried out on synthetic estimation for small areas (see Rao (2003) for

example).

In general, most NSIs such as the US Census Bureau apply thresholds to determine the minimum size
of areas as well as limiting the detail in classifications used in tables. Most relevant to this discussion
are probably the most recent censuses as more small area data are being published with each new
census. The Australian Bureau qf Statistics (ABS) recently took a census in 2006. In the past, the

_ lowest lével of aggregation ha§ been Census Collector Disfrict level, containing 250-300 households.
However for the first time, data for finer geographic building blocks is being released called mesh
blocks containing 30-50 households. The concept of using mesh blocks has only been feasible due to
advances in GIS technollogy and improved access to digital topographic data (the mesh blocks will be
independent of the census collection methodology). For the 2006 Census, only very limited -
information is being released for mesh blocks as a trial for full implementation with the 2011 Census’.
In addition, a table builder service can be used for a fee, giving users remote access to the complete '
Census Unit Record file and allowing for the extraction and manipulation of an unlimited number of

Census tables. A cell perturbation method of disclosure control is applied to the data during delivery

that provides protection against geographical differencing. This method is described in section 2.4.2.

At Statistics New Zealand, mesh blocks are the smallest geographic unit (Census 2006) with roughly
100 households in each on average. Currently requested tables for a non-standard area are
monitored to see if any cases of differencing occur. In the UK the smallest output level is Qutput Area
(OA). In England & Wales, the minimum size is 40 households and 100 persons but recommended size

of 125 households. In Northern Ireland, the sizes are roughly the same but in Scotland, the minimum

7 Details can be found on the ABS website: http://www.abs.gov.au/websitedbs/d3310114.nsf/Home/census
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size is 20 households, 50 persons but with target size of 50 households®. These thresholds are set

dependent on the sparseness of the population in the output zones.

One way to prevent disclosure of confidential information is to control who has access to the data.
This can be done by allowing .researchers access to census da.ta within a safe setting. Usually this
would involve verifying researchers' jobs and research objectives as they do in Statistics Netherlands.
There the researcher must sign a confidentiality pledge and are then trusted not to misuse the data.
In addition, researéhers are monitored in case they request anything unusual that might allow v
disclosure of confidential information (DeWolf, 2005). At Statistics Canada, researchers must take an
Oath of Office to become a ‘deemed employee of Statistics Canada’ before obtaining entry to their

research data centre. This oath has legal implications if violated.

Safe settings can also take the form of remote access or special licensing agreements and are uséfql in
disseminating statistical data to a limited audience because disclosure control methods need not be

| so stringent and thus the data quality is not too badly damaged. However this would not be practical
on a large scale so SDC methods play an important role in protecting confidentiality when releasing

data to the general public.

'Remote access refers td 6n|ine access of protected micrédata. Similar to the ABS table builder, the
American Fact Finder has been develbped in the US to allow access to frequency count data from the
Census 2000. One part of the American Fact Finder is the Advance Query System which has been
created such that tables are generated from the sample data and weighted up. Tables generated for
more than one geographic area must pass through a filter and all tables must meet certain conditions

such as the minimum population requirement to be permitted.

® Information taken from the UK Census geography website:
http.//www.statistics.gov.uk/geography/census_geog.asp
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2.4.2 SDC Methods

SDC methods are used to protect census data before release and can be categorised into pre-
tabulation and post-tabulation methods. Alternatively methods can be classed into (a) methods
which alter the data‘versus (b) methods that restrict the amount of detail in the information released.
We will examine at the different classes of méthod here starting with post-tabulation methods. In

addition, we discuss whether the methods offer protection against geographical differencing.'
Post-tabulation Methods

Post-tabulation methods are applied to tables rather than to the underlying microdata. Post-
tabulation methods in class (b) which restrict the amount of data released, include cell suppression
and recoding (see Schulte Nordholt, 2001 for example). Cell suppression entails withholding certain
values in a._tab!e.. Recoding or Table—Redesign involves re-grouping continuous variables, for example
age might be broad-banded into ten year. age groups thus reducing detail‘ (and usually increasing cell ‘
frequencies). Post-tabulation methods in class (a} which alter the table cell values, are known as cell
perturbation. Both classes of method; are thought to offer Iimifed protection against differencing in
gener.al'because if the methods are not applied consistently they can be unpicked. For example if two
tables have suppression applied but to a different set of cells, the tables could be compared and .the'
original values discovered (differencing via linked tébles, see section 2.3.2). Cell perturbation methods
- on the other hand typically introduce uncertainty around the true cell value. However if the same cell
information is published mahy times with perturbation applied independently then it may be possible

to narrow the uncertainty interval until the original value is obtained. We will now briefly review

some cell perturbation methods.

Barnardisation was the post-tabulation method applied in the 1991 UK Censuses (up until 2001, only
post-tabulation methods were applied). Barnardisation (Willenborg and De Waal, 1996) involves
adding or subtracting a vatue of one randomly from some cells in the table. The idea is to create
uncertainty around the true cell value. To give added protection, this method could be abplied more
than once. Small Cell Adjustment is a similar method applied in the 2001 England & Wales Census.

Small cell adjustment modifies the small cells of the table only but for confidentiality reasons, thg

definition of a small cell count is not known. The small cell counts might be rounded down to 0 or up
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to base 3 or base 5. Since only the small cell counts are affected, it would still be possible to
geographically difference large cell counts (if such tables were published) resulting in tables
containing previously unreleased small counts. When smallyce\H adjustment is applied, totals and
subtotals are calculated from adjusted data, thus ensuring éonsistency. However, the same totals

appearing in different tables may be different.

Small cell adjustment can be thoughf ofasa variant of Rounding (small cell adjustment involves
rounding only the small cells). Rounding is often seen as a confidentiality measure for frequency
tables, see Heidél (2003) for examp.le. Random Rounding involves rhak_ing arandom decision as to .
whether the cell value will be rounded up or down and applies to all cells of the table. Randorﬁ

rounding was initially considered as an alternative method to small cell adjustment for the 2001

"England & Wales Census but was disliked by users due to greater data distortion. Brown {2003) notes

that although random rounding can give protection, in some cases the rounded figures can be
unpicked. This may occur when areas from one boundary set are fully contained within aréas from
the other boundary set. The risk occurs partly because the smaller frequency might be rounded up
and the larger frequency rounded down which the author refers to as ‘contrary rounding'. An
alternative is Fixed Rounding (or conventional rounding) to the nearest multiple of a base. This
method prevents contrary rounding as deséribed above, but it isl less safe as the rounded table can be
unpicked by exploiting the fact that rounded values could only have been a finite, narrow set of
original values {see Arrﬁitage and Brown, 2003} for more details). A final possibility is Controiled
Rc')unding proposed for three-dimensional (and higher) tables by Fischetti and‘Salazar (1998) which
rounds all cell values in such a way that the table is additive and minimises damage to the data.
Neither a formal assessment nor a theoretical study has been carried out to determine whether

controlled rounding protects against disclosure by differencing, but practical examples give evidence

to suggest that it does provide protection in the majority of cases.

~ The Canadian Census of Population has used an algorithm called Iterative Rounding to protect large

frequency tables developed by B’oudreau (2005). Every time a table is submitted, a differently
rounded table is generated. This protects against differencing because of the random nature in which
the cell values are rounded. It produces different rounded tables for tables based on similar
overlapping areas and an intruder is unable to deduce any information because the pattern of the
subtraction for the residual area will be random. At least 100 submissions would be required to get
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"precise intervals around cell values that lead to disclosure. Furthermore the Census confidentiality

branch says that rounding works well for almost all cases of differencing overlapping regions.

However it does not eliminate all cases of potential disclosure and suppression is still applied in some

cases. A further disadvantage of this method is explaining to users that tables are different every time

they are submitted.

A recent methodology designed for use with the 2006 ABS remote access Table Builder is ABS cell'
perturbation (Fraser and Wooton, 2005). This method works by assiéning each record in the
microdata a random number called a record key, which is kept highly confidential. When a table is
produced from the microdata, the records'corriposing each cell have their record keys summed
together according to a special function to give a cell key. The perturbation added to the cell is then
read from a look-up table-which has the original cell value on its rows and possible cell key values on
its columns. The look-up table is flexible and designed according to the specifications of the NSt but
the cell perturbations are always dependent on the original cell size. This method typifies the
problems encountered with post-tabulation methods in that it is very difficult to achieve both
consistency and additivity. ABS cell perturbation ensures that the same cell values in different tables
have the same perturbation added. However a furfher perturbation must be added to restore

additivity which, even though it may be small, results in consistency being lost in some cases.

One advantage of post-tabulation methods such as rounding is their transparency; a user can see that
a method of disclosure control has been applied. An element of the disclosure control problem is the

perception of disclosure and whether the intruder believes an apparent disclosure is an actual

disclosure. Thus rounding is very good for this purpose. Furthermore the damage to each cell

frequency is often easily measurable: with rounding to base 3, the damage to each cell must be

between minus two and plus two.

The disadvantages of post-tabulation methods are substantial - applying protection to each table is
time-consuming and cumbersome. If flexible geographies are required for user-defined areas, this
becomes more of a problem. Pre-tabulation methods eliminate this problem as well as the need to

check every table for disclosure risk (unless the post-tabulation method inherently protects against

.differencing). Furthermore many post-tabulation methods create inconsistencies between tables at

different levels of aggregation as the totals may not add up. If the totals do add up, then the same cell
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in different tables is likely to be different, leading the possibility of narrowing the uncertainty interval.
Post-tabulation methods in general are not well-suited to the demands of modern users who want
flexible geographies. The main advantage of pre-tabulation methods is that they only need to be

applied once and so the flexibility of outputs is maximised.
Pre-tabulation Methods

Pre-tabulation methods are applied to the microdata before it is aggregated into tables. Pre- -
tabulation methods commonly fall into class (b), that is they modify the data rather than restrict the

detail released.

Imputation is a method used on census data for supplying the infermation for missing households as

“ described in ONS (2001). However it can be seen as a form of disclosure control since there is

uncertainty around the data values imputed; it is not known whether the values are true or false. The
UK census in 2001 was referred to as the ‘One Number Census’ because a method of imputation was

applied to adjust for under-enumeration. A Controlled Donor Imputation System (Steele et al., 2002)

‘was used to impute individuals and households estimated to have been missed in the census. Donor

households are selected at random from among households with the same weight where weights are
based on the characteristics of existing households in the census database. The selected household is
then used to supply all the variables to the imputed hbouseh_old. Imputation naturally offers some
protection against disclosure (in addition to the donor imputation process for missing variables due to
non-response®). In fact imputation has also been developed specifically as a disclosure control
method. Over-imputation (Shlomo, ZQOSb) involves randomly deleting ai percentage of selected
records and having certain variables erased; standard imputation methods are then applied by
selecting donors matching on control variables. Statistics-FinIand currently use a method of missing
data imputation for protecting data relating to small areas according to Tammilehto-Lubdé (2001). In
conjunction with the University ofJWaskyIa, Statistics Finland have developed a new improved
method called ‘Local Restricted Imputation’. This is supposed to do less damage than the previous

method of missing data imputation and was developed in response for the demand for increased

*Further details at: _
http://www.statistics.gov.uk/about/data/methodology/general_methodology/dataediting.asp
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information at different levels of geography. Local Restricted imputation developed by Markkula
(2003) is @a method that imputes new variable values for the original values in risk areas. The
imputation is done locally only to a restricted set of units. The actual imputation can be done by

impuﬁng a mean, by random perturbation or by replacing with a sum-based value. -

Imputation is generally not recommended as a disclosure control method as it can have the effect of

attenuéting the underlying relationships in the data. This is because imputation methods commonly

impute values using the existing data thus making the data more homdgeneous: and any biases in the

data are exaggerated.

Record swapping is an alternative pre-tabular SDC method for microdata that involves swapping the
values of the geographic variabIeS for records that match on a key. Record swapping was first
attempted on US census data. in the US a full census is éonducted called the short form which asks a
restricted number of questions (Zayatz, 2006) on sex, age, whether hisbanic/non-hispanic, race,
relationship to householder and tenure. The procedure for pr(otecting the short form 100% data has
been the confidentiality edit, otherwise known as record swapping. This involves swapping a smgll
sample of households with data from other households that have identical characteristics on key
variables but are from different geographic locations. Which households are swapped is not public

information.

For the 1990 US Census, key variables for matching in the confidentiality edit were: number of people
in the household of each race, whether hispanic/non hispanic, age group (<18, 18+), number of units
in building, rent/ value of home and tenure. Furthermore a highér percentage of records were
swapped in small blocks because those records pose a higher disclosure risk. The average block
contained 34 people. Many tables were published at block level but some more detailed tables were

published at block group level (average of 1,348 people).

In 2000 the confidentiality edit applied to the short form was .targeted. This meant that only r_ecords
that were unique on a set of key variables were swapped. The swapping rate of uniques was again

higher in small blocks. In addition, a very large percentage of households containing a race category

not anywhere else in the block were swapped and prbtection already provided by imputation was

taken into account. Pairs of variables that were swapped were matched on a minimal set of variables.
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Finally any table released had to have at least a minimum number of people of a given race in a given

geographic area for the table to be released.

In addition, the US has carried out a long form survey which asks much more detailéd questions but
to only a sample (1 in 6) of people which in itself provides some protection against disclosure. THe
lowest level published was block group level. Swapping was also used as a protection method,
consistent with the 100% procedure. However the plans for the 2010 census are to replace the Ibng

form with the American Community Survey (ACS)*.

Special tabulations were generated from the swapped data files from the US census data. The

" confidentiality edit could not be relied on to give full protection so cell values were rounded. This

meant that tables were no longer additive. Disclosure by differencing is also an issue in the US and .

the combination of disclosure control methods described were used to protect against potential risk.

In 2001, in contrast to the previous UK Censuses, a method of record swapping was also used based
on the ideas in the US. The method of RRS is described in Boyd and Vickers (1999) and Shiomo
(_2005a). The idea was to select a percentage of records at random and to swap them with similar
records in other Output Areas within the same Local Authority District (LAD). A random sample within
strata defined by control variables was selected using a fixed swapping rate. The control variables
(key) were hard-to-count index (associated with under-enumeration), household size, sex and broad
agée distribution of the household (0-25, 25-44, 45 and over). For each household, a paired household
is found and all geographical variables are swapped. The key aéts as a control so that the marginal
distributions of these variables are not distorted. The precise percentage of records swapped was not

released to the public. However in the'paper by Boyd and Vickers (1999) they analyse distortion after

swapping a hypothetical 1%, 3%, 5%, 10% and 20% of records.

Some recent research work described in a paper by Karr (2006) discusses the potential of a new
record swapping method called ‘doubly random swapping’. One problem often associated with RRS is

that it attenuates the relationships between swapped and unswapped attributes. The idea of doubly

¥ The ACS is an ongoing statistical survey giving more current information and replacing the burden of a long

form every ten years. It is planned to be fully implemented by 2010.
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random swapping is to randomise both records and attributes that are swapped so that all

relationships are attenuated uniformly, better for model selection and fitting.

A very different alternative pre-tabulétion method is' to create synthetic data based on the properties
of the real census. Abowd and Woodcook (2004) have worked on multi|:;le imputation to create
synthetic data by estimating the joint probability distributions of all data using generalised linear
models to model interdependencies between variables. A disadv'antakge of this approach is that the
data are unlikely to be accurate for a full census dataset because of the corhplexities of the
relationships which have to be modelled between the many census variables. Statistics New Zealand
are currently using synthetic data called ‘SURF for Schools'" which is based on theif Income Survey. In

this context synthetic data may be appropriate, since all the intricacies of a real census are not

necessary.

Pre-tabulation methods are generally preferred for a variety of reasons. Swapping adds uncertainty to
the data, for example if a cell value of one occurs in the perturbed table, then it is not known whether
it is a genuine one or a swapped one. There isn’t the potenfial to narrow the uncertainty interval
around a cell because the tables all come from the same population base. Thus tables also add up.
The major problem of obtaining both consistency (same cells in different tables taking different
values) and additivity is avoided. Whether a pré-tabulation provides enough protection depends on
the approach and level of perturbation to the microdata, e.g. taking into consideration the proportion
of records swapped. This can be a downside of pre-tabulation methods because without knowing the
. set of tables to publish in advance, it can be difficult to ascertain whether sufficient protection ha.;,
been provided. This contrasts with post-tabular methods where protection can be applied purposely
to each cell. Often pre-tabular methods rely partly on the perceived uncertainty created. Moreover
when a high level of pre-tabular perturbation has been applied, the distortion to utility can be high
(for example correlations between variables cén be damaged) and difficult for users to measure. An
alternative is to apply a pre-tabulation method followed by a post-tabulation method as with the
England & Wales Census 2001 (RRS and small cell adjustment). In this way, a balance rhay be more

easily achieved between disclosure risk and data utility.

H http://www.stats.govt.nz/schools-corner/secondary/teachers/surf-for-schools/default.htm
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Origin-destination tables (flows of migra‘hts and journey-to-work) present a particular disclosure
control challenge because these tables are linked to other census tables, for example flows on
journeys to work relate to the workplace population. Application of disclosure control can lead to
inconsistencies in linked tables and particularly with pre-tabular methods such as swapping which
modifies the spatial relationships in the data. For example, a high number of records swapped could
lead to inconsistencies such as a person who tfavels by bicycle to.work over 60km. In the England &
Wales 2001 Census, geographical variables such as workplace were not swapped. However.this can
lead to the possibility of differencing particularly at the OA level, via the linked tables, or at the very

least inconsistent flows when comparing between the tables.

The origin-destination tables could be protected separately by an alternative-method, or-accessed
within a safe-setting or under special licence. In this thesis we are concerned with the general ‘
problem of disclosure from small area data and flexibly aggregated outputs so little attention will be
given to the sbecial case of origin-destination tables. However as with any SDC method, it is

important to consider all outputs as a whole if it is to be considered a realistic method to be applied

to a census.

2.4.3 Geomasking for Spatial Data

In section 2.3.3 disclosure risk in non-census spatial data was considered. The conventional approach
to preserving spatial confid_entiality in locational data has been to adopt the samev methodology as for
census data, that is to aggregate records across populations large enough to ensure prevention of
disclosure (Armstroﬁg et al. 1999). However, aggregation damages the data, making research into -
causation with associated factors very difficult (Leitnér and Curtis, 2006). Armstrong et al. (1999)
introduced the term geographical masking (geomasking) for the modification of geographical
coordinates to protect confidentiality. Methods include affine transformation and random
perturbation. Affine transformations relocate each point by change of scale, rotation, flibping or
some concatenation of these masks. Random perturbation or jittering involves adding noise to
original locations. According to Armstrong et al. (1999), random perturbation is an effective
geomasking technique, to some extent superior to affine and aggregation masks. Kwan et al. (2004)

have assessed the spatial masks discussed in Armstrong et al. (1999), particularly levels of random

perturbation in relationship to disclosure risk. Since mapped locations of disease or crime contain
-57-




wide variation in population density, the amount of noise added'to location can be allowed to vary
‘with populafion density. The idea of encompassing population density into the disclosure risk model
has also been discussed by‘Van,Wey et al. (2005) who simulated a sampling frame of public schools in
the US. Their data contained the geographical location of each school with potentially sensitive
attribute information. A solution was proposed whereby map symbol size was adjusted to cover
multiple schools, providing locational uncertainty in proportion to a specified level of identification

risk. For schools in large cities a much smaller point buffer was needed than in remote rural areas.

The research on geomasking methods again illustrates the special nature of the relationship between
geography and statistical data. Gutmann and Stern (2007) focus on the challenges when precise
spatial data are linked to confidential information. The report finds that several technical approaches
for making data available while limiting risk have potential, but none is adequate on its own or in
combination. In chapter 3, we review in detail some geomasking methods for potential application to

census data. In 'particular the idea of incorporating population density into a census SDC method is

considered.
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2.5 Balancing Risk and Utility

All methods of SDC (or geomasks) damage the data to some extent. Thus the disclosure control
dilemma involves finding a balance between disclosure risk and data utility. Duncan et al. (2001)
summarised-this neatly in a risk-utility framework as.shown in figure 2.4. Ifelease strategies are

I

represented by points on the two-dimensional diagram.

Figure 2.4: The Risk-Utility Framework (Duncan et. al, 2001)

Data Risk: R
: Original Data

Maximum tolerable risk

O .
Apply SDC before Data Release

O No Data

Data Utility: U

The dilemma is viewed as a decision problem where the optiMaI methods are determined by
minimising the disclosure risk while maximising the utility of the data. R is a quantitative measure of
disclosure risk and U is a quantitative measure of data utility. The original data has maximum utility
and high disclosure risk and the aim of‘!the'SDC approach is to reduce this below some tolerable level. |
At the extreme thu:s leads to no data being released at all. The optimal release will have enough SDC
applied to be below the tolerable risk level but still retain data utility. This approach to SDC will be -
used throughout the thesis for comparing new methods. The remainder of this chapter considers the

assessment of disclosure risk in protected data (section 2.5.1) and utility of the data (sections 2.5.2-

2.5.4).

-59.-




2.5.1 Pré'ctiCaI Assessment of Disclosure Risk

Assessing disclosure risk in frequency tables is generally quite straightforward and following the
principles of the earlier sections in this chapter, risk may arise from:

e Cell counts of one (cell uniques)

‘e All zeros in a row or column

¢ The majority of counts falling in just a few of the row or column cells

¢ Small counts in the margins

" As a general rule, most statistical agencies do not publish cell counts of less than about five in tables

from a census or high sampling fraction dataset. In a frequency table, the occurrence of small values
is usually taken to present the possibility of a disclosure risk because of the risk of matching against
other databases by an intruder. The FCSM (1994) mention that a cell is defined to be sensitive if the
number of respondents is less than some specified threshold {(well known as the threshold rule).
Some agencies require at least five respondents, others require three. More specifically, the FCSM

discuss the rules for limiting disclosure risk for frequency tables. As expected, these rules differ from

. agency to agency and from table to table. One approach is to not publish tables where the cell is

equal to a marginal total (relating to attribute and identity di'sclosure). Another approach is to not
pu'blish cells which could allow a user to determine an individual's age within a five year interval,
earnings within a specified interval or benefits within a specified interval*? (relating to inferential

disclosure).

The difﬁcul\ty in assessing disclosure in frequency tables generally comes from the large numbers of
tabular outputs to examine and the many ways in which they can be differenced. This would require
use of some automated rules. In chapter 3, we discuss some new ideas on assessing disclosure risk

after geographical perturbation has been applied, with a focus on cell uniques.

2 This is called recoding and is described in section 2.4.2.




2.5.2 The Utility of Census Data -

All SDC methods damage the data and distort statistical relationships. An appropriate disclosure
-control method should therefore minimise distortion of the data in the context of user needs.
Measurjng utility is often thought of as more complex than measuring risk, because the possibilities
for user analysis are endless. The remainder of this chapter concentrates on thé utility of census déta,
first looking at user demand for flexible outputs and then briefly reviewing the ways census Qsers
analyse the data. When developing and éssessing the new SDC methods in chapters 3 and 5, the uses
of the data need to be kept in mind, and in chapter 6 we consider the impact on utility explicitly in

regard to some of these methods. .-
2.5.3 User Demand for Flexible Outputs

As Martin (2000) discusses, many census.users have interests in geographical areas which cannot be

" neatly assembled from the statutory published areas. The ability to provide multiple geographies
other than those provided, would be very helpful to many users. Four main geographies are most
requested: local government require data from small areas fitting exactly into administrative units to
be able to assign grants. The NHS and businesses want small area data based on exact aggregations of
unit postcodes so they can link to data in non-census databases. Environmental data are also required
for small areas that are regulér spaces defined by the Nati.onal Grid system of co-ordinates,
convenient for use in simulation models. Lastly, to analyse population over time, small areas that
match those used in previous censuses are essential. A flexible tabulation system is needed, not only
to meet user needs as described but for revising the standard geographies which occur during the
intercensus period, for example, new policy-related administrative areas may be developed by the

Boundary Commission.

B

In general, users have expressed a strong desire for being able to develop their own tables from the
Census or for being able to carry out their own statistical analysis using individual or household
records. This demand has been met partly through release of the SARs but as mentioned, is only a
sample of the full Census. Currently customised tables can be requested from the UK Censuses but

this is a very slow process and can be expensive and this option has been used sparingly by academic

-61-




J

researchers. Various user consultations on the UK Censuses (both for 1991 and 2001) have stressed

user preference for access to flexible geographies. Alternatively very small building blocks could be

used, such as postcodes, to enable users to build.their own customised outputs. This would follow the

~same goal as the ABS Census whereby the aim is to release very small mesh blocks as a building block.

UK postcodes contain around 30 households on average.

Martin (2000) examines how digital boundaries became more widely used in the late 1980s so that by
1991 there was the first full national coverage of the UK right down to the smallest census areas. The
concern of disclosure by geographical differencing for the UK Census is largely due to the explosion of
Geographical Information Systems** (GIS) and use of digital boundaries. If coordinate information is
available for areas, it is possible to use a GIS for each area to compare thé two sets of boundaries. it is
possible to ‘overlay' the user specified output geography for the region of interest with the standard
output geographies for the same region of interest using GiS. For the polygon fragménts generated
from the overlaid geographies, a disclosure risk assessment can be applied to identify the disclosive
polygons. However this assessment is greatly dependent on the accuracy of the digitisation. If the
digitisation is not accurate the GIS program will not pick up the fully contained ward and may pick up
areas whose boundaries have not changed‘a,t all: The effect of inaccurate boundaries is that if two
tables are released on both boundary sets (one being inaccurate), artificial differences may appear in
the statistics. This is misleading since artificial cases of disclosure may appear. It is worth mentioning
that one consequence is that errors in the digitisation process can inadvertently provide some kind of

protection against disélosure.
2.5.4 How do Census Users Analyse Small Area Data?

In this final section we summarise how census users analyse the data focusing on information
available at the small area level as this presents the greatest potential for disclosure. In chapter 6, we

pick a selection of these methods to examine in detail to assess the new SDC methodology.

3 A GIS is a computer system used to displaying and analyse geographically referenced information. It allows
the user to combine spatial and aspatial information from different sources.
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Descriptive Statistics — basic counts and rates

Often census users are interested in descriptive statistics reporting area profile information at the
small area level. Several websites provide information in the form of counts and rates, some of these
being commgrcial websites*. They provide statistics down to postcode level on property brices, crime
along with other census related data on affluence (car and property ownership), agé distributions and
education level of residents. The Neighbourhood Statistics website provides information down to
Super Output Area level using various government datasets including the census. Typical summary
statistics presented include totals (e.g. numbers of motor vehicle offences), averages (e.g. average
price of a detached house), percentages (e.g. percentages of people aged 0-19) and mode (e.g. most -
popular type of housing). Other descriptive statistics which users might be interested in are skewness
of a variable, finding the median and inter-quartile range, or rankings within a variable (such as

ranking of wards for percentage of elderly residents).

Measures of Social Homogeneity

Measures of social homogeneity are very useful in describing small areas. A simplistic approach to
measuring homogeneity was used by Morphet (1993) who wanted to assess EDs to see if they were

suitable for explaining patterns of socio-economic variation. In this study, an ED was regarded as

|

|

|

\

|

|

|

\ ' homogeneous if 0%, 100% or 95% (almost homogeneous) of households in the ED have the

| " characteristic (such as 100% of households being rented from local authority). A new measure of

l homogeneity was given by Martin {1998) based on maximising the uniformity of households falling

| within different categories of tenure within OAs. Moreover, Tranmer and Steel (1998) discuss the use

i of a statistic termed the intra-area correlation or IAC. This measures the similarity of values of

; variables within any area of interest. For example, if the variable is tenure, then the intra-area

‘ correlation measures the similarity of the values of this variable for each household in each .OA. Any
value above 0.05 implies a reasonable degrée of homogeneity. Suppose tenure has three categories.

For each category a measure of IAC can be calculated:

1
IAC, = = ) (2.3)
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where: N isthe (adjusted) mean population size of the V areal units,

N, is the population size of areal unit v,
P_is the overall proportion of the population in category ¢

and P, is the proportion in category c in areal unit v

This formula gives an approximate ratio of the area level variance to the household level variance
divided by the mean population size. An overall measure of the IAC can then be calculated across all

categories of tenure:

4

. 1 )
CIAC=—— 1-P.)IAC 2.4
= 2, (1-P)IAC, 4 (24)

c=1

where C is the total number of categories in tenure (or the variable of interest). Essentially the IAC
compares proportions of tenure categories.with the national averages for each category, across all

areas to arrive at-a measure of homogeneity.

A measure of spatial autocorrelation can also be used to assess homogeneity in terms of how similar
the value of an attribute in one location depends on the values of the attribute in nearby locations

(Fotheringham et al, 2002, 1998). Spatial autocorrelation measures this dependéncy by examining the

- correlation between an area and its surrounding neighbours. If there is any systematic pattern in the

spatial distribution of a variable, then it is said to be spatially autocorrelated. The impact of

geographical perturbation on spatial autocorrelation is studied in detail in chapter 6.

Spatial Exploratory Approaches

A third approach tc;'analysis of univariate data is to map the spatial distributions of variables, made
possible using modern GIS software. Hirschfield and Bowers (1997) produced maps to show the
spatial distribution of the ‘have-not' geodemographic lifestyle cléssifiéation. The local government of
London investigated the concentration of late-night economies to identify hot-spots of late night
activities. Barnett et al. (2002) created maps to cdmpare the standardised residuals from a simple
regression model plotted against urban, rural and fringe areas to see if there was any remaining

unexplained geographical variation.
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Spatial Rankings

Spatial rankings may be used to define relative positions of a geography-e.g. wards with respect' toa
particular attribute (e.g. areas with the highest average income and areas with the lowest). Mapping
of spatial ranks allows easy identification of high and low ranking areas in terms of poverty, income or

health for example.

Spatial Processes

More complex analysis-of spatial processes in a univariate context might involve area interpdlation
which is a process whereby data from one set of source pc))lygons are redistributed onto a set of |
“target polygons. Surface Modelling is a particular technique of area interpolation which models
census populations and their characteristics as first outlined in Martin (1989) and Bracken and Martin
(1989). The census variable is represented as a continuous mathematical function giving the
appearance of a terrain with high values corresponding to peaks and low values corresponding to
valleys. Population density can be modelled as a surface using population counts. Centroids are found
for each ED and the population redistributed around the centroid. The extent of spread is determined
by the local density of centroids through a distance decay function. Counts of individual and
household pobulation are needed for each ED. The centroids represent local summary locations for
the distribution of the population. The surface modelling technique may be applied to any count data
present at zone-centroid locations. For example, household counts have been used so that the output
model is a household-density surface. Wu and Martin (2002) applied the surface modelling technique
to the population total for eaéh zone-centroid. Mesev (1998) spatially manipulated census data to |

determine the location of residential land use where image data were not available.

Another important aspect of a dataset to census users is how close events are to each othér. For

. example, do people of certain age groups congregate in certain areas? These relationships can be
examined by using semi-variograms and nearest-neighbour plots {see Birkin et al. 1995). These plots

" are based on the relationship between squared differences in value (squared to ignore direction} and
geographic distance for pairs of observations in the data. Spatial autocorrelation is a further way of
accounting for spatial dep’ghdency in a dataset {(Fotheringham et al. (1996) and is explored further in

Is

chapter 6.
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A very important use of census data distinct from the previously mentioned uses, is to analyse
change between datasets from different time periods. Champion ‘s (v1994) study on population
change and migration in Britain used Small Area Statistics to identify trends within as well as across
interéensal periods. This analysis was carried oﬁt for different types of arear(such as urban or rural),
at regional level and also for districts within regions. For example, the population change in rural

districts was used to distinguish between districts of decline and districts of growth.

Scatterplots and Correlations

Univariate and bivariate mefhods of analysis are generally used as diagnostic tests to get a
preliminary assessment of the data before continuing with more Vcompiex multivariate analyses.
Spearman's rank correlation coefficient was used by Christie and Fone (2003} to assess the
relationship between car. ownersh.ip and seven other census variables. EDs were first stratified into
deciles of population density within ONS urban/rural classifications and then correlations were
calculated. Pearson's product-moment coefficient can be used when the variables are numerical and

continuous. The correlation p,jzkbbetween two random variables z;and z, for variables z; # z, is:

> 22, - —Z 2
)

(2.5)

pzzkz
a ( z)

2.7- |2

Another example is Walters et al. (2004} which used correlation coefficients to study
interrelationships between both census and non-census variables, examining the association between

smoking, depression, anxiety and population density.
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Indices of Deprivation

Often census users employ techniques to condense multivariate data into univariate data (a single

value is created from a set of observations from one entity). Indices are often considered as an

~ appropriate way-to do this representing a variable alongside analysis with other variables in the

dataset and are one of the most common uses.of census data. For example the correlation may be
examined between the index of deprivation and smoking. Two examples of indices are the Townsend
Index of Deprivatioh 1991 and the lndéx of Local Conditions (ILC)*. Different variables are used based
on the Small Area Statistics from the Census. The statistical methodology to form these indices is
generally to first transform the component variables, then to standardise them and finally add

together to produce the overall score for each output zone.

Principal Components Analysis

Another common way of summarising census data is to use principal components analysis to

describe the variability in the data as weighted components representing weighted combinations of

the original variables. The first component will explain the most variation in the data, i.e. the longest
axis in multi-dimensional space. Voas and Williamson (2001) used selected census variables in a .
principal components analysis to determine the extent to which certain underlying components
might account for overall variation in the diversity of EDs in the UK. PCA relies on the covariance
matrix calculated from the census variables. Given a set of variables denoted by z,,2,,....z), the

and z, is defined by:

covariance o =cov(zjzk) of z;

cov(éj,zk)=(zj—uj)(zk -u) v | (2.6)

where 4, and /1 are the means of z; and z, respectively. The census variables z,,...,z,, used by

Voas and Williamson (2001) were in the form of proportions, e.g. pfoportion of single men in each
ED, proportion of residents with a long-term-limiting-iliness for each ED. Hirschfield and Bowers

(1997) took various indicators of social cohesion, such as number of lone parent households, for

" Information about deprivation scores can be found at
http://census.ac.uk/cdu/Datasets/1991\_Census\_datasets/Area\_Stats/Derived\_data/Deprivation Lscores/
Accessed July 2006
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analysis using principal components. The weightings or ‘factor loadings' were used to identify which

variables contributed most to social disorganisation in small areas.

Geodemographic Classifications

Geodemographics or area classifications‘are used to classify and summarise small areas according to
their inhabitants. People living in the same locality are likely to have the same lifestyle characteristics.
Area classification refers to the classifying of areas into groups of similarity based on the
characteristics of selected features within them (Everitt et al. 2001), Geodemographic classifications
are based on the same idea and refer to information aboui population location t{/pically at small
scales such as postcodes. There are numerous examples such as Acorn from CACI™ and Mosaic™® from
Experian. Wallace ef al. (1995) describe area cIassificatiohs as meeting a need for an indicator of
sacio-economic information contrasting the similarities and differences b(_etween areas.
Gebdemographics / area classifications have many uses including target marketing, consumer

profiling, academic research and allocation of resources.

A traditional classification method as described in Debenham et al. (2003) starts with an MxV matrix
describing the EDs (or areas) in. the dataset where M is the number of variables and V is the number
of EDs. An iterative relocation algorithm such as K-Means might be used to form the groupings. The
method of K-Means Classification involves taking the V enumeration districts in the dataset and
partitioning them into disjoint subsets so as to minimize a sum-of-squares criterion. The type of
census variables used to create the classifications are again proportions such as number of
households in an ED with greater than one person per room. We return to and explore area

classifications more fully in chapter 6.

5 Acorn is a geodemographic tool used to identify and understand the UK population and the demand for
products and services www.acorn.caci.co.uk

'8 Mosaic groupings classify UK households into groups, types and segments (http.//www.business-
strategies.co.uk/Content.asp?ArticlelD=566) "




_ Distance Analysis

One way of representing a census dataset is to viéw each variable as an axis and so every output zone
can be represented as a point in multi-dimensional space according to its value on those axes.
Multivariate analyses in thfs context are based on distance analysi;s. Voas and Williamson (2001) used
this approach to assess similarities and differences between sets of small areas. Various distance
measures were employed to analyse differences between these points or distance from the ‘norm’.
This teéhnique can be used to identify atypical areas. By first taking the mean of every variable, the
mea‘n for England & Wales could be calculated and located in multi-dimensional space. The distance
of each area v from the norm is used as a characteristic of the area. In order to give the variables

equal weight, they standardised them by transforming the variable values into Z scores.

2;-2j

0;

lzscorej = (2.7)

where z; represents the value for variable j for household i. The square root of the sum of squares

of these new values is the Euclidean distance of each output zone frc;m the norm. Those areas with
the highest figures where furthest from the norm. Voas and Williamson (2001) also examine within-
class distances for selected geodemographic classes. For example, the distance between every pair of
EDs within each GB profile class was averaged and weighted according to the nurhber of EDs in the

class to calculate the average-within class distance.

Multiple Regression

Regression analysis is often used at a small area level as a tool to describe how a mean response
varies with the explanatory variables. Tickle et al. (2000) use a multiple linear regression model to

explain the variability in the mean number of d'ecayed, missing or filled teeth of 6-year old children

" for 30 districts in the North-West Region of England. Deprivation related census variables (indices) at

a small area level were used as independent variables in the model. The model was of the form:

vi =B +:B1z,.1 +ﬂ22i2 +"‘+ﬂMz,-M TE; ' - (28)
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The explanatory variables z,,z,...z,, represent census derived factors in the form of percentages, e.g.

percentage of households with no car, percentage of children living in households with no earners.
The dependent variable was the mean number of decayed, missing or filled teeth of 6-year olds for

ward.

Multilevel Modelling

More complex modelling can be used to take into account the spatial nature of census data. Barnett
et al. (2002) use a multilevel model to explore the impact of deprivation in explaining the spatial
variation in Health outcomes for examble. Reijneveld (1998) used a multilevel logistic regression
model to analyse the adverse effects of area deprivation over and above the effect due to individual

socio-economic status. Multilevel models for census data will be explored in detail in chapter 6.
Geographically Weighted Regression

Geographically weighted regression (GWR) can also be used as an alternative to multilevel models.
GWR results in a set of local parameter estimates for each rélationship which can be mapped to
produce a parameter surface across the study region. Fotheringham et al. (2002) describe many
examples of GWR. There are many approaches to analysing census data, especially multivariate

techniques, those described here provide a summary of the most popular methods.
2.6 Summary of Chapter

In this chapter, we have described what disclosure means and how it méy occur with reference to
disclosure scenarios and examples illustrated by small cell counts in tables. The disclosure by
differencing problem was discussed including differencing via linked tables and in semi-linked data.
Pre-tabular SDC methods by their nature provide some protection against differencing, unlike post;
tabular methods. Geographical differencing is one type of differencing which is sbatial in nature. A
review of the literature examined the release of census data for different NSIs with particular
reference to small area data and flexible outputs. We also considered the SDC methods that can be
used to protect against disclosure and applicability to a flexible tabulation scenario. Ways of assessing

risk in frequency tables were briefly discussed. Finally this chapter was ended with a Summary of how
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census users analyse data which is an important consideration; SDC methods must minimise

disclosure risk but not at the expense of the utility of the data.




Chapter 3 'New Geographical Perturbation
‘Methods

3.1 Introduction

This chapter introduces some new disclosure control approaches developed in response to the
problems discussed in chapters 1 and 2. The challenge is to find a methodology that reduces the
disclosure risk in slivers created by geographical differencing and in general for small area data.
Implementation and specifics of the new methods are described in chapter 5. Success can be
measured by analysing the risk-utility outcome in.comparison to RRS. RRS attempts to replicate the
procedure used in the 2001 England & Wales Census as closely as possible given that full details of
the method are confidential. Regardless of the agg‘regation strategy adopted, the aim of the new

methodology is to offer protection against disclosure (greater than RRS) for a tolerable level of utility.

Section 3.2 briefly discusses the motivation for geographical perturbation methods. Such methods

have a number of benefits but primarily the integrity of the attribute relationships is maintained.

Section 3.3 then introduces a new framework of geographical perturbation methods. This framework
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forms the-foundation for this thesis and incorporates both existing methods as well as new
methodology (sections 3.4 - 3.6). The potential advantages and disadvantages of different approaches
of geographical perturbation for SDC are discussed in section 3.6. Different ways of implementing the

new methodologies are explained in preparation for the empirical work in chapter 5.

Section 3.7 focuses on zone-independent methods of geographical perturbation developed with a
flexible tabulation scenario in mind; in section 3.7.1 perturbation distance is sampled from a
distributiqn, 3.7.2 considers pérturbation in proportion to disclosure risk, 3.7.3 discusses
'implem'entation of these ideas and in section 3.7.4 local geographical perturbation is examined. In
section 3.8, we look at varying either the sampling fraction and/or the selection of records to perturb,
with the objective of balancing risk-utility. Finally section 3.10 deliberates measures for assessing
disclosure risk. Indicators fhat are based on identification disclosure from output tables are discussed
~as well as more complex analysis to directly measure the risk from geographical differencing. A brief

note on indicators of damage is provided in section 3.10.4.
3.2 Motivation for Geographical Perturbation

Chapter 2 discussed some post-tabulation methods which are thought to offer protection against
differencing; for egample, the ABS cell perturbation method (Fraser and Wooton, 2005} or controlled
rounding (Bycroft, 2005). In general, post tabulatlon methods have several disadvantages over pre-
tabulation methods especiallyina erxane tabulatlon scenario where the potential number of output .
tables may be unlimited. Achlevmg both consistency and additivity together can be a problem (for |
example in the ABS cell perturbation method), the former meaning that the same céll values in
different tables do not always agree. Furthermore there is always the possibility of narrowing the
uncertainty intervals around protected cells (particularly with rounding) in order to determine with

. some accuracy, the original count. The post-tabulation process of applying protection to each table
individually may be time consuming and can require each table to be checked for potential disclosure
risk. Pre-tabulation approaches may be considered more appropriate for protection in a flexible-
tabulation scenario because they only need to be applied once to the base population and thus any
outputs produced would not need to be further checked for potential disclosure. By nature of the

. pre-tabulation process, it also ensures both conS|stency and additivity.
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Pre-tabular SDC methods such as over-imputation involve modifying the values of the attribute
variables A. However over-imputation may introduce hidden biases into the data. A developing area
of research is to release synthetic data that have been generated from one or more population -
models. However this is not an approach that has been considered suitable for census data because
of the loss of utility associated with a high-dimeﬁsional census dataset. An alternative pre-tébulation
approach is to modify the spatial variables S, in other words to alter the geographic location of
records. Methods that perturb the geographical location of households work well bécause they don’t
alter the integrity of the attribute relationships but introduce uncertainty into the interacting
relationship between geography and the attribute data. Methods of th'is nature have some downsides
as addressed in chapter 2, in particular the difficulty in determining the appropriate level of
perturbation to achieve a balance between risk and utility. However they areA particularly suited to

addressing the disclosure risk from a spatial perspective.
3.3 A New Framework of Geographical Perturbation Methods

The term Geographical Perturbation will be used to describe all methods which add uncertainty to
either a subset or all of the point locations in the real space R such that a grid reference with spatial
variables S=(X,Y) is modified to a new location $’ =(X",Y'} . Thus tables based on a particular output
zone, produced from the perturbed microdata, may differ from those tables produced from the
unperturbed microdata, as the set of houséholds falling in the output zone may change after
geographical perturbation. Throughout this thesis we refer to the perturbation rate as the total
percentage of records perturbed. We refer to the households selected for pérturbation as the
sample; or in the case of swapping, the sample is half the size with the remainder being the swapping
‘pairs’. ' v / '
- Geographical Perturbation can bé achieved in three ways és defined in figure 3.1. The households in
the census data can be swapped (existing approach), displaced or rearranged but essentially in all
cases, noise is being added to the true location of the households. A 10% perturbation rate could be
‘achieved by selecting a 5% sample of households and pairing each of these to produce a 10% swap in
total (figure 3.1a). Or a 10% sample of households could be selected and each household moved a

specified distance in unrestricted space (within the census region) as in figure 3.1 (b). Alternatively, a
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household could be sampled from the population and a new location identified amongst the pre-

existing household locations; i.e. 10% of households could be rearranged as shown in figure 3.1(c).

- Figure 3.1: Geographical Perturbation of Households in Census Data

(a) Swaboing :

{b) Displacement

(c) Rearrangement

O

O .

Geographical Perturbation methods can be further categorised into those methods which control

movement of household location by output zones: they are zone-dependent, or those which are

* zone-independent. A zone-dependent method might involve swapping within LADs for example. A

hypothetical idea suggesied by Brown (2003) was to swap households around geographical

boundaries to reduce the disclosure risk from geographical differencing. This would be very tricky to

do in practice as the complete set of boundaries would need to be known in advance. Approaches

which are zone-independent are particularly advantageous for protecting against geographical

differencing as they ignore any reference to existing zone boundaries. Table 3.1 describes a

framework for geographical perturbation which will be used as the foundation of the experiments for

chapter 5 and is the basis for the discussion of new ideas in this chapter.

Table 3.1 Framework for Geographical Perturbation Methods for Census Data

Swapping

Displacement

Rearrangement

| Zone-dependent

e.g. RRS (section 3.4.1)

Possible new method

Possible new method

Zone-independeht

Possible new method

Geomasking ideas
applied to census data?

Possible new method




Zone-dependent methods have the disadvantage that the perturbation distance is controlled by the
size and shape of the output zones which may be irregular.AThey are examined further in section
3.4.1. Geomasking mefhods applied in the Iiterature to disaggregate data (e.g. maps) can be applied
to census data and fall in the category ofﬂzone-independent displacement. Table 3.1 has some unfilled
boxes including zo'ne-ihdependent swapping. These are previously unexplored methods to be
considered. In particulér zone-independent methods offer lots of flexibility and allow many different
features of the method to be varied. Some of these 6ptions are now discussed fully. We note that the
new methods described here are developed specifically for census data and the flexible tabulation
scenario; however they have wide applicability for any area-baséd data publication and for other high

sampling fraction data sources.

3.4 Swapping

. Swapping involves pairing households and switching all the geographical variables between them.

This technique preserves the global set of household locations and therefore ensures that the total
households in each output zone remain unchanged. Zone-dependent swapping is a well-established
SDC method that has been used for both UK and US Censuses. In the following section we describe
RRS, the approach used in the UK and that will be used as the basis for comparison with all new
geographical perturbation methods. New ways of swapping that are zone-independent may be
considered for a flexible tabulation scenario and are explored in section 3.7 (- zone-independent

methods).
3.4.1 RRS (Zone-dependent swapping)

RRS is a well-known approach for facilitating geographical perturbatioh. An illustrative example is
shown in figure 3.2 where a pair of similar households is found and all the geographical variables
swapped on the two households. Househplds 1 and 5 (identifiable by the hnum variable) have
effectively had ‘noise’ added to their grid references so that they now lie within the same LAD but in
different OAs. As can be seen in this example, the integrity of the attribute data are maintained since
none of the attribute values within a record are modified. However the relationship between

geograbhy and the attribute variables is changed in order to protect confidentiality. It cannot be
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known whether a household in a pa.rticuiar table actually represents a genuine household in that
output zone. For example, an intruder may spot a count of one in a table for the category of 20-25
males unemployed for an OAin Southampton. The intruder does not know if this person actUaIIy
exists in the area or is a ‘false’ person arising from swapping. A disclosure cannot be made with
certainty. Record swapping provides additional protection on top of the inherent protection in raw
census data due to imputed records since these records could also technically be “false”

people/households to adjust for under-enumeration.

To keep data distortion to a minimum, similar households can be paired, as in figure 3.2. Similar
households can be found by 'matchinlg' o_n'broad age-group, number of people in household, family
- type, economic status and household space type for example. In fact, the distributions of match
variables with geography are also broadly maintained because these variable values are also held
-constant during the swap (see for example marital status in figure 3.2 and also approximately for -
econprim). By matching on broad-banded variables such as age, this informationvcan be released to
the census users to incorporate into their analyses (as the marginal distributions are maintained). A
limited number of match variables can be chosen to preserve attribute-geography relationships (but

not to the extent that the objective of introducing uncertainty is lost altogether!).




Figure 3.2: Fictitious Example of Geographical Perturbation using Swapping.

Census microdata before geographical perturbation (swapping)

Hnum | Marital Age | Sex Ppl Econprim | Household | Grid Output Area | LAD
Status in hh Spacetype | Reference
(X,Y)

1 Married |46 | M 4 Full-time | Semi-det 4000,7186 | 24UDGT0001 | 24UD
1 Married |45 |F 4 Full-time | Semi-det 4000,7186 | 24UDGT0001 | 24UD
1 Single 14 | M 4 NA Semi-det 4000,7186 | 24UDGT0001 | 24UD
1 Single 12 | M 4 NA Semi-det 4000,7186 | 24UDGT0001 | 24UD
2 Married |62 |F 2 Full-time | Detached | 4012,7112 | 24UDGT0002 | 24UD
2 Married |65 | M 2 Retired Detached | 4012,7112 | 24UDGT0002 | 24UD
3 Widowed | 78 | F i1 Retired Terraced 4032,7197 | 24UDGT0002 | 24UD
4 Divorced | 50 M i} Self-emp | Flat-resid 4025,7118 | 24UDGT0002 | 24UD
5 Married |31 | M 4 Full-time | Semi-det 4039,7149 | 24UDGT0002 | 24UD
5 Married |31 |F 4 Part-time | Semi-det 4039,7149 | 24UDGT0002 | 24UD
5 Single 1 F 4 NA Semi-det 4039,7149 | 24UDGT0002 | 24UD
8 Single 8 M 4 NA Semi-det 4039,7149 | 24UDGT0002 | 24UD
6 Single 24 | M 2 Student Flat-resid | 4182,7544 | 24UCJFHO001 | 24UC
6 Single 23 | M 2 Student Flat-resid | 4182,7544 | 24UCJFHO001 | 24UC
Census microdata after geographical perturbation (swapping)

Hnum | Marital Age | Sex | Ppl Econprim | Household | Grid Output Area | LAD

Status in hh Spacetype | Reference

4 Married |46 | M 4 Full-time Semi-det 4039,7149 | 24UDGT0002 | 24UD
1 Married |45 |F 4 Full-time Semi-det 4039,7149 | 24UDGT0002 | 24UD
il Single 14 | M 4 NA Semi-det 4039,7149 | 24UDGT0002 | 24UD
1 Single 12 | M 4 NA Semi-det 4039,7149 | 24UDGT0002 | 24UD
2 Married |62 |F 2 Full-time Detached | 4012,7112 | 24UDGT0002 | 24UD
2 Married |65 | M 2 Retired Detached | 4012,7112 | 24UDGT0002 | 24UD
3 Widowed | 78 F 1 Retired Terraced 4032,7197 | 24UDGT0002 | 24UD
4 Divorced |50 | M 1 Self-emp Flat-resid | 4025,7118 | 24UDGTO0002 | 24UD
5 Married |31 [ M 4 Full-time Semi-det 4000,7186 | 24UDGT0001 | 24UD
5 Married 31 E 4 Part-time Semi-det 4000,7186 | 24UDGTO0001 | 24UD
5 Single 1 F 4 NA Semi-det 4000,7186 | 24UDGT0001 | 24UD
5 Single 8 M 4 NA Semi-det 4000,7186 | 24UDGT0001 | 24UD
6 Single 24 | M 2 Student Flat-resid 4182,7544 | 24UCJFHO001 | 24UC
6 Single 23 M 2 Student Flat-resid 4182,7544 | 24UCJFHO001 | 24UC

TR




3.4.2 Implementing RRS

Figure 3.3 presents a methodology for implementing RRS which can be used to simulate the approach

applied in the England & Wales Census 2001. The full details of the swap were confidential but an

informed guess can be made as to what might have been done. It may be presumed that only'a small

percentage of records were swapped else the data distortion would be too great. It is also known that

swapped records were not moved out of their LAD but were required to be moved between OAs

(Boyd and Vickers, 1999).

Figure 3.3: A Methodology for Implementing a 10% RRS

1. Select 5% of records using SRS and flag them in the population

2. Give each record in the population a random number

3. Sort the population by LAD and then (within LAD) by thev random number

4. Add a lag variable to .the file where lag equals the previous record in the population

5. Remove all pairs of records which meet the following criteria and put into a hew ;wapped file;
o The dononf (sampled) record has flag = 1 (in the sample)
e The LAD of the donor record and the lagged record (potential recipient) is the same.
e The ED of the donor record is different to the ED of the recipient record.

6. Take the reduced 'popQIation and repeat steps 1 to 5 until 10% of records have be;en removed.

7. Swap the records in the saved file and replace into the population.
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3.5 Displacement for Census Data

An alternative approach fo swapp(ng for geographical perturbation might be to instead add noise to
household grid references Qsing so‘me kind of mathematical function, without having to pair
hoqseholds. The movement of households is unrestricted in the real space (defined by the census |
region), as in figure 3.1(b), and can be both zone-dependent (unrestricted within output zones) or
zone-independent. Displacement is a commonly used method in the geoprivacy literature, for
protecting the-conﬁdentiality of mapped points particularly for health data and involvés adding noise ’
by transforming the data (see éhapter 2). Displacement has never been used before in the context of
census data but it would be possible to apply the same ideas. Displacement may offer a number of
advantages over swapping. To begin with, it allows more flexibility than swapping, as households do
not have to be paired, and a %unction can be used to determine the movement of points according to
some other rule. Displacement will be quicker and easier to implement than swapping as pairs of
households do not need to be found. On the other hand, these benefits also mean that the marginal
totals of tables will not be consistent as the global set of locations will be modified (so an output zone
may end up with fewer ‘or greater households than before perturbation). However this could also be

-controlled for in some way.

An obvious drawback with displacement is that perturbing a census household with unrestricted
movement can be impractical if a household is moved into an uninhabitable or infeasible location
such as a river. However if the aim is to publish census data at the tabular level (rather than

~ perturbed microdata), thé problem is reduced to preventing the perturbed households lying inan -
uninhabitable or infeasible output zone. In addition to this, displacement has to be carefully

controlled in order to prevent households moving out of the census region altogether.

A key difference between displacement and swapping is that displacement does not involve match
variables. There is the possibility for greater data distortion if households are moved randomly with
no thought to the original patterns in the data. If small amounts of noise are added to household
Ioéation, it would be arguable that match variables are unimportant {simiiar househc;lds are generally
located near to each other). However moving households longer distances may distort utility more

than swapping with match variables, because households are more likely to be moved to an area that

-80-




has different characteristics..A benefit of displacement over gwapping may be that swapping has a
greater potential to be ‘un’done’ by an intruder who may trace the original location of pairs of
hduseholds which don’t fit’ the location they have been moved to. For example, households which
are not matched on hhsptype (detached, terraced, etc) in a major urban areas such as London, may
be easily traceable, particularly if the swap involves one household from an area containing only
detached households and the other predominantly high-rise council. Displaced households may be
identified as not fitting with their area but it would harder for an intruder to work out where they
came from. Such ;:omparisons of displacement and swapping would have to be assessed empirically.
Ways of incorporating match variables into displacement could be thought of, such as splitting the
space into grids and using probabilities to define the likelihood of certain types of household being

displaced.
3.5.1 Implementing Displacement with Census Data

The geographical location of household i can be represented by the spatial variable S, =(X;,Y;) where
ie U and X,and Y; are real coordinates ( S; € R ). Displacement, no matter how it is carried out, can
be represented in the form where noise is added to the true location of households in the form:

(X; + 6y ,Y, +8,) forall ie Uwhere &, and &, represent the noise added to X and Y. Displacement

‘could be implemented in a number of ways:
(1) Sampling perturbation distance from a distribution

An obvious technique is to draw 5x,. and 5% independently from distributions with-specified means,

and minimum distances to move (to give a certain level of protection) and maximum distances movéd
(so as not to distort the data too greatly). Alternatively the distance a houséhold is moved could be
sampled independently from the direction. The direction would take the form of 4 random angle 8
sampled from a uniform With lower and upper bounds of 0° and 360° respectively. Given that the

household would be moved in a straight line with specified angle 29°, the perturbed location
(X,,Y,) of household originally located at (X;,Y;) can be calculated using basic trigonometry for right

angle triangles where X'= X +d xcos(?J) and Y'=Y +d xsin(d) . Another approach could be to add
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noise to (X,,Y;) from a bivariate distribution as described in section 2.3 as a form of geomasking

(Armstrong et al., 1999 and Kwan et al., 2004).
(2) Moving households in and out of output zones.

A zone-dependent displacement method could be designed. For every household moved into an
output zone, another could be moved out to keep the overall balance of the total households in the
zones. This could be implemented in the same way as RRS but without pairing (households are
assigned a randomly selected location in another OA but not out of their LAD). This type of method
would be more appropriate for a fixed set of output geographies rather than a flexible tabulation

scenario.
(3) Using buffers to determine perturbation distance

A buffer is an area surrounding one or more points or perhaps an existing feature, as illustrated in
figure 3.4. Buffers are commonly used in geography for several reasons; a 500m buffer might be
created around a project site in order to locate which properties in the area might be affected, or a
series of concentric ring buffers of variable widths might be created around a school to work out the
number of pupils that fall within specified circular catchment areas. Ano.th'er possible example is

’buffefing' a road to find the number of census output zones that fall in the buffer.
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Figure 3.4: lllustration of buffers in ArcGlIS, created around a sample of points in Hampshire
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In the geoprivacy literature, techniques for protecting the confidentiality of mapped points have been
discussed, for example to protect the location of people who represent cases of cancer or infectious
diseases, (Zimmerman and Pavlik 2006, Armstrong et al. 1999). Stinchcomb (2004) describes how
geomasking approaches can be implemented in a GIS environment; buffers were used for protecting
the confidentiality of mapped health data to determine a random position within each buffer of
where the point location should be moved. These buffers may also vary according to another variable
such as density. These ideas can also be applied in a census context where the spatial points

represent households instead of incidences of disease.

Implementing Displacement for Census Data using Buffers

We now describe a methodology in figure 3.5, for implementing displacement using Stinchcomb’s
technique. ArcGIS is very useful to prevent households from moving out of the census region as a
buffer zone can be set up to define the area that households should not be moved to (this would be
much more difficult to achieve in SAS). The methodology described is adapted from Stinchcomb’s
ideas for mapped points and applied to census data; the basic approach being to use (circular) buffers

in ArcGIS to define where the households should and should not move. Note that geomasking
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approaches such as that described in Stinchcomb are based on perturbing all point locations whereas
in the case of census data, we perturb only a sample. The new methodology described relates to

zone-independent displacement.

Figure 3.5: Procedure for carrying out Displacement with Census Data in ArcGIS (flow diagram)

(1) Setup a ‘donut’ :buffer definihg .
where households should not be
displaced (area out of census region)

(2) Read in grid references and map
the household locations in the
unperturbed census data

y

(3) Select a sample of the households
at random

(4) Generate buffers for each of the
sampled households dependent on a
specified radius '

4

(5) Generate a random poi’nt within
each buffer with constraint that points
must not fall in the donut buffer

y .
(6) Assign the displaced points to the
appropriate geography for analysis
(e.g. ward, ED, etc) and merge with
-non-sampled population

For step 1 in figure 3.5, the boundary of the census region can be downloaded from CASWEB and
read into ArcGIS. A large polygon can be created in ArcGIS containing the census region area and the

Union function used under Analysis Tools in ArcToolbox to merge the large polygon with the census
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shapefile. The inner census region shape can be ‘clipped’ and deleted so that only the outer donut

remains.

An extension called Hawth’s Tools is available for ArcGIS' that performs é number of spatial analyses
and functions. Using the random selection function under Hawth’s Tools, a sample of random
households can be selected from the household locations layer (step 3). The create buffers function
under Hawth's To/ols can be used to generate buffers around each selected point according to either a
specifiéd constant radius or according to a specified variable for step 4. The random point generation
function, also under Hawth'’s Tools, can be used to generate one displaced point per sample buffer.
There is an option to prevent points from occurring in the polygo‘ns of the donut buffer (see figure
3.6). Note that the radius of the buffers could be varied such that each sampled household has a

different buffer size. It allows buffers to be created around selected features of a specified radius.

17 . g .
Available free from www.spatialecology.com
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Figure 3.6: Generating Displacements in ArcMap
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3.6 Rearrangement and a Combination of Approaches

A rearrangement approach can be thought of as a method in between the extremes of displacement
and swapping involving a one-to-one mapping of the selected objects in the dataset. This can be
operationalised as a series of paths and swaps (cyclic permutations) as in figure 3.1(c). As with
swapping, rearrangement is a more restrictive technique: households must be moved to an existing
household location, but has the advantage over swapping that a one-to-one pairing of households
does not need to be found. A subset of households to perturb could be identified. Then by using

some measure of best fit, the households rearranged to maximise utility and minimise disclosure risk.




A simpler approach may begin with a household A, finding a suitable match B and moving household

A to location of household B. Then a match C would be found for household B and then household B

moved to location C, etc. This could be done in a series of paths or swaps. Table 3.2 concludes this

section with a summary of the potential advantages and disadvantages of the three approaches to

geographical perturbation (which may be both zone-independent or zone-dependent).

Table 3.2: Comparing the Potential Advantages and Disadvantages of a Displacement, Swapping or

Rearrangement Approach

ADVANTAGES

Displacement

Swapping

Rearrangement

o Quicker to implement
* More difficult to find original
location of perturbed
household
¢ Greater control and flexibility
household movement
e Solves problem of households
-which are difficult to pair (e.g.
communal establishments,
12-person households)

e Match variables easily

incorporated so utility should

be better
¢ Global set of household
locations is unchanged

"o Match variables easily

incorporated so utility should
be better preserved

e Greater uncertainty
introduced than with
swapping (one-to-one pairing)

® More flexible than swapping
because households don’t
have to paired

DISADVANTAGES

Displacement

Swapping

Rearrangement

e Match variables not found so
utility may be worse

¢ Method needs to be carefully
implemented to avoid moving
out of census region or to an
infeasible output zone

e Easier than other methods to
unpick households swapped
to unlikely locations

¢ Implementation is more
difficult as paired households
have to be found

® More complex to decide how
households should be moved

¢ Implementation is more
difficult than displacement as
a matching household has to
be found

Alternatively a mixed approach could be taken. Particular types of records might be difficult to pair

for swapping, e.g. large households and communal establishments. These records could be displaced

while the remainder of the sampled households are swapped.

The ideas for displacement, rearrangement and swapping will be explored empirically in chapter 5.




3.7 Implementation of Zone-independent methods

This section considers zone-indebendent methods of geographical perturbation; that is methods
which igndre reference to any pre-existing output zones. These methods have been developed with a
flexible tabulation scenario in mind. Swapping, dfsplacement or rearrangements can be zone-
independent. Section 3.7.1 considers sampling perturbation distance from a distribution {instead of
being based on output zones). Zone-independent methods allow a lot of flexibility so we will also
consider new ways to improve the risk-utility outcome from a spatial perspective in section 3.7.2 by
perturbing households.in proportion to slp_atiall distribution of risk. Section 3.7.3 looks at
implementing these approaches. In section 3.7.4, a new idea of local geographical perturbation is
discussed with the specific objective of reducing the disclosure risk in small areas and geographically

differenced slivers.
3.7.1 Perturbation Distances

The fact that RRS relies on pre-determined geographical boundaries can be a drawback of the
method. Inthe US Census 2000, swabping was conducted between ‘blocks’ (Fienberg and Mclintyre,
2004). In the England & Wales 2001 Census, households were moved between OAs but within their
LAD (Boyd and Vickers, 1999). LADs can often be irregularly shaped with varying population

distributions. Figure 3.7 shows the population density and boundaries of LADs in Hampshire.
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Figure 3.7 Population Density and Geographical Boundaries of LADs in Hampshire

[ ]138-500
[ ] 501-1000
B 1001 - 1500
I 1501 - 2000
B 2001 - 2500
B 2501 - 3000
B 3001 - 3500
I 3501 - 4000

Population density
(people per km?)

Basingstoke and Deane

Test Valley

East Hampshire

Winchester

New Forest

LADs such as Eastleigh and East Hampshire are either irregularly shaped or have very different shapes
from one another; compare the long shape of Test Valley to Basingstoke and Deane. These shapes
influence where the households are moved to if the method is zone-dependent. Moreover,
Southampton and Portsmouth are similar in size to Rushmoor and Gosport but their population
densities are almost twice the size; 3,786 people per km? and 4,159 people per km? compared to
2,027 people per km” and 2,832 people per km?”. Thus the perturbation distance ignores population
density which may be considered an indicator of disclosure risk (see section 3.7.2).This can be
avoided by taking a perturbation approach in continuous space (rather than zonal space) and
generating the perturbation distance from a distribution. This could be applied to any geographical
perturbation method (swapping, displacement or rearrangements) and such an approach would

overcome the arbitrary distance moved by households according to output zones (in this example,

LAD size).
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The distribution can be chosen so that greater control can be gained over how households are
moved. For example, the perturba'ﬁon distance d could be sampled from an exponential distribution '
ora normal distribution. Generating frorr; an exponential would mean a rapidly decreasing probability
of d being a large perturbation distance but a high probability of being a small distance (defined by a
small mean). A normal distribution would result in d being equally likely to take very large values, as
very small values. The distribution could be truncated at maximum and minimum values to define a
minimum distance moved. It is straightforward to implement such an approach with displacement as
there is no restriction on where households can be moved. However swapping is- more comple;< as

: .

there may not be a household to swap with at a distance d away. Instead d could be an approximate

distance so that households are moved a distance [d —8,,d + &,] where &, is large enough to define

an interval encompassing matching households. A paired household would then be chosen from the
e

interval.
3.7.2 Taking Account of Population Dénsity

The relationship between geography and disclosure risk has been discussed in regard to smaller
output zones with smaller populations presenting greater risk. However population density also is an
important factor; in output zones which have a high population density, the risk is much smaller than
in rural, sparsely populated zones. The perturbation distance could also take into account population
density or household density. In fact similar ideas have also been discussed in the geoprivacy
literature. Kwan et'al. (2004) have assessed the spatial masks discussed in Armstrong et al. (1999), in
particular the levels of random perturbation in relationship to disclosure risk. Since mapped locations
of disease or crime spots often contain a wide variety of population densities, the amount of noise ‘
added t<:_\ spatial location can be allowed to vary with population density. The idea of including
population density in the disclosure risk mode! has also been discussed by VanWey et al. (2005) who
simulated a sampling frame of public schools in the US. Their data contained the geographical
location of each school with potentially sensitive attribute information. A solution was proposed
whereby map symbol size wés adjusted to cover multiple schools, providing locational uncertainty in
proportion to a specified level of identification risk. For schools in large cities a much smaller point
buffer was needed than in remote rural areas. This type of approach is also applicable to census data

but first the underlying population dens‘ity needs to be estimated.
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: Est'imating Population Density

Kernel density estimation is often used when the underlying spatial distribution is unknown and can
be used to estimate population density. Probabilities could be assigned to households dictating how
far théy should move based on local density. Since the true form of the density distribution is
unknown, a non-parametric method can be used to estimate it given our microdata. The idea is to
take geographiéal locations (co-ordinates) of households aﬁd produce a smoothed estimate of
density. The fdllowing summarised from Simonoff (1996}, Cressie {1991}, Diggle (2003) and Gatrell et

al. (1996) gives some background on kernel density estimation for a bivariate dataset

Assume the microdata set {(x,,y, ),...,(xy,yy )} is a random sample drawn from an unknown density

function f(x,y) . A definition for the continuous function of f(x:y) is:

flx,y)=

d Flx,y)= Iim(F(x +h)—F(x—h) ' Fly+h)— F(y—h)) (3.1)
dxdy h—0 2h .2h

However this formula assumes the values of x and y are continuous which is not the case with census

microdata (which comprises a discrete set of household locations). A continuous function can be

derived based on the random sample starting with an empirical estimator of the distribution function:

Fur)=2 (6 1)5 ) | o

where, [ is an indicator function such that /(A)=1if A is true and /(A)= 0 otherwise. Replacing
) . . X —X; ¥,y L. . L
l((xi,y,)S (x,y)) with a smooth approximation G(—;—’—,—[,—’) for i # jthen differentiating

F(x,y)gives the estimated density f(x,y) which can be written as:

izj=1 h

s L G (XX Yy,
f(){,y)— ZK(—h , J | L (3.3)
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with kernel function K[-] and bandwidth h . The bandwidth determines the level of smoothing of the

data. Assume J.h‘ZK(u) du=1and as a consequence '“.f(x,y) dx dy =1. Furthermore, the estimator

is consistent at any point (x,,y, ):

~ N . — . s - N
e et I a4

izj=1

This assumes that the bandwidth is the same for both x and y. Relaxing this assumption to have a

vector of bandwidths h= (hx,hy )T, the bivariate kernel density estimator then becomes:

flx y).—

3~|r—x

1
N

; |
Z [ ——— y’] . (3.5)
y

Note that the bandwidths can also be weighted so that in densely populated areas more points can

be taken info account and vice versa.

A multiplicative kernel can be used for the multidimensional kernel K(u)=K(u,,u, ). This is the

svimplest form.
KW)=k(u,)-klo,) | (3.6)

where K(u) denotes a univariate kernel. The bivariate kernel estimator then becomes:

2oy 15[ 1 Xi—xj 1 iy ' _ '
f(x,y)_ﬁz_:[ak( - ].h K[ " D B A (3.7)

X y

The kernel function is a probability density function which is evaluated for every pair of units. A
discrete version of the bivariate normal distribution is commonly used. Note that the kernel function -

often includes an indicator function such that values outside the local neighbourhood of the
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(xi,y,.)being evaluated are given zero weight. Another simpler kernel function that is often used is

the Epanechnikov kernel which is (in the univariate case):

3 X; —X; 2 X —X; : .
—1- for —1< P <1 and 0 outside that range : (3.8)

SUppose this form of the kernel was used in our bivariate density estimator above, it would then

become:

(3.9)

Note that-a contribution to the sum for unit i is only given if (x;,y;)falls into both intervals
Ix,=h,,x,+h]and [yi -h,.y; +hyJ. The univariate Epanechnikov kernel has been applied to the
bivariate function above. Observations in a cube are then estimated around the point locations to
estimate the density at those points. It is possible to usé a multivariate Epanechnikov kernel: a
spherical kernel as opposed to the multiplicative kernel. The result is that observations in a sphere

around the point locations are included (rather than a cube).
Computational Tractability and a Gridded Approach’

Supposé the sample consists of N distinct points. A direct appiication of formula 3.9 to the dataset
that is unbounded (without the indicator function) would result in O(Ng) operations determining the
estimator at g grid points. With bounds, computer time can be reduced since the estimator is only
calculated within a neighbourhood of size h. However with such a large dataset, although the
improvement is likely to be significant, the algorithm would still be slow. Moreover, given that a large
sample of the microdata may be needed to be perturbed to meet the required protection level,

evaluating the density at a subset of points still may be computationally complex if the subset is large.
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More efficient kernel smoothing algorithms can be defined by binning (gridding) the data (Wand,
1994). This is often done with variables in a univariate context (and amounts to rounding of the data
or left moving average, but it could be applied in a two-dimensional context as well. The new dataset
would be produced by moving the original data to the bin centres according to the binning rule. A

simple scheme is to define equally spaced bins 8 of width and height § and to then move each data

point (x,,y,)to the nearest bin centre. The bin count ¢, is then:

o=l eobe ) - a0

i=1

where bin B is defined by its bottom left-hand corner location for x° = (x, +w,)and

y® = (y, +w,B) where w, is a weight indicating the location of the bin and (x,,y, ) indicates the

origin of the grid.

In effect, the data are vcompressed so that the new dataset is at most as large as the original dataset
(if B is chosen such that each data point lies in a different bin). Binning in this case requires o(N)
arithmetic operations. A binned kernel density estimator can then be estimated given the grid size,
the kernel type and the bandwidth. This would be a binn.ed approximation to the ordinary kernel

density estimator.
Nearest Neighbour Approach

Another way to take into account population density is to use nearest neighbours distances.

Households could be swapped with their nth nearest neighbour. This will fead to households not

. moving very far in high density areas but in rural areas, the same nth household will be much farther

away. However this approach is problematic because all the nearest neighbour distances between

households would need to be calculated which, if there are N households, makes (N —1)+ (N —2) +

2
-N
or (N—z—) calculations.
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A solution is to combine the ideas: ﬁearest neighbours, binning the data and using an interval to
determine distance moved. The data can first be gridded/binned to a resolution that is suitable to
perform the calculations (this is equivalent to the rasterization functions that can be done in a GIS).
Then the household could be swapped with any neighbour from the interval [n -J,,n+38,] where 9,
is some constant. Thus n is defined according to household space rather than Euclidean space. The
interval of households permits choice over which household is selected so that the most similar
household could be chosen if swapping is implemented. The use of gridding aids the swapping

algorithm but individual locations are retained.

A further alternative is to estimate the population density of particulai' risky variables such as the
elderly population and move households with respect to these densities. This could be implemented -
with any variables which are visible and traceable that may indicate presence of local uniques. The
extension of population density to cover particularly risky variables'is not considered in the empirical

v work of this thesis.
3.7.3 Implementation using a Grid Based Approach

The following methodology describes how zone-independent methods can be implemented using a
grid based approach for computational efficiency. The methods are described with respectto a

swapping approach.
Zone-independent Swapping (‘distance swapping’)

“In this new method, swapping distances are sampled from a distributidn rather than being
determined by the shape and population distribution of pre-existing geographies, thus providing
extra protection against geographical differencing. Each household in the sample is allocated a
(straight line) distance d to move, drawn from a distance function with mean A equal to that of the
random swap. Suppose an exponential distribution were to be used, this ensures d cannot be

negative and has a rapidly decreasing probability of taking a large value.
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The decay function then takes the form:
fld)=Ate A, g0 - S (3.11)

and this has the property that. A = E(d) . The distribution f(d) may be truncated below by min(d,)and
above by max(d,) which denote maximum and minimum distances moved between paired

households of the random swap. The household should then be swapped wnth any other household -
distance d awa'y. This would involve swapping with any household on the perimeter of a circle of
radius d. For ease of combutation,_households are assigned to a 100m raster. A donor household can
potenfia'll’y be swapped with ahyb recfpient household that falls in a grid cell-on the perimeter of the
circle. We define the grid cells of the circle and exactly how this process is carried out using lattice

~ points as described in the next pafagfaph.

Figure 3.8 Distance Swap: swapping with households onthe perimeter of the circle

To implement this in pfactice it must be known which grid cells fall' in a circle of radius d. Both d and
the location of the centre of the circle can vary depending on where the donor household is and the
distance sampled. A temblate of grid cells falling in circles of unit 1 radius, unit 2 radius, etc {(where 1
unit relates to the 100m, the size of the grid cell) may be calculated from the centre of origin (0,0). "
The grid cell locations can then be rescaled according to the location of the donor household. A gfid

cell is defined as’falling in the circle of radius d if its centre co-ordinates (Xg,Yg) meet the criteria:

(X, P+, F<a® (3.12)
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Gauss's circle problem (Hilbert and Cohn-Vossen, 1999) details how many lattice points fall in the
circle as shown in figure 3.9 and is used to confirm the calculations. Five grid cells fall in a circle of
radius unit 1, thirteen grid cells fall in a circle of radius unit 2, twenty-nine for radius 3, etc where 1

unit equates to the dimension of the grid cell.

Figure 3.9: Lattice Points falling in a circle

29 cells fall in a circle of radius 3 where a ‘cell’ is defined by its left hand corner (the lattice point)

The band of cells containing households for swapping are then identified by rescaling the template

just described. Thus if a distance d is drawn from the distribution f(d), the donor household can be

swapped with any household in the interval

i b L +1 | of gridded cells (by differencing between the two rescaled templates).
100 || 100

Potentially this could result in a household moving out of the space or perhaps no households being

present at the chosen swapping interval. In the rare case of this happening, a new distance can be

generated (equivalent to rejection sampling).
Zone-independent Swapping proportional to density (‘density swapping’)

This method is an extension of the previous, but this time taking into account the relationship
between risk and population density. In areas where the population density is low, cells can be cell
unique (because of small populations) up to relatively high levels of aggregation. In areas where the

population density is high, the probability of obtaining cell uniques is very small because of larger
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populations. Disclosiveness is generally related to the proximity of other uniques with similar
characteristics. Thus cell uniques in low population density areas need to be moved farther to
become non-disclosive. Household density will be used as a proxy for population density since the
two are highly correlated and households are easier to deal with rather than multiplying by number

of residents.

To implement a density swap, a ‘household distance’ n is generated randomly for each of the
households in the initial sample, from an exponential distribution with a specified mean €. This
distance will determine the number of households, n, in the circle for which the initial household is at
the centre and the matching household on the circumference. As before, households can be assigned
to a 100m raster but this time a cellular approximation to a circular search is performed. The circular
band corresponding to the number of households, n, is determined by counting the households in
successive bands (using the scaled template in figure 3.8) until the cumulative count is greater or
equal to n. The outer band of households of 100m width (obtained by differencing the scaled
templates) contains the nth household. In other words, the household is swapped in an interval

containing its nth nearest neighbour as in figure 3.10.

Figure 3.10: A household is swapped with another in the 100m band containing its nth neighbour

00m width band containing
the nth household

The probability density function of n might be exponential for example and is therefore given by:

flm=67e""?, n>0 (3.13)

so that @=E(n).
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3.7.4 Local Geographical Perturbation

Sampling perturbation distance from a distribution means the agency is faced with the decision of
what parameter values to use. A new idea is to set the mean perturbation distance such that
households are moved much shorter distances rather than the average distance between OAsin a
LAD.implied by RRS. This will be referred to as ‘Local Geographical Perturbation’ as the noise is |
targeted at the local level. The objective of the new methodologies is to reduce-the number of risky
records, particularly unique records which can lead to identification and possibly attribute disclosure
through matching to other data sources. Uniques occur when there is only one record with a

particular combination of variable characteristics, i.e. a cell count of one in a table representing an

‘output zone. In terms of geography, disclosure risk can arise in two ways:

o ‘Local’ Uniques

o Special Uniques (Skinner et al., 1994)

Special Uniques are those which arise irrespective of geography definitions and will generally be
unique in small aggregations (at lower levels) as well as in large aggregate areas (higher levels). For
example; a 16-year old widow or an urban-farmer. These are people (or Households) which are

unique given the s.pecial combination of their attribute values. Thus geographical pertﬁrbation, being .
a spatial method, does not generally provide any protection for these recbrds. Generalfy these people
or households are rare and so a separate, additional method of disclosure céntrol must bé applied

such as recoding or imputation to disguise the unusual combination of characteristics.

The remaining unique records can be defined as ‘local uniques’ and are generally unique because of
geography. Most of these Ibcal uniques can be found in small output zones, at the OA or ED level for
example, because of the small populations, thus are called ’IocaI" unigues. The chances of another
record with the same variable values is sma_ll at this level. At higher levels of geography, these
uniques generally disappear due'to larger populations. Moreover these records are potentially easier
to identify at local levels because of the local knowlédge that an intruder might have. When carrying
out geographical pe'rturbation, the mean perturbation distance can be adjusted so that uncertainty is

added around household location at the local level where the majority of households are unique. This

may be considered optimal, as moving households longer distances would result in larger damage to
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“the output zone tables, relative to the gain in protecting the extra households unique at higher levels

of aggregation (as households located together are more likely to have similar characteristics). By
targeting the perturbation around the postcode level or other small area, protection is given to small
area data and slivers with some uncertainty carried through to the EDs and higher levels. However
the damage to the data is likely to be much less than if the mean perturbation distance was to be
larger. Setting the perturbation distance by targeting the level with the most uniques would depend
on the number of variables in the table. For example, if on three variables most records are unique at
thé postcode level but not at the ED level then the mean perturbation distance cou'Id set to be
equivalent to the mean distance between postcode centroids. These ideas are tested empirically in
chapter 5. We note here that another advantage of local perturbation is that there is much less likely -
to be inconsistencies in the data; as records located near to each other are more likely to be similar fn
terms of general characteristics — Tobler’s first Law (Tobler, 1970), although this obviously has to be

balanced against reducing the disclosure risk.
Implementing Local'Geographical Perturbation

An example of ‘local’ geographical perturbation combining the techniques focal and zone-
independent swapping also taking into account population density is a new method which we refer to
as:- Local Density Swapping. Assuming for the moment most of the disclosure risk (in terms of
numbers of uniques) is at postcode level, to find an appropriate mean household distance 8 a small
sWap or rearrangemént could be carried out between 10% of adjacent postcodes for example and the
mean, maximum and minimum perturbation distance calculated between these swaps. This could be
used.as a starting point for determining @ and other parameter values at the local level, possibly
adjusting later to obtain a suitable balance between risk and utility. The swap can then be

implemented as before for the density swap.
3.8 Parameters which may be Varied

There are some other features of geographical perturbation that have not previously been mentioned

but that can also be varied. Here we discuss varying the sampling fraction and the selection of

records.




3.8.1 Varying the Sampling Fraction

If the mean perturbation distance is small then a larger proportion of records can be swapped to
arrive at the same:level of utility. In particular, the idea of 100% local geographical perturbation is a
possibility where all households have a small amount of noise added at the local level. A 100% swap
would have to be implemented slightly differently to a lower swap rate because matching pairs need
to be found for all households in a 50% sample. Moreover the ordering of the households and the
pairs available to match with may also be important (near the end of the swap; the set of possible
matching pairs is very small) — this is considered more fully in chapter 5 with partiéular attention paid
to utility since.all records aré perturbed. Figure 3.11 describes a method for implementing 100% local

distance swapping.

Figure 3.11: A methodology for a 100% Local Distance Swap

1. Flag all households in the population with a value of zero.
2, Sta’rt iterations.
3. Select first zero-flagged record in list (donor).
4. Generate a random distance d from a distribution with parametérs specified by ra>ndom swap.

5. Find cells in the circular band d cells away from household to swap using pre-calculated
template. )

6. List candidate households in these cells and add to the list the donor household.
7. Merge list with the census file to get match variable (head of household only) values.

8. Score each candidate household in the list according to the number of variable values which
equal that of the donorvhousehold.

9. Sort the list of candidate households by ascending flag and then by descending scores. (Aim being
to swap with already swapped households (flagged one) only as a last resort).

1>0. Save into a new file; the donor household and candidate household at the top of the sorted list,

11. Flag the two households swapped on this iteration with a value of one in the original population
file. :

12. Go to next iteration
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Pairs of records to swap are identified and séved in‘a separate file. The households in this saved list
¢ canthen be swapped in a separate program to create the new population. 'This may be done
iteratively by swapping the first two households on the list, then the second pair on the list, and so
on. When processing the list of households to swap, if a household has already been swapped once,
then the new household at its original location should be swapped instead. It is important that each
household in the population is marked with a flag of zero, becoming one after being swapped, so that
households already swapped (flagged one) are limited from being swapped again. Duriﬁg the
procedure, the number of zéro-ﬂagged households decréases, thus the choice of recipients for the

donor decreases.

If density was to be taken into acco‘unt (100% density swapping), a payired household would be found
from the band of cells containing the nth household. In addition, “'vche ordering of the swaps can be
changed so that high densit\} households are swapped first, therefore having the greatest choice of
recipients to pair with (preferably with a household in the specified interval containing n households
and preferably with another high denslity hdusehold). If low density households are swapped last,
then they may end up being swépped with a hdusehold nearby (rather than a longer distance) if there N

are no alternative (unswapped) candidates.

3.8.2 Selection of Records
Another factor to vary is which records should be selected for geographical perturbation. In the US,
" the method of swapping applied to their census data in 2000 was targeted, however such an
approach has not been applied to UK census data. Targeted swapping means only risky records are
swapped with the idea being to achieve the greatest reduction in disclosure risk by targeting the
un‘certainty to where it is needed most. Risky records are those that are likely to produce small cell
counts such as records with variable values from minority ethnic populations or the very elderly. If a
sample of records is to be perturbed in some way, be it by displacement, in continuous or zonal
space, this sample could be from the subset of risky records only. What defines a risky record would
have to be considered carefully. It is important to remember that at the small area level, many
records are unique (section 3.7.4). Records could b(iassigned levels of risk with those representing a-

very high risk being perturbed much more than those records representing a lower risk.
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3.9 Summary of Approaches to Perturbation

Figure 3.12 summarises the new methods described in this chapter (in particular the first two boxes).
Zone-dependent methods are based on the households moving between pre-determined
geographies. Zone-independent methods are based arouhd a perturbation distribution and so more
choices need to be made such as the type of distribution, setting the parameters and whether the
data is gridded. As with traditional zone-dependent methods (RRS), the sampling fraction for
swapping, displacement or rearrangements neéds to be decided as well as how the sampled records

are chosen.

Figure 3.12: New Methods for Geog_raphical Perturbation _

D Choice of Perturbation Method:
Swapping, Displacement, Rearrangements, Combination J
| ' '
| Aspects of Perturbation Methodology:
| _® Perturbation distribution {e.g. exponential)
¢ Household or Euclidean space
| e Gridding
\_ | e Software: Statistical or GIS )
- Parameter Specification:
o e Sampling Fraction
e Selection of Sample (e.g. targetirg risky records)
‘e Perturbation Distance v
\_ e Match variables - )

These ideas will all be put into practice.in chapter 5.




13.10 Impact of Perturbation Methods on Risk and Utility

The aim when composing the new methodology has beén to reduce disclosure risk in regard to the
challenges described in the introduction. Disclosure protection can be measured by comparing

disclosure risk before and after geographical perturbation.
3.10.1 Using Cell Unigues to Assess Risk

The focus will be on cell uniques, counts of one in the frequency tables, as an indicator of disclosure
risk. Generally, statistical agencies are most concerned with releasing counts of ones because they
can lead to identification disclosure. Identification discloéure can then lead to attribute disclosure
through linking of different data sources. Measuring attribute disclosure directly (see chapter 2) can
be complex, in pérticular the difficulty in determining what constitutes attribute disclosure. This could
be defined as all zero cells in a row or column for example which equates to negative attribute
disclosure; i.e. all persons of a certain age gFoup not claiming benefits. Alternatively, the majority of
cells being zero, an example might be a row in a table describing poor health where the only non-
zeros fall in one or two religious groups. It would generally be expected that cases of attribute
discIosﬁre increase as cases of cell uniques increase (as they both originate from small cell counts)
depending on the population size in the table. For simplicity, cases of identity disclosure will be

considered only.

Assessment of cell uniques can be elaborated in the context of geographical perturbatidn. The cells in
a frequency table T are defined by cross classifying a subset of the attribute variables in the vector A
{see chapter 2). An arbitrary cell ¢ in this table is defined by a combination of the categories of this

subset of attribute variables..Let F.denote the cell frequency in a specified zone, which is the number
of units in the zone with the specified combination of values of the attribute variables. To be explicit

about the effect of the perturbation proéess, let F:’ denote the cell fréquency before perturbation

and FC” the cell frequency after perturbation. Cell counts of one in a published table after

geographical perturbation could have arisen in one of the following ways:




(1) The cell count of one could relate to the same household in both the original and protected table;

i.e. the household has not been geographically perturbed. £’ =1and F =1

(2) The cell count of one in the protected table could have been a value of zero in the original table. In

other words, a household with the characteristic has been perturbed into the area. £’ =0 and

FF=1

c

(3) The cell count of one'in the protected table could have been a count of greater than one in the

original table and as a result of out-perturbation, the number of households with the characteristic

. hasreduced. £’ >1 and £/ =1

(4) The cell count of one could have been a cell count of one in the original table but relate to a

different household. In other words, the in;perturbed household happens to have the same

characteristic in this particular table. (It is unlikely that any two households are exactly the sameon -

all 20+ census variables.) £’ =1 and F/ =1"

Scenarios (2) and (4) will be ca‘lled False Uniques (FU). An intruder spotting a one in the table will not
make a correct Iin‘;< to the household as it does not belohg to the area. Scenario (3) will be called a
Disguised Unique (DU) since an intruder has a 1/2 chance or less of making a correct I‘ink to the true
hodsehold:The most undesirable scenario occurring in (1) when a cell count of one rélates to the
original household shall be referred to as a True Unique (TU). Measuring disclosure risk in this Way
assumes the intruder has knowledge of a small area (perhaps their local area) and will attempt to use

the variables in the table as key variables to try to identify someone. Table 3.3 summarises all the

possible scenarios in which F” =1can arise and assumes records cannot be perturbed more than
once. ‘A’ refers to the original cell countF,’, ‘B’ represents all cell uniques in the protected table

FPand ‘C’, the number of mafches in common (households that have not been geographically

perturbed).
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Table 3.3: Sources of Published Cell Uniques

This table applies for all cell uniques: B=1

Number of Matches in Common, C

0 1
0 A household perturbed into the Not possible
output zone '
FALSE UNIQUE
Original 1 Unique perturbed out of the output | Unperturbed unique (noin-
zone and another unique perturbed | perturbation or out-perturbation)
Cell Count in.
TRUE UNIQUE
A FALSE UNIQUE .

2 Both households were out- One of the two original households
perturbed and a new household in- | was out-perturbed and replaced with
perturbed an in-perturbed household
FALSE UNIQUE DISGUISED UNIQUE

(1/2 chance of identifying a correct
household)

3 All three households were out- Two of the three original households
perturbed and a household in- were perturbed out of the output
perturbed “zone and replaced with one in-

: perturbed household

FALSE UNIQUE
DISGUISED UNIQUE
(1/3 chance of identifying correct
household)

>3 FALSE UNIQUE DISGUISED UNIQUE

(tess than 1/3 chance of
identification)




Which of the scena‘rios are disclosive? Scenario (1) — True Uniques, would definitely be a disclosure as
the intruder would make a correct link to the true household. Scenario (2) — a False Unique, would

not be disclosive, the intruder would make an incorrect link. Scenarios (3} and (4) are more difficult to
judge and may also be considered disclosive. In Scenério (4), the intruder may make a correct link for

_ that particular table but an incorrect link if using information from other tables™®.

It is helpful to consider how other studies have evaluated protection after disclosure. In Steel and
Zayatz (2003) protection was evaluated after targeted swapping by selecting three contrasting US
states and examining two tables: one involving targeting criteria and one independent of targeting
critéria. Their measure of disclosure risk involved looking at the households with unique combinations
-of characteristics (assigned a measure of disclosure risk from 1 to 4 depending on variables and
geographic level). The rﬁeasure of risk was the percentage of these uniques that wére swapped and
the number of households failing to find a matching partner. In other words they consider scenarios

(1) and (3) to be disclosive from above.

Shlomo (2005a, 2005b) also discusses some disclosure risk measures after swapping including the

probability that a record is perturbed. This measure is calculated as follows. Let z, represent the
record i . I is an indicator function having a value of 1 if true and 0 if false. C, is the set of cells with a
value of 1, and C, the set of cells with a value of 2. ]C1 uC2| is the number of small cells witha 1 or a

2. The disclosure risk measure is then:

Z’€|51UCZ| /(ziPEFturbed)
|C1 o Cz l

DR = (3.14)

Again this measure defines scenarios (1) and (3) only to be disclosive.

Despite the debate around which scenarios are most disclosive, the primary concern |s with reducing
the probabilitil of finding true uniques (TU) since these cases relate directly to the true household.

This is a conditional probability:

8 tor example, if the intruder used linked tables (based on information about the false household as in section
2.3.2 to make an attribute disclosure




" Pr(TU | Observed Unique )=Pr(A=1, C=1|B=1) : (3.15)

A more conservative approach (scenario 3) would aim to reduce the probability of finding disguised
uniques (DU) as well since there is still a chance a correct link can be made. Reducing the number of

disguised uniques would then lead to the overall probability of making a correct link being:

Pr(TU)+FioPr(DU)=Pr(A=1,C=1]B=1)+—;—Pr(A=2,C=1|B=1)+§Pr(A=3,C=1|B=1)+...

c

(3.16)

These concepts of disclosure risk do not take into account the perception of disclosure. This refers to
whether or not the intruder believes they have made a disclosure. Users of the data may perceive
that the data are not confidential when counts of ones can be seen despite a note stating that SDC
has been applied. In such acontext, Pr(B = 1} would need to be reduced to 0, in other words, uniques
| would not appear in the table at all. This may be achieved by rounding small cell counts to base 3
(a.k.a sméll cell adjustment) for example as was carried out in the England & Wales Census, 2001

(Shlomo, 2006).

Furthermore false uniques as defined in table 3.3 might also be considered risky in this context
particularly in the case where F” =1and F’ =1. If the cell takes the same value of one before and

after perturbation, the intruder can still correctly deduce that there is.only one person with the same
set of characteristics in the area represented by the table, even though it relatés to a different
household. In fact if the two records swapped are identical then the original database remqins
unchanged after perturbation. In the actual census, this is unlikely on a full set of census variables. In
the following experiments, false uniqtues will be presumed to be not very risky because even though |
the int]'uder would make a correct identity disclosure in that particular table, any other inferepces
would be incorrect (through linking of other tables) since we assume, as is highly likely with the actual
ccensus, that the two swapped households records would dif{er on the remaining census variables in

some way.
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3.10.2 Rules on Uniques Relating to Geography

When obtaining results for the numbers of uniques and true uniques after perturbation, it would help
to know whether the results are plausible. This subsection defines some rules to help understand the
possible outcomes in terms of numbers of uniques and true uniques when cor'h.paring hierarchically

nested geographies (i.e. between ED and ward level but not between ED and postcdde level since the

latter are non-nested). In the following scenarios, a denotes a cell unique in the table £, =1, and the

diagrams relate to sub-regions within a larger aggregate region.

Rule 1: There must be fewer or equal numbers of cell uniques in aggregations of nested geographic
subregions. '

Example: A region is split into nine subregions as shown in the table below.

a P o E
P a :
a ra P a

Rationale: If there are only 6 uniques in the subregions, then there cannot be greater than 6 uniques

in the aggregation as a whole. Moreover, a unique at ED level must be unique at postcode level.

Rule 2a: There may be more true uniques at the aggregate level than there are true uniques in the
nested subregions.

Example: The region is split into six subregions as shown in the tables below. There are 3 true uniques

at aggregate level but only 1 true unique in the nested subregions. Let o, ,0,,0, represent uniques in

. three‘different cells of a table.

Before perturbation

Qa3

'
i
'
'
'

R
'
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After perturbation

a; a3

a

Rationale: &, @, , ¢, are all true unique at the aggregate level (they belong to the same aggregate
area) but only one is true unique at the subrégional level —only a; belongs to the same area. ¢, and

a, are false unique: they are uniques.but don't belong to the same subregion after perturbation.

Rule 2b: There may be fewer true uniques at the aggregate level than there are in its nested
subregions. :

Example: Suppose the region is split into six subregions as shown in the diagram. In this case there

are 3 true uniques at the subregioh level but on|y'1 true unique at the aggregate level as a whole.

Before perturbation

g 1 S 5(12

s 51 v ay 5]

Rationale: In this scenario, the uniques have been perturbed within their subregion so are still all true

unique in their subregions after perturbation. In the aggregate as a whole, only a, is unique because

there aretwo ¢, .

3.10.3 Further Measures of Risk aftér Pefturbation

As mentioned earlier, more complex measures of disclosure risk might take into account attribute
disclosure looking at rows (or columns) where there is only one non-zero cell in both the margin and

the row. Furthermore it is also important to assess the risk from geographical differencing if this is

what the methods are intended to protect against. Geographical differencing can be studied using the
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geographical package ArcGIS to assess similar geographical boundary sets and find those which
intersect. Geographical differencing can occur by examining comparable geographies from different
time periods (i.e. 1998 wards with 2001 wards) or by examining different geographies which are very
similar in size. The disclosure risk in these differenced areas could then be assessed as above by
treating the slivers as output zones. A simpler approach might be to analyse risk in the smallest
geography available, say postcodes, which we would expect to be roughly the size of a ‘sliver' - the
differenced area. This would give a good indication of the risk from differencing (assuming the
disclosure control method is not ;iependent on postcode‘s);and is a practical approach since a sliver
may in theory, be located anywhere in the census region, when the location of all gepgraphical
boundaries is not known in advance. In chapter 5, the procedure for carrying out geographical

différencing in ArcGIS is discussed.
3.10.4 indicators of Damage

In this section we very briefly review some indicators of damage to the data after disclosure control '
.has been applied or measures of dis-utility. These measures indicate a loss in the utility of the data
and are to be used in our experimental work in chapter 5. A fult and thorough discussion of utility is
considered in the context of census user needs in chapter 6. The indicators in this section are

primarily for comparison between methods in the empirical work.

Shlomo and Young (2006a and 2006b) summarise some measures which assess the quality of
disclosure-controlled frequency tables. Simple measures include the Average Absolute Deviation
(AAD) which looks at the absolute difference in cell values before and after perturbation.

Fcp - Fco

AAD = Z’“’_N— (3.17)
T . .

The Relative Absolute Distance (RAD) would also be useful to assess performance across different

levels of geography, since ward level frequencies are likely to be larger than at postcode level.
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1 N F, )
RAD=—> "1 1 for F°>0 else RAD=0 3.18

The variance of the counts will also give an.indication of whether an area has become more

homogeneous:
- VIFP :
V= ( ) A : (3.19)
VIF, ' ‘

where V(FC”)=N—1—12NT (Fc" —E)Z and V(Fc".):ﬁ_l_lz"’r (Fco _E)Z
. T T~

Steel aﬁd Zayétz (2003) measure data quality by taking each cell in the table and finding the _
percentage of times the unswabped values are captured by the interval when it is placed around the
corresponding swapped values. For example 95% of unswapped values might be within X of the
swapped values. X could be a 95% confidence interval. They also looked at average change due to
swapping in nonzero cells for different geographic levels, different variables and different size cells for

three states.

These all measure distortion to tabular output after geographical perturbation has been applied.

Another useful guideline to.know in regard to utility of the data, would be the approximate
percentage of cells that have changed value (Fc° # Fc") in a particular table, after geographical \

perturbation for a given sampling fraction.

The census data can be defined according to attributes A, 4, ,... with associated frequencies
F(A,),F(A,),.... These frequencies are split according to how the census region is divided into

geographies0,,0,,....

After swapping, the total frequencies F(A, ),F(A,),... do not change. But the distribution of the counts

~

across the geographies 0,,0,,... change. Suppose we define the census data in terms of tenure,

central heating and accommodation type. Then if for example, a ‘detached rented with central
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heating’ household in O, is selected (the donor) and swapped with a recipient ‘semi-rented without
central heating’ in O, the totals by geography change as follows:

* the total ‘detached rented with central heating’ in O, is minus one household

* the total ‘detached rented with central heating’ in O, is plus one household

¢ the total ‘semi-rented without central heating” in O, is minus one household ’

e the total ‘semi-rented without central heating’.in O, is plus one househdid

Or for tables of accommodation type by household space:

e the total ‘detached rented’ in O, is minus one household
e the total ‘detached rented’ in bz is plus one household

e the total ‘semi-rented’ in O, is minus one household

¢ thetotal 'éemi-rented’ in O, is plus one household

Or for tables of household space by central heating:

¢. the total ‘detached with central heating”in O, is minus one household
e the total ‘detached with central heating’ in O, is plus one household
e the total ‘semi- without central heating’ in O, is minus one household

e the total ‘semi- without central heating’ in O, is plus one household

In all tables, for one swap involving two households, four cell counts have changed value. Thus for a

10% swap, we would expect 20% of the cell counts at most to be affected. This is the worst case
scenario, when households are not matched ;Jn the table defining characterjstics and swaps are
between two different geographies defining the tables for analysis. Every census attribute or
attributes can be represented in this way. Therefore the probability that a cell count is changed in a

particular table can be no more than 20% for a 10% swap. Similarly with displacement; one

displacement affects two cell counts so for a 10% displacement, at most 20% of cell counts in the

table would have changed value.

This is a different concept of risk to the false, disguised and true uniques described in table 3.3
because an unchanged cell count can relate to either a true unique or false unique (B=1and A =1).
Note that this looks at the utility perspective rather than risk. However it is a good guideline to give

an idea of utility according to sampling fraction. Within this bound of the maximum probability of a
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_cell change in a table; the actual percentage may be much lower dependent on match variables, the
distance moved, the number of geographic areas, etc. and this is what the empirical work is designed

to assess; the best risk-utility outcome for different geographical perturbation methods (chapter 5).
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Chapter 4 Building a Synt.hetic Population

-

4.1 Introduction

In chapter 3 some new methods of disclosure control were proposed to protect against geographical
differencing. The next stage of the research will be to evaluate the proposed methods. Ideally the
methods would be evaluated on the actual England & Wales census dataset. However such data are,
of course, not available because of confidentiality reasons. However small samples of census data are
released as well as small area tables defined by a limited number of variables but containing the
whole population in that area. All releases from the census have disclosure control applied in some
form. In this chapter a synthetic dataset is constructed based on combining these sources of census .
data. The aim will be to create a 100% dataset consisting of the full set of census variables. The
census records have not been geocodéd (assigned a one metre National Grid feference) but as
disaggregate data are required; each unit will also be assigned geographic co-ordinates describing its

point location.

This chapter begins by describing the characteristics the synthetic dataset should have. The data that
are available from the UK Censuses is discussed in section 4.2. Section 4.3 looks at data available from

the England & Wales Census. In 4.4 we review some approaches to creating synthetic census datasets
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with particular attention on microsimulation methods (section 4.5). Spatial microsimulation is
described in detail in section 4.5.1, a method that takes into account the relationship between census
variables and geography. Séction 4.5.2 concludes by describing the design of the synthetic dataset
using a spatial microsimutation technique. Each household is assigned a geographic point location as

described in section 4.6.

The microsimulation process involves a great deal of time and effort (writing the program,
downloading and formatting the constraint tables, waiting for the program to run over many days) |
however it is the best way to obtain a realistic census-like dataset. Using a realistic census dataset is
crucial to the final results'in chapters 5 and 6 and to the'interpretation of the usefuiness of the

methods.
4.2 Characteristics of the Synthetic Dataset

Household data are required for the purpose of assessing the geographical pertufbation
methodologies. The performance of the SDC methods will be evaluated by taking into account both
the disclosure risk and the utility of the data. Thus the synthetic dataset shouid have the
characteristics not only to carry out the SDC method but should also allow assessment of risk and

utility. It should permit analyses of data that census users typically carry out (identified in chapter 2).

The synthetic populatiqn will need to.consist of indi_viduals in households in order to assess the effect
of perturbation on both individual and household distributions. Variables such as tenure, number of
people in household (household Variables) énd age, employlment variables (individual variables) are .
all luseful to census users (see segtion 2.5.4) so ideally the population should contain these variables.
These distributions are linked so the effect of perturbation on joint distributions (e.g. age and tenure)
should also be considered as well as the univariate distributions. Moreover to properly assess the
effeg:t on joint distributions, the individuals within households must be given some structure. Certain
individual attributes, in particular age, sex and marital status cannot be assigned at random as this
would result in strange h.ouseholds such as nine babies in a household or greater occurrence of

unlikely households (five married people in one house).




Size of Dataset / Region of Study

The data will represent the entire population for the region (100% level data) as opposed to a sample.
The size of the dataset should be large enough to incorporate both urban and rural regions to reflect
a real population. The effect vof geographical perturbation methods on statistical analyses that are
'spatial in nature should be considered as these relationships are likely to be distorted. For example
the effect on multilevel models could be analysed or the change in patterns of spatial variation. This |
means the study region must be diverse. The county of Hampshire is a suitable candidate. Hamps;hire
has a varying population distribution as illustrated in figure 3.7. It also ihcludes the densely populated
urban areas of Southampton and Portsmouth which have reasonably diverse populations in terms of
wealth and family household types and also ihclude a mix of students. Hampshire also contains some
fairly rural areas such as the New Forest which is characterised by ‘villages with wealthy commuters'
(ACORN profile). However the dataset should not be so large that the experiment-s become too
computationally intensive. If necessary, a smaller region sugh as the Basingstoke and Deane LAD

could be analysed in isolation.
‘Spatial Distribution of Households

An important feature of the dataset is the distribution and concentration of the household locations.
Geographical perturbation is a point based method so the households need to have geographical co-
ordinates specifying point locations. The distribution of the househélds could be random or clustered.
The points could be drawn from a specified distribution with some spatial correlatibn between points;
for example independent points but correlated nearest neighbours. Alternatively the spatial locations
could be predetermined from an existing dataset for that region. ‘Address point’ data are available
from the Ordnance Surve\}* providing unique locations for every residential, business and public
postal address in Great Britain. However this is only available for a fee so we can instead make use of
a postcode file which provides details on the spatial location of postcode centroids (see section
4.6.2.). Noise could be added to the centroids to generate imaginary locations of househol?js in the

immediate area.
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Ensuring the Data are Disclosive

In theory, if a realistic population is created, then the tables should automatically possess disclosive

properties. Risky tables tend to arise when there are:

e Detailed tables with more tHan two variables

¢ Variables with skewed or non-uniform distributions such as age in single years or ethnicity
e OQutliers in the data produced from rare combinations of variables (e.g. 16-year-old widow)
. Tables based on a sparse population, i.e. rural areas or the lowest level geographies e.g.

enumeration district

Small area tables based on similar populatidﬁ frequencies as in the real population will naturally
result in small cell counts. If necessary, outliers can be created in the data at higher aggregate levels
by modifying the counts slightly. At a later stage, multipie tables may be generated from the synthetic
microdata based on'similar geographical boundaries so that the extent of differencing can be
measured. Providing the households in the data have geographic co-ordinates, it would be possible to

assign households to different sets of geographical boundaries using GIS software.
4.3 Data available from the Census

The ten-yearly Census is designed to collect information about every household and individual in
England & Wales. A Censuslform is filled in by each household which contains questions on
accommodation, relationship within the household as well as individual questions on demographics,
cultural characteristics, health, qualifications, and questions on employment. The CCSR (Cathie Marsh
Centre for Survey R;esearch) website describes the microdata available from the Census. The Samples
of Anonymised Records or SARs are samples drawn from 1991 and 2001 census data some of which
are publicly available (can be downloaded from the interne‘t) and have had identifying information
removed to protect confidentiality (ONS, 2004a). There are two SARs; the Individual SAR and the
Household SAR. These are sambles of between one and five percent; the Individual SAR was a 2%
sample in 1991, increased to 3% in 2001 but only released under licence. The Household SAR’has
been released as a 1% sample for both Censuses but was also licensed in 2001. The degree of

geographical definition available is related to both sample size and reliability of estimates, as well as
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confidentiality considerations. The minimum size of a geographical area in the 1991 Individual SAR
was 120,000 populatidn. This is large enough to be able to analyse small groups and sub-regions. The
Individual file had the most detailed geography with most LADs separately identified (smaller LADs
with under 120,000 population were grouped). In contrast, the 2001 SAR did not contain geography
lower than Government Office Region (GOR). In the 1991 household file, the lowest level of
geography released was Standard Regions with further subdivisions in the South East. In 2001, no
geographic breakdown was made available for the Household SAR and the data are limited to England
& Wales only (ONS, 2004b). Since the 2001 SAR was not yet publicly available when carrying out this
research, the focus will be on 1991 census data. We note that the 2001 SAR would have been of

limited use anyway due to lack of geographic detail.

The 1991 SARs cover the full range of Census topifs including housing, education, health, transpbrt,
employment and ethnicity. In both files, households with more than twelve persons have been top-
coded. The household SAR retains the structure of people in households and contains more deta@led
variables. Each record in the Household SAR also has an ONS classification attached to it called
ONSCLASS. These classifications were calculéted using the entire-census dataset. Wards were
classified into fourteen types based on the census variables. The ONSCLASS variable is very useful. A

user of the Household SAR only knows the SAR region in which a household is located. However the

" ONSCLASS variable provides information about the characteristics of the ward the household is

located in - so it tells the user something about the household at a much lower level geography.
ONSCLASS can be used as a link to allocating households to wards within Hampshire rather than
allocating at random. Because of confidentiality reasons, some extra ONSCLASS categories were

created for potentially disclosive records. This is discussed again later on in this chapter.

The 1991 Small Area Statistics (SAS) are tables released from the census database which constitute

the fully enumerated population for every Enumeration District which is typically around 200

-households. The SAS are less detailed but are available at the highest geographical resolution

(ED/OA). The data are arranged into tables defined by two or three variables. A wide range of
variables is available to define the tables; there are 86 tables in total. The tables are either based on
households or individuals (but not both together). A few of these small area tables contain only 10%

sample data for hard-to-code variables (for example socio-economic group). Tables are only

published for areas with populations of at least 50 people or 16 resident households. Furthermore,
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cell counts are modified by the random addition of 0, -1 or +1 at the ED and ward level. This means
that counts of the same population in two different tables may not necessarily be the same. Data for

single EDs can be unreliable, especially for a variable where the count is low.

l

4.4 Approaches to Creating Synthetic Census Datasets

This section presents a brief review of the literature examining previous studies where synthetic
census datasets have been created. Duke-Williams and Rees (1998a) éarried out a study to assess the
extent of the differencing problem for UK geographical boundaries. This involved creating a database
of household locations along with information about the individuals who inhabit them. The
Household (1%) Sample of Anonymised Records wés used from the 1991 Census to form 2 million

" households and 5 million people living in Yorkshire and Humberside. This region represents 8.6% of
the UK population and was used as‘it contains major cities and large, sparsely populated rural areas.
The synthetic population was created u§|ng a set of ED boundaries, together witH data published from
the Small Area Statistics regarding the number of households in eaéh ED. In each ED, a number of
points were randomly selected, one for each household contained in the SAS. A household from the
SAR was allocated at random to one of these points. The population had a realistic spatial distribution
but no patterns in terms of socio-demographic characteristics because of the random allocation of -
households. For the purposes of our research it is very important that there is a realistic distribution
between geography and the socio-demographic characteristics as one of the aims will be to see how
geographical perturbation methods‘distort these relationships. However one advantage of the above
method is that it solves the difficult problem of getting the correct correlation structure between
persons in households by allocating households from a real dataset. If the correlation structure
between individuals in households is igndred, then strange résults may appear such as five babiesin a

household.

Another approach might be to use conditional distributions based on real census data as they did in
the DACSEIS study {(see Munnich and Josef, 2003). This project required a synthetic dataset as similar
as possible to the German microcénsus data to be used for simulating and evaluating variance
estimation methods. In this simulation study, they considered only correlations within age and gender
and assumed that other correlations would be implicitly generated by the influence of age and

gender. Given a household of a particular size (e.g. 4 inhabitants) and in a particular region, they drew
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households at random from a real dataset. They assigned the age and gender of the individuals in the
household to the artificial household. The remaining variables were simulated by conditioning on age,

gender, household size and region and modelling the multivariate frequency distributions.

In Chen and Keller-McNulty {1998), simulated datasets were used for demon;tration of a new
technique which estimates the risk in microdata. The data were simulated to illustrate a population of
a large size containing 500,000 records and having six key variables. They mention that it is not clear
exactly what a 'real' population dataset should look like as there are many reIatibnships among the
distributions of key variables that could exist. Té have some structure in the data, they used a six-

dimensional multivariate normal distribution with a covariance structure for 15 discrete scales of

human response. The covariance structure among the first six variables was used in the simulation. It

covered a range of correlation values from 0.0 to 0.8. Once the six-dimensional muitivariate normal
data were generated, they were discretised by dividing each marginal range into severally equally
spaced intervals, one for each category. Cross-classifying the six variables created 15,047 cells with a

positive count and 4,479 population uniques.

A second smaller simulated dataset was also created. Five variables were used to generate this
dataset that were mutually independent with uniform marginal distributions. Therefore, the joint
distribution was also uniform which is rare?y the case in reality. There were 100,000 records and
65,640 non-empty cells. There were 40,217 population uniques. The problem with this type of
approach which reduces the data to a multivariate normal or uniform distribution, is that it is likely to
fail to capture alf the complexities of a census dataset necessary for our purposes, in particular for

assessing utility.

Voas and Williamson (2000} describe a method for creatingvsynthetic data which builds on the
approach taken by Duke-Williams and Rees (1998a). Instead of allocating households at random from
the SAR, spatial microsimulation methods can be used to find the best fit of SAR households
constrained by the ED characteristics. This makes the data more realistic. Microsimulation techniques
have been developed in response to the lack of spatially disaggregate data available in official

statistics. We describe microsimulation techniques in more detail in the next section.
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4.5 Microsimulation

In this section we consider microsimulation techniques in more detail as this appears to be a
satisfactory way of replitating the properties of a census dataset; giving individuals within households
some structure and finding the best fit of households to small area characteristics. We first consider
microsimulation methods in general and then explore methods of spatial microsimulation in section

4.5.1. A general definition of microsimulation was provided by Ballas et al. {1999; p.5):

‘Microsimulation is a methodology aimed at building large-scale datasets on the attributes of
individuals or households and on the attributes of individual firms or organisations and at

analysing policy impacts on these micro-units.’

Their definition refers to ‘analysing policy impacts'. Microsimulation was first conceptualised in the
context of economics in Orcutt (1957) who noted that models of socio-economic systems had limited
prediction usefulness and could only predict aggregates and not distributions of individuals or
households needed for decision making. The new type of socio-economic system consisted of
interacting units which receive inputs and generate outputs. The outputs are the results of a series of
random drawings from discrete probability distributions which specify.the probabilities associated
with the possible outputs of the unit. The units are can be individuals, families, firms, etc. This idea
was developed further and has been widely used in governments arounq the world for the analysis of
redistributive policies and budget changes. Mertz (1991) noted that microsimulation models are

: especially well suited to estimate and analyse distributional impacts of policy change. However, today
many types of microsimulation models are used with a wide range of specialities. All different types

of entities can be constructed, including people.

Until recently microsimulation was aspatial, so the emphasis was on who is affected rather than
where the individuals are located. Results were only available at the national level because existing
models were constructed on top of sample survey data which did not go down to small geographic

levels. Consequently it was not possible to use these models to predict spatial effects.

In response to a need for spatial models, spatial microsimulation has been developed which blends

census and sample sur\)ey data to create synthetic small area populations. The creation of micro-level
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databases to represent information on individuals in households has a number of benefits including

~ efficient storage, flexibility of spatial and other aggregation, data linkage and the ability to update and
forecast. In the UK, spatial microsimulation models have been developed by Leeds and Liverpool

' universities; see the examples of Williamson et al. (1998) and Ballas et al. (1999). In the example of
Ballas et al. (1999); théy modelled the impact of national social policies by using HES (Hospital
Episodes Statistics) data and reweighting to detailed sociodemographic profiles from the Census for
each district. Microsimulation models can be dynamic, projecting each individual in the simulated
database into the future, or they can be static, applying to a specific time period only. Social science
modéls tend to be static and either determi\nistic or stochastic in nature. Stochastic mbdelling is
based on conditional probabilities that certain social conditions or processes will occur - for example,
the likelihood that an 18 year old from a high income family will attend university. Wolf (2001)
déscribes microsimulation as drawing a sample of realisations from a prespecified stochastic process.

Microsimulation thus entails the generation of data (a set of realisations).
4.5.1 Static Spatial Microsimulation Models

As Ballas and Clarke (2001) note, there-are three approaches to static spatial microsimulation

modelling:

1) Probabilisticaily on the basis of random sampling and optimisation.
2) Deterministically without the use of random sampling.

3) - Using synthetic probabilistic reconstruction models which involve the use of random
sampling. ‘

» Synthetic Probabilistic Reconstruction

Synthetic probabilistic reconstruction models were used before the SARs became publicly available
and microlevel populations had fo be generated by synthetic sampling from only SAS tables. As Birkin
and Clarke (1995) poiﬁt out, the power of representing data at the individual Ievél becomes
immediately apparent if we contemplate the list of characteristics from the UK Census. Consider the

full list of twenty-four characteristics from the 1991 Census form. There are a huge number of
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possible states: - even if there are only two categories per variable (as with gender), then there are
still two to the power of twenty four or sixteen million states or permutatlons Mtcr05|mulat|on
techniques aim to estimate this joint distribution by merging data from dlfferent sources con5|der|ng
" three or four variables at a tlme Clarke (1996} describes how there are two stages to thlS process.
The first stage is to find conditional probabilities from available known data in order to reconstruct
detailed micro-level populations. An example is given; assume we want fo investigate the relationship
between sex (SEX), age (AGE), ‘educati'onal qualifications (EQ),’ economic posi_tion (EP) and socio-

economic group (SEG) for a given population group in area O, .
p(0,,SEX,AGE EQ,EP, SEG)

The task is to generate a single dataset containing the attribute set as above for the population of
interest in the specific area O, . These are the set of constraints or known probabilities from SAS

tables:

p(0, ,SEX,AGE EP)
'p(0,,EQ,SEX)
p(0,,SEG,EP)

The aim is to generate a joint probability distribution for this attribute vecfor and in the second stage
of the microsimulation procedure, synthetically create or extract a sample of individuals based on the
distribution. The idea is to build up one attribute at a time, so that the probability of certain attributes
is {conditionally) dependent on existing attributes. The difficulty is in selecting the order of the v

attribute dependencies.
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Figure 4.1: An Example of the Microsimulation Process. Tenure Allocation Procedure (Reproduced

from Clarke, 1996)

Head of household (hh)

Steps 1st 2nd 3rd

1. Age, sex, Age: 27 Age: 32 Age: 87

marital status Sex: male » Sex: male Sex: female

(M) of hh M: married M: married M: single
/widowed
/divorced

2. Prob of hh of

given age, sex

and M being an 0.7 0.7 0.54 J

owner-occupier

3. Random
number

(computer- 0.542 0.823 0.794
generated)

4, Tenure
assigned to hh
on basis of
random Owner-
sampling occupied

Rented Rented

5. Next hh
(keep repeating
until a tenure
type has been
allocated to
every hh).

C
larke (1996) shows how this procedure can be employed for the creation of a micro-level population
with the following characteristics: age, sex and marital status of the head of household as illustrated
in figure 4.1. The method works probabilistically on the basis of random sampling for the creation of a
micro-level population with the population characteristics: age, sex, marital status and household

tenure. Suppose that age, sex and marital status of the head of household is available from the
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census, it is then possible to estimate probabilities of household tenure. The first synthetic household
has the following characteristics: male household head, age 27, married. The estimated probability
that a household of this type would be owner-occupied is 70. The next step in the procedure is to
generate a random number to see if the synthetic household gets allocated to the owner-occupier
category. The random number in this example is 0.542 which falls within the 0.001 to 0.700 range
needed to qualify as owner-occupied. The same procedure is then carried out sequentially for the

tenure allocation of all synthetic households.
> Probabilistically on the basis of random sampling and optimisation

An alternative microsimulation technigue is to reweight an existing micro dataset to fit a geographical
area based on sampling and optimisation. Reweighting is a newer technique which makes use of the
Census SARs. A crude way of doing this would be to reweight the 1% househo‘Id sample by duplicating
every household 100 times. A more sophisticated approach commonly used is based on the
technique of Iterative Proportional Fitting (IPF). This works by adjusting a two-dimensional matrix
iteratively until the row sums and column sums agree with row and column totals from alternative

sources {Williamson et al., 1998).

A third variant of the reweighting'a.pproach is to view the households within the SAR as the parent
population from which households can be drawn tc; recreate the population of an individual ED, as
described by Williamson et al. (1998). This is a combinatorial optimisation approach which attémpts
to select a combination of households from the SAR that reproduces the characteristics of the chosen
ED. Constraints on the combination of households chosen are provided by known tabulations of ED
data from the Census SAS. The choice of SAS tables to use depends on the importance of the topics
relevant to the study, the extent of correlation with other variables and computer resources - every

additional table increases the number of iterations required to achieve a given level of fit.

In the next section, we consider the third variant — combinatorial optimisation in more detail. Thisisa

simple concept which should produce a good approximation to the census data. Fit to the
unconstrained distributions can easily be tested if required. Moreover it gives a real population of
people in households unlike IPF which modifies existing tables. The main disadvantage of this

approach compared to the other methods is that households are sampled from the SAR so if certain
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types of households are not in the SAR, then they won’t end up in the synthetic population; thus an
exact fit may never achieved in some cases. However this is not important for our study; the

population just needs to be realistic; not an exact fit.
4.5.2 A Combinatorial Optimisation Approach to Spatial Microsimulation

The idea behind this technique described by Williamson et al. (1998) is to allocate households based
on their fit to the characteristics of each ED. Furthermore, it is possible to allocate other individual
characteristics other than just age, sex and marital status. The method works as follows (with an

example shown in figure 4.2):

STEP 1. Variables and corresponding SAS tables are selected to be used as constraints (figure 4.2a).
Both tables defined by individual level variables and tables defined by household level variables can

be used.

STEP 2. Using the Household SAR, n, = 108 initial households are sampled at random. The number of
households (n, ) sampled is determined by the known number of households in the enumeration

district. Figure 4.2(b) shows a list of sampled households.

1

STEP 3. All n, sampled households are tabulated based on the format of the SAS table(s) specified as

constraints in step 1. See Figure 4.2{f).

STEP 4. The sampled data are assessed to see howvwell it fits the SAS table(s) according to some
criterion of error. For example the TAE or Total Absolute Error is commonly used which looks at the
sum of the absolute differences between the fitted and real SAS tables (N.B. this is the same as the
AAD utility measure described earlier in'3.17). If the sampled data does not fit the SAS table well {the
TAE is large), then a record is selected at random from the sample and swapped with a new record at

random from the SAR. If the fit is better, the Swap is kept, otherwise a different swap is tried.

STEP 5. Steps 3 to 4 are repeated until the error is minimised.
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Figure 4.2: The Microsimulation Procedure

Figure 4.2(a): Example SAS table required (household level variables)

Tenure
. Rented Owned Total
_ 0] 34 6 40
Number |1 6 14 20
of cars 2 1 17 18
3 2 123 25
4+ 2 3 5
Total 45 63 108

Figure 4.2(b): Sampled Households from the SAR

[0 « [163 232 |42 [602 |9 [ [
Represents the 80™ - Represents the 9™
household in the SAR household in the SAR .
ach household comprises a household record:
Figure 4.2(c): A Household Record from the SAR
Household Number Tenure.
number . of cars
80 - 3 Owned
Figure 4.2(d): And one or more individual record(s)
Household Household | Age Marital . Sex
number Member Status )
80 1 . 40 Married Male
80 2 38 Married Female
80 3 11 Single Female
80 4 8 Single Female
One way of representihg this household is as a tabulation of age by sex and marita! status:
| i
!
A
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Figure 4.2(e): Representing samp/ed individUals in a table

Male R - Female

Age T o Single,w,d . Married Single,w,d Married

0-4 .

. 5_9’: i . . : ) 1

10-14 B ; 1

30-34

3539 . — - —T

40-44 - 1

Figure 4.2(f): vTa'bu/ating Sampled Households

3 _ _| Single/w/d | Married | Total
3 | \ 20
4 -
Select n, 5135

5 households-aty
c random a.nd’ 3650 | ..
v tabulate into |
7 SAS table 5v1-'6_5

65+

Total

The procedure results in a sample of households ‘best fitting' each ED. The characteristics of these
households should be close to those of the ED for the constraining variables (depending on how far
the error is reduced). The other household variables not used as constraints may not fit so well,

depending on their degree of association with the constraining variables.

P

Idealty one would examine every pbvssible ‘sele'ctio'n of households that.give the best fit to the SAS
tables but the number of hossiblevsolutions is huge. Instead the fit can be measured in an iterative
. process. Various éeérching methods can be used such as hill-climbing, simulated annealing and
genetic algorithms. HiII-cIimvbing is the simplest me'th'dd,' starting from an initial set of househdld§
chosen randomly from the SAR and the effects of replacing one of the selected households with a

fresh household from the SAR ’aref considered. If the replacement improves the fit, the households are
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swapped. If not, the swap is not made. This process is repeated many times, with the aim of gradually

improving the fit between the actual data and the selected sample of SAR households.
~ As Williamson et al. (1998; p.794) noted,

‘The main advantage of the hill climbing approach is the speed with which improvements in
the initial combination being considered can be obtained. Hill-climbing is far less complex than

synthetic population reconstruction plus far less éubjective judgement involved.’

When searching for the best solution given an extremely large number of candidates a decision must
be made at some point to end the search. The optimum solution (perfect fit) is likely never to be
found. Instead an acceptance threshold should be set that produces satisfactory results. Voas and
Williamson (2000} provide a global measure of total absolute error across the SAS tables used as
constraints. The disadvantage of any global measure is that one table might fit very well but another
not so well. The suggested approach is to first fit the most unusual table then proceed as before in
finding a global measure of fit (se‘quentially) so making sure the most unusual table is fitted first, then
make adjustments to the subsequent SAS tables until they fit (whilst makirig sure no adverse changes

to the first table).
Goodness of Fit Measures

Once the synthetic data have been created, a simple measure of goodness of fit to the real data is
needed and thus whether the dataset is suitable for the empirical work in chapter 5. Some possible

goodness of fit measures are listed here, with respect to the microsimulation procedure.

1. Visual Observation againsi Existing data: The difference between the unconstrained variables in
actual small area tables can be compared with the synthetic small area tables. A further test can be

performed to corﬁpare the tables such as Chi-Square measure of association.

2. Spatial mapping: In Ballas et al. (1999) five different microsimulation methodologies were used to
assess the best approach to'geneArating a model for the Leeds labour market including incomes,

household wealth, taxation and welfare benefits. Both Small Area Statistics and data from the SAR
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‘column j.

i

were used. They used a variety of measures to assess goodness of fit including mapping the TAE (total
absolute error) by ED as well as mapping the generated spatial distributions of variables in eachﬂED.

The latter were compared with census proportions from the SAR.

3. Error per cell: Ballas et a L (1999) also'examined error per cell in their study to assess a number of

microsimulation methodologies and decide which is best.

4.2 stétistic: Voas and Williamson (2000) used combinatorial techniques to produce estimates of the
distribution of young urban professionals within the city of York. Williamson et al. (1998) also did a
study estimating population microdata and assessed the suitability of the hill climbing algorithm. Both
papers use the Z-statistic to assess goodness of fit. The Z-statistic gives a normal score for each table
cell and is based on the difference bétween the relative size in that category in the syntheticand
actual populations with an adjustment for counts of zero. The modified Z-statistic looks at relative

rather than absolute frequencies and is:

N

p,(1-p,) \
o, |
ij

Zstat; = (r,-j —p,j)/ C(4.1)

where p; =

. 0y is the observed SAS count for row i in column j, and E;; is the estimated count for row i in

1

With the unmodified Z-statistic, the distribution of errors is assumed to be normally distributed and
so the critical ;/alue at the 95% significance level is 1.96. Estimated table counts with associated
modified z-scores of greater than or equal to 1.96 can then be flagged as being unacceptably
dissimilar from the observed counts they are meant to fit (Williamson et al. 1998). A similar

significance level may be assumed for the modified Z-statistic.
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5. Departufe from averages: This approach is also suggested by Williamson et al. (1998). The
'synthetic data can be assessed to see whether the output z@nes’ represent the geodemographic class

they are drawn from or the extent of departure from the generated EDs with that of the national

average can be examined.
4.6 Empirical work: Creation of the Synthetic Dataset

In this section the theory is put into practice by building a synthetic population for the Hampshire
region. This involves two parts. Firstly Williamson et al.'s spatial microsimulation technique is used to
create the attributés of individuals in households at ED level. Secondly spatial point Iocétions\are
created for the households using a file déscribing'pbstcode centre locations. As mentioned ea}lier,
‘1991 census datasets will be used to carry out‘the entire procedure because the 2001 SAR was not
available at the time of writing the program. Moreover the Household SAR will be used to sample
households rather than the Individual SAR (which only contains individuals) to get the correct ‘

structure of peop!e in households (see section 4.2).
4.6.1 Part 1: Creating Attributes of Individuals within Households.

The first step is to decide which small area tables should Be used as constraints. The more SAS tables
there are ahd the highef their dimehsion, the longer the process will take. Only a limited number of
variables should be chosen. Williamson et él. (1988) suggest at most nine or ten tables. A good
selection of constraining tables needs to b‘e'selected in order that the correlations between the

remaining variables are strong.

The next stage involves selecting anvinitial sample of households for each Enumeration District (ED).
Voas and Williamson (2000) note the difficulty with the microsimulation process is fitting tables which
are ‘atypical’ relative to the national distribution. These étypical EDs might have atypical values fora -
particular variable or have a few un_usua| people unrepresentative of the national distribution. If'the
initial sample is unrepresentative of the distribution in the SAS table, then many households will have
to be resampled taking a long time for the error function to éonverge. One way around this may be to

use stratified sampling to influence which households are drawn from the SAR. The stratification
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variable must be available for (i) a lower level of geography (on the SAS) and (ii} present on the
Household SAR. A suitable stratification variable mentioned earlier is ONSCLASS™. This variable is
available on both the SAR and the SAS. Households will be sampled from the stratum which .
represents the same ONSCLASS classification as that offche ED. Although no experiments will be done
to see whether this leads to better fitting and quicker results, it seems-much more likely that the
initial sample will be moré representative of thé ED and it should take fewer swaps before the error

function reaches an acceptable threshold.
Table 4.1 gives further details on the various categories of ONSCLASS.

Table 4.1: Classification Types for ONSCLASS Variable

1991 Ward Classification ONSCLASS grouping

Suburbia

Rural Areas

Rural Fringe

Industrial Areas

Middling Britain

Prosperous Areas

inner City Estates

Established Owner-Occupiers
Transient Populations
Metropolitan Professionals
Deprived City Areas

Lower Status Owner Occupier 12
Mature Populations ' |13
Deprived Industrial Areas ‘ 14

O ooV WNPRP

[
- O

- One of the smallest ONSCLASS groups comprised only 1% of the SAR, therefore some ONSCLASS

categories were more popular than others. This shouldn’t be a problem as the smaller ONSCLASS

groups should be represented by fewer EDs in the full census.

" The microsimulation program will use replacement sampling as this avoids the loss of very unusual

households from the sampling pool, however there will be a slight risk of introducing unintended

dependencies amongst variables owing to duplication of households within an ED.

% Full details on ONSCLASS can be found in http://www.ccsr.ac.uk/sars/publications/Areaclassifoap.pdf
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The 1991 SAS tables to be used have been disclosure-protected such that small cells have been
modified by +1, 0 or -1 using the Barnardisation technique {(applied twice in small areas). Since these
adjustments are only minor and given that the microsimulated-SAS-tables are very unlikely to be a
perfect fit anyway, we assume the tables represent the original values. Unfortunately the 12-person
hduseholds in the SAR (our parent population) have had some variable values suppressed for
disclosure control purposes. However there should still be plenty of uniques in the data. As for
creating special unigues, an assessment could be made of the disclosiveness of the synthetic data and

a small amount of special uniques made-up if necessary. |

‘

Finally Shipping EDs are presént in the small area data. These are virtual zones without any physical

area attached to accommodate persons on board ships. The shipping zones will be discounted.
Description of the Spatial Microsimulation SAS Program

The microsimulation program for simulating households was written in SAS. The following describes
the rrﬁcrosimulation program step by step with a basic overview in Figure 4.3. The procedure is

described in a general context, ending with specific details for implementation in Hampshire.

Before starting the microsirﬁulation process, the appropriate data must be read into the program.
Four small area tables at Enumeration District level were selected from the census small area
statistics website site. Shipping EDs and EDs containing only communal establishments have been
omitted. We will only be concerned with households in our perturbation methods and since

communal establishments are not households we omit them.

The presence of communal establishments leads to a slight inconsistency between the household and
individual level tables. Whilst residents in communal establishments are represented in in\dividual
Ievél'tables, the same residents are not represented in household level tables. Tables with only
private household résidents are not supplied by ONS. Therefore simulated EDs consisting of a large
proportion of communal establishments will have a greater number of individuals per household than
in reality as the communal establishments are missing from the household tables. Since the simulated
population is only an approximation, this inconsistency can be been ignored. Moreover the Sample of

Anonymised Records (SAR) for households also omits communal establishments.
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Earlier on a stratification variable was mentioned which is attached to each record in the SAR called
ONSCLASS. Amendments were made to the ONSCLASS variable in the SAR to meet ONS confidentiality
req'uirements. There is a potential disclosure risk when only a small number of wards have a
particular value of ONSCLASS. Therefore ONS developed additional ONSCLASS codes based on
probabilities of being in any two existing categories to create uncertainty théreby reducing this
disclosure risk. However these additional codings do not directly relate to the 1991 ward
classification. We use simple probabilities to replace these additional codings with one of the original
fourteen. For example; a category ‘24’ was created in Quter London which could represent a ward
taking ONSCLASS ‘8’ (63 wards) or ’13" (3 wards). In th|;s analysis households in the SAR with an
ONSCLASS greater than ‘14’ are; following the example, if they had ONSCLASS ‘24, reassigned either
‘8’ with a probability of 63/66 or ‘13’ with a probability of 3/66. |

Finally a population base dataset needs to be imported to find EDs containing only communal
establishments. An ED containing only communal establishments js defined as having at least one

individual but cdntaining zero households.

Once the data have been imported, the microsimulation process can begin. Figure 4.3 describes each

step of the process.
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Figure 4.3: Overview of the Microsimulation Process

STEP 1 Sample the appropriate
number of households from
SAR for each ED

STEPS2 &3 Tabulate sample using
format of Small Area tables

STEP 5

Work out error comparing

STEP 4

actual and simulated
frequencies

Select new household at
random from SAR. Replace
with randomly selected
household from sample.

Stop if
error is
small

Error worse,
keep old
sample

Error
improves,
keep new
sample
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e Step 1: Sampling initial households

An initial sample of households needs to be genefated for each ED. The SAR is di\)ided into strata
according to the ONSCLASS variable. Households are sampled from the appropriate stratum
correspoﬁding to the ONSCLASS of the ward the ED falls in. The total number in the sample drawn is
equal to the total number of households in the ED (specified by the small area tables at household

level).
¢ Step 2: Define formats

In many cases, the coding of a variable in the SAR is»diffe\rent to the coding of the variable in the Small
Area tables. For instance, the SAR contains five codes for marital status (single, married, divorced,
remarried, widowed) whereas the Small Area tables have only two codes (single or married). This step -

theﬁrefore involves recoding the SAR variables in order to tabulate the sampled households.
e Step 3: Tabulate sampled households

" Frequency tables should be produced fqr each ED based on the initial salmple of households.
e Step4: Corhparison‘of simglated frequencies to actual frequenciesﬁ

The true frequencies can then be comparéd‘ witH the simulated frequepci.es to see how cl6se the fitis.
. Step 5: Iterafi\./e Fitting to True Table Frequencies

Finally new households can be selected for replacement and kept if the error is improved. This is an

iterative process. We will now describe the measure of fit in more detail.
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Selecting the Measure of Fit

At each iteration, a measure of fit must be used to compare the true ED tables with the simulated

tables. Let O, refer to the observed value and £, refer to the simulated value in cells of the table.

Figure 4.4 shows various options for calculating measure of fit.

Figure 4.4: Calculating Measure of Fit

Measure 1: The Standard TAE

o
TAE=) |0, -E|
=1

Measure 2: TAE-ignoring differences of less than 3.

TAE>3= Zc:maxﬂoc —£,[-3,0]

c=1-

Measure 3: “Chi-Square” fype goodness of fit

x=

[

(0 -E)
=" o,

4

Measures 2 and 3 are two new measures. Measure 3, the chi-square, was devised with the idea being
to make a poor fit in small cell counts more important. TAE >3 was created as it seemed that a
difference of one or two was not worth trying to improve; since the population should only
approximate the true distribution. To decide on the most approp;riate measure, experiments were
run on a couple of sets of initial sample households. 4,000 iterations were run and the fit of the tables

at the end analysed. Unexpectedly, the final tables fitted were very similar despite the fact that the

. chi-square measure was-devised to focus on fitting smaller cells over larger ones. Exactly the same

poorly fitting cells stood out under all three criteria. Also the tables under TAE > 3 and standard TAE
showed little difference, despite expecting the standard TAE to give a ‘closer fit. The deciding factor
in choosing to use the TAE >3 was that it was easier to interpret than the chi-square and testing
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showed it appeared to converge slightly quicker than the usual TAE. The final fitting procedure can

then be summarised as follows in figure 4.5:

Figure>4.5: Microsimulation Fitting Procedure and Calculating TAE

e Setinitial sampled househovlds |
e Set initiql frequency tables - | . v ' ' )
e Find overall TAE >3

1. If TAE > 3is smaller than threshold then SfOP; else CONTINUE;

2. Drop a random househoid

3. Using Simple Random Sampling, select one replacemént household from SAR of appropriate
stratum.

4. Produce new tables with updated freduencies (including sub-totals)
5. Find the new TAE >3 for each table and overall TAE >3

6. If overall TAE is improved then keep replacement household otherW|se drop newa selected
household

7. Keep a log of the TAE > 3 at each iteration

8. Do the full set of iterations before going to next ED

Implementation for the Hampshire Region

Here we describe implementation of the procedure using the 1991 SAR and SAS tables. The four small

area tables chosen to be ﬁtted were:

e Table 02: age, marital status and sex of individuals (individual level) - 84 cells
e Table 58: household space type and tenljre of households (household Ievél) -35cells

e Table 08: primary economic position and age (individual level) — 99 cells

e Table 86: tenure and socio-economic group of the head of household (household Ievel) 10%
sample grossed up to the 100% level — 76 cells -




Only four tables were used as constraints rather than the nine or ten used in other studies. This was
to decrease computational time and for practical purposes but ma.inly because these four tables
should be enough to capture the essential properties of the census population that are neceésary for
a realistic dataset. Variables were chosen in the tables above that would generally be strongly
correlated with the remaining (non-selected) census variables. For example, the number of cars a
household has is likely to be strongly correlated with the constraining variables tenure, occupation,
and age. To simulate household level tables, only heads of household were sampled from the SAR.
The entire SAR was used (not just those.households in the Hampshire region), because the sample
.consists of only approx. 500,000 households altogether and a population of approx. 500,000
households needs to be simulated to represent Hampshire. Thus there is greater need to avoid
duplicating households rather than having exact fitting results. Therefore the whole file was used.
Households were omitted from the SAR if any of their records composed missing values for the above

variables.

" Regarding the number of iterations; since each ED took haif an hour to fit the four tables (from
preliminary experiments), and bearing in mind the resources available, this was set to 900 iterations.
This implies that only 900 households combinations were tried. 900 iterations should have allowed
for most EDs to converge (error stabilising after a fast initial improvement) and leaves a little longer
for those EDs that‘are harder to fit. The TAE >3 was then calculated for each of the four small area
tables separately. The ovéraH TAE was calculated by summing the four TAE scores. If this improved
sufficiently then the simulation could stop. The error score of most EDs only declined down to about
300 at the least; however when averaged ovér all the cells in the table — this is still less than ohe

count out per cell (on average). We next examine the goodness of fit more closely.

Goodness of Fit

‘Now that the synthetic population has been created the goodness of fit must be assessed to check it
is suitable for the empirical work. The fit does not need to be perfect but reasonable so that the
experiments will be valid. Figure 4.7 displays a map showing the spatial distribution of error for
Hampshire and its main urban areas, Basingstoke, Portsmoﬁth,‘Winchester and Southampton. Firstly
we want to check that the error is sufficiently small and secondly look for clusters where the error is
very big - this may indicate that the area has unusual characteristics and the tables aren't fitted |

- 140




properly. As shown in the map in figure 4.7, the tables seem to fit well in the west region of
Hampshire with TAE scores per cell of less than one. The urban areas seem to show the worst fit

however bearing in mind the number of cells over all four tables, the TAE is relatively small.

Figure 4.6 shows a frequency chart relating to the TAE divided by the number of households in each

ED. The TAE provides a measure by ED, of the total difference in number of individuals/households

over all cells in the constraint tables. Proportional to the total number of households in the ED the

TAE seems quite small, being less than ten in the majority of cases.

We conclude that the population demonstrates satisfactory fit for our purposes.

Figure 4.6: TAE by ED, divided by the number of households in each ED
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Furthermore brepetition of households iﬁ the synthetic dataset should be considered as it is possible
that a household could be sampled from the SAR more than once (we note that the synthetic data
consists of 595,174 households and the SAR 541,922 households). Tests showed that 70% of
households were not unique in the dataset. 15% of households were represented three times
(making 45% altogether) but less than 1% repeated mofe than four times. This would be a problem-if
the objective of the empirical work was to assess uniques in microdata since only 30% are unigue
records. However since the tests for disclosure will focus on tables defined by no more than about
four variables, there should still be many small cell counts. Tests on the synthetic population showed
that there were mahy uniques at the small area level with tables of two to four variables. This is
because only 8% of duplicated households were located in the same LAD. Further perturbation could
be applied to the households (such as adding +/-1 to the age of each duplicate person), however it
was thought that 8% of households was too small to have a Significant effect. When performing
geographical perturbation methods, this result must be kept in mind as We may end up swapping
some households which are identical thus biasing the results. In summary, we gonclude that the
syvnthetic population is sufficient for our purposes as any bias resulting from duplication will affect all

geographical perturbation results equally and the main objective is to compare between methods,

rather than examine their individual effect on risk and utility.
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Figure 4.7: Total Absolute Error Scores for Simulated EDs in Hampshire
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4.6.2 Part 2: Creating Geographical Point Locations for Households

]

It is essential that the households in the dataset have a spatial point location so that the

geographical perturbation methods can be carried out. We use a GIS approach to assign point

locations making use of a file from the census website called the PCED file* (Postcode to

Enumeration District Directory). The PCED file provides a direct or virtual match between alf the

postcodes and enumeration districts.in England & Wales. For every postcode there are details of |
which EDs that postcode falls into with grid references and total households at each postcode. Most

importantly the file also gives postcode centre locations. The procedure for generating point

tocations is then as follows: (some simplified diagrams have been added to help explain)

1. The reference numbers (href) are read in, denoting the identification of each household in each of

the fitted EDs (from the microsimulation procedure).

ED code | href
ED1 501
ED1 = | 428
ED1 23
ED2 100
ED2 58

\

2. The number of householdé in each of the fitted EDs is recorded

\‘ ED Number of
households
1 39
2 81
3 298

3. The PCED file is then merged with the fitted ED codes. There is likely to be a discrepancy between
the PCED household count and simulated household count as they are based on slightly different

data.
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ED Postcode | Grid Households | Totals Total hhids
‘Reference at . hhids by by ED
postcode ED (PCED |.(simulation)
: file)
1 RG247BT 5321018180 | 25 40 39
1 RG297BA 5322018130 | 15 40 39
2 RG297BA 5320018140 | 10 81 81

4. Where the postcode falls across more than one ED, the ED code for which the majority of the

postcode falls in is kept.

ED Postcode - | Grid Households | Totals Total hhids
Reference at .| hhids by by ED
postcode ED (PCED (simulation)
file)
1 RG2478BT 5321018180 | 25 40 39
1 RG297BA 5322018130 | 15 40 39
2 RG297BA | 5320018140 | 10 81 81

5. A separate file is made for each ED with postcodes, grid references and total households at each

grid reference.

ED1
Postcode Grid Reference | Total Households
. from PCED file
RG2978BT 5321018180 25
RG297BA 5322018130 15

6. Each record is replicated by the number of households at that postcode.

ED1
Postcode ~ | Grid Reference | Total Households
from PCED file

RG297BT 5321018180 1
RG297BT 5321018180 2
RG297BT 5321018180 25
RG297BA 5321018180 1
RG297BA 5321018180 2

- RG297BA 5321018180 15

N N




7. The number of households in each ED from the PCED file is compared with the number of

simulated households in each ED based on the small area tables.

€D code PCED Simulated
households households
1 40 ‘ 39
) 2 66 81

8. Where there are more simulated households than on the PCED file (over-generation) then the

extra amount of needed is duplicated from existing households at random.

9. Where there are fewer simulated households than on the PCED file (under-generation) then a

random subset of households is taken.

10. A weak sort is performed on the hhsptype variable (hhsptype: whether detached, semi-,

terraced, flat etc) for each ED. A traditional sort might be performed by working through a list of
: N\

items and comparing adjacent elements; if the first element is greater than the second in the list

then swap them, and then do this for each pair of adjacent elements going down the list. A weak

sort is a ‘partial’ sort, and has the effect of only partially sorting the list. The aim of this is to give a

realistic distribution of household type across the ED since most detached households will be

located tbgether, most terraced together, and so on. But this won't- be an exact pattern so we use a

partial sort to get the appropriate effect.

ED1

Household ref

Tenure category

23
2

43
63
73
12
74
95

16
19
82

109

25

19,

N R WN DS NWR WA U

11. The grid references are then sorted (obtained after step 9).
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12. The grid references are attached to the hoUsehoI.d ref numbers (hnum) in the order of the
weékly sorted hhsptype variable. (The grid references are already sorted in order of adjacency.) We
then end up with a file containing households of different hhsptypes located near to each other

within each ED.

13. A'small amount of noise is added to the grid references so that each household has a unique grid
reference (so that the point locations are plausible, would not be sensible to have more than one
household in one place). Noise is generated from a uniform distribution (with sensible bounds) and
added independently to the easting and northing® parts of the grid reference. The grid references ‘
are then compared to ensure that no two are the same. If they are, then more noise is added and '

the list compared again.

15. When all households have a unique grid reference, the data are imported into ArcGIS along with
1991 ED boundaries. In the GIS software, we are able to view point locations as well as the

positioning of the ED boundaries.

16. The spatial join feature in AreGIS is used to link households to the ED they lie in as some
households will fall in a different ED after noise is added to their grid reference. The noise could
have been constrained to retain households within their original ED, but this was thought to require

more effort than deemed necessary, given that we require only a realistic population.

17. The household population has now been altered so that the number of households in each ED is
slightly out in some cases (over-generation) plus a small minority of households have moved ED
(noise added to grid references) however this is the simplest way to assign point locations. The
population is still realistic and will be treated as the ‘truth’. Figure 4.8 shows the map of simulated

household locations for Hampshire.

2% The grid numbers on the east-west or horizontal axis are called Eastings, and the grid numbers on the north-
south or vertical axis are called Northings.
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Figure 4.8: Map of Simulated Household Locations for Hampshire

After following this detailed procedure, a realistic micropopulation is obtained for the entire county
with every household uniquely georeferenced and each with the full set of SAR variables, ready to

act as the ‘real' population.

4.6.3 Calculating Adjacent Postcodes

Although the population now consists of households with unique grid references, the households do
not have a postcode variable attached. This was because in section 4.6.2 the grid references had
noise added to make them unique thus the original postcode variable attached to the household
became inapplicable. We can simply assign a new postcode variable to each household based on the
Euclidean distance between household location and pbstcode centroids (the postcode locations are
defined by Royal Mail as lists of sequential delivery points). In effect the household is assigned to

the postcode it has the nearest straight line distance to. However this means that the postcodes
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themselves have no deﬁned sHape other than the rough structure defined by the locations of
households falling in them. Each record z, must have a postcode attached to carry out swapping at
the postcode level. In chapter 5, some of the experiments will be based on swapping households
between adjacent postcodes hence the postcodes need to have some shape. In this [ast section of
the chapter we consider how to calculate adjacent postcodesb in preparation for the swapping
experiments. Voroni dia—grams will be used, as described in DeBerg et al. {2000), to define postcode
shape. The Voroni diagram can then be transformed into a Delaunay triangulation to determine

adjacent postcodes.

Voronoi diagram .
A Voronoi diagram is a geometric structure that represents proximity information about a set of

distinct points P ={p;,p, ..., py }in the plane R2. In the case of the synthetic data, these points

" relate to the postcode centroids.

The Voronoi diagram is the partition of R? into subregions known as Voronoi polygons (or Thiessen
polygons) Vo(p) where pe P . There is one subregion Vo(p) relating to each postcode. Each
subregion is defined as the set of points which are closer to p than to any othér points in P. In other
words, the subregions Vo(p) have the property that a point g lies in the subregion corresponding to
a postcode p, if and only if dist(q,pk )< dist(q,p,) for each p, e P with /#k. The distance is the
Euclidean distance for the two points p and g. The Voroni polygons Vo(p) can be tho_ught of as

defining the shape of the postcodes.
Delaunay Triangulation

The next step is to define the Delaunay Triangulation which will be used to identify adjacent
postcodes. If a line is drawn between any two points p, and p, who share edges of a Voronoi
subregions then a set of triangles is obtained, known as the Delaunay triangulation (shown in figure
4.6). Each intersection of Voronoi edges bélongs to at least three Voronoi cells and is the centre of
the circle through the generators of these three cells. These three vertices form a Delaunay triangle.
A triangulation is a subdivision of an area into triangles {tetrahedrons). Generally, this triangulation
is unique. The Delaunay triangulation produces a set of lines connecting each postcode point
location to its natural neighbours. Figu're 4.9 shows that each edge of a Voronoi subregion is the

bisector of the connection of p to the corresponding neighbour cell.
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Figure 4.9: Delaunay Triangulation

in R there is a package called deldir which can perform the above. The function computes the
Delaunay triangulation and the Dirichlet tesselation (called Voronoi diagram above) of a planar
point set. The program requires thé co-ordinates of the point set being triangulated (the postcode
grid references). An option of the deldir package is a function called ti'/e/ist which returns a list

describing the Dirichlet/Voroni tile Vo(p) containing each point in the set being tessellated. Part of
the R output from the deldir package also includes a matrix called dirsgs of which columns 5 and 6

give a list all of the postcodes (tiles) which are adjacent.

Finally we end this chapter having created a synthetic micropopulation for _the Hampshire region.
This population consists of individuals in households and their values on the full set of SAR variables.
The characteristics of individuals in households mimic those of the real 1991 population.
Furthermore the _frequenciés of households within each geographical region are very close to {1991)
reality. The population of households are also georeferenced, that is, each household has a unique
point location. Furthermore each household récord has a postcode, ED and LAD attached describing
the geography of the dataset. The postcodes are connected in real space but do not necessarily nest

within EDs. EDs nest within wards within LADs.
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Chapter 5 Empirical Assessment of

Geographical Perturbation Methdds

5.1 Introduction

This chapter presents an empirical study experimenting with some of the ideas proposed in'chapter‘
3. The methods will be assessed in terms of risk and utility as defined by the measures formulated in
section 3.10. To begin with, the focus wili be on new ideas for improving the risk-utility outcome of
swapping (as opposed to displacement or other rearrangement methods). The method of RRS
carried out on the Census 2001 is used as a benchmark for assessing the new approaches. Varioﬁs
parameters for swapping-will be studied including generating sampling distance from a distribution
(section 5.5.1), targeting risky records (section 5.5.2), varying sample size (5.5.3) and the effect of
distribution type. The objective is to find a new perturbation method that offers greater protection
against geographical differencing and disclosure from small area data, for the same levels of utility

as the RRS. Thus attention will be-focused on the risk at the small area level.

Section 5.6 then goes on to study a displacement approach, where unlike swapping, the households
have no restriction on where they are moved to, resulting in the global set of locations being
modified from the origiﬁal. Certain parameters for the displacement methods are set equivalent to
their comparable swapping approaches as described in section 5.6.1. The pros and cons of

displacement and swapping are also discussed.
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The chapter ends with an examination of the best new approach identified via its risk-utility
outcome. Furthe/r work compares this method against RRS to highlight the reduction in disclosure
risk through a simulation of geographical differencing (section 5.7.2) and in simulated small area

data (section 5.“/:.1).
5.2 Data Preparation

In chapter 4, a synthetic population of people in households was constructed. This dataset will be
used to perform the experiments. The data have all the characteristics of a real census but for the
sub-region of Hampshire (containing 595,174 households), with the variables coded as in the 1991
SAR. For ease of combutation of some of the swapping methods, households are gridded by '
assfgning to a 100m raster. ‘Gridding’ as described in chapter 3, involves assigning each household a
cell location on a grid of 100m resolution (the original grid references have 1m resolution) and
avoids the need for computationally intensive methods to estimate density for example, such as
kernel density estimation. Local density can instead be estimated by a cellular approximationto a -

circular search which involves counting the number of households in the surrounding grid cells.

Swapping wiII. be performed in the statistical package SAS, and displacement in the geographical
package ArcGlIS. Displacemeht involves the use of buffers and does not require the dataset to be

gridded. The advantages of displacement in terms of implementation will be considered against

swapping.

5.3 Assessing Risk and Utility

Following Duncan et al. (2001), the evaluation of the effectiveness of the geographical perturbation '
methods will be in a risk-utility framework, i.e. the performance of each of the methods studied in
terms of both disclosure risk and the utility of the resulting outputs for analysis. Moreover, since the
methods depend upon the specification of‘ parameters, such as the proportion of records to swap,
such choices will be examined to see how they affect risk and uﬁlity and the trade-off between the

two. In order to set up this framework measures of risk and utility are introduced in sections 5.3.1

and 5.3.2.
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5.3.1 Indicators of Risk

The aim in the following experiments will be to reduce the disclosure risk primarily by minimising
the probability of finding true unfques as defined in equation 51 following the discussion in section
3.10. This measure of risk is dependent upon the outpu\t zones which may be EDs or wards, for
example. To measure the risk arising from geographical differencing (see chapter 2), the disclosure
risk for frequency tables for zones assumed to_be equivalent in scale to a differenced ‘sliver’ is
considered. The smallest output zones available are either postcodes-or EDs and these will be used
as an indicator of the risk in slivers followed by a more extensive analysis of geographical
differencing in section 5.7. Let N; denote the number of cells in table T and F?and Ffrepresent a
cell in the unprotected and protected tables respectively (as in the previous chapters). Let match = 1

if F? =Ff =1and if the same unique household appears in the table before and after perturbation.

The probability of finding a true unique in a postcode or ED can then be calculated as:

> i(E? = F? =1&match=1)

> ire =1)

(5.1)

Pr(TU) =

where the sums are over all the cells ¢ in the table and /is an indicator function which equals 1 if
true, 0 otherwise. A tolerable risk might be set below 50% at the véry least, so that the odds are

against an intruder making a correct link.
5.3.2 Indicators of Damage

Two indicators of damage will be used in the assessment process, as described in section 3.10.4: the

AAD and the RAD:

: ZNT Fcp —Fca
AAD="0r (5.2)
T
1 N, Fcp - Fco l ' .
RAD=—Y) " for F°>0 else RAD=0 ; (5.3)
NT Z Fco ¢ .
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More complex analyses of utility are discussed later in chapter 6 including looking at the impact on
multilevel models and geodemographic classifications (an expansion on the methods briefly

‘summarised in chapter 2).
5.4 Outline of Experiments

Some new m-ethods for geographical perturbation were discussed in chapter 3 which will be tested
empirically; firstly swapping will be considered, looking at the two new methods distance swapping
and density swapping. Both of these are zdne-independent involving samplin'g distances to move
from a distribution, but the distance swap will sample Euclidean distances whereas the density swab
will sample ‘household’ distances. The latter approach is a way of taking into account household
density; a spatial indicator of risk. Following on from this, other swapping parameters will be varied
such as the size of the samplie of households swapped, the choice of which records to swap and the

effect of ‘local’ swapping (swapping short distances).

Secondly, a displacement method will be considered. This techn\ique has no spatial restriction on
where households are moved to and may offer advantages in terms of operational simplicity with a

comparable R-U outcome in regards to swapping.

The aim of these experiments will be to find a disclosure control methodology that, compared to the
existing method of RRS, achieves greater reductions in disclo‘sure risk particularly in regards to
geographical diﬁ;erencing of small area data, but does not damage the data too severely. The
experiments will concentrate on the following geographies; postcodes which are the smallest (in
terms of number of households}, then OAs, followed by EDs, LSOAs and wards, as shown in table

5.1.

Table 5.1: Average number of households by geography in synthetic Hampshire dataset

Postcode OA ED LSOA Ward

31 109 220 535 _ 2,619

The risk will be analysed predominantly for postcodes, being the smallest output zones, but aiso the
general effect over different levels of geography compared. For displacement, the smallest
geographies available for anal'ysis are EDs because this method involves cre%\ting new household
locations which do not have postcodes assigned {the postcode list represents a look-up table for the

e;(isting population only — see chapter 4).
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Ideally, a geographical perturbation method that can be used as a sole pre-tabulation technique
would be desirable but bearing in mind that a large number of records would need to be swapped to
obtain minimal disclosure risk, this may be unachievable (or unacceptable to a statistical agency). In
the England & Wales Census 2001, other post-tabulation methods were also applied to the

aggregated tables.

To ensure initial comparabil-ity between the methods, they should equate to roughly the same levels
of perturbation, i.e. certain parameters should be kept constant. After conducting RRS, the
minimum, maximum and mean of the distance between swaps will be calculated and these
parameters used to produce equivalent distance and density swaps. For the d.isplacement methods,
ensuring comparability is more complex because there are no paired swapping distances, only
distances displaced. However the mean diétance displaced can still be set to equal the mean
swapping distance (for random displacement) and the median distance displaced set to be
equivalent to the mean number of households between swaps (density displacement). This is
explored further in section 5.6.1. Many results have been produced and reviewed but only the most

relevant are reproduced in this thesis.

5.5 Varying the Parameters for Swapping

5.5.1 Using a distribution to generate swapping distances

Firstly, RRS (the benchmark) is compared with dista‘nce and density swapping. The latter two vcases
take their swapping distances from a distribution but the proportion of records swapped and all
other parameters remain constant. At this stage, match variables will not be used. 10% (59,518) of
households are swapped in each of the three‘cases (RRS, distance and dehsity swaps)?. The same
5% initial sample of records sélected by Simple Random Sampling (SRS) are perturbed in each case.
~ Various statistics such as the minimum, maximum and mean will be kept the same aéross all three

methods. Complete descriptions of the methodologies used can be found in chapter 3.

2! Note that if 10% of records are swapped (a 10% swap) then an initial sample of 5% is first taken from the
population and paired with 5% of the remaining records determined by the swapping algorithm.
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(i) RRS (without match variables)

RRS attempts to simulate the approach applied in the England & Wales Census 2001. We presume
that only a small percentage of records were swapped otherwise the data distortion would be too
great. It is also known that swapped records were not moved out of their LAD but were required to
be moved between OAs (Boyd and Vickers, 1999). The methodology is implemented as described in
chapter 3: section 3.4.2. After pgrformipg the swap, the Euclidean distance between each pair of
swapped records is calculated, having first converted the grid references into Easting and Northings
(X.y).

g

Table 5.2 Parameters kept constant from the 10% RRS
(in terms of Euclidean distance)

Minimum distance swapped min{d,})=5m
Maximum distance swapped max{d,) =67,915m

Mean distance swapped d.=1,354m

(i) Distance Swapping.(without match variables)

In this case, distances are sampled from a distribution rather than being determined by the shape
and population distribution of pre-existing geographies. A paired household is identified for
swapping in an interval containing distance d (see section 3.5.3).To ensure consistency between RRS
and the distance swap, certain distributional characteristics are kept constant. The mean A is set to
be d, from table 5.2. The exponential distribution will be used so that most households are moved
relatively short distances given the mean, and f(d) is truncated below by min(d,}and above by

max(d,) which denote maximum and minimum distances moved between paired households of the

_random swap.
(iii) Density Swapping (without match variables)

The idea behind the density swap is to take into account the relationship between risk and local
population density. Household density will be used as a proxy for population density since the two
are highly correlated and househo'lds are easier to deal with rather than multiplying by number of
residents. To ensure comparability between the random and density swap, parameters from the
random swap can be measured in terms of the number of households instead of in Euclidean

distance. The number of households passed between pairs of swapped records in the random swap
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is denoted n, . A paired household is identified for swapping in an interval containing the n,th
households (see section 3.5.3).There are two ways of éalculating n,; (i) counting the number of
households located in a straight line between the pair or (i) counting the number of households -
within a circle defined by the donor household in the centre with radius extending to the recipient
household on the perimeter. The second will give a more reliable estimate of local household
density as it takes into account all households in the local area whereas in (i) households not on the

straight line will be missed.

Table 5.3 Parameters kept constant from the 10% RRS
(in terms of household distance)

Minimum distance swapped min(n, )= 0 households
Maximum distance swapped max(n,) = 218,472 households

Mean distance swapped n, = 5,038 households L

As with the distance swap, a truncated (exponential) density function is used to generate the'

number of households passed between swapped households. Table 5.3 shows min(n,) = 0 because

occasionally a household was swapped with its nearest neighbour and there are no other

households between them (within the circle).

Initial analysis concentrates on disdosure risk (rather than utility) for the three swaps, since‘the
primary aim is to minimise this with the secondary aim being to limit the damage that occurs as a
side-effect. A table defined by ethnic group and limiting long term iliness would generally produce
many small counts being skewed towards the.white wfthout a limiting long term illness category.
Tables of ethnicity by LLTI are constructed from the swapped populations for all postcodes (the
smallest geography available) and the cells compared to the original (unprotected) tables. The

probability of finding true uniques is assessed in table 5.4.

Table 5.4: Disclosure Risk after 10% RRS, Distance and Density Swaps at Postcode Level

Measure of risk Distance swapping {i) Density swapping (i) | Random swapping
(Hampshire study area) | (iii)

Pr(TU) 0.92 o9 0.94

Total uniques (in all | 11237 11242 11335

postcodes)

Although the distance and density swap perform slightly better than the random swap, the overall

percentage of true uniques is very high. More than 90% of the time, the intruder would be able to
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make a correct link to the record. This is a very high probability and swapping a 10% sample of
records appears to offer very little disclosure protection and if this were to be the sample size used

for the actual RRS, it explains why post-tabular protection would also have been needed.
5.5.2 Targeted Swapping at the Local Level

A higher reduction in disclosure risk may be achieved by targeting those records likely to be unique.
In this section we return to zone-dependent methods for the time being using output zones to
control the movement of households (the distinction between the three methods RRS, distance,
density is ignored). 10% of records will be swapped using a targeted approach and will be conducted
at the local level in order to try and reduce the risk further for small geographies. A baseline non-

targeted method will be used for comparison.
Defining the ‘Local’ Level

Following the theory of chapter 3; section 3.7.4, the mean swapping distance needs to be decided
upon to create noise around the greatest number of household locations without damaging the
utility of the data too much. Figure 5.1 shows the number of unique households by spatial
resolution (for the synthetic population). The spatial resolution is represented in terms of the mean
number of households at that level of geography. The number of uniques is determined in tables of
LLTI by ethnicity, at each level of geography. This table was chosen as it contains many small cells so

it is easy to spot a pattern.

Figure 5.1: Number of Uniques by Spatial Resolution
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Figure 5.1 highlights the large number of uniques at the very smallest level of geography — -
postcodes; and more importantly, the number of uniques doesn’t decrease linearly with spatial
resolution. By targeting protection at postcode level, greater protection should be given to small

area data and slivers without damaging the utility too severely at higher levels.
Defining Risky Records

A targeted swapping method was used to protect the US census data in 2000. The general approach
can be replicated using the synthetic Hampshire data. The first stage was to identify records that are
likely to be unique. Swapping can then take place amongst this subset of households. This subset
can be identified by analysing tables af small area level and distinguishing those records whi-ch result
in small cell counts. This was performed at ED level because at postcode level more than half of the
households were unique. Only uniques were defined as risky households because counting larger
values such as twos and threes would again produce too many risky households {and only 10% will
be swapped). The tables analysed for identifying risky records were defined by variables that are the
most visible and traceable to make up keys that an intruder would use to make an identity

disclosure. Two keys were chosen as follows:

" st Key) Ethnic group, Age band, Marital Status and Sex. 2nd Key) Family Type and Household Type.

The 1st key used a banded age variable grouping into ten years since it is more likely that an
intruder would have an idea of rough age rather than to the exact year. Both ethnicity and marital
status were recoded. Ethnicity became four groups: black, asian, white, other. Marital Status was
reduce(;l to either married or single. This was primarily to reduce the overall number of uniques. The
1st key resulted in 158,038 uniques. The 2nd key was made up of Family Type which gives the
composition of the household {married couple with fwo children for example) and Household Type
was recoded to give four groups: terraced, semi, detached, flat. The 2nd key fesulted in 118,819
uniques. Both keys together resulted ih 164,430 riSky households out of a possible total of 595,518,
since many of the cell uniques were unique on both keys. This is a very high percentage of uniques
(around 27%), particularly as they are at ED level {rather than at postcode level). This implies that a
high number of records might need to be swapped to reduce disclosure risk satisfactorily as tested

in section 5.5.3. The targeted sample of records to swap were drawn from this subset of risky

households.
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Targeted Local Methods (all zone-dependent, without match variables)

Three targeted approaches were performed as well as a noh-targeted approach at the local level to
be used as a benchmark. A third type of geographical perturbation is introduced which is a
rearrangement approach involving a household A moving to the location of a household B, then that
household B is moved to the location of a househol& C, and so on. It seemed appropriate to test this
perturbation method here since swapping between adjacent postcodes allows easy construction of
rearrangements between one adjacent postcode and the next. The following four methods are all
zone-dependent as the swapping is based around adjacent postcodes. Moreover no match variables

are used at this point'. In summary, the foIIowihg methods were tested:

(iv) 5% uniques swapped with any other household in the data but in adjacent pbstcodes
only (to make a 10% swap altogether)

(v) 10% uniques swapped amongst each other in adjacent postcodes only

(vi) 10% uniques rearranged in a series of paths and/or swaps (Rearrangement approach)
through adjacent postcodes only :

{vii) 10% swap of any household between adjacent postcodes only (non-targeted method
used as a benchmark at the local level) ‘

Different samples were used in all four experiments because the methods were performed as a
sequential process (select a unique, find another unique in adjacent postcode to swap with, sefect
next unique, and so on}. We note that approaches (iv), (v} and (vi) involve risky records for
swapping. As before, the probability of obtaining true uniques in tables of LLTI by ethnicity at

povstcode fevel is obtained, shown in table 5.5. To confirm the validity of the results, referring back
to chapter 3: section 3.10.4, the total percentage of cell value changes (Fc° # Fc")can be at most 20%

for a 10% swap. Alternatively this can be rephrased as at least 80% of cell values must be unchanged
after a 10% swap. An unchanged cell in terms of uniques can be represented by a true unique (cell

. . \ .
value of one unchanged) or a false unique (cell value of one where the swap has involved

. households with the same characteristics). Thus the sum of Pr(TU) and Pr{FU) must be no less than

80% which we see from table 5.5 is correct.
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Table 5.5: Disclosure risk at postcode level, comparing four approaches of local, targeted swapping
with RRS '

Measure of Risk | 5% local 10% local 10% local Local RRS
‘(Hampshire unique swap | unique swap unique .| random (as per table
study area) (iv) (v) rearrangement | swap (vii) 54)
(vi)

Pr{TU}) 0.78 0.74 0.73 0.84 0.94

Pr(FU) 0.22 0.17 - 0.22 © |0.14 0

Pr(DU) 0 0.09 0.05 0.02 - | 0.06

Total uniqueé 11832 11822 11818 11832 11335

over postcodes »

Local swapping works well, reducing the percentage of true uniques at postcode level by around
10% compared to RRS. Local swapping creates additional uncertainty by increasing the number of
disguised uniques (ones which relate to a different household) and false uniques (new cell counts of
one). Moreover targeted selection further reduces the risk by up to another 10%. There doesn’t I
seem to bg a significant effect of using rearrangements as opposed to swépping (the d.ifference
could be due to natural variation since different samples of uniques were swapped). A sensible next
step would be to perform local, targetéd distance and density swaps since the above methods are
not zone-independent (the swaps are based around adjacent postcodes) and thus may not offer

much protection against geographical differencing.
5.5.3 100% Local Swapping

It is clear that swapping only 10% of records does not give sufficient protection unless further
methods of disclosure control are applied {(as with the England & Wales Census). The impact of
swapping larger sampling fractions at the local level will next be assessed starting-with the extreme
of 100%. In the following experiments, 100% local swapping is considered; 100% distance swapping
— (viii), 100% density swapping — (ix) and 100% random sWapping — (x). Since the swapping will be at
the local level, the noise applied to each individual location will be small, however measures of

damage will be considered alongside the disclosure risk.

Swapping 100% of records is computer intensive so initial experiments are performed for the
" Basingstoke LAD only. Basingstoke does have some variation in population density to be suitable for

testing the 100% local density swap. North Waltham ward has the lowest population density (10

households per km?) and Westside has the highest population density (2,051 households per km?).
There is a cluster of high population density wards near the centre of Basingstoke.
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Swapping 100% of the records means each record must be swapped at least once. Records are
allowed to be swapped more than once to permit alternative swaps only when a suitable match
cannot be found amongst the remaining unswqppe_d records. The random, distance and density
swaps are performed as a sequential process as described in section chapter 3: section 3.8.1 with

slight variation on the methodology according to how the paired households are selected:

100% Random swap: A paired household is found amongst all candidate records in an adjacent

postcode

100% Distance swap: A paired household is found amongst all candidate records in the circular band

containing distance d away from the household to swép. _

100% Density Swap: A paired household is found amongst all the households in the circular band

containing the nth household (cdunted in cumulative circular bands).

Since the extreme of a 100% swap is likely to distort the data to a greater extent, this effect is
minimised by matching pairs of households to be swapped on a set of key variables (as with the UK
Census 2001). Potential recipient households are scored according to how well they resemble the
donor houséhold. A hard match® is implemented meaning that the variable values must be identical
to give a score. Four key variables are used for this process: number of people in household, tenure,
ethnicity of head of household, and family type. If a potential recipient household takes exactly the
same values as the donor household on all four variables, then a score of 4 is given (score of 3 if only
three variable values are the same, and so on). The key variables: tenure, ethnicity and number of -
people in household, were chosen as they are likely to correlate with other census'variables so that
matches will be of similar types of householas in general. These three variables were also used on |
the matching process in either the UK and US Census swapping methods. Family type was chosen as

a fourth variable as it is likely to reflect age, sex and marital status distributions.

An idea is also borrowed from the imputation method used to produce the UK One Number
Census*. Imputation was applied when there was no answer on the Census form or the answer. was
invalid. The principle was to search for a single donor household to supply all the missing variables in
a recipient household. Potential donor households were found based on a set of matching variables.
In addition, potential donors Wére penalised if they had been used before. The same idea is

implemented for 100% swapping, penalizing households if they have been swapped previously to

2 An alternative to a hard match would be a soft match which would minimise a distance function based on
the number of discrepancies. ‘
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discourage them from being swapped a second time. The 100% distance and 100% density swaps

could then be carried out as before, with certain parameters kept constant (tables 5.6 and 5.7).

Table 5.6: Parameters kept constant from the 100% Local Random Swap
(in terms of Euclidean distance)

Minimum distance swapped min(d, )= 19m '
Maximum distance swapped max(d,) = 13,388m

Mean distance swapped Er =1,137m

Table 5.7: Parameters kept constant from the 100% Local Random Swap
' (in terms of household distance)

Minimum distance swapped min({n,)=0 households
Maximum distance swapped max(n,) = 17,833 households

Mean distance swapped n = 1,859 households

In addition to the three swaps described above, the effects of ordering and distribution type on the
local density swap are studied; methods (xi) and (xii). Both of these factors control which

households are paired for swapping and may improve the R-U outcome.
e Method (xi) — Density Swapping using a Normal Distribution

The same parameters for a density swap are used as in table 5.7, but with the normal distribution as

opposed to the exponential.
¢ Method (xii) — Sorted Density Swapping using an Exponential Distribution

The impact of sorting the households by density is considered (the rationale discussed in section
3.7.3). This means that donor households in the highest density areas are swapped first and thus
have the greatest choice of recipient households, because there are fewer already swapped
households (flagged with a one}. High deﬁsity households are defined as those where the household
is in a higher density ED relative to the rest of the mean. The reason for this is to avoid high density
households moving long distances, due to being at the bottom of the list with no nearby households
in close proximity to swap with. Preference is also given to swapping households from similar
density aréas (if given a choice between similarly matched households). All high density households
are swapped first (by sorting the list of households to be swapped by descending density). The low

density households will be swapped last with other low density households (since the high density
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households will have penalties attached so are less desirable for swapping). This means some low
density households may be swapped shorter distances because of the shortage of unflagged

households in the specified interval. . '

Utility and risk are assessed for the 100% swaps at postcode and ward ievels. To assess distortion
éfter swapping, as well as consid_ering the AAD per cell, the RAD per cell (equation 5.3) will be
calculated. At ward level the AAD will be Ikarger as the'noise is aggregated for larger populations but
the RAD standardises for cell size. The means over all geographies are examined and split by high

and low density areas. The two tables for which damage is assessed are:

Table A) age-band (20 years) by sex and marital status
Table B) Ethnhic group and tenure
Table A consists of\independent variables, i.e. the variables were not used on the key for matching

swapped pairs. Table B consists of match variables that were Used to compose the key and therefore

.the cells in table B should suffer less distortion. Tables 5.8 to 5.10 present the results.

Table 5.8: Assessmg Disclosure Risk after 100% swapping in tables of ethn/c1ty by LLTI at postcode
and ward level (non-targeted swaps with matching)

Measure of | 100% 100% 100% iocal 100% local sorted 100% local sorted

Risk: Pr(TU) | local local density swap density swap density swap

(Basingstoke | random. | distance | (Exponential)(x) | (Normal)(xi) (Exponential}(xii)

and Deane | SwWap swap(ix) v

LAD study (viii)

area) ' v ,

Postcode | 0.01 0.02 10 0 0.16 0.05 0 0.01

level (High | (Low | (High - | (Low (High (Low
density | density | density density | density [ density
areas) | areas) | areas) areas) areas) areas)

Ward level 0.50 0.33 0.21 0.20 0.28 003 - ]0.15 0.14 -

At postcode level, the risk is minimal as would be expected from a 100% local swap. All density
- swaps are performing well in comparison to the distance and random swaps. The fact that the-
percentage of true uniques is reduced at ward levels in all cases implies that many of the-postcode

uniques are also unique at ward level.
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- Table 5.9: Assessing Utility after 100% Swapping for tables of ethnit group by tenure (Match
Variables) (non-targeted swaps with matching)

Utility: AAD 100% local | 100% local | 100% local 100% sorted 100% sorted
and RAD random distance density swap local density local density
(Basingstoke swap swap (Exponential) | Swap swap

and Deane (viii) {ix) (x) {(Normal) (Exponential})
LAD study (xi) (xii)

area)”

Postcode Level ‘

Low density 0.3 0.2 04 0.17 0.33

(AAD)

High density | o5 0.3 0.8 10.24 0.41

(AAD)

Low density 0.73 0.63 0.79 0.66 0.65

(RAD) |

High density | 0.87 0.72 1.18 0.63 0.70

(RAD) v»

Ward Level .

Low density 2.5 3.6 11.3 7.6 442

(AAD)

High density | 4.0 4.4 12.7 7.04 5.51

(AAD) ‘

Low density 0.21 0.27 0.40 0.59 0.47

(RAD) N

High density | 0.23 0.39 | 0.54 0.50 0.46

(RAD)

Table 5.9 shows distortion for tables defined by the match variables is genefally small-in terms of

AAD. The local density swaps result in greater distortion but the unsorted local density swap is

part'icularly bad at ward level. RAD can sometimes be-large because of the emphasis on small values

where a small changé (1 becoming a 2) can represent a high RAD.
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Table 5.10: Assessing Utility after 100% Swapping for tables of ageband by marital status by sex
{Independent Variables) (non-targeted swaps with matching)

Utility: AAD | 100% local | 100% local 100% local 100% sorted 100% sorted
and RAD random distance density swap local density local density
(BaSingtOke sSwap swap (E)'(ponentian swap | swap

and Deane {viii) (ix) (x) (Normal) {Exponential)
LAD study , (xi) (xii)

area) ‘

Postcode Level

Low density | 1.3 1.2 1.5 1.09 1.12

(AAD) )

High density | 2.6 o |21 3.7 1.93 2.93

(AAD) : :

Low density | 0.73 0.63 0.79 0.66 0.65

(RAD) ' ‘

High density | 0.87 - 0.72 1.18. 0.63 0.70

(RAD)

Ward Level

Low density | 15.6 23.5 54.6 37.7 35.1

(AAD) ' '

High density | 19.3 34.9 55.4 34.9 © 1129

(AAD) _ _

Low density | 0.13 0.18 0.37 0.30 0.20

(RAD)

High density | 0.14 0.23 0.38 0.19 0.18

(RAD)

Table 5.10 shows that local sorted density swap is again performing less well in terms of utility in
low density areas compared to the local random swap, because the households are moved farther in
low density areas. This explains why the risk is relatlvely lower at ward level in table 5.8 because the
-households are moving longer distances in some rural cases, between wards. The sorted swap (xii)
produces much better results in terms of better dtility compared to the other density swaps. The
results of the RAD show that there is an average RAD of around 60-90% in the cell count at postcode
level, falling to 20-50% at wafd level. This seems quite high, particularly for larger cell counts.
However this measure needs to be interpreted with caution since it results in very high values for

small cell counts and may include 100 differences where 1 has become a 2, etc.
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554 Local Density Swapping (LDS)

In this section, the effect of sampling fraction is analysed on (sorted) LDS using an exponential
distribution. This.is an attempt to find a balance between risk and utility between the two extremes
* of 10% and 100% swapping. Later in this section, the effect of varying perturbation distance is also

. considered on the change in risk-utility, as well as the behaviour of LDS over various levels of

7 geogréphy. Perturbation distance is initially set to n, from table 5.7. LDS will be compared to RRS.

| RRS will be performed as described for method (i) (and is not a local swap). As before, only a sub-
region of the synthetic population is used relating to the Basingstoke and Deane LAD because the
simulations are computationally intensive. We note some interesting statistics in Appendix AS. 1
regarding 10%, 25% and 50% RRS and LDS swaps looking at how many households actually move ED

~or ward. Itillustrates that although the LDS has a mean set at the ‘local’ level, many households are

actually moved long (Euclidean) distances because of the household density effect.

In this section we first consider the effect of sampling fraction. Initial samples are drawn which
when paired wifh matched households make total swapped sampleus of 10%, 25%, 50%, 70%, 90%,
100%. Each sample was independent meaning that the 10% RRS initial sample was different to the
10% LDS initial sz;mple, so we rﬁay expect‘there to be some sampling variation. Figure 5.2 shows the
R-U outcomes measuring risk at the lowest level available (postcodes) with utility measured at ward

level representing a popular scale for analytical use. Both LDS and RRS are non-targeted but with

matching.
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Figure 5.2: Comparing LDS and RRS:Effect of varying sample size on the Risk-Utility Outcome®
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The graph shows how LDS improves upon RRS across all sampling fractions. Thus, for a given utility
(a ‘vertical line on the graph), LDS a'Iways has a lower disclosure risk at the small are.a level fhan RRS.
Conversely, for a given level of risk (é horizontal line on the graph), LDS always achieve§ greater
utility at ward level than RRS. Suppose a statistical agency wanted to ensure disclosure risk was.
be'Iovw 0.5; following figure 5.2, they would need to swap approximately 70% of the records to

. achieve this through RRS but around 50% of the records would need to be swapped if LDS was used.
Moreover if 50% of records were swapped with LDS,.higH_er utility would still be obtained at ward
level than if 70% of the records were swapped with RRS. We examine the pattern of variation with

risk and utility at other geographical levels in figure 5.3 .

As a side note here, we see that the effect .of. Qsing different samples does not obscure the general
interpretation of the data. Allpwing for sampling variation, we might expect the pattern to be
approximately linear with a 50% swap prodﬁting twice as much damage and reduction in risk as a
25% swap. The pattern in:figure 5.2 shows this is roughly the case with some amount of variation,
for example the 70% RRS doesn’t quite produce as much damage as would be expected, if
comparing against the 50% RRS and 90% RRS. Sampling variation has been discussed in the context :
of RRS in a study by Boyd and Stokes (1999). This cohcluded thatvthe sampling variation was small

(see Appendix A5.2). In conclusion, sampling variation is not considered to have large enough an

2 Note that the risk for 100% LDS corresponds to the postcode risk in table 5.8. Utility for 100% LDS
corresponds to the utility in table 5.10 for wards. 10% RRS and LDS are replicated for the Basingstoke and
Deane LAD, not for the whole of Hampshire and thus produce slightly different results to table 5.5.
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impact to distort the interpretation of the LDS and RRS so will be overlooked throughout this

chapter.

The sampling fraction is one parameter of the LDS method that can be changed. Another is 8, the
mean perturbation distance. This distance is measured in terms of number of households and thus
doublirig the perturbation distance.does not mean the households are moved twice as far in
Euclidean space. The relationship between the area of the circular band and the radius of the circle
containing n households is not linear and this needs to be taken into account when selecting an
appropriate perturba‘tion distance. Table 5.11 shows how doubling 8 has limited effect on the risk- _
utility outcome for a 10% swap. We shoW the AAD here as opposed to the RAD because we want to
compare the impact for‘different values of 8 in each column, rather than compare between
different levels of geography in each row {(where the magnitude of the deviation is relative to the
zone size). However results not shown here indicated that within each level of geography, the' RAD

shows the same patterns as the AAD.

- Table 5.11: R-U Outcome over Varying Mean Perturbation Distance for LDS (risk with utility in
brackets)

Risk- Pr(TU) Mean Postcode ED Ward
and in brackets: perturbation
Utility - AAD distance, 8
200 090 . 0.97 0.97
(0.24) (0.78) | (2.46)
1000 : 0.89 0.93 0.96
(0.25) {(1.03) (3.27)
3000 0.88 0.90 . ) 0.91
: (0.25) ’ (1.15) (3.98)
5000 0.88 0.90 0.93
(0.25) : (1.13) (3.78)
7000 - 0.88 0.91 1084
' (0.25) (1.16) (4.35)

Further experiments showed that a small sample size of 10% would require setting

6 210,000 households to reduce disclosure risk by a significant amount (less than 50%) with an
average distortion of 5 per cell at ward level. On the other hand, with a sampling fraction of 70%, to
reduce disclosure risk below O.S at ward level, 8 = 2,000 households would be appropriate but the

distortion per cell would be 15.

Finally we explore the pattern of risk-utility over different output scales. First table 5.12 shows how

the number of true uniques decreases as the size of the geography increases for a 10% sampling

fraction.
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Table 5.12: Comparing RRS and LDS: Number of True Uniques per 1,000 population at risk (non\—
targeted swaps with matching)

Postcode ED ‘ Ward
'10% RRS o 7.55 : 3.13 : .1 0.30
10% LDS 6.79 4 292 1027

Figure 5.3 then shows the general pattern in terms of risk-utility over different output scales. These
results include a completely independenf geography derived from the 2001 census: Lower Super
Output Areas. LSOAs are larger than EDs but smaller than wards. Risk here is measured in terms of )
the probability of being a true unique for the respective geography (i.e. postcode, LSOA‘or ward).
Utility is the AAD for the respective geography. The figure shows a definite scale effect. As the zone
size increases, the utility worsens in terms of AAD, with wabrds Havihg the greatest avekage cell
deviation and postcodes having the smallest average cell deviation_: the larger zones pf course have
larger populations. However, the most impdrtant effect observable in Figure 5.3 contérns the
disclosure risk at postcode level. LDS results in better utility (lower AAD) and lower risk than RRS for
" “equivalent sampling fractibns (0%, 1‘0%, 25%, 50%, 70%, 90%, 100%) as indicated by the positionbing '
" of the lines. However, it is difficult to detect any difference between the methods at the higher

levels of geography; partly t_)ecause of the more unpredictable effect of RRS. Similar patterns were

picked up for OAs and EDs (not much difference between the two methods) but are not included in -

the graph for clarity.

Figure 5.3: Comparing the Risk-Utility Outcome vof‘ LDS and RRS over different levels of geography
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Note that the R-U results in fhis graph are for the Basingstoke and Deane LAD only (not for the
whole of Hampshire) and thus are slightly different to the table 5.5. However 100% LDS corresponds

to the results at postcode and ward level in table 5.8 (utility) and table 5.10 (independent variables).
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5.5.5 Conclusions for Swapping (Varying Parameters)

The disclosure control procedures applied to the England & Wales Census 2001 consisted of RRS on
the microdata plus small cell adjustment for tabular outputs. Assuming the swapping rate was 10%
as in the experiments, this would lead to 80-90% of the small cell counts being true uniques at the
small area level. Thus the emphasis in the earlier experiments in this chapter has been to reduce.
disclosure risk, minimising the data distorﬁon as a side-effect. The targeted and local methods of

swapping analysed in section 5.5.2 showed improvements in reducing disclosure risk.

The experiments involving swapping at the 100% level significahtly reduced the disciosure risk in
terms of percentages of true uniques in postcode level tables; in particular the sorted densityA swap
being the most effective. The probability that a cell count of one can be linked direcfly to the true
household was less than 1%. However it is important to consider the utility of they data. For any of
the methods described to be suitable alternatives to the RRS,-at the minimum, the same level of
utility would need to be achieved. Sorted LDS proved to be a good alternative with better risk-utility
outcomes but the AAD could stili be up to 35 per cell which is a lot of distortion compared to
rounding to base 5 for example. Alternatively the sampling fraction could be set equivalent to the
utility obtained with RRS and still the disclosure risk would be lower at the small area level. in
addition, targeted, sorted LDS was not studied in much detail but should further reduce the risk
according to the results of the experiments. Targeted, sorted LDS is not explored empirically in this
thesis as the results will be specific to the set of key variables used to determine which records are
risky. Thus the records for swapping were selected at random in these initial experiments. However

this may be an area for further work.
5.6 A Displacement Approach

Displacement adds noise to household location but has no restriction on where households can
move to, unlike'swapping where households are paired (see chapter 3: section 3.5). In this section, -
two new displacement approaches are implemented: random displacement and density
displacement. The density approach will use variable buffers according to the household density
whereas for the random approach;buffers will have a constant radius. The randnomly sampled

households will then be ‘displaced’ somewhere within their buffers (each sampled point having:its
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own buffer). Displacement will be implemented on the synthetic population representing the county

of Hampshire using ArcGIS*,

‘For density displacement, a variable needs to be defined broviding the radii of the variable buffers.
First th'e household density was calculated; one way to do this could have been to use kernel density
estimétion but for computational efficiency a ratio is found uSing the number of households and the
size of the OA the hdusehold falls in. After addinAg an area field to the census Out‘put Area shape file
(using the appropriate VBA code), household locations were joined. The normalisation feature under
Properties was then used to create household density. Therefore each household in the same OA

has attached the same household density.

After following the displacement procedure in ArcGIS as described in section 3.5.1, the new )
population files can be created by deleting the ids in the sample from the original data and then
adding the new households (with id, displaced grid reference, re-attached geographies) onto the

non-sampled data. .
5.6.1 Comparing Displacement with Swapping

The radii of the buffers for\displacement can be set appropriately for comparison with swapping.

. Whereas swapping involves distances between paired households, displacement involves distances
between an original location and new displaced location. These distances car: be set equivalent with

some calculation. In other words the radius R néeds to be found for each of the buffers (circles). The

two displacement approaches we consider will be non-targeted.

Setting equivalent parametersi random swapping and random displacement

Random displacement involves a constant buffer size. An obvious approach for setting equivalent
parameters, is to set the radius of the buffer such that the mean distance displaced is equal to the -

mean distance between the swaps of RRS (see table 5.2). We can derive this b_ased on the fact that:
R .
Area = IZ.zr.r dr =mR*> . ' (5.4)
4]

In other words the total number of points in a circle can be represented as each possible radii

** ArcInfo workstation was needed for displacement in order to get full functionality from the package.
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multiplied by its circumference (the weight).

Consider therefore the buffer as acircle with radius R . The distance displaced can take any value
between 0 and R, call this distance r . The number of times r occurs depends on the circdmference

of the circle défined by the length of the radius r as in figure 5.11.

Figure 5.11: Displacements r in the Buffer with Radius R. _ ) -

Long displacements havea greater likelihood qf occun_'ring. Thus we can weight each possible
displacement with its relative frequency (circumference), and then divide by the total number of

points (the frequency over all r which equates to the area) to get the, mean as in formula 5.5. .

R Lo R
jf.(Z.ﬂ'.f) dr [2'7H3J
E(r)= =2 = 9 :-§—R R (5.5)

R B . 2 2 R
Iz.zz.r dr il
‘0 2

Thus the constant R shou_Id be set to E%’—'where d, is the mean from the random swap in table 5.2.

’

Setting equivalent parameters: density swapping and density displacement

Density displacement involves a variab!e bu'ffe_r size. For the density swap, the average number of
households between swapS was found (and not Euclidean distance). This was done by counting in a
circle, with the initial household at the centre ahd the paired household on the circumference (in
effect nearest neighbour distance)). Counting a specified number of house'holds away in order of

increasing distance (points in a tircle) is similar to the process involved in finding a median.
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Therefore one approach for setting equivalent parameters is to set the median displacement
"distance equivalent to the average number of households passed from the density swap by taking

into account the housghold density.

We can derive this based on the fact that the median cuts a probability distribution in half.

r 1
J‘ F(r) dr = j fir)dr=1/2 (5.6)
0 r

o The area of the buffer for displacement = Area with radius R.

o The median over all points (distance to centre) in a circle corresponds to radius R’ for the
circle with area Area’ = Area/2 (because by definition the median cuts the probability

distribution in haif)

o The circle Area’ with radius R’ (the median) should cover n households (average number of

households passed in density swap from table 5.3).

o The household density h is known (can be calculated from the dataset (in terms of

households per m?)

o Thus Area’ = %mz

o Then the radius R of the buffer can be found using the fact that Area = 7R*(=2.Area’) so:

R= JArea = \/Z.Area = 2. /h) = radius of buffer (variable depending on h) (5.7)
b2 b4 V1 .

Displacement is quicker to perform than swapping (once set up) because households don’t have to
be matched and paired, nor does a cellular search have to be performed. However for a population
of 555,174 households, it still takes a number of hours to process and generate each buffer. For a
sample size of 50%, the memory was not large enough {on a standard desktop PC) and ArcGlS would

crash. Thus there are only results for the smaller sample sizes here (10% and 25%).
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In table 5.13, disclosure risk is assessed at ED level as this is the smallest geography available to
compare with the swapping results. The displaced population cannot be attached to postcodes in
ArcGlIS as the postcode polygons were created artificially and have no real boundaries: they form
only a look-up table / list. The risk-utility results for 10% RRS at ED level are obtained from the

swapped population derived earlier in this chapter (section 5.5.1) and are shown in brackets

Table 5.13: Risk-Utility Outcome comparing Displacement Methods to (non-targeted, non-matching)
Swapping

ED Level (Hampshire study area) | Risk Measure: Pr(TU) Utility Measure: AAD
Random displacement 10% 0.87 0.7513

(Random swap 10% non- (0.93) (1.39)

matching)

Random displacement 25% 0.69 1.5821

Density displacement 10% 0.86 1.3475

(Density swap 10% non- (0.86) (1.29)

matching)

Density displacement 25% 0:71 2.8958

Apart from the AAD result marked in red, the results of displacement are very similar to that of
swapping as we would expect, since the methods were set with equivalent means/medians to be
comparable. The results of the AAD for random displacement in table 5.13 however are surprising.
Table 5.14 indicates the percentage of points that are displaced out of the census region (without

using the donut buffer).

Table 5.14 Points displaced out of census region

Random Random Density Density
Displacement 10% | Displacement 25% | Displacement 10% | Displacement 25%

=24.0% =24.1% =6.8% =6.9%

175




Table 5.14 may help to explain why random displacement resulted in such high utility (low AAD)I; if
24% of the points are displaced out of the census region and a new point generated until it lies
within the buffer (falling in the census region) then thé distribution of displacements is not actually

represented by whole circle buffers. -

The results from tables 5.13 and 5.14 imply that for density displacement there were a high
‘proportion of small buffers and a feW very large buffers (because of the non-uniform household
density distribution) compared to the constant buffer size for random displacement. Only 7% are
'displaced out of the census region because the buffers are much smaller in the densely populated

areas (Portsmouth, Southampton, etc) which mostly lie at the boundary of the census region.

A positive outcome from displacement is that the results appear to be generally consistent
indicating that the variation in this approach is small for differe_nt samples. This is shown by the near
doubling of points displaced out of the census region from 10% to 25% (table 5.14) and the near
doubling of the risk and utility figures from 10% to 25% (table 5.13) despite independent samples
being used. A summary of the pros and cons of displacement compared to swapping is given in table

5.15.

Table 5.15: Advantages and Disadvantages of the Displacement and Swapping Methods

Displacement " | Swapping
Advantages _ Advantages
o Less computer intensive than swapping o Match variables can be used to minimise

o Flexibility in parameter specification data distortion

o Appears to be more consistent than Flexibility in parameter specification

swapping (for different sample sizes) o Can pair households of similar density to

Disadvantages minimise distortion

o Difficult for ArcGIS to handle large Disadvantages
sample sizes (runs out of memory) - o Cdmputer-intensive to search for paired
households

More difficult to control data distortion
o Density swap particularly computer

o Difficult to define perturbation
intensive in conducting the cellular

distribution near boundaries using

buffers search
. 0 Less consistency in outcome

The displacement method will not be explored any further because of the problems discussed; large
sample sizes cannot be handled in ArcGIS and the risk-utility outcome does not show any

advantages over swapping. Given the advantages of displacement as indicated in table 5.15, one
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possibility for its use is for hard-to-pair units such as communal establishments and 12-person plus

households. These records could be displaced as a simple alternative to swapping.

5.7 Disclosure Risk from Geographical Differencing and Small

Are’é data

In this final section, we concentrate on the method of LDS because this has been shown to have a
more favourable R-U outcome compared to RRS. In particular LDS has resulted.in reduced disclosure
risk at-the small area Ievél (postcodes) as showﬁ in section 5.5.4 but provides comparable utility to
RRS. This was the initial objective of the thesis as set out in chapter 1. The final two sections of this
chapter analyse two small area geographies that might be simulated by an intruder to confirm

whether LDS does indeed perform better than RRS.
5.7.1 Disclosure Risk in Small Area data

The LDS method is now explored further to analyse the disclosﬁre risk in small area data that might
be generated from published output. An intruder may obtain a published geography and use other
available information to isolate small slivers; for example by requestiné two sets of outputs for
different geographies; e.g.>OAs and OAs sub-divided by road features. In this section, we create
small areas using the 2001 (England & Wales) Census OAs and split them by roads in Hampshire to
create small polygons. It may be possible to identify people in these new geographical zones which
we will examine {however in reality an intruder might geographically-difference these from the

larger OAs). The data can be generated using ArcGIS.

OA boundaries

First the 2001 Census OA boundaries are read into ArcGIS; these boundaries were downloaded from

the UKBORDERS® website.

Road data

The Ordnance Survey road file was downloaded from the Digimap?® website in ntf format. Ntf files

can be converted into ArcGIS format by saving them within a personal geodatabase using Map

= Output Area boundaries are available from http://edina.ac.uk/ukborders/
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Manager 9. The roads have pre-determined codes which were imported once in ArcGIS. Lines with
codes 3000 to 3004 represent roads (motorways: 3000, A-roads: 3001 B-roads: 3002 and minor

roads: 3004) whereas all other lines are rallways coast or district boundaries, etc.
Merging the OAs with Roads

Merging roads with OAs can.cause problems in ArcGIS unless the‘ roads run all the way through an
OA and do not intersect with other roads within the OA. To avoid these problems, the OA polygons
were first converted to a line file to merge with the road (line) file. This was done by copying the OA
-shape file and pasting it, whilst in edit mode, and setting task to create new feature. Following thi;, a
new shape file was created from ‘the merged file representingAthe sméll slivers (or split OAs). This
can be performed in ArcCatalog, within the personal geodatabase. A new feature class from lines file

was created (under properties) and the new ‘split OAs’ shape file genérated.-

The disclosure risk and data utility is assessed for the smali slivers by joining the swapped

populations to the new geography and comparing with the households in the same slivers for the

original population.

Table 5.16: R-U Qutcome for LDS and RRS in Split OAs

Risk - Pr(TU) Utility - AAD

» - | (Age/sex/marital status)
RRS 10% 0.92 0.72
RRS 25% 0_.85 0.81
RRS 50% 0.77 : ' 0.93
LDS 10% ‘ 0.85 . ‘ 0.67
LDS 25% 0.78 : 0.69
LDS 50% 0.72 ) 0.74

The results"high|ight how LDS performs much better than RRS for small areas with lower risk and
smaller damage. This confirms the previous results from section 5.5.4. However the disclosure risk is
still over 70% for both rhethods which is high (the chances are a unique in the table does represent
the actual household). As found before, a very high percgntage of records would need to be
swapped if the method were to be applied as a sole protection method, or alternatively LDS would
need to be applied in conjunctioh with another SDC method, in order to give sufficient protection

against disclosure (lower than 50%).

%% Road data for Hampshire is available at http://edina.ac.uk/digimap/
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5.7.2 Disclosure Risk from Geographical Differencing

Two independent geographies of similar size are compared using ArcMap. Using the join function,
zones of one geogréphy which wholly nest within the other are identified. New tables are then ’
created for the geographically differenced areas by subtracting the data for zone(s) B from z0ne A as

in Figure 5.4,

Figure 5.4: Geographically Differencing Zones using ‘Join’ in ArcMap

A second way to geographically difference zones is via aggregation as depicted in figure 5.5.

However this is not possible using the join function in ArcMap and requires more complex analysis.

Figure 5.5: Zones which cannot be' geographically differenced using Join’ in ArcMap

For simplicity, geographically differenced slivers created only as in figure 5.4 are studied in this
-thesis. To analyse the impact of LDS and RRS, the differenced tables are created for the populations
corresponding to different sampling sizes such thét thé fractions 10%, 25% and 50% represent the
total number of records swapped. These ‘protected differenced tables’ are then compared to the

’unswappéd differenced tables’. The focus here is to produce enough slivers to allow the effect of
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LDS and RRS to be compared rather than to carry out a complete analysis of geographical

-differencing in Hampshire.
Differencing 2001 OAs from 1991 £Ds

Using ArcGlIS, 43 OAs were found to nest entirely within EDs; OAs éenerally being the smaller
geography. The variables econprim and famtype are used to generate tables of employment status
(employed, self-employed, student, sick, etc) by family type (married, cohabiting, children, etc). Two
sets of these tables were produced, one for the OAs and for the EDs. The differenced tables (ED - |
OA cells) were analysed to see which disclosure method provided the most protéction. Since many
of the differenced areas were very large {containing 200-300 households in the synthetic data}, the '
ten smallest differenced tables were studied only (see table 5.17), where the OA nested in a large
part of the: ED. The appendix section A5.3 provides the full information on the number of

households in all of the differenced OAs and EDs.

Table 5.17: Smallest Differenced Areas (OAs from EDs) in terms of number of households

Differenced Households in | Households in | Households in

Area D 1991 ED 2001 OA Differenced
Area

1 195 113 82

2 197 90 107

3 200 77 {123

4 199 69 130

5 215 83 132

6 254 117 137

7 227 88 139

8 225 82 143

9 208 59 149

10 247 53 | 194

. Table 5.18 presents the risk in terms of small cells in the differenced areas which are unprotected
after disclosure control by LDS or RRS. By unprotected, it is meant that the cell values are unchanged

after geographical perturbation. Small celis are defined as those with a count smaller than six.

Table 5.18: Percentage of Disclosive Cells in the Differenced Tables (OAs from EDs), for LDS and RRS

LDS10% | LDS 25% | LDS50% | RRS 10% RRS 25% | RRS 50%

Disclosive cells 67% 57% 51% 87% '69% 62%
{unchanged small cells) in g
differenced tables
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The risk in table 5.18 is a lot higher for RRS. For both methods, it decreases as the sampling fraction
increases. Since only ten EDs were examined (there are 3,167 1991 EDs altogether) this small sub-
sample may not be representative of differenced tables in the entire population but does confirm
previous results. They are probably the only ten fhat matter, however. There appears to be a
pattern in table 5.18 such that the difference in percentage of disclosive cells becomes less
pronounced between larger sample sizes. However this pattern does not appear to hold for the

previous results in section 5.4 so has not been explored further.

_Differencing 1991 EDs from 1981 EDs

11 of the 1981 EDs nested wholly in 1991 EDs and could be geographically differenced. As before,
the same tables of employment status by family type were created and the protected differenced
tables compared to the unswapped differenced tables. The number of households in the differenced
areas was much greater in this case because EDs are generélly much larger than OAs and 1981 EDs

in particular contained many more households.

Table 5.19: Smallest Differenced Areas (1991 EDs from 1981 EDs) in terms of number of households

Differenced Area | Households in Households in Households in
ID 1991 ED 1981 ED Differenced Area
1 235 {Basing) 957 722
2 177 (3 EDs 911 734
aggregated in
Basing) )
3 ' 374 (2 EDs 1527 1153

aggregated in
Farleigh Wallop)

4 86 (Church -1 302 216
‘ Crookham)

5 97 (Hawley) 616 519

6 86 (Waterloo) 1179 1093

7. 180 (Forest west) | 503 323 '
8 160 (Forest west) | 457 297

9 124 ' 573 449

{ Ma‘rchwood)
10 150 (St.Johns) 299 149

Table 5.20 presents the risk as before for small cells of the differenced table.
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Table 5.20: Percentage of Disclosive Cells in the Differenced Tables (1991 EDs from 1981 EDs),
comparing LDS with RRS

LDS 10% | LDS 25% | LDS 50% | RRS RRS 25% | RRS
10% 50%

Disclosive cells (unchanged 50% 39% 36% 67% 47% 40%
small cell counts) in "
differenced tables

Because the differenced areas are much larger this time, fewer small cells are unprotected. LDS still
offers more protection. However overali the risk is still high (over 36%) for both methods so other
forms of protection would need to be considered. The difference between the two methods is less

pronounced than before.

5.8 Discussion

Throughout this chapter, the emphasis has been to develop a new methodology that improves.on
RRS. As a benchmark for comparison, we have considered a 10% sample of records for RRS. We have
explored the variation of a number of factors for geographical';;erturbation: matching versus non-
matching, zonal versus non-zonal, different sampling fractions, different perturbation types
(swapping, réarrangement and displacement) and examined the effect of density in determining
perturbation distance. Whether zone-dependent or zone-independent methods are used depends
on the praftical needs of the statistical agency. It may be important that marginal distributions are
unchanged at a high level geography such as LADs, in which case zone-dependent methods may be
more appropriate. In the cése of flexible aggregation, zone-independent methods are clearly more
relevant to reduce the risk from geographical differencing. In terms of the risk—utility outcomes,

distance and random swapping were very similar.

There appearedto be little difference between a rearrangements, displacement or swapping
approach although this was not explored in great detail. An important advantage of swapping over |
displacement is that match variables can be used which significantly improves the utility of the data:
For displacement to be a viable method, utility would need to be controlled more effeéctively in a

comparable way.

The level of uncertainty created via geographical perturbation is directly related to the proportion of

records perturbed so that swapping only 10% of records meant that the probability of a true unique
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was around 90%. This is very high and raised questions as to the validity of using this type of
approach as a sole SDC method. Moreover the experiments showed many risky records in the data
in terms of uniques; in tables of three basic demographic variables, around 27% of the data were
unique at ED level. Targeting risky records produced a significant improvement in lowering
disclosure risk, while matching helped to retain the utility of the data. Risk-utility outcomes followed
a consistent pattern for the different levels of geography; the larger the geography, the worse the

utility in terms of AAD for a given swapping level, but the lower the risk.

This lead to the investigation of local swapping since the smallest areas had the highest risk in terms
of proportions of uniques. Local swapping did as expected and reduced risk in the lowest levels of
geography compared to RRS. Moreover density swapping helped to reduce risk farther in rural areas
by moving households longer distances. Compared to RRS, the utility overall was similar as the
worsening of utility in rural areas resulting from LDS was balanced against improved utility in urban
areas (where households were moved relatively shorter distances). Choosing the right distribution
was also important with the normal distribution not being very effective whereas the exponential
distribution produced much better results. Overall, LDS demonstrated significant improvements

compared to RRS at the small area level.

Putting the results together for a 10% sample using the new methods, the following table (5.21) can
be obtained focusing on risk at the small area level and utility at the higher aggregate level. Note
that the starred methods involved match variables whereas the remaining methods did not use

match variables.

Table 5.21 Risk-Utility Analysis Comparing RRS to New Methods (10% swaps)

10% swaps Risk (in terms of True Uniques) Utility (in terms of AAD)
Postcode ED ED Ward

RRS* (benchmark) | 0.99 0:93 1.39 5.75
RRS 0.94 0.83 1.11 6.66
Distance swap 0.92 0.87 1.25 5.01
Density swap 0.91 0.86 1529 5.64
Sorted LDS* 0.89 0.92 0.97 4.40
Random 0.87 0.75 3.88
Displacement

Density 0.86 1.35 6.27
Displacement

Apart from random displacement which produced unexpected results in terms of very good utility
due to the reasons discussed earlier, the risk-utility outcomes for the methods are all very similar for
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a 10% swap. In particular, the density and distance swap, as well as density displacement, all
produce very similar results compared to RRS {non-matching methods). This result is interesting,
particularly in regard to displacement; it means that the other zone-independent approaches, which

may have advantages in being easier to implement for example, could be applied.

Moreover, sorted LDS compares favourably to the benchmark RRS (both using match variables).
Both the risk and utility are consistently lower at the smaller levels of geography. This difference has
been evident throughout the chapter. A simulation of geographical differencing and risk from small

area data also highlighted this benefit.

Existing work by Duke-Wiiliams and Rees (1998a) found that the occurrence of small populations
resulting from geographical differencing was uncommon; differencing 1991 EDs from postal sectors
prbduced no slivers {or haloes) with less than 48 households or 200 persons. Moreover differencing
regular grid cells of varying size {1km, Skm and 10km) showed very few differenced areas falling
below the threshold. However as the examples have just illustrated; splitting OAs by roads or grid
cells, differencing between geographies of different time periods and of different levels in the
hierarchy; there arIe ma‘ny ways in which small areas can be cr_eated if the data were made available.
if a flexible tabvulation system were to be implemented, many different geographies could be
compared; Moreover if areas smaller than OAs were to be published, the potential for disclosure
would further increase. In these instances, a method such as LDS clearly shows benefits in offering

additional protection over the traditional RRS as demonstrated in the results.

Throughout this chapter, there has been a strong emphasis on risk-utility with utility measured in
terms of AAD or RAD. The improvement in\utility through LDS as compared to RRS, means that
larger samplihg fracfions could be considered; greater than 10%. In chapter 6, the LDS method will
be explored further comparing with RRS in terms of more complex utility measures that census
users employ, and for different sampling fractions. Since the operation of LDS is different to RRS, it
" may impact on the data in different ways that cannot be accounted for, and that are likely to be
averaged out by the AAD measure. These im'pacts will be spatial in natuf'e because it is the
geogfap_hy variables which are modified rather than interactions between the attribute variables

(this is one advantage of geographical perturbation over other SDC methods). Spatial analyses will

therefore be the focus of the next chapter; studying the changes before and after perturbation.
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ChapterG Impactlof Geographical -

Perturbation on Complex Analysis Methods

6.1 Introduction

In chapter 5, various geographical perturbation methods were examined and assessed empirically
“with a focus on disclosure risk. The final chapter of this thesis concentrates on the utility of the data
after geographical perturbation. In particular, LDS is examined in more detail comparing against the
benchmark RRS. LDS showed a noticeable effect, compared to the benchmark, at the small area
level producing lower levels of disclosure risk for the same sampling fraction. Utility was assessed in
terms of AAD but this metric may mask underlying effects not picked up by averaging. Studies have
shown (Shlomo a‘nd Young, 2006a and 2006b) that a range of utility measures is often necessary to
differentiate between the effects of different _SDC méthods. Since there are many approaches to
measuring utility, the best strategy would be to consider the analyses census users carry out (as
detailed in chapter 2) With regard to those which will be most affected by geographical |

perturbation. In this chapter we revisit some of the methods in chapter 2 in much more detail.

Swapping doesn’t change the relative locations of households but distorts the relationship between
the attribute variables and the geography variables. Record i with values (M,4,,(X,,Y;)), where M
“are the match variables, when-sWapped with record j with values (M,Aj',(Xj,Yj )), becomes

(M,A,,(Xj,Yj )) Thus the relationship between the match and attribute variables is unchanged,
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similarly the relationship between the geography and match variables is unchanged. For example,
the relationship between tenure and occupation would be expected to be the same after swapping.
In fact this is one advantage of geographical perturbation methods over other SDC methods.
Rounding for example, distorts the interrelationships between the attribute variables, often
artificially increasing correlations (Shlomo, 2005a). In this chapter, utility after geographical
perturbation is considered in a spatial context. Figure 6.1 indicates some statistical methods a

census user might perform specifically in a spatial context.

Figure 6.1: Statistical Methods for Analysing Census Data

ploratory Spatial
Data Analysis

(section 6.2)

Multivariate Area
Classifications

(section 6.3)

Multilevel
Modelling

(section 6.4)

The three sections of this chapter are devoted to analysis of the impact of geographical perturbation
on each of these methods. They have been chosen to represent the diverse kinds of analyses that
census users typically carry out. In addition, these methods have been chosen because of the
extensive literature that describes application of these approaches to census data. Exploratory
spatial data analysis (ESDA) encompasses methods used to detect spatial patterns in the data, to
formulate hypotheses and to identify local and global trend patterns. In chapter 2 for example,
studies on homogeneity within an area of interest were carried out by Morphet (1993), Tranmer and
Steel (1998) and Martin (1998). Another example of ESDA is that of Hirschfield and Bowers (1991)
where maps were produced to show the spatial distribution of those with a certain geodemographic
classification. Different approaches to ESDA are summarised in section 6.2 and the impact on
change in spatial rank and spatial autocorrelation studied. These kinds of analyses can typically be

performed using ArcGIS.

Following this, section 6.3 uses area (or geodemographic) classifications to describe and summarise
the data. Examples from chapter 2 where census data have been used in this context include the
classifications of Acorn from CACI and Mosaic from Experian. The fit of the classifications to the RRS

and LDS perturbed data will be considered. Secondly the difference in outcome in terms of which
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output zones belong to which classification type will be examined after creating the classification

from the swapped populations from scratch, as opposed to using the unperturbed data.

Finally section 6.4 looks at multilevel modelling of the data where EDs represent the nested
geographies within wards and the area classification will be used to form ailevel 2 predictor. The aim
will be to observe any changes in the parameter estimates and variation of the swapped models as
compared to the unberturbed model. In chapter 2, two examples were given relating to census data;
Barnett et al. (>2002), studying the impact of deprivation in explaining the spatial variation in health
outcomes, and Reijneveld (1998), looking at the adverse effects of area deprivation over and above

the effect due to individual socio-economic status.

{deally the distortion in the data should be kept to-a minimum at all levels of output, but it is
primarily the higher levels of geography e.g. large output zones such as wards that are most
important in terms of accuracy for census users when making important policy deciséons and
drawing significant conclusions. In this chapter utility will be given less attention at the lower levels

. . i
of geography. To continue the theme of the previous chapters, this work will be based on 1991

census data and definitions.
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6.2 Impact on ESDA

Figure 6.2 identifies some properties of the data that may be found using ESDA. ESDA might involve

identifying both local and global trends and patterns in the data. The techniques can also be used to

determine spatial outliers and spatial distributional properties.

Figure 6.2: Properties of the Data Identified using ESDA
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The impact of geographical perturbation on two distinct ESDA techniques will be explored; the

spatial ranking of attributes in the data and secondly the impact on spatial autocorrelation. The

second test will be studied from the perspective of identifying both local and global patterns in the

data.
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6.2.1 Impact on Spatial Rankings

A spatial ranking is an ESDA method used to define relative positions of a geography (e.g. wards)b
with respect to a particular attribute. This test considers the effect of swapping on the changes in
overall spatial pattern, such as would alter the shading classes on a choropleth map; that is, the
changes to rank order rather than changes in scale. The former is most likely to be distorted by

swapping. The test is performed as follows:

(i) Each zone is measured according to the attribute under investigation; e.g. percentage

unemp|oy}ment

(ii) The zones are sorted by this attribute

{iii} The zones are grouped (to ailow for small movements between ranks) "
(iv) Each zone is ranked by group

(v) The rank group for each zone is compared before and after swapping to look for large

movements between ranks

The procedure will be carried out on wards and LSOAs for two different attributes; (1) percentage
unemployment and (2) the percentage of male head of households, aged 35-50, in a professional job
. with a first degree or higher27. These attributes were chosen because, as.with any large mixed
urban/rural area, they are likely to vary over space. (2) is a cross-classification of the variables and
will show the extent to which interactions of the variables are distorted by geography. The wards
are split into groups of five and LSOAs into deciles to allow for small movements between rankings.
The results showed that changes in rankings were symmetrical about zero and approxiimately
normally distributed. Thus the results are presénted as ‘abslolute‘percentag_e change (in rank group)
showing the median of the distribution and the maximum. Swaps of 25% and 80% for both LDS and

RRS are compared in order to show the effect for contrasting sampling fractions.

%7 First degree or higher equates to the (1991) census variable qualevel taking values of 2 or 3, and socclass = 1

equates to professional job
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Table 6.1: Changes in Rank Group for LDS compared to RRS

RRS25 LDS25 RRS80 LDS80
Single Median 1 0 1 0
attribute Maximum 3 2 4 3
Wards Proportionno | 13/34 22/34 10/34 22/34
change
Single Median 2 1 2 2
attribute Maximum 7 9 9 20
LSOAs Proportion no | 29/103 36/103 11/103 17/103
change
Cross- Median 0 0 0.5 0
classified Maximum il 1 4 2
attributes Proportion no | 15/34 21/34 6/34 11/34
Wards change
Cross- Median 0 0 0 0
classified Maximum 1 1 1 1
attributes Proportionno | 91/104 97/104 89/104 93/104
LSOAs change

Table 6.1 indicates that for the cross-classification, there is little change in spatial ranking with the
median around zero for all cases. Many wards or LSOAs do not change rank group. However the
single attribute shows lots more change, particularly at LSOA level with LSOAs moving one or two
rank groups away. However this may partly be due to the definition of the size of the rank groups,
since there were 104 rank groups for the LSOAs altogether and therefore change may be more easily
picked up than in wards. A clear difference can be seen between RRS and LDS. The proportion of
zones showing no change is higher with LDS than RRS, and at ward level the proportion of zones

showing no change with LDS is almost twice that of RRS.

6.2.2 Impact on Spatial Autocorrelation

Another technique used for ESDA is to study the effect on spatial autocorrelation. Spatial
dependency is the extent to which the value of an attribute in one location depends on the values of
the attribute in nearby locations (Fotheringham et al, 2002, 1998). Spatial autocorrelation measures
this dependency by examining the correlation between an area and its surrounding neighbours. If
there is any systematic pattern in the spatial distribution of a variable, then it is said to be spatially
autocorrelated. A random pattern would exhibit no spatial autocorrelation. Swapping is likely to
distort any patterns of spatial autocorrelation, particularly when swapping over large distances,
which is likely to make the data become more homogeneous and pockets of households exhibiting
unusual characteristics would tend to become more like the region as a whole. If it is known that a
variable (or set of variables) exhibit spatial dependency, this relationship can be exploited to assess

the effect of the two swapping methods.
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Typically a single measure of spétial autocorrelation is calculated which describes an overall degree
of spatial dependency across the whole dataset (assessing the global pattern). However this can
often mask the true pattern. When spatial data are distributed such that high values are located
near to other high values and low values near to other low values, then the data are said to exhibit

' positive spatial autocorrelation. On the other hand, data with high values close to data with low
values (or vice versa) exhibit negative spatial autocorrelation. If both negative and positive spatial
autocorrelation are present, this is not picked up by a global measure. In this case, local measures of
spatial dependency must also be examined. Local measures of spatial'autocorrelation allow spatial
variations in the spatial arrangement of data to be examined. In this section spatial autocor_re!atiorl
will be assessed for the two attributes (1) percentage unemployed and (2) male head of households
- aged 35-50in a professional job with a first degree {the same attributes used for thé test on spatial

rankings). The results for the swapped populations will be compared against the unperturbed data.

The global measure of spatial autocorrelation to be used is the Moran’s /. This assesses spatial

dependency in a particular attribute for the whole region: (Moran, 1950)

DN ) | .
EXw. )y -2 |

where mis the number of zones,

Z,is the percentage in a particular category of a variable or a cross-classification of variables A, for

zoneu,

Z is the mean of the percentages across all zones,

w,, is an element of a contiguity matrix, taking the value 1 if zone u is a neighbour of zonev and 0

otherwise.

The Moran’s / is similar to Pearson’s correlation coefficient where the numerator is a covariance and
denominator is the sample variance. Also it can take values betweén -1 and 1 and the strength of
the correlation is reflected in higher values of /. The weights reflect geographic proximity and define
the local neighbourhood. Values of Moran’s / larger than 0 indicate positive spatial autocorrelation;

values smaller than 0 indicate negative spatial autocorrelation.

Spatial autocorrelation at a local level will be measured using the LISA statistic (Local Indicators of

Spatial Association — see Anselin, 1995). This will indicate clusters of significant spatial

autocorrelation and is computed as:
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Spatial maps can be produced showing the value of /, for each zone. In the LISA maps which follow

high-high and low-low relate to incidences of positive spatial autocorrelation whereas high-low and
low-high relate to incidences of negative spatial auto(correlation. The Moran’s I and the LISA maps
were computed in GeoDa”® and relate to the Basingstoke and Deane local authority. This local
authority was chosen as it was small enough to allow the relationships to be studied in detail which

would have been difficult with the whole of Hémpshire.
Spatial Autocorrelation for (1) Percentage Unemployed

The LISA maps in figure 6.3 were computed for LSOAs in Basingstoke and Deane for the original data
and for the swapped populations {for samples of 25% and 80%). The weights matrix needs to be
selected in GeoDa and the nearest neighbours was used. In the foIIowihg maps, the eight nearest
neighbours were selected. This means that there is some randomness in which ‘neighbours’ are
selected (if there are more than eight nearest neighbours). For this reason, an identical weights
matrix was used in every case. LSOAs were ch‘osen as the size of geography to analyse, containing
enough households to show accurate and interesting patterns of spatial autocorrelation. There are
104 LSOAs altogether but only 34 wards which are too few to discern any spatial patterns with

nearest neighbours.

%8 GeoDa is used to implement techniques for ESDA on lattice data-(points and polygons) and was downloaded
from https://www.geoda.uiuc.edu/ ' '
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Figure 6.3: LISA Maps showing Spatial Autocorrelation in LSOAs for Percentage Unemployed.

Not Significant
B 5o
- Low-Low
B Lo-Hi
B sl

Unperturbed (Original) Data

After 25% LDS

After 80% LDS After 80% RRS

The LSOAs (in the unperturbed data) show evidence of negative spatial autocorrelation north of the
centre of Basingstoke but positive spatial autocorrelation in central Basingstoke and southern

surrounding LSOAs. The darker shades show areas of positive spatial autocorrelation whereas the
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lighter shades show areas of negative spatial autocorrelation. This pattern seems to be mostly
retained even after a 25% sample swap for both LDS and RRS methods. However at the 80% sample
level, the original pattern is starting to disappear. It is interesting to note that the plots display fewer
significant areas of spatial autocorrelation as the sampling fraction increases suggesting that the

data are possibly becoming more homogeneaous as expected.

Table 6.2: Moran’s | at LSOA Iével for Single Attribute

Original data 0.3491

' 25% sample - 80% sample
RRS | 0.2984 0.2341 ,
LDS 0.3093 0.3338

The Moran’s / gives a global indicator of spatial autocorrelation relating to the data as a whole
(formula 6.1). Table 6.2 shows the global Moran’s Ifqr the 25% and 80% samples. It is perhaps
misleading in this case because both positive and negative correlation are present. However the
Moran’s I is always around 0.3 for the swapped populations possibly indicating the data aren’t too

different from the unperturbed after LDS and RRS.
Spatial autocorrelation for a Cross-classification of Variables

The spatial autocorrelation can also be assessed in a cross-classification of the variables to

distinguish any different effects of swapping on the interrelationships between the variables. The .

cross-classified attribute was the percentage of male head of households, aged 35-50, with a first

- degree or higherin a pfofessional job, as shown in figure 6.4.
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Figure 6.4: LISA Maps showing Spatial Autocorrelation in LSOAs for Cross-Classified Attribute.

Not Significant
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After LDS 80% After RRS 80%

As might be expected, the maps show evidence of a reverse pattern to proportions of unemployed
meaning that areas of high unemployment typically have low proportions of male head of
households in a professional job with a degree (central and surrounding areas of Basingstoke). As
before these maps show that most of the pattern is retained at the 25% swap rate, perhaps more so
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for LDS. On the other hand at the 80% swap rate, the large number of swaps mean that although
some parts of the pattern is retained with LDS, with RRS many of the significant LSOAs are showing

incorrect directions of spatial autocorrelation.

In fact this observation is also indicated in the Moran’s’/ shown in table 6.3. At 25% the spatial
correlation is rouvghly the same as the original data for both RRS and LDS. At 80%, with the RRS there
is almost no correlation in the data. This seems to make sense since RRS swaps over much longer

distances so has the potential to damage the déta_more than LDS which generally swaps over
shorter distances. This contrasts with the results of the spatial rankings however, which indicated
greater disturbance to the single attribute rather than the cross-classified attribute.

| .
Table 6.3: Moran’s | at LSOA for cross-classified attribute

riginal 0.2640

25% sample - | 80% sample
RRS 0.2564 0.0367
LDS ' 0.2747 0.2336

6.2.3 Conclusions: Impact on ESDA

In summary, it is difficult to use the spatial rankings to comparé the effects of LDS and RRS across
different levels of geography, since this depends on the size of the rank groups. However there was
a clear observable pattern of LDS showing less disturbance than RRS, sometimes around twice the |
LSOAs or wards moved into a different rank group with RRS than LDS. The spatial autocorrelatiovri
showed an obvious pattern across different sampling fractions, with the 80% swaps-showing a large
amount of damage in the LISA fnaps. This was particularly true for the RRS swap at the 80% level for
fhe cross-classified attribute; the Moran’s | dropped significantly whereas with LDS some elements

7
of the correlation remained.

In conclusion, the work in this section provides some evidence to suggest that LDS performs better
than RRS and this pattern is particularly evident for larger sampling fractions. Further analysis will

indicate whether this carries through to more complex methods.
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6.3 Impact on Area Classific‘ations

After ESDA, a statistical procedure commonly performed on census data is to try to summarise the
statistical relationships. A typical spatial procedure is to use area / geodemographic classifications.
Area classifications are commonly used with census data to capture and condense information
about clusters in the population. The approach works by grouping together similar area‘s based on
their values on a set of chosen variables. Geographical perturbation is likely to impact on area
classifications since the relationship between the attribute and geography variables becomes
distorted. After perturbation, the classifications that applied to the original data may no longer
apply to the perturbed data; the groups may not be so distinct or new, different groupings may
emerge. The effect of geographical perturbation on a classification of census data will be assessed

in two ways:

1) A classification of wards (and EDs) is first created based on the unperturbed synthetic data
 forthe Hampshire county. The classification is then applied to the swapped populations
(LDS and RRS) and the fit assessed in terms of homogeneity within the clusters, measured by

analysis of the distance to cluster seed.

2) New classifications are derived entirely from the swapped populations, The classification is
then compared to that of the unperturbed data. A further possibility is to use the cluster
means from the unperturbed data as the starting values for the cluster seeds at the first

iteration on the swapped data (this shall be done for EDs).
6.3.1 General Area Classification Methodology

Area classification refers to the classifying of areas into groups of si‘milarity based on the |
characteristics of selected features within them (Everitt et al. 2001). Geodemographic classifications
are based on the same idea and refer to information about population location typically at small
scales such as postcodes. There are a number of commercial and well-known area classifications
such as ACORN and MOSAIC. These are often seen as a data reduction tool to offer a simplified
description of the census database. Wallace et al. (1995) describe area classifications as meeting a
need for an indicator of socio-economic information contrasting the similaritiés and differences
between areas. Geodemographics / area classifications have many'usés including target marketing,

consumer profiling, academic research and allocation of resources.
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Openshaw and Wymer {1995) provides a basis for classifying data which involves several steps. The
first being to elucidate the purpose of the classification so that the appropriate census variables and
areas can be selected. The next stage might involve transforming the data to remove outliers and to
reduce skew. The variables should not be too highly correlated {one approach to this is to derive a
new set of variables osing principal components analysis). However assuming they are not, the data
may be standardised to allow use of a cluster similarity measure that is a simple distance-based one.
Otherwise the classification méy be influenced by certain variables. The clusters can be obtained via
‘cluster analysis’ using some measure of similarity (or dissimilarity)'such as within cluster sum of
squares, and there are many ways of doing this. The researcher must select the number of clusters
based on judgement requiring expertise in the discipline and knowledge of the purpose of the
investigation. The results can then be mapped and the resulting classification disptayed. An
important step in afea classification is to validate the results; determining whether there is

significant structure within the clusters and whether the result would be the same on re-run.

The process of clustering is a well-known technique (Everitt et al, 2001) and involves two major
decisions; choosing a measure of association / proximity measure and secondly the clustering
method. Hierarchical agglomerative methods work by joining each object separately (a top-down
approa_ch) c'r.eating a cluster hierarchy. De-agglomerative methods work in the opposite way with all
objects starting in one large cluster which is then split into smaller clusters. K-Means is a different
and popular approach where the number of clusters is pre-determined. The K-Means clustering
algorithm assigns each point in the datasét to the cluster whose average value on a set of variables
is nearest to it by some distance measure (usually Euclidean) on that set. The algorithm computes

" these assignments iteratively, until reassigning points and recomputing averages (over all points in a
cluster) produces no changes. The clusters may be summarised by their respective centroids
(average of the cluster members' coordinates) in that space. Cluster analysis involves choice of a
similarity or dissimilarity measure and is dependent on the type of variables; whether continuous,

categorical or discrete. Euclidean distance is commonly used for continuous variables.

6.3.2 Creating an Area Classification for the Synthetic Data

The classification methodology used for the purposes of the experiment will closely follow the
application of Vickers et al. (2007) where full details are described for creation of a national
classification of census output areas. This classification was derived entirely from 2001 Census data

which means the process can be replicated closely with the synthetic data. The Vickers’ classification
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was derived for the whole of the UK whereas the synthetic population only applies to the Hampshire
region. Therefore the number of ciusters and levels of hierarchy will be much smaller in this case.
The K-Means ‘method to be used will be performed in SAS rather than the SPSS approach used by
Vickers et al. (2007). o |

e Step 1: Variable selection

Vickers et al. (2007) discuss in detail the variable selection process which involves studying
correlations between the variables. Highly correlated variables are undesirable as the information
would then be repeated in fhe clustering process. Variables that are gorrelated due to causality (one
being a property of the other such as percentage of flats and percentage of households being the
lowest level above the ground) should be eliminated as well as variables where the presence of one
might indicate the presence of another (e.g. religion and ethnicity). In this analysis, a similar set of
forty-one variables will be used (see appendix A6.1). However the work done by Vickers et al. (2007)
was performed on 2001 census data whereas the synthetic data are based on the 1991 data, thus

variable definitions vary slightly.

e Step 2: Standardisation

The variables should be approximately normally distributed to be able to differentiate between
output zones with different values in the cluster analysis. This presents a problem with census data
which is typically skewed:- the majority of the data are at the lower end of the scale. As in-Vickers et
al. (2007), the variables were first transformed by taking logs, which does not destroy the integrity

of the data (unlike rankings for example), but reduces the skewness of the distributions.

Transforming the data by taking logs

z; =log,, (z/. + 1)where z, refers to variable j (j=1,.. 41)

The variables were then standardised in order to ensure that each variable had the same weighting
and to avoid the problems cauvsed by outliers. Vickers et al. {2007) define two techniques for

standardisation:

Range Standardisation
* * . ~ .
* Z: —2_. * . L - . *
zs; =——""—wherez,;. is the minimum and z,,,, the maximum of the transformed z;
7 —7 .
max min
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This idea was de\)eloped by Wallace and Denham (1996) and does not work well with outliers. An

alternative is:

Inter-decile Range Standardisation

» *
* Z, —2 * * . py s N . . . !
zs; =—% where zlf,m,z:50 and 2, g0 are the tenth, fiftieth (median) and ninetieth percentiles
2 g0 —2 ; .
pao pl0o

respectively of the transformed z;.

The synthetic data were found to have the same problems as in Vickers et al. (2007), and so
clustering was performed after applying both the inter-decile range standardisation and range
standardisation techniques. inter-decile range standardisation was most appropriate in this case for

creating comparable variable distributions {of similar scales and magnitudes).

e Step 3: Clustering via K-Means

Cluster analysis is used to place each geographic zone into a group acc.ording to the key
characteristics of the people who live there. The clusters should have roughly equal numbers of
zones in them. In Vickers et al. (2007), K-Means was used in SPSS:, an algorithm which minimises the
within cIustef variability in an iterative process. The number of clusters in the dataset must be pre-
specified. K-Means can also be carried out in SAS using proc fastclus. First a random seed is chosen
from the dataset for each cluster, at the next iteration the cluster seeds are reset to be the median
of the clusters. The clusters are recalculated and clusters seeds reset, iteratively, until the maximum
relative change in the cluster seeds is Iessbthén 0.0001. The relative change is calculated as the
difference between the old and new seed values (in terms of Euclidean distance), divided by the

mean absolute deviation from the cluster seeds in the current iteration.

e Step 4: Selecting the Number of Clusters

To produce a hierarchical classification, the K-Means algorithm can be run on the dataset to produce
the top-tier clusters. The original dataset is then split into separate datasets according to the
number of clusters (representing the higher level of the hierarchy) and the K-Means algorithm run
on each dataset separately to create the next tier of clusters. This can be done a number of times to

create the desired levels of classification {a top-down approach).
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"6.3.3 Fit of Swapped Data to a Classification of Wards

Following this proceés for the unperturbed synthetic data and using wards as the zones to be

clustered, four main clusters were identified. The statistics for determining the clusters can be found

in appendix A6.2. Appendix A6.3 then shows the radial plots for the sub-classifications. The

description of the clusters is summarized in table 6.4. The description of the clusters has been given

based on their distinctive characteristics but this does not need to be entirely accurate. The aim is to

assess whether the same clusters appear (have the same distinctive characteristics) in the swapped

and unperturbed populations; the ‘type’ of cluster does not matter. However the cluster detail can

be used to validate the success of the synthetic data in replicating the Hampshire population.

Table 6.4: Description of the Clusters from a Ward Classification of the Unperturbed Data

Summary Cluster Number Full Description

Description of

Cluster v .

Single city Cluster 1 Urban, people living alone, Mid age

dwellers group (25-44), service industry, above
. | average minority ethnic groups.

Affluent Older Cluster 2a Urban, detached housing, two car

families (urban, wealthy older families) | households, older age group (45-64),

\

families with non-dependent children.

Cluster 2b | _
(rural, wealthy older families)

Rural, two cars, detached housing, part-
time workers, older age group (45-64),
high SIR, families with non-dependent
children.

Families with
young children

Cluster 3a
(traditional families with young

Rural, two car detached households,
families with children {5-14), looking after

| children) home, older age groups (45-64).

Cluster3b Rural, renting privately, families with
(rural families with young predominately babies and young children.
children)
Cluster 3¢~ Suburban, two car detached households
(suburban families with young with children and families with non-
children) dependent children.

Urban terraced Cluster 4 Urban, all age groups but not elderly,

blue collar

terraced, families with children and
babies, many people per household,
routine occupations, higher than average
unemployment. ’
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Figure 6.5: Mapping the Unperturbed Ward Classification
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Figure 6.5 maps the clusters of the unperturbed (synthetic) ward classification. Urban areas such as
Southampton and Portsmouth and central parts of Basingstoke are classified as 4a and 1a (urban
areas) as expected. Suburban areas (cluster 3c) surround the urban areas for example around
Southampton. Rural areas (clusters 2b and 3b) are also where there are expected, such as the New
Forest area and the Test Valley. In that respect, the synthetic data seems to be a good
representative of the true 1991 Hampshire census data. The wards in the synthetic data can be
defined according to whether they are urban, suburban or rural areas as shown in table 6.5. This

information will be used later in section 6.4 (for spatial modelling).

Table 6.5: Number of wards classified by urban/rural/suburban

Classification Type Number of Wards
Urban 153

Suburban 53

Rural 61

The fit of the swapped populations to the unperturbed ward classification can now be assessed
using various statistics. The Root Mean Square Deviation (RMSD) is a measure of the average

distance between zones in the cluster for a particular cluster'clus' where 77 is the Euclidean distance

between N _ _ pairs of zones (within the cluster):

clus

i=N,

> (63)

clus =1

RMSD =
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The maximum distance from cluster seed to observation or the mean distance to seed can also be

calculated. Results are presented for 10% and 25% RRS and LDS in table 6.6.

Table 6.6: Fit of the Swapped Populations to the Clusters in the Unperturbed Ward Classification

Original | RRS LDS RRS | LDS
10% 10% 25% 25%
Cluster 1a (freq = 36)
RMSD 0.1369 | 0.1345 | 0.1331 | 0.1355 | 0.1363
Max distance to seed 1.6714 | 1.7022 | 1.7393 | 1.8081 | 1.7274
Mean distance 0.7985 | 0.7780 0.7706 | 0.7767 | 0.7930
Cluster 2a (freq = 44)
RMSD : 0.1190 | 0.1167 | 0.1174 | 0.1215 | 0.1217
Max distance to seed 1.3846 | 1.4159 | 1.4280 | 1.5295 | 1.4502
Mean distance 0.7184 | 0.7023 | 0.7062 | 0.7267 | 0.7337
Cluster 2b (freq = 31)
RMSD ' 0.1388 | 0.1354 | 0.1353 | 0.1318 | 0.1355
Max distance to seed 1.2995 | 1.3436 | 1.3647 | 1.2962 | 1.3028
Mean distance 0.8549 ‘| 0.8317 | 0.8136 | 0.8118 | 0.8348
Cluster 3a (freq = 35)
RMSD 0.1039 | 0.1081 | 0.1078 | 0.1123 | 0.1092
Max distance to seed 1.2128 |1.2362 | 1.2690 | 1.2740 | 1.2668
Mean distance - 0.6164 | 0.6439 | 0.6388 | 0.6692 | 0.6466
- Cluster 3b (freq =7) _
RMSD 0.1025 | 0.1060 | 0.1048 | 0.1046 | 0.1064
Max distance to seed 0.9097 | 0.9215 | 0.9411 | 0.9010 | 0.9374
Mean distance 0.5678 } 0.5903 | 0.5794 | 0.5851 | 0.5873
Cluster 3c (freq = 44) _
RMSD 0.0968 | 0.0983 | 0.0981 | 0.0998-| 0.0987
Max distancé to seed 1.3711 | 1.3985 | 1.3893 | 1.4879 154258
Mean distance 0.5835 | 0.5931 | 0.5924 | 0.5966 | 0.5938
~ Cluster 4 {freq = 61) )
RMSD 0.1306 | 0.1305 | 0.1296 | 0.1305 | 0.1302
Max distance to seed 1.7083 | 1.7300 | 1.7213 | 1.7447 | 1.7514
Mean distance 0.7804 | 0.7784 | 0.7726 | 0.7735 0.7741

At both the 10% and 25% level, both LDS and RRS preserve the fit to the clusters with the RMSD, the

maximum distance to seed and the mean distance to seed barely showing any changes from the
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unperturbed values. This is in contrast to section 6.2.2 which showed the data (not the clusters) was

becoming more homogeneous with a larger sampling fraction.

In conclusion, aside from the impact of sampling fraction, this test for utility of the data shows
virtually no difference between LDS and RRS suggesting that both methods have little impact on the
clusters at the ward level. This might be justifiable because wards are large aggregate areas

containing approximately 2,500 households in each. This is a positive result from both methods;

distortions to the data are minimal.
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6.3.4 Creating a Ward Classification from the Swapped Data from

Scratch

An alternative approach is to create the area classifications from scratch from the perturbed data
and compare the outcome to the classification created from the perturbed data. The clustering
procedure is run on the swapped data (RRS and LDS) and clusters identified as in the same way as

before (no reference is made to the unperturbed data or classification).
Creating a Ward Classification for 10% LDS

The radial plots for the ward classification created from scratch from the 10% LDS population are
shown in Appendix A6.4. The clusters were almost identical and could be directly matched to one of
the four original clusters in the unperturbed classification. For example; compare cluster 3 original,

to a cluster from LDS 10% in figure 6.6.

Figure 6.6: Radial Plots for the Ward Classification fitted from scratch to 10% LDS Data

Cluster 3: unperturbed data A cluster from the 10% LDS classification

Moreover only seven out of the 267 wards were assigned to a different cluster comparing between
the populations (after matching up the four clusters which were almost identical). This is indicated
in the mapping of the classification in figure 6.8 which when compared to the unperturbed mapped
classification in figure 6.7, shows hardly any change. In figure 6.8 we assume the four clusters

created by 10% LDS are assumed to be identical to those found in the unperturbed population.
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Figure 6.7: Mapping of the Unperturbed Ward Classification (four main clusters)

Figure 6.8: Mapping the LDS 10% classification from Scratch (four main clusters)
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Creating a Ward Classification for 10% RRS

Again, the radial plots showed almost identical clusters which could be directly matched to the
unperturbed classification. Compare in figure 6.9 the cluster from RRS 10% to cluster 3 from the

unperturbed classification.

Figure 6.9: Radial Plots for the Ward Classification fitted from scratch to 10% RRS Data

Cluster 3: unperturbed data A cluster from the 10% RRS classification

However, after matching up the clusters to the original classification, this time there was a lot of

movement of wards between different classifications. Specifically almost half (121/267) were in the

wrong cluster. This is reflected in the mapping of the RRS classification in figure 6.10. On the whole,

the general pattern is the same, but at the smaller scale, it is easy to spot areas where the clusters

have changed classification.
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Figure 6.7 (repeated): Mapping of the Unperturbed Ward Classification (four main clusters)

Figure 6.10: Mapping the RRS 10% classification from Scratch (four main clusters)
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Table 6.7 displays the RMSD for each of the four main clusters found from creating the ward
classifications from the unperturbed, 10% LDS and RRS 10% data, as well as the number of wards in

each cluster.

Table 6.7: RMSD & Cluster Frequency of Ward-level Clusters created from 10% LDS and RRS swaps

Cluster 1D Unperturbed LDS 10% : RRS 10%
| Matched clusters Matched clusters \
1 ‘ 0.1369 ' 0.1370 0.1527 ‘
(36wards) | (34 wards) (65 wards)
2 0.1473 0.1454 . 0.1231
(75 wards) (79 wards) (65 wards) |
3 0.1299 ' 0.1316 0.1251
| (95 wards) (92 wards) (86 wards)
4 0.1306 - 0.1279 0.1554
(61 wards) - (62 wards) (51 wards)

Although the RMSD for the swapped populations is similar for both LDS and RRS, the number of

wards in each cluster is quité different for RRS for cluster 1 in particular.
Creating a Ward Classification for 25% LDS and RRS

With a swapping rafe of 25%, the RRS clusters were unrecognizable comﬁared to the unperturbed.
After LDS, cluster 4 is still evident but with some distortion..The other clusters from LDS are
distorted and do not ‘fit’ to any of the unperturbed clusters. The urban classification (cluster 4) is
probabily still intact because the recqrds in these areas are moved shorter distances by nature of the

LDS methodology.

6.3.5 Fit of Swapped Data to a Classification of EDs

As EDs are smaller in size with an aye'rage of 220 households compared to an average of 2,619 in
wards, the effect 6f swapping may be more pronounced. EDs in the unperturbed population for
Hampshire were classified into two main clusters. The first of these was small containing only 46
EDs. The other cluster was large containing the majority of the EDs. Six sub-clusters were evident
within this larger cluster. The clusters assigned to the EDs in the unperturbed population were then

assigned to the same EDs in the swapped' populaﬁons and the measures of homogeneity assessed

. {the RMSD and the maximum distance to cluster centre) as before with the wards. In this case, j
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sampling fractions of 10%, 25% and 50% are studied. Results are shown in table 6.8 (RMSD) and 6.9

(maximum distance}.

Table 6.8: RMSD for each cluster when fitting LDS and RRS data to the Unperturbéd ED Classification

Unperturbed | LDS10 LDS25 LDS50 RRS10 RRS25 RRS50

0.1919 0.1928 0.1940 0.1981 0.1918 0.1952 0.2184
2 0.1207 0.1187 ' | 0.1203 0.1258 0.1187 0.1227 0.1267
2a 0.0899 0.0889 0.0910 0.0928 0.0887 0.0946 0.1005
2b 0.0909 0.0912 0.0899 - | 0.0910 0.0923 0.0969 0.1027
2c 0.1165 0.1171 0.1151 0.1213 0.1175 0.1244 0.1265
2d 0.0963 0.0933 0.0945 0.1160 0.0933 0.0976 0.1031
2e 0.1156 0.1120 0.1110 0.1249 0.1128 0.1132 0.1178
2f 0.0884 0.0892 | 0.0895 0.0926 0.0900 0.0952 0.1016
Average | 0.1138 0.1129 0.1132 0.1203 0.1131 0.1175 0.1247

Table 6.9: Maximum distance to cluster seed, for each cluster when fitting LDS and RRS data to the

Unperturbed ED Classification

Unperturbed | LDS10 LDS25 LDS50 RRS10 RRS25 RRS50

2.2173 2.2329 2.2305 2.2583 2.2555 2.2932 | 3.3007

1.7223 1.7179 1.7381 1.8656 1.7462 1.7322 1.8586
2a 1.2608 1.2567 1.2747 1.6326 1.2417 1.1607 | 1.3069
2b 1.4330 1.4412 1.4740 1.4805 1.4555 1.3061 1.5928
2c 1.3439 1.3607 1.4174 1.6482 1.3705 1.4554 1.5429
2d 1.2536 1.3127 1.2350 1.8251 1.2016 1.2046 1.3422
2e 1.3550 1.4128 1.6577 - | 1.8260 1.4197 1.4438 1.6050
2f 1.4272 1.4541 1.4289 1.4743 1.4555 1.5267 1.8321
Average | 1.5016 1.5236 1.5570 1.7513 1.5183 1.5153 1.7977

Tables 6.8 and 6.9 show little difference between the swapped and the unperturbed ED

classification, for both RRS and LDS. Both the RMSD and maximum distance are almost unchanged.

The only noticeable effect is of sampling fraction which tends to make the clusters less

homogeneous as it becomes larger (both the RMSD and maximum distance increase). Thus, despite

EDs being smaller in size, swapping still has little impact on the fitted clusters, and for both methods.
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6.3.6 Creating an ED Classification from the Swapped Data from

Scratch

s

Upon repeating the same analysis in section 6.3.4 at ED level (creatir'\g an ED classification from
scratch for the swapped data), it was very difficult to identify similar clusters to the unperturbed
data. Instead, the EDs in the swapped populations were classified according to the cluster centres
from the unperturbed data (via the cluster means from 6.3.5) to one of the two main clusters andt.
subsequently one of the six sub-clusters. The measure of utility in table 6.10 examines the number

of EDs in the swapped populations that change cluster.

Table 6.10: Fitting Clusters after LDS and RRS, based on Cluster Centres from the Unperturbed Data

LDS 10% | LDS 25% | LDS50% | RRS10% | RRS25% | RRS 50%
Number of EDs 2% 3% 3% 2% 3% 3%
| changed main cluster | 59 80 111 65 96 117
Number of EDs 28% 30% 51% 28% 35% 37%
changed sub-cluster 884 937 1594 869 1093 1148

The changes relative to the cluster size are very small. It is hard to detect any difference between

RRS and LDS. The amount of changes at sub-cluster level is much greater than for the main clusters.

6.3.7 Conclusion: Impact on Geodemographic Classifications

In conclusion, both the ED and ward classifications appear to be resistant to the effects of swapping
in termS of the fit of the swapped populations to the unperturbed clusters. LDS fits the unperturbed
clusters very well with the vast majority of wards falling in the same cluster but with RRS, the fit is
not so good with approximately half of the wards falling in a different cluster. Despite 'this;, the
overall broad pattern for RRS is still much the same as before swapping..Creating the clusters from
scratch on the other hand, is very unreliable and swapping has a much greater impact in this
context. This indicates some information on the original (pre-swapping) pattern helps to retain

utility. Any swapping rate over 10% severely distorts the data in both cases.

-
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6.4 Impact on Estimates for Multilevel Models

An importanf statistical procedure performed using census data is to fit models for inference and
prediction. These inferences may be used, for example, to formulate important policy decisions and
thus it is essential that the model is accurate. Estimates fdr models which are spatial in nature, such
as multilevel models, are likely to be distorted by geographical perturbation. Multilevel models -
recognize the existence of spatial clusters in the dataset, and may be used to separate unit and area
level effects'by treating the groups (areas) as a random samplé from a population of groups. There
are many examples of multilevel models that make usé of census data; Moon et al. (2005) study the
impact of area on health, Johnston et al. (2005) analyse voting behaviour and neighbourhood effects
and Goldstein and Noden (2003} look at social segregation in schooling. Most of these studies use
census variables to explain a non-census response. However Heady et al. {2003) have looked at
multilevel models relating to small area data where the response has been a census variable
including; _ ‘

o The proportion of households with dependent children which contain one parent families

o The proportion of households without a car

o The proportion of households with more than one resident per room

o Proportion of economically active households containing a resident of working age who is

unable to work.d'ue to sickness

Moreover Brunsdon et al. {1998) and Barnett et al. (2001) analyse the census variable limiting long
term iliness in terms of other census variables including density, unemployment and socio-economic

grouping. For the remainder of this chapter, we refer to limiting long term illness as ‘LLTI".

With regard to geographical perturbation, the relationships between the geography and attribute
variables are distorted, so the multilevel model that fits the original data may not be applicable after
perturbation. More specifically, in the case of swapping, the data are thought to become more
homogeneous as iflustrated by the LISA maps in section 6.2.2. This means the differences between
areas may be reduced and the area level variation may no longer be significant (thus a single level
model should be used). LDS might be expected to show smaller differences to the unperturbed
model when compared with RRS because households are moved shorter distances. At the individual
level, no change in the parameter estimates would be expected because there is no interaction with
geography; for example the effect of age on LLTI at the individual level should be unchanged after
swapping. Consequently the lowest level of the model will be EDs. This section examines how the
two methods (RRS and LDS) impact on the outcome of a typical multilevel model for census data.

The analysis will involve fitting a multilevel model in MLWIN to the unperturbed census data in a
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stepwise procedure. A Poisson multilevel model is proposed based on the LLTI variable. The results
will then be compared with the safme model specifications applied to the RRS and LDS populations.

Different sampling fractions will be studied.
6.4.1 Model Specification

The response variable will be LLTI. This variable is a recent addition in the 1991 census. It is a

popular variable used in census analysis since it covers a broad range of illnesse; which may have
result-éd from exposure to certain work-related risks, poor housing conditions or stress (Brunsdon et
al., 1998). It is well known that older age groups and males t-hat are more likely to suffer from LLTI
than females and the young. As in Barnett et al. (2001), premature LLTI will be analysed where the
population at risk is all individuals in households under the age of 65. This is because for these
younger age groups, the variable is Iikeiy to vary géographica'ﬂy and show strong assaociations in
relation to socio-economic phenomena. This allows us to study in more depth changes between the ]

unperturbed and swapped populations.

LLT! can be measured as a binary resﬁonsé; ‘yes’ or ‘no’ at the individual level or alternatively as
‘counts within an area; i.e. percentage of individuals in the area who have a LLTI. Since census users
only have access to aggregate outputs rather than michdata, the lowest level in the model will be

. small areas / neighbourhoods or more specifical!y Enumeration Districts. Many studies of LLTI using
multilevel models take into account area context such as whether area level deprivation (Congdon,
1995) or kurality (Barnett et al., 2001) has an effect over and above the individual or neighbourhood
level socio-economic factors. The population for analysis will represent one LAD in Hampshire. A
very large dataset would cause problems in MLWIN. Southampton LAD is a suitable candidate as it

consists of 29,009 households and is spatially heterogeneous being a major urban area in England.
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Poisson Multilevel Modelling

The response will be the count of 40-49 year old males with LLTI in each ED. Since the population
at risk is Ia_rge and the number of cases are relatively small, the Poisson distribution can be used to
model the distribution across EDs. Using oﬁly a single level model would ignore the geographical
structure of the data, and would ignore the fact that:

(a) smaller éreas have a tendency to have similar rates of LLTI to their neighbours, i.e. ED_$ in the
same ward having similar rates of iliness . _ '

(b) counts of LLTI tend io differ according to the ‘rurality’ of the wards. Higher rates of iliness are

generally associated with more rural areas.
These hypotheses form the rationale for developing a multilevel model whose structure is as

follows:
‘Wards: Level 2

EDs: Level 1

Let LLTI; be the Poisson distributed response for ED 1_'_ih ward j. Assume that the LLTI; are
independent Poisson random variables with expected rate 7z, such that LLT/;~ Poisson (ﬂ'u)
L, might typically be standardised by age and sex a_S in Barnett et. al. {2001}, but for simplicity

only one age and sex group will be considered. A Iogafithmic transformation will be used to prevent
the model from predicting negative numbers of LLTI and also means that the explanatory variables
have a multiplicative effect. A single level Poisson model can be written following the notation of
Rasbash et al. (2004) and Goldstein (2003):

LLTI, ~ Poisson(r; )

Iog(;r,.j )= offs; + By 1+ ﬂlpredictor,j ‘ (6.4)

var(LLTl |z, )=7,

[, is an intercept parameter and £3, the slope parameter associated with the predictor;. offs; is the

logged area population which allows comparison of rates rather than number of cases which is

generally sensible as otherwise the model will simply predict that more cases are seen with more
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‘people at risk. The mode! assumes no under- or over-dispersion {i.e. E(LLTI,.j)= Var(LLTI,j)=7r,.j )

and as in Leyland and Goldstein {2001), only Poisson variation in the response:

*
LLTI; =7 +eqiXq; - ‘
‘ where e, are the residuals

05 ' >

So ELLT,)=E(r, +eqy72 )=z, +Eleq, . | (6.5)

* _ 05
Xoj =75

And Var(LLTI,.j )= Var(ﬂij +eg, 75° ): 0+ (71',?‘5 )2 Var(e(,ij )= ; .Var(eo,.j ) J
Therefore it follows that the residuals must have E(eo,-j)= 0 and Var(eo,.j ) =1 if only Poisson variation

is present. This model can be extended to the two-level case by assuming that the EDs are nested in

wards.

LLm, ~ Poisson(ﬂ,.j) ' _ ™

log(ﬂ,.j )= offs; + By; 1+ Ji) ;predictor,;
ﬁo,: =f, +Uy; ' a .
,B1j =5 +uy; . >— - (6.6)

Uy; o
0j | n N(O, Qu) Qu — u0 ,
Uy Ouor O

varllLTi|z,)=m, )

The multilevel will study whether LLTI at ED level varies between wards and within different classes
of ward. The classification divides wards into urban, rural or suburban depending on the outcome of
the area classification (section 6.3; table 6.5). The model 6.6 will also be extended further to include

predictors at ward level.

Maximum likelihood estimation is cdrhputati_onally intensive for Poisson models and so quasi-
likelihood methods are used. In MLWIN, marginal quasi-likelihood (MQL) or predictive quas.i-
likelihoodv(PQL) can be implemented. Following the advice of Rasbash et al. (2004) MQL will be used
first and followed by PQL using the MQL estimates. MQL is a crude approximation and may bias
estimates downwards if the sample size within level 2 units are small or the response proportion is
extreme. Therefore PQL offers improved esfi.mates but these are less stable and can have

convergence problems.
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Six explanatory variables will be considered (all continuous);
» UNEMP: Proportion of unemployed
(based on the 1991 census variable econprim — ‘6’ is unemployed)

- > SINGLE: Proportion of single parents

(based on the 1991 census variablé famtype - ‘7’ lone parent with dependent children)
» CROWD: Proportion of households where there is overcrowding
(based on ﬁumber of persons being greater than the nﬁmber of rooms)
> RENT: Propbrtion of rented households (privately or otherwise)
(based on the 1991 census variable tenure — anything but ‘1’ or ’2’)
> NOAMEN: Proportion of households without central heating
(based on the 1991 census variable cenheat ~ ‘3’ no central heating)
> UNSKILL: Proportion of unskilled workers

(based on the 1991 census variable soclass — ‘6’ is unskilled)

UNEMP is an indicator of economic well-being in the EDs whereas NOAMEN is an indicator of

affluence/poverty. SINGLE takes into account household composition in the EDs. CROWD takes into

account cramped housing conditions which may cause iliness. UNSKILL attempts to take into
account occupations which may lead to higher rates of LLTI. Finally RENT is another indicator of

lifestyle which may affect LLTI. . ' .

The procedure for fitting the model for 40-49 males with LLTI in each ED will be as follows:

MODEL 1: Single Level Model

(to jdentify significant predictors)

MODEL 2: Ward Level Variation

(is there any significant variation in illness between wards?)

MODEL 3: Ward Level Predictors

(attempting to explain the ward level variation, is there still any remaining variation?)

MODEL 4: Interactions Model

{(do the ED predictors vary in different types of ward?)

216




6.4.2 Results: Impact of LDS and RRS on Multilevel Model! Estimates

Preliminary analysis showed some degree of correlation between the variables (at most 0.4) so the
most significant will be included first and then the remaining predictors added back in. The
multilevel models were then fitted extending from the single level model. Results are shown in

tables 6.11 to 6.14.

Model 1: Single Level Model (three predictors were significant from the original six)
LLTI, ~ Poisson(z, )
log(;z,j): offs; + B,.1+ B,rent; + f,noamen;; + Byunskill;

var(LLT/,.}. lﬂﬁ)=‘(zij

Model 2: Ward Level Variation
LTI, ~ Poisson(r; )
Iog(ﬂ,j ): offs; + By;-1+ Byrent,; + f,noamen; + Buunskill;
ﬂo; =h+ Uypj
oy ]~ n(0.0,):0, =02,
0j 1SSy )RSy Ou

var(LLTI,,- | 7; )i 7,

Model 3: Ward Level Predictors

LLm, ~ Poisson(n,.j)

Iog(ﬂ:,.j): offs; + Bo;-1 + Pyrent; + ,anéamenij + Bunskill; + B urban; + Bssuburban;
| ﬂo,’ =B+ Uy,

[u0j]~ N(O,Qu):qu = [O-gu]

var(LLTl, | 7, )= 7, .

Model 4: Interactions Model
LT, ~ Poisson(zz,.j)

log (71',/)2 offs; + Bojurban ; + fByrural ; + fyrent .urban ; + Bsrent .rural ; + B,noamen .urban ;

+ Bsnoamen .rural ; + Beunskill .urban ; + B,unskill .rural ;
,Bo'j =By +uy;
B iT By +uy;

u,; 2
‘iuo’]‘N(O,Qu):Qu =["~0 2}
1j OO0 Ou

var(LLTl, | @, )= 7,

iy
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Table 6.11: (Impact on a Multilevel Model) Single Level Model

MODEL 1: Parameter

constant rent noamen unskill
Estimates with
Standard Errors in
brackets
Unperturbed -2.977 1.536 0.643 0.839
‘ (0.032) (0.106) (0.153) (0.281)
LDS 10% 2,962 1.556 0.559 0.681
(0.033) (0.108) (0.154) (0.278)
RRS 10% -2.972 1.601 0.508 0.893
(0.032) (0.102) (0.161) {0.283)
LDS 25% -2.948 1.567 0.590 0.793 ~
o - (0.031) (0.106) (0.154) {0.269)
RRS 25% -2.974 1.531 0.602 0.996
(0.033) (0.115) (0.160) (0.294)
LDS 50% -2.969 1.619 0.507 0.710
(0.033) (0.109) (0.163) (0.292)
RRS 50% -2.957 1.472 0.591 1.074
{(0.033) (0.108) (0.159) (0.293)

RENT: Proportion of rented households, NOAMEN: Proportion of hduseholds without central heating, UNSKILL: Proportion of unskilled workers
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Table 6.12: (Impact on a Multilevel Model) Ward Level Variation

MODEL 2: constant rent noamen unskill Level 2

Parameter Variation

Estimates with

Standard Errors in

brackets

Unperturbed -2.968 1.506 0.484 0.609 0.033

: (0.039) (0.127) (0.179) (0.292) (0.012)

LDS 10% -2.959 1.559 0.378 0.467 0.032
(0.034) (0.111) (0.173) (0.290) (0.010)

RRS 10% -2.974 1.576 0.408 0.739 0.026
(0.035) (0.122) (0.183) (0.304) (0.011)

LDS 25% -2.971 1.520 0.386 0.501 0.042
(0.036) (0.125) (0.169) (0.288) (0.010)

RRS 25% -2.981 1.550 0.516 0.900 0.015
(0.036) (0.126) (0.174) (0.292) (0.008)

LDS 50% -2.951 1.602 0.329 0.529 0.022
(0.037) (0.125) (0.175) (0.305) (0.008)

RRS 50% -2.957 1.488 0.452 0.963 0.024
(0.033) (0.124) (0.164) (0.294) (0.009)

RENT: Proportion of rented households, NOAMEN: Proportion of households without central heating, UNSKILL: Proportion of unskilled workers
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Table 6.13: (Impact on a Multilevel Model) Ward Level Predictors

MODEL 3: constant | rent | noamen unskill Level 2 urban suburban
Parameter Variation '
‘| Estimates with
Standard
Errorsin
brackets

Unperturbed | -3.343 1.486 | 0.400 0.460 - |0.024 0.462 0.425
(0.070) | (0.122) | (0.161) | (0.286) | (0.009) | (0.072) | (0.086)

LDS 10% -3.380 1.512 | 0.300 0.296 0.023 0.514 0.506
: (0.077)° | (0.122) | (07168) (0.311) (0.008) (0.081) (0.092)

RRS 10% -3.357 1.551 | 0.290 0.561 0.019 0.480 0.413
_ (0.068) (0.117) | (0.169) (0.293) (0.008) (0.070) (0.081)

LDS 25% -3.324 1.495 | 0.297 0.356 0.028 0.302 0.109
(0.070) (0.122) | (0.167) (0.285) (0.009) (0.082) (0.070)

RRS 25% -3.054 1.503 | 0.413 0.783 0.010 0.163 | -0.150
(0.055) (0.125) | (0.179) (0.309) (0.005) (0.057) (0.083)

LDS 50% -3.352 1.577 |0.241 0367 | 0.019 0.192 0.103
(0.073) (0.122) | (0.174) (0.304) (0.008) (0.062) (0.071)

RRS 50% -2.978 1.466 | 0.392 0.830 0.017 0.091 -0.301
| (0.057) | (0.126) | (0.170) | (0.274) | (0.008) | (0.058) | (0.086)

RENT: Proportion of rented households, NOAMEN: Proportion of households without central heating, UNSKILL: Proportion of unskilled workers
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Table 6.14: (Impact on a Multilevel Model) Interactions Model

MODEL 4 urban rural urban rural urban. rural. urban. rural. urban. rural.

Parameter variation variation rent rent > noamen noamen unskill unskill

Estimates

with Standard

Errorsin

brackets

Unperturbed | -2.889 -3.361 0.024 0.081 1.511 1.012 0.404 0.610 0.417 1.289
(0.039) (0.132) (0.008) ’ (0.042) (0.132) (0.574) (0.176) (0.774) (0.290) (2.019)

LDS 10% -2.878 -3.339 0.021 0.075 1.577 0.991 0.278 0.602 0.283 -0.014
(0.040) (0.122) (0.009) (0.034) (0.128) (0.544) (0.178) (0.803) (0.306) (1.820)

RRS 10% -2.901 -3.302 0.015 0.088 1.605 1.078 0.313 0.343 0.573 -0.450
(0.040) (0.125) (0.007) (0.049) (0.124) (0.540) (0.183) (0.827) (0.290) (2.122)

LDS 25% -2.839 -3.300 0.027 0.069 1.519 1.305 0.320 0.236 0.338 0.847
(0.037) (0.119) (0.009) (0.051) (0.125) (0.519) (0.170) (0.776) (0.287) (2.049)

RRS 25% -2.947 -2.996 0.013 0.060 1.620 [ 0.472 0.425 0.207 0.800 -1.811
(0.035) {(0.118) (0.006) (0.032) (0.129) (0.544) (0.180) (0.761) (0.308) (1.947)

LDS 50% -2.873 -3.391 0.019 0.062 1.585 1.627 0.236 0.704 0.407 -1.055

Co- (0.038) (0.123) (0.006) {0.055) {0.125) (0.515) (0.177) (0.800) (0.307) (2.010)

‘RRS 50% -2.923 -3.177 0.019 0.064 1.541 0.839 0.438 0.111 0.753 1.507

(0.036) (0.135) (0.008) (0.040) (0.120) (0.497) (0.174) (0.819) (0.313) (1.727)

RENT: Proportion of rented households, NOAMEN: Proportion of households without central heating, UNSKILL: Pfopbrtion of unskilled workers
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Before interpreting the models, we note that the average count of LLTI by ED is 2.22 with a
variance of approximately 1.73 (so no strong evidence of under- or over-dispersion). The average
count of males aged 40-49 in EDs (the vpop.zulation at risk} is 35 with a large standard deviation,

therefore it is sensible to adjust the base count per ED using an offset®.

Table 6.15(a): Population at Risk (LLT! as response-in multilevel model)

Mean Min Max Std
Population at Risk | 35 : 1 - 91 13
(40-49 year old y
males in EDs)

Table 6.15(b): Counts of LLTI by ED

Mean Min Max Std
Counts of LLTI 2.22 0 10 1.73
by ED
e Modell

'The parameter effects are multiplicative in a Poisson model, and appear reasonable although
their effects are very small because of the small average count of LLTI; there would have to be a
substantial increase in the proportion of the predictors to produce a change in the cases of LLTI.

However such a substantial increase in proportions is feasible for all three predictors:

Proportion renting by  Proportion with no Proportion of
ED amenities by ED unskilled workers by
ED
Minimum value , 0% 0% 0%
Maximum value 50% 58% 92%

For example:
» For a 10% proportion for all three predictors, the number of cases of LLTI would be 0.3 for

the unperturbed model and also for LDS50 and RRS50, with a population at risk set to the

average of 35.

2 The offset adjusts the model to allow for the population at risk; otherwise the model would simply
predict more cases of long term illness for larger populations. An offset is used here because of the large

variation in population at risk across EDs.
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» For a 50% proportion for all three predictors, the number of cases of LLTI would be 1.1 for
the unperturbed model, 1.0 for LDS50, and 1.2 for RRS50, for the same population at risk

set to the average of 35.

This is a positive result. Even after swapping 50% of the records, in both cases, the changes in the
model are very small compared to the unperturbed data and the general interpretation would be

the same.

e Model2

Model 2 shows significant variation in LLTI between wards but this variation is very small at 0.033.
RRS consistently reduces the size of this variation whereas for LDS, the variation actually increases
on one occasion for the 25% sample. There is evidence in this model to suggest that sampling
variation may be more important in this context. For example, RR25 decreases the ward level

variation to 0.015 but then it increases again to 0.024 for RRS50.
e Model3’

Model 3 shows that there is a significant effect of the type of ward on:LLTl but again this effect is
very small. Table 6.16 illustrates just how small the variation between urban and rural wards is
and shows there is slightly more change to the RRS50 model compared to the LDS50 model but in
terms of general interpretation of the model estimates, the impact of swapping is tiny. We might
be concerned if the increase for RRS50 was 10 more cases for rural for example, rather than the
small value of 0.15. Since the difference in variation, although signifiqant, is very small, it is

perhaps not the best example to pick up any differences between LDS and RRS.

Table 6.16: Interpretation of Multilevel Model 3 for LDS50 and RRS50

Unperturbed LDS50 RRS50
Increase in predictors | 0.33 more cases-for [ 0.23 more cases for | 0.42 more cases for
from 10% to 40% (for | urban . urban urban '
count of 35 at risk) 0.33 more cases for | 0.21 more cases for | 0.29 more cases for
v rural ' rural rural
LLTI risk in urban and | 0.02 more cases for | 0.03 more cases for | 0.15 more cases for
suburban wards | rural rural rural

compared to rural
wards (averaged over
models with  10%
proportions and 40%
proportions)
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e Model 4

Model 4 also shows significant variation within urban and rural wards. Their covariance is zero as
-would be expected. The general trend is for the urban and rural variation to decrease for both
RRS and LDS, as the sampling fraction increases. An example interpretation of the effect of urban

compared to rural wards, for LDS50 and RRS50 compared to the unperturbed model, is shown in -

. table 6.17.

Table 6.17: Interpretation of Multilevel Model 4 for LDS50 and RRS50

Unperturbed LDS50 RRS50
LLT! risk compared to | 0.11 more cases than | 0.15 more cases than | 0.08 more cases than
urban  wards  (all | rural wards rural wards rural wards

predictors 10%
proportion)

(all predictors 60% | 0.12 more cases than | 0.67 more cases than 0.44 more cases than
proportion) rural rural rural’

6.4.3 Conclusions from Multilevel Modelling of Census Data

The multilevel model used was at a small scale, studying differences between LLTI in EDs. The

_ reéponse looked at a specific target group; 40-49 year old males only. This kind of analysis might
be used in practice to target ce_rtain'types of EDs to reduce illness rates. We saw, for exarhple,
how EDs with a large rental population, who are unskilled with low access to amenities (50%
proportions for all predictors) have greater rates of LLTI than those Eljs which have a low or non-
existent rental population, who are mainly skilled and have access to amenities (10% proportions
for all predictors). Thé outcome of these models was unchanged after both RRS and LDS, even
when swapping 56% of households. Moreover the variation between wards and the effect of
urban and rural wards, although small but significant, also showed little change after applying RRS
and LDS and was still significant. In terms of comparing LDS and RRS, LDS does seem.to retain the
level 2 variation to a greater degrebe than RRS which in some cases halves it. In conclusio‘n, the
impact of both swapping methods was negligible in terms of general interpretation of these
particular models, with LDS generally preserving the model slightly better than RRS. interms of
taking this work forward, a multilevel model which shows much larger differences in rural/urban

. variation (or whatever the level one structure is) would be helpful to draw more conclusive results

on the impact of RRS and LDS.
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6.5 Discussion

In this chapter an attempt has Beeh made to study a variety of analyses that might be affected by
geographical perturbation with specific reference to the RRS and LDS methods. In addition,
different properties of the data were studied; in section 6.2 the underlying trends in the data“
were examined, in section 6.3 summary measures of the data were studied, and in section 6.4
inferences from a multilevel model were considered. First some general remarks are summarised
regarding swapping. Then some general themes that have émerged from the analysis are

discussed in regard to the differences between RRS and LDS.

Results showed that sampling-fracfion has a large impact on the quality of the data after
swapping. At the 80% level for example, there was significant distortion to the spatial rénkings »
and to the LISA maps. The geodemographic classifications were also very distorted for sampling
fractions larger than 10%. However providing some information about thé unperturbed data that
is non-disclosive can potentially hei‘p the user to obtain very accurate results despite a large
amount of swapping, e.g. the cluster centres of an area classification could be published (if non-
disclosive), or the- cluster which an ED or ward falls in {at the higher aggregate level). This would

be an alternative to the user creating a classification from scratch for example, which proved to
give very unreliable findings. A general result also found and that makes sense, is that models that:
were very significant or data that demonstrated strong patterns/trends, were more resistant

against the effects of swapping.

Returning to the main objective of t'he_chapter, which was to compare the impact on utility
between LDS and RRS, we now make some general remarks that can be summarised from the
results as a whole. Area classifications were better preserved by LDS than RRS; this is likely to be
because density is a big indicator of Household type and LDS involves swapping with households
in nearby areas and of similar household density. Spatial autocorrelaiions were better preserved
with LDS than RRS for probably the same reasons. In terms of spatial rankings, LDS consistently
performs better than RRS with fewer LSOAs or wards moving rank group. The multilevel model
was disappointing‘in that the_ scale of the parameter estimates meant that no major differences
could be seen between LDS and RRS with both methods generally producing very accurate results,
close to the unperturbed models. There is the possibility that RRS had a tendency to reduce ward
level variation more than LDS but no firm conclusions could be made frbm the multilevel models

as there were occasions where the variation actually increased. This would be a possible area for

further work.
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Chapter 7 Conclusions and Further

Research ‘

7.1 Summary

The aim for NSis is to publish as much accurate data as is possible to meet user demand without
compron';ising disclosure risk. The specific objective of this thesis has been to develop a new |
methodology to address the spatial nature of disclosure risk in census data arising from the
problem of geographical differen.cing and small area outputs. This is an important problem
amongst the SDC literature as demonstrated in chapfer 2 and many NSis are moving towards
implementation of a flexible output system exemplified by the recent ABS (2006 Census) table

builder.

In chaptér 3, a new framework of geographical pebrturbation methods was identified for census

_ data. This research focuses specifically on the spatial nature of disclosure risks in census data.
Geographical perturbation has a number of advantages not least that these methods are pre-
tabular in nature. This results in both consistent and additive outputs from the protected
microdata, benefits which are amongst the most important priorities for users. The new
framework encompasses fully-tested methods such as RRS, geomasking techniques for
application to census data as well as improved variants of RRS such as LDS. The methods all have
in common the modification of spatial p’oint locations in order to create uncertainty into the
attribute—geographykrelationships, thus addressing disclosure risk from a spatial perspective.
Which method is used would depend on the requirements of the statistical agency in respect to‘
the aavantages and disadvantages of each method in terms of ease of implementation, speed and
flexibility. Zone-independent methods in particular have been developed in this thesis to resolve

the geographical differencing problem which may occur in a flexible tabulation scenario and to
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move away from SDC methods which rely on pre-determined output zones. Zone-independent

methods are much more resilient to future reaggregation challenges.

Displacement methods offer an alternative geographical perturbation approach whereby
households have unrestricted movement in the census region. 'Risk—utility outcomes were similar
to swapping for the same sampling fraction and for the same mean perturbation distance. Only a
preliminary investigation of displacement for census data was carried out in this thesis, but it
offers an advantage for those particular types of records which might be difficult to pair for
swapping, e.g. large households and comrhunal establishments. If a combination of SDC methods
were to be applied to census data, then these hard-to-match records could be displaced with the

remainder of the sampled households swapped.

LDS was the most promising new method and is an improvement over RRS being zone-
independent. Therefore it provides stronger protection against differencing. Swapping records at
the ‘local’ level and in proportion to population density has the important benefit that it permits
small area tables to be produced with less disclosure risk. Although more noise is added at the
local level, similar levels of protection and damage to those seen for more conventional methods
are observed for larger zones. In chapter 6, utility was explored by studying the impact of
swapping on ESDA techniques, area classifications and changes to a multilevel model. Particularly
for the smaller swap rates, the rﬁost significant patterns in the data were still remained with LDS
(unlike RRS) as indicated by the LISA maps and fewer changes were noticed in spatial rank. The
area classifications showed a similar picture with the 10% swap retaining most of the pattern in
the case of LDS with much more change shown after RRS. However assigning the EDs and wards
to prédetermined clusters (from the unperturbed classification} showed very little deviation in
terms of homogeneity measures for both LDS and RRS. In terms of the impact on a multilevel
model, little change was seen in the paraméter estimates of the predictors and the general
interpretation was unchanged even for as high as a 50% swap (for RRS and LDS). It was the

~ variation within urban and rural wards and their interacting predictors which were affected by

swapping but mostly by the level of swapping rather than whether LDS or RRS was used.

LDS has in addition, other benefits over RRS. By swapping shorter distances, the likelihood of edit
failures occurring is diminished (for example swapping a farming household into an urban area).
Moreover this means that the complicated effect on Origin-Destination tables is also reduced '
since the relationship on distance travelled for residence and workplace is less likely to be

distorted (if swapping were applied to all types of data).
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in terms of a disclosure control strategy for a.census, geographical perturbation is primarily a
spatial SDC method and so does not change the disclosure risk arising from special uniques
(uniques independent of geography). However these special uniques are usually rare and most
risk can geﬁerally be attributed to geography. A statistical organization would normally desire that
disclo;ure risk should be less than 50% so that the odds are against an intruder finding a true
unigue. ldeally the disclosure risk would be even smaller than this, at around 10% or less. |
Swapping a 10% éamplé under either method was very ineffective and the percentage of true
uniques remained above 80%. This is straightforward to deduce and thus not releasing the
swapping rate to the public seems logical. Even swapping 25% of the data resulted in a disclosure
risk still above 50% at all levels of geography and this helps to explain why utility remained so high
in the LISA maps at this level. To reduce disélosure risk sufficiently would probably mean
swapping a very high proportion of records under either method. Orgahizations may consider it
unacceptable to implement such high swapping levels, which means it is unlikely that swapping
would ever be uséd as a sole profection method. However, for many NSlIs, a combination of SDC '
methods often provides the solution. This allows different rﬁethods to target the different types
of disclosufe risk and, in addiiion, the combination of methods may ameliorate the biases
originating from different types of SDC methods. For example, LDS (and displacement for unusual
records) may be combined with (unbiased) small cell rounding. Small cell rounding is applied o
independen§|y to tables so on the whole, outputs are additive and consistent which pleases users

and protects confidentiality. N

7.2 Further Research

If LDS were to be considered for application to a Censué, the first most important area for further
research would be to conduct tests on real census data. Whilst the synthetic data (chapter 4) was
realistic by nature of the microsimulation process, drawing households from the 1991 SAR, it
omitted 12-person households and communal establishments. Moreover only 30% of the
microdata.records were unique (although 92% of records were unique within an LAD). Although
these limitations may be minor, jt is important to get accurate results to compare different SDC
methods fairly. In addition, in this thesis, little attention has been paid to the variety pf census
outputs since the focus has been on the scenario of providing flexible tabulation outputs from thé
underlying census microdata. A full evaluation of the method for application to real census data
would have to include suitability for protecting other outputs such as the SARs and Origin-
destination tables. These data are based on the same baée population and are linked. Thus if the

small area tables (based on the fully enumerated population) were compared to the SAR (based
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on a sample) and protected by different methods, the prdtection could be undone by differencing -

if consideration is not given to the outputs as a whole.

Iq this thesis, disclosure risk was measured in terms of cell uniques. Risk assessment may, for
example, be extended by looking at disclosure from zeros and other small cells. Some NSlis
consider cell uniques in the margins to be most disclosive, representing attribute disclosure since
the respondent must take that particular variable characteristic. Measurement of utility on the
other hand is also far from straightforward. Since LDS is dependent on population density, it
would be a logical extension to study the effects in regions of high and low density more closely.
In additio_n, the impact of sampling variation could be determined more precisely as well as the

effect on utility of targeting specific records.

In terms of specific extensions to the methodology; a promising approach not experimented with
is targeted local densify swapping. This is likely to further reduce risk subject to what the NSI
deems ‘risky records’. Displacement methdds were only bﬁeﬂy studied and there is potential for
further work here, in particular, to look at moving records to ‘matched’ areas which attempt to

retain utility. Additionally we could consider in more detail the rearrangements approach.

Finally we may also consider application of this work to other high samp‘le fraction data sources; a
topic that has been outside the scope of this thesis. Gutmann and Stern (2007) discuss the
challenges of cohfidentiality relating to mapped data (geoprivacy). There are other fields where
confidentiality is important in a spatial context such as analytical outputs from health or
education data (non-census). A typical example is geodemographic classifications for ethnicity or
education profiling. Mateos et al. (2007) investigate name-based ethnicity clas;ifications for
Britain where individuals are classified into categories of Cultural, Ethnic and Linguistic groups
based on the probable origins of names. Data are collected at very fine spatial scales. This has
many disclosure implications When there are very few people of a certain type. Moreover
geodemographic tools can be applied in education profiling to examine and profile students who
apply to higher education institutions to ensure and action wideningvparticipation strategies.
However geodemographic indicators may threaten privacy when appended to other data such as
university application successes. In these contexts, geographical perturbation could be '
implemented (using units other than households) to introduce a level of uncertainty into the

geographical-attribute relationships to protect against disclosure.

229




7.3 Conclusion

With the next round of Censuses coming upin 2011 in the UK, statistical agencies will be
searching for appropriate methodologies for disclosure control of their data. Given the demand

" for small area data and flexible outputs, methods that address the spatial nature of risk will be
particularly advantageous and haven’t been pfeviously explored in the SDC literature. The zone-
independent methods developed provide greater protection against differencing and arbitrafy
boundary changes. Geographical perturbation methods such as displacement and swapping may
be considered as variants of the well-tested RRS approach which has been applied to both UK and
US Censuses. Displacement offers a solution for hard to match households. LDS, which has been

discussed in-depth in this thesis, reduces small area risk when applied at the local level, and in

implementation in proportion to density im‘proves the overall R-U outcome. Pre-tabular methods -

such as these are very flexible and the sampling fraction can be adjusted to give the protection
required. Essentially, LDS employs greater spatial intelligence and whether or not record

swapping alone is judged to provide sufficient protection, it is a powerful disclosure control

method which may provide a more efficient balance of risk and utility.
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A2.1 Linked Tables and Differencing

The following shows how linked tables can be compared to obtain the full three-dimensional

table.

Figure A2.1: Example of Differencing via Linked Tables

‘ (a) Location of business and sex of self-employed shopkeepers

Centre . Outskirts Total
Male 19 6 25
Female 3 6 9
Total 22 12 34
(b) Financial position and sex of self-employed shopkeepers

Weak ' Strong Total
Male 13 12 25
Female 3 6 9
Total 16 - 18 34
(c) Location of business and financial position of self-employed shopkeepers

Weak Strong Total
Centre 7 15 22
Outskirts 9 3 12
Total 16 18 34
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Solution

This problem can be solved in a number of ways but here we take an apbroach using bounds for

each cell and narrowing down the intervals using the table constraints.

Figure A2.2: Solution to Differencing from Linked Tables

Cell Bounds Weak Strong Weak Strong
centre centre outskirts outskirts
Male | 0-7 0-15 0-9 0-3
Female 0-7 0-15 0-9 0-3
From table (c)
Cell Bounds Weak Strong Weak Strong
‘ -| centre centre outskirts outskirts
Male 0-13 0-12 0-13 0-12
Female 0-3 0-6 0-3 0-6
From table (b)
Cell Bounds Weak- Strong Weak y| Strong
centre centre outskirts outskirts
Male 0-7 0-12 0-9 0-3-
Female. 0-3 0-6 0-3 0-3
Keep the smallest intervals
Cell Bounds Weak Strong Weak Strong
. centre centre outskirts outskirts
Male 4-7 9-12 0-9 0-3
Female 0-3 3-6 0-3 0-3
Totals (table ¢) 7 . 15 . 9 3
Narrow down the intervals further using margins from table (c)
Solution Weak Strong Totals Weak Strong Totals
centre centre (table a) outskirts outskirts = {:(table a)
Male 7 12 19 6 0 6
Female 0 3 3 13 3 6

Narrow down the intervals again using margins from table (a) - (_e_nough to work out the answer
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A2.2 Semi-linked Tables and Differencing

Here is an example based around the data given in Algranati and Kadane (2004), to show how
semi-linked tables based on different sources can be pieced together to reveal a higher
dimensional dataset. The aim of the report was to show whether race, either of the defendant or
of the victim, Was an. important determinant of the Department of Justice’s decision on whether
to seek the death penalty — a controversial issue in the US. The higher dimensional dataset would

have been confidential.

Figure A2.3: Semi-linked Tables and Example of Differencing

Table (1) — Counts of crimes by Federal District by Ethnicity of Defendant (Rhode Island shown

only)

Federal District Number of crimes | Crime Ethnicity
'l Rhode Island 4 18 USC 1959 (a) Black

Rhode Island 1 18 USC 1959 (a) Hispanic

Table (2) - Recommendations by Federal District by Ethnicity (Rhode Island shown only)

Federal Ethnicity Cases Recommendation
District

Rhode Island | Black 4 No recommendation
Rhode Island | Hispanic 1 No recommendation

Table (3) ~ Ethnicity of defendant among cases of exclusively Hispanic victims (Rhode Island only)

Federal District Number of Cases _ Ethnicity
Rhode Island 4 Black
Rhode Island 1 Hispanic

Table (4) ~ Ethnicity among cases with a single victim (Rhode Islaﬁd shown only)

Federal District Number of cases | Ethnicity

Rhode Island 5 Hispanic

Higher-dimensiohai table

Federal | Ethnicity | Cases [ Recommendation Crime Ethnicity of | Number
District | victim of victims
Rhode Black 4 No recommendation | 18 USC 1959 Hispanic 1
island ' - {a)
Rhode Black 4 No recommendation | 18 USC 1959 | Hispanic 1
Island (a)
Rhode Black 4 No recommendation | 18 USC 1959 Hispanic |1
Island ' (a)
Rhode Black 4 No recommendation | 18 USC 1959 Hispanic 1
Island ' (a)
Rhode Hispanic |1 No recommendation | 18 USC 1959 Hispanic 1
Island (a)
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A5.1 Statistics about the Swaps

Table 1 shows where the household records have moved to after swapping using the LDS and RRS

methods. (3) was calculated independently of (2).

Total households. =595,174 LDS10 RRS10 LDS25 RRS25 LDS50 RRS50 -

(1) Percentage of 55,531 55,520 116,829 | 135,718 | 297,417 | 298,595
households with a ;
different geographical. | (9-3%) | (9.3%) | (20%) (23%) (50%) (50%)
reference after ’
swapping

(2) Percentage of 42,387 55,520 | 88,570 103,400 | 136,067 | 246,499
households in a |
different ED after (7%) (9%) (15%) (17%) (23%) {41%)
swapping

(3) Percentage of 21,746 51,786 45,64.4 16,668 64,942 44,604
households in a '
different ward after | (4%) (9%) | (8%) (3%) | (11%) | (7%)
swapping

Part of the reason for the shortfall in numbers of swapped records for example for (1), LDS10 only

resulted in 9.3% swaps rather than 10% because either suitable matches could not be found or

* households with the same reference were swapped (note that 15% of households in the synthetic

population were repeated three times and approx. 1% four or more times.) These results are

consistent with Boyd and Vickers (1999), where 9.7% of records were actually swapped for a 10%

swap rate.
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Although LDS is a local swap, similar amount of households are swapped between EDs, probably
because of the population density effect. LDS is generally more predictable than RRS. With LDS,
there is a pattern of roughly half the swaps between EDs also moving between wards. With RRS,
this is not so predictable. In addition, a different initial sample was s;elected for each of the swaps
so much of the fesults depend on where the initial households are located (i.e. if they are near a

ward boundary for example).

AS5.2 Sampling Variation

Sampling variation is potentially an important concern with geographical perturbation as there

- are many possible ways in which the sample can be selected from the pdpulation. Boyd and
Stokes (1999) studied the effect of sampling variation on RRS examining how ED proportion; of an
attribute vary for different swap rétes. Swap rétes of 1%, 3%, 5%. 10% and 20% were examined.
As an example, table (1) shows results for the employment variable using a 20% swap and five

different runs:

Table (1): Effect of Different Samples for Swapping on the Percentages of Employment

Employed Unemployed Inactive NCR
Original 38.4 13.2 29.5 18.9
Runl 38.6 u 10.3 32.2 18.9
Run2 38.6 11.6 . 30.8 18.9
Run3 39.8 12.5 1287 19.0
Run4 38.9 13.0 29.2 18.9

In general, the larger swap-rates had the most variation as might be expected. The variation was

also dependent on the variable as iflustrated in table (2):

Table (2): Effect of Different Samples for Swapping on the Percentages of Certain Attributes

LAD average Largest increase over | Largest decrease
; ' all EDs in LAD over all EDs in LAD
Proportion Single 43.1 1.0 _ 20
Unemployment 5.1 1.1 3.0
Ethnic minorities 5.0 113 15.7
Born outside the UK | 5.7 8.0 <1
Public housing 27 . 5.7 6.1

The authors also mention that cases of increase and decrease as farge as 1% were rare with most

EDs showing no change.
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AS5.3 Full Results for the Differenced OAs and EDs

Note that many of the OAs contain very few numbers of households whereas the EDs contain
more sensible numbers. This is due to the synthetic population created by a microsimulation_
fechniqué {see chapter 3) which was based around EDs to sample appropriate numbers of
households. Within the EDs the locations of households were artificially generated, thus some
OAs contain very small numbers. This is not always reflective of the true census population since
the England & Wales OAs were designed specifically to contain a minimum number of

households.

Table: Differenced Areas (OAs from EDs) in terms of number of households

.

OA ED
12 129
30 191
50 201
117 254
2 100
53 247
69 1 199
20 241
90 197
41 188
9 256
275
1 143
64 248
40 216
2 217'
1 94
172
136
‘ 82 225
113 195
1 274
1 261
16 110
64 237
88 | 227
1 199
1 247
83 215
3 176
1 _ 223
111 208
1 42 234
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18 186
59 ‘ 208
80 265
43 | 182
77 200
18 99

11 123
30 183
35 273

A6.1 The List of 41 variables used in the Aréa Classifications

DEMOGRAPHIC

Age 0-4: Percentage of resident population aged 0-4

Babies

Children Age 5-14: Percentage of resident population aged 5-14

Midage Age 25-44: Percentage of resident popuiation aged 25-44

Oldage Age 45-64: Percentage of resident populétion aged 45-64

Elderly Age 65+: Percentage of resident population aged 65+

Indpak Indian, Pakistani or Bangladeshi: Percentage of people identifying as Indian,

: Pakistani or Bangladeshi

Black Black African, Black Caribbean or Other Black: Percentage of people
identifying as Black African, Black Caribbean or Other Black

BornoutUK Born Qutside UK: Percentage of people not born in the UK

Hden Population Density: Population Density (number of people per hectare)

HOUSEHOLD COMPOSITION

Divorced Separated/Divorced: Percentage of residents 16+ who are not living in a
couple and are separated/divorced

Singpens Single Person Household: Percentage of households which are single

. pensioner households
Dalipens All pensioner households: Percentage of households with only pensioners
Singpar Lone Parent Household: Percentage of households which are lone parent

households with dependent children

Couplenochild

Two Adults No Children: Percentage of households whichare cohabiting or
married couple households with no children

familnondepchild

Households with Non-dependent Children: Percentage of households
comprising one family and no others with non-dependent children living with

HOUSING v
Not used Rent (Public): Percentage of households that are resident in public sector
rented accommodation
Rentprivate Rent (Private): Percentage of households that are resident in private/other
' rented accommaodation
Terraced Terraced Housing: Percentage of all household spaces which are terraced
Detached

Detached Housing: Percentage of all household spaces which are detached
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All Flats: Percentage of household spaces which are flats

Flat

Nocenheat No Central Heating: Percentage of occupied househald spaces without central
heating -

Roomsnum Average House Size: Average house size (rooms per household)

Persinhh People per Room: The average number of people per room

SOCIO-ECONOMIC

Higherqual HE Qualification: Percentage of people aged between 16-74 with a higher
education qualification

Routineocc Routine/Semi-Routine Occupation: Percentage of people aged 16-74 in
employment working in routine or semi-routine occupations

Twocars 2+ Car Household: Percentage of households with 2 or more cars

Publictrans Public Transport to Work: Percentage of people aged 16-74 in employment

Workshome Work from Home: Percentage of people aged 16-74 in emplooyment who
work mainly from home .

SIR LLTI (SIR}): percentage of people who reported suffering from a Limiting Long
Term Iliness (Standardised lliness Ratio, standardised by age).

(doesn’t exist) Provide Unpaid Care: Percentage of people who provide unpaid care

EMPLOYMENT ’

Student Students (full-time): Percentage of people aged 16-74 who are students

Unemployed Unemployed: Percentage of economically active people aged 16-74 who are
unemployed

Parttime Working Part-time: Percentage of economically active people aged 16-74 who

: work part time. _
Lookhome Economically Inactive Looking after Family: Percentage of economically

inactive people aged 16-74 who are looking after the home

(the following have

different definitions for the 1991 Census....)

Agricfish

Agriculture/Fishing Employment: Percentage of all people aged 16-74 in
employment working in agriculture and fishing

Construc Construction Employment: Percentage of all people aged 16-74 in employment
working in construction

Manuf Manufacturing Employment: Percentage of all people aged 16-74 in
employment working in manufacturing

Hotelcat Hotel and Catering Employment: Percentage of all people aged 16-74in
employment working in hotel and catering

Services Services Employment: Percentgae of all people aged 16-74 in employment
working in services

Financial Financial Intermediation Employment: Percentage of all people aged 16-74 in
employment working in financial intermediation

Transport Transport Employment: Percentage of all people aged 16-74 in employment

working in transport
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A6.2 Statistics for Grouping Wards in the Unperturbed Data

Statistics for Number of Clusters (Grouping Wards in the Unperturbed Data)

Number of clusters Mean distance to cluster Standard Deviation
2 0.9884 0.0485
3 0.9136 0.0763
4 0.8417 0.0509
5 0.9075 0.1456
6 0.8748 0.163
7 0.7952 0.0882

Mean and SD of Distance from Cluster Centres in Unperturbed Data

Mean and Standard Deviation of Distance from Cluster Centres

12

1 \m
0.8 >

0.6
0.4 —o—Mean

0.2 e o s e D R ey

0 T

4 L 6 7
Number of Clusters

Size of each cluster (Grouping Wards in the Unperturbed Data)

Number of Clusters

Size of each Cluster

96171

109 93 65

36759561

99 34 10 69 55

308653451340

N{ounibhiwin

8 106 49 6 24 25 49

The mean distance to cluster centre decreases until five clusters are created and moreover at this

point, the standard deviation starts increasing. Also taking into consideration the size of each

cluster; clusters containing very small numbers of wards may be inaccurate or unreliable. The

next stage involved splitting the clusters further to create a sub-classification. The divisions were

decided based on the same statistics as above. Clusters with fewer than ten wards were not

considered.
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A6.3 Summarising the Clusters (grouping wards in the unperturbed

data) — Radial Plots

Cluster 1a: (36 wards)

Distinctive Variables

- Urban / High
density

- People living alone
- Many aged 25-44
- Working in service
industries

- Higher than
average ethnic
minority groups

Distinctive Variables

- Two + car
households

- Detached housing
- Urban / high
density

-Part-time workers
- Many aged 45 to 64
-Few flats, single
parents, ethnic
minority groups,
children

241




Cluster 2b: (44 wards)

Distinctive Variables

- Two + car
households

- Detached housing

- Rural / Low density
- Many aged 45 to 64
- Few flats, single
parents, ethnic
minority groups,
children

Distinctive Variables

- Two + car
households

- Detached housing
- Looking after home
- Many children (5 -
14)

- Rural / low density
-Low on renting
privately, flats,
ethnic minority
groups, SIR
(indicating low LLT1)
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Cluster 3b: (7 wards)

Distinctive Variables

-High proportions of
babies and children
- High renting
privately

- Low density / rural
-Few flats, two car
households, low LLTI
(SIR)

Distinctive Variables

-High proportions of
babies and children
- Detached housing
- Suburban

- Families with non-
dependent children
-Few flats, single
parents, low LLTI
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Cluster 4a: (61 wards)

Distinctive Variables

-Urban / high density
- Terraced housing

- Number of people
in household high
-All age groups and
many children

-Low on detached
housing, pensioner
households, working
at home
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A6.4 Fit of Swapped Data to Ward Classification

After LDS 10%

Fits unperturbed cluster 2
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Fits unperturbed cluster 4
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After RRS 10%

Fits unperturbed cluster 2
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Fits unperturbed cluster 4
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Glossa ry

Cell uniques - cell counts of one in tables

Control/match variables — set of variables on which swapping pairs must take the same value
(usually key variables) ‘

Differencing ~ the comparison of two tabular outputs to produce a previously unpublished table
Donor household — a sampled household for swapping, to be paired with a ‘recipient’ household
Geographical perturbation — modifying the spatial Jocation of a hoﬁsehold unit

Noise — creating uncertainty around household location via gédgraphical perturbation

Original data — data without SDC applied

(Output) zone — generic term to describe a non-specific geography; e.g. wards, output areas,
enumeration districts

Perturbation rate — total percentage of records swapped in the population

Protected data — data that has had SDC applied to it

Slivers — small output zones which have been geographically differencing
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*General Web References

ACORN (http://www.caci.co.uk/acorn/)

NeSS (http://neighbourhood.statistics.gov.uk)

Ordnance Survey (http://W\;vw.ordnahcesurvey.co.uk/oswebsite/products/éddresspoint/)

Census Geography Look-up Directorieé
http://census.ac.uk/cdu/datasets/lookup_tables/postal/postcode_enumeration_district_director

y.htm

One Number Census (http://www.statistics.gov.uk/census2001/editimpitevrep.asp)

Commercial websites using census data:
www.upmystreet.com
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