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Normal B cells undergo a series of recombinatorial and mutational changes during differentiation
that lead to unique sequences in the immunoglobulin (Ig) heavy and light chain variable (V) region
genes. The defining event is the rearrangement of the heavy and light chain genes in the bone
marrow (BM), with further diversification following interaction with antigen in the secondary
lymphoid organs by means of somatic mutation and class switching. In the event of neoplastic
transformation, these sequence modifications are preserved and feature in every cell of the tumour
clone. Since B-cell malignancies typically have functional Ig gene rearrangements and express
surface Ig, analysis of the Ig V genes can provide an independent marker for a clonal B-cell
population and may help to establish the developmental stage at which neoplastic transformation
occurred. Therefore, Ig V gene analysis can contribute to our understanding of the differentiation
and development of malignant B cells. In this study, we focus on the Ig V genes of two Non-
Hodgkin’s lymphomas that together encompass ~80% of all B-cell malignancies: follicular
lymphoma (FL) and diffuse large B-cell lymphoma (DLBCL).

An unusually high incidence of N-glycosylation motifs, introduced by somatic mutation, has been
reported to feature in the Vy genes of FL and other germinal centre (GC)-associated malignancies,
and contrasts that found for normal B cells. Our primary aim was to investigate the introduction of
N-glycosylation sites in both the Vy; and V, genes of FL, in order to gain a complete view of the B-
cell receptor. Here, we confirm that the most dramatic distinction between the Ig V genes of
normal B cells and those of FL lies in the accumulation of motifs available for addition of
oligosaccharides in the latter, where 94% of tumours acquired at least one novel N-glycosylation
site. Furthermore, there appears to be a drive towards the acquisition of such sites, with 21%
tumours continuing to accumulate N-glycosylation sites as a result of ongoing mutation. Using
recombinant scFy proteins derived from FL, we next confirm that these sites are functional and
reveal that the added glycans are commonly oligomannose. We further show that the
oligomannose glycans confer the ability to bind specifically to recombinant mannose receptor. Our
data support the concept that an interaction with a mannose-binding lectin expressed by stromal
cells in the GC may play a role in lymphoma pathogenesis, possibly by providing specific signals
for the growth and/or survival of these tumours within the GC microenvironment.

de novo DLBCLs represent a highly heterogeneous group of lymphoid neoplasms, and for which
N-gylcosylation sites in the Ig V genes have been reported in ~40% of cases. Our second aim was
to determine whether the introduction of N-glycosylation sites is restricted to the Ig V genes of
tumours displaying a GCB-like phenotype. Here, we report that DLBCLs classified by
cDNA/tissue microarray and iFISH analysis into t(14;18)*-GCB-like, t(14;18)-GCB-like and
ABC-like subgroups show an incidence of N-glycosylation sites of 50%, 56% and 50%,
respectively. Therefore, our findings do not support a link between t(14;18)"-GCB-like DLBCL
and FL and argue against a common pathway for pathogenesis.

Primary CNS lymphomas (PCNSL) represent highly malignant DLBCLs, which arise within and
are confined to the CNS in the absence of systemic disease. Little is known about the site of origin
of the malignant lymphocyte that gives rise to these tumours. It has been suggested that clonal
proliferation and transformation may take place in the periphery, followed by the specific homing
of tumour cells to the CNS. The third aim of our study was to investigate the existence of tumour
cells at peripheral sites in PCNSL patients at the time of diagnosis. Using the unique tumour-
derived Ig V gene sequences as a marker we could track tumour cells in the BM and/or blood of 3
of 3 patients and further show the existence of tumour-related subclones unique to extracerebral
sites. We hypothesise that, at some stage, a proportion of tumour cells in the periphery may have
migrated to the brain, with the transformation event occurring either in the periphery or after entry
into the CNS.
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1. Introduction

1.1. The immune system

The role of the immune system is to recognise and dispose of foreign antigens (Ags) and
invading pathogens, such as viruses, bacteria, fungi, protozoa etc. Moreover, an increasing
body of evidence shows that the immune system can also target tumour cells. There are
two different mechanisms by which this is accomplished, namely innate and adaptive

immunity, which are distinguished by the speed and specificity of their responses.'™

Innate immunity is sometimes used to describe physical, chemical and microbiological
barriers, but more usually encompasses the elements of the immune system that provide
immediate host defence. Innate responses are broad-spectrum (non-specific) and use
phagocytic cells (e.g. neutrophils, monocytes, and macrophages), cells that release
inflammatory mediators (e.g. basophils, mast cells and eosinophils) and natural killer (NK)
cells. The molecular components of these responses include the complement system,
acute-phase proteins and cytokines, such as the interferons and interleukins. The
interaction of innate responses, including phagocytosis, opsonisation and complement-
mediated lysis, allows the eradication of extracellular microorganisms, mostly bacteria.

The highly conserved nature of the response confirms its important role in survival.

Whereas innate immunity may damage normal tissues through lack of specificity, the
adaptive response is precise, consisting of Ag-specific reactions involving B and T
lymphocytes. B cells encompass the humoral immune response.>* They secrete antibody
(Ab) that serves to neutralise toxins, prevent organisms adhering to mucosal surfaces,
active complement, opsonise bacteria for phagocytosis and sensitise tumour and infected
cells for antibody-dependent cell-mediated cytotoxic (ADCC) attack by NK cells. Thus,
Ab enhances elements of the innate immune system. T cells are involved in cell-mediated
immune responses.”® Two major types of effector T cells have been identified, T cytotoxic
(To) and T helper (Ty), bearing either CD8 or CD4 molecules on their surface,
respectively. The binding of T, and Ty cells to target cells is via major histocompatibiliy
complex class I (MHC 1) in the cases of T cells and class II (MHC II) in the cases of Ty
cells, which is complexed with antigenic peptide. T, cells recognise and directly kill cells
infected with viruses and intracellular organisms, while Ty cells are the orchestrating cells
of the immune response, recognising foreign Ag and activating other parts of the cell-
mediated immune response to eradicate the pathogen. Ty cells are subdivided functionally

by the patterh of cytokines they produce; upon stimulation, precursor Tyo cells become
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either type 1 (Ty,) or type 2 (Ty,) Ty cells. Ty, cells secrete interleukin-2 (IL-2) and
interferon-y (IFN-y) to induce a mainly cell-mediated inflammatory response; Ty, cells are
potent activators of macrophages and NK cells, as well as assisting in the recruitment of
lymphocytes and neutrophils to sites of inflammation. T, cells secrete IL-4, IL-5, IL-6
and IL-10 to both activate and drive the differentiation of B cells. Adaptive immunity is
the hallmark of higher order animals. The precise nature of the response means that it
takes several days or weeks to develop. Unlike innate immunity, the adaptive response has

memory so that subsequent exposure leads to a more vigorous and rapid response.

1.2. The B lymphocyte

B lymphocytes constitute approximately 15% of the circulating lymphoid population and
represent the effector cells of the humoral adaptive immune response.’ The characteristic
of a functional B cell is the ability to produce immunoglobulin (Ig) molecules. Ig
molecules are glycoproteins that can either exist as membrane-bound molecules on the cell
surface or as secreted Ab molecules in the serum or secretions. A mature B cell expresses

approximately 10’ to 10° identical Igs on its surface.

1.2.1. The immunoglobulin molecule

Ig molecules have a common structure composed of four polypeptide chains: two identical
heavy (H) chains (50-70kD) and two identical light (L) chains (25kD).”> The four
polypeptide chains are assembled into a ‘Y’ shaped conformation (Figure 1.1.). Each arm
of the ‘Y’ conformation is made up of a complete light chain paired with the amino (N)-
terminal portion of the heavy chain, whilst the stem consists of the paired carboxy (C)-
terminal portions of the two heavy chains. Digestion of an Ig molecule with the protease
papain produces two identical fragments each of 45kD termed Fab fragments (fragment,
Ag binding), which are responsible for Ag binding and correspond to the arms of the Y-
shaped Ig. A third fragment of 50kD, termed Fc fragment (fragment, crystallisable), so

named because it was found to crystalise during cold storage, corresponds to the stem of

the Y-shaped Ig. Digestion with another protease, pepsin, produces the F(ab)® fragment, in
which the two Ag-binding arms of the Ig molecule remain linked. Therefore, both heavy
chains and light chains can be subdivided into two distinct regions. The N-terminal and 5’
variable (V) region of each chain mediates the binding of Ag. As the name suggests,
variable regions have a unique amino acid (aa) sequence that is specific for each Ig
molecule. The C-terminal region is referred to as the constant region and is responsible for

effector function.
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Figure 1.1. The immunoglobulin molecule. A) Schematic diagram of the structure of
the five immunoglobulin (Ig) isotypes: IgM, IgD, IgG, IgA and IgE. The isotypes differ in
the number of Ig domains, the presence of a hinge region and the distribution of N-linked
carbohydrates in the constant regions. B) The Ig molecule (IgG shown) consists of two
identical heavy chains and two identical light chains. Each heavy and light chain contains
one variable (V) region. Light chains contain one constant region (C.) while heavy chains
contain three or four constant regions (Cyl-3, or Cy4) depending on the isotype. Some
heavy chains contain a hinge region (IgG, IgD and IgA). The number and location of
inter- and in]trachain disulphide bonds differs among the isotypes. Adapted from Goldsby
et al., 2000.
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1.2.1.1. Immunoglobulin isotypes

Structural differences in the constant region of the heavy chain define five Ig classes or
isotypes: IgM, IgD, IgG, IgA and IgE (Figure 1.1a.; see description below).™"***¢" 16 The
heavy chain constant regions are denoted by u, J, y, a and ¢, respectively. In humans, IgG
has four subclasses (IgG1, IgG2, IgG3 and IgG4) and IgA has two (IgAl and IgA2).
There are two light chain constant regions, kappa (x) and lambda (A), of which the latter
has 4 subclasses. The light chain class does not appear to have any effector function and

either light chain may be associated with any of the five heavy chain isotypes.

1.2.1.1.1. IgM

IgM can exist as a pentamer, and rarely a hexamer, in the serum or as a monomer on the
cell surface. Cell surface IgM functions as a receptor for Ag and participates in the
activation of B cells when cross-linked. IgM is the first Ig to be secreted by naive B cells
when stimulated by Ag during a primary response and is the third most common serum Ig;
IgM tends to be of low affinity, although its ability to form pentamers greatly increases its
effective affinity for Ags with multiple identical epitopes. It is highly effective in
agglutination of particulate Ag, such as bacteria, and can destroy targets due to its efficient

fixation of complement.

1.2.1.1.2. IgD

IgD exists only as a monomer. IgD is primarily found on the surface of B cells where it
functions as a receptor for Ag and participates in the activation of B cells when cross-
linked. However, it is also found in the serum at very low levels where its role is

uncertain. IgD does not fix complement.

1.2.1.1.3. IgG

All four IgG subtypes exist as monomers. IgG is the most abundant Ig found in the serum
where it constitutes 75% of total serum Ig and is also found in lower concentrations in
tissue fluids and lymph. IgG is the only class of Ig that can cross the placenta, although
not all subclasses cross equally well and IgG2 is unable to cross. IgG is the most versatile
Ig as it is capable of performing all known functions of Ig molecules. It is efficient at
opsonising pathogens for phagocyte engulfment, particularly IgGl and 1gG3, which are
primarily responsible for labelling targets for removal by the phagocytic system; both
macrophages and neutrophils express receptors for the Fc portion of both subclasses so
they are able to bind to and engulf organisms coated with these molecules. All subclasses

except IgG4 can activate complement via the classical pathway and thereby cause the lysis
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of gram negative bacteria and animal cells. Different subclasses of IgG tend to

predominate during responses to different types of pathogen.

1.2.1.14. IgA

IgA can exist as a monomer in the serum or as a dimer in secretions. IgA is the major class
of Ig found in respiratory, digestive and urogenital secretions, where it represents a key
first line of defence against invasion by inhaled and ingested pathogens at the vulnerable
mucosal surfaces. Monocytes, eosinophils, neutrophils and macrophages express receptors
specific for the IgA Fc portion where binding mediates immune effector responses such as
phagocytosis, ADCC and respiratory burst, as well as release of cytokines and
inflammatory mediators. Aggregated IgA can also fix complement. IgA is the second
most common serum Ig where it functions as a second line of defence mediating

elimination of pathogens that have breached the mucosal surface.

1.2.1.1.5. IgE

IgE exists as a monomer. It is the least common serum Ig and is involved in parasite
defence. IgE also mediates immediate hypersensitivity reactions through its binding to
specific Fc receptors on basophil and mast cells; cross-linking of IgE on these cells by Ag

induces degranulation and results in symptoms of allergy. IgE does not fix complement.

1.2.1.2. Immunoglobulin structure

Ig heavy and light chains contain several homologous units of 110 aa known as Ig domains
(Figure 1.1b.)."” Light chains contain one variable domain (V,) and one constant domain
(C.), while heavy chains contain one variable domain (V) and either three or four constant
domains (Cyl, Cy2, C;3 and Ci4); IgD, IgG and IgA have 3 C, domains, while IgM and
IgE have four. The IgD, IgG and IgA chains all contain an extended peptide sequence
between the Cy1 and C,2 domains that has no homology with other domains; this region is
called the hinge region and allows a certain degree of flexion. The V, and V| domains can
be further subdivided into discrete structural sections (Table 1.1.). Each V domain
contains three polypeptide loops, known as the complementarity-determining region one,
two and three (CDR1, CDR2 and CDR3), which sit at the bottom of the binding groove
and are crucial for Ag recognition and binding. As expected, aa sequence variability is at
its highest within these regions, so named “hypervariable”. Alternating with the CDRs are
four framework regions (FR1, FR2, FR3 and FR4). The more conserved aa sequence of

the FRs forms the basic B pleated sheet structure of the V domains and acts as a scaffold

that supports the hypervariable loops.
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Table 1.1. The amino acid length of complementarity determining and framework regions in the variable region of
human immunoglobulin molecules

Region Amingacid position |  Length var‘iya’t‘ions/ ’
IR ST T e
CDR1
FR2
CDR2
FR3
CDR3
FR4 Heavy | 103-113 acE e
Light 98-107 106 a

Positions and numbers relate to amino acids in the immunoglobulin protein. Length variations indicate
differences found between the germline V,; and V| gene segments; lettering serves for optimal alignment of
conserved residues. Adapted from Kabat et al., 1979.**
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Within each chain, non-covalent hydrogen bonds and Van der Waals forces stabilise the
spatial conformation of the polypeptide and a covalent intrachain disulphide bond within
each constant domain creates peptide loops of 60 aa. In addition, a structurally important
intrachain disulphide bond exists within each V and V| region between aa 22 in FR1 and
aa 98 in FR3. Further disulphide bonds serve to link together the heavy chains with the
light chains, which occurs between the C; and C;;1 domains. Finally, multiple cysteine
(cys) residues present in the hinge region form interchain disulphide bonds that join
together the two heavy chains. Although IgM and IgE chains lack a hinge region, they
have an additional domain of 110 aa (Cyz2/C42) that has hinge-like features., The exact
number and position of the interchain disulphide bonds differs between the Ig classes and
subclasses. For example, for IgG1, two disulfide bonds in the hinge region between cys®™’
and cys®® pairs unite the two heavy chains, while the light chains are coupled to the heavy
chains by two additional disulfide bonds between cys**® in the Cy1 domains and cys** in
the C_ domains (Figure 1.1b.). A notable feature of IgG3 is that it contains 11 interchain

disulphide bonds within the hinge region.

An Ig domain-like protein known as the joining (J) chain is associated with the secreted
forms of IgM and IgA and enables the formation of pentameric and dimeric molecules,
respectively. Hexameric forms of IgM do not associate with J chain. Disulphide bonds
link the J chain, which possesses eight cys residues, to the penultimate cys residue of the u
or the a heavy chain. As well as the J chain, the IgA of external secretions, also called
secretory IgA, contains a secretory component. This secretory component is a 70K MW
consisting of 5 Ig-like domains that bind to the Fc region of the IgA dimer and is produced

by the epithelial cells of mucous membranes.

Ig molecules are glycoproteins and contain 3-12% carbohydrates at conserved N-
glycosylation sites located in the Cy domains. The precise number and location of these
sites differs depending on the Ig isotype (Figure 1.1a.). The structure of the attached N-
linked carbohydrate varies considerably depending on the degree of processing and can
include high mannose, complex or hybrid oligosaccharides. Glycosylation at these sites
has little or no effect on Ag binding, but variably affects protein assembly, secretion,
functional activity and half-life.”® Neither the k or A C; domains contain a potential N-
linked carbohydrate consensus sequence. Some antibodies have been reported to have N-
glycosylation sites in the variable regions, which appears to influence Ag binding.*"

More recently, the presence of N-glycosylation sites in Ig variable regions has been
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associated with certain types of lymphoma; this observation forms the basis of some of the

data presented herein and will be discussed further in Chapter 3.'%"

1.2.2. Immunoglobulin variable gene organisation

B cells are capable of producing Abs that can collectively bind over 10" different Ags.
This is governed by the fact that the Ig variable domain can acquire an almost limitless
variety of aa sequences. The vast diversity of the Ig repertoire originates from fewer than
400 genes and is partly achieved by a unique DNA recombination process involving three
distinct gene segments: variable (V), diversity (D) and joining (J). Each of the three types
of gene segment is a member of a multigene family (Table 1.2.). The heavy chain V
domain (V,) is formed by the rearrangement of V,, D and J; gene segments on
chromosome 14, while the light chain V domain (V) is formed either by the
rearrangement of Vk and Jk gene segments on chromosome 2 or VA and JA gene segments
on chromosome 22. D gene segments do not contribute to the light chains. The exact
dimensions and numbers of functional gene segments at the heavy, k and A chain gene loci

depends upon an individuals haplotype.

1.2.2.1. V, gene locus

In humans, the functional heavy chain locus (IgH) is located close to the telomere of the
long arm of chromosome 14 (14q32.33) and spans 1250 kilobases (kb) (Figure 1.2.).'*"
There are 51 potentially functional V, gene segments, which are defined as those genes
possessing an open reading frame (ORF) without a stop codon and having been observed
rearranged in vivo."*'” Based on a nucleotide sequence homology of greater than 80%, the
51 functional gene segments can be divided into 7 V,; families: V1 to V7. A relatively
high degree of sequence homology is found in the CDR1 (aa 31-35) of V,, gene segments
of a particular V; family. In contrast, the most extensive diversity lies in CDR2 (aa 50-
65). The V3 family has the greatest number of functional members (n=22), followed by
V4l and V4 (each n=11), V4,2 (n=3), V5 (n=2) and V6 and V7 (each n=1). Gene
segments from each of the 7 Vy families are found interspersed throughout the locus
(Figure 1.2.)."®" An equivalent number of V,; genes exist as pseudogenes or are non-
functional. Pseudogenes are defined by the fact that they do not possess ORFs due to the
presence of frame-shifts, stop codons or incomplete Vi exons. Non-functional Vy genes
possess an ORF but have minor-defects in splice sites, recombination signal sequences

(RSSs) or regulatory elements that impede their rearrangement.
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chain genes

Table 1.2. The number of potentially functional gene segments (V, D, J and C) for the variable regions of human heavy and light

Vi

Gene segment Vk VA
Variable (V) 51 40 31
Diversity (D) 25 - -
Joining (J) 6 5 4
Constant (C) 9 1 4

The numbers listed here should be regarded as the known maximum number of functional segments; some
individuals exist with polymorphic deletions of functional segments or allelic differences, which can render
certain segments non-functional and therefore, in these cases, certain numbers will be reduced. Adapted from
Tomlinson et al., 1992, Cook et al., 1994, Corbett et al., 1997, Ravetch et al., 1981, Schable et al., 1993,
Williams et al., 1996, and Vasicek et al., 1990.'617:20:2227:3637
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Figure 1.2. The human immunoglobulin Vi gene locus. Map of the human Vy gene
Vu gene segments are numbered according to their
family and position in the locus. Functional Vi gene segments, which have open reading
frames (ORFs) and have been observed rearranged in vivo, are represented by green
circles; non-functional Vi gene segments, which have ORFs, but have not been observed
rearranged in vivo, are represented by open circles; Non-functional pseudogenes, which
have either frame shifts, stop codons or incomplete exons, are represented by purple
squares; Vy gene segments that have not yet been sequenced, but are probably
pseudogenes are represented by open squares. The total distance between gene segment 7-
81 and the J;; genes is approximately 1000kb. Adapted from Cook et al., 1994."




There are 25 functional D gene segments, which can be divided into 7 families: D1 to D7.%°
D3 has the greatest number of functional members (n=5), followed by D1, D2, D4 and D5
(each n=4), D6 (n=3) and D7 (n=1). They are arranged in 5 clusters, which are located
between the single V46 gene segment and the J,;1 gene segment (Figure 1.3.).***" The D7-
27 gene segment is located immediately upstream of the J,; segments. Extra long D gene
segments that are flanked by multiple RSSs, termed D segments with irregular spacers
(DIR), are found interspersed among the functional D genes, specifically located
immediately upstream of each D1 family gene.”® There is no evidence that DIR genes

contribute to the functional repertoire.”® There are 6 functional J,; segments: J,1 to J;6.2

In addition to the functional locus on chromosome 14, at least one cluster of D gene
segments, called minor D segments, and 25 V,; gene segments are located on chromosomes
15q11.2 and 16p11.2.> These genes are designated as orphons and although some V,

segments have ORFs they do not contribute to the normal B-cell repertoire.

The constant domain genes are also located on chromosome 14q32.33. The locus starts
8kb 3’ of the J; genes and extends a further 260kb incorporating the C, genes, switch
regions and control elements (Figure 1.4.). There are nine functional C,; genes (Cu, C9,
Cyl, Cy2, Cy3, Cy4, Cal, Ca2 and Ce) and a further two C,; pseudogenes (Cy and yCe¢).

2425 Structural

A third pseudogene has been mapped to chromosome 9p24.2 (yCe2).
similarities between isotypes suggests that the multiple C,; genes derive from a primordial

Cy gene with four exons.

1.2.2.2. Vk gene locus

The human kappa locus (Igk) is located on the short arm of chromosome 2 (2p11.2) and
spans approximately 1800kb (Figure 1.5.).° It contains 76 Vk genes, 5 functional Jk
genes and 1 Cxk gene.”’” The 76 Vk genes are organised into two clusters, which are
separated by a ~800kb stretch of DNA that does not contain any Vk genes. The Vk distal
cluster, which lies 5’ of the locus and in the most centromeric position, spans 400kb and
comprises 36 genes. The Vk proximal cluster, which is 3’ of the locus, adjacent to the Jx
and Cx genes and in the most telomeric position, spans 600kb and comprises 40 genes.
The distal region of the locus has a 5°-3’ polarity opposite to that of the proximal region
and Jx and Cx genes.”® A comparison of the structure and Vk gene content of the proximal
and distal regions indicates that they are the result of a recent duplication and inversion
event.”” Nucleotide sequence homology between the duplicated Vx gene locus is

extremely high at 98.9% (on average).**** A rare haplotype has been described that
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Figure 1.3. The human immunoglobulin D gene locus. Map of the human D gene locus on chromosome 14q32.33. D gene segments are numbered
according to their family and relative position in the locus."” Functional D gene segments, which have open reading frames (ORFs) and have been observed
rearranged in vivo, are represented by thin vertical lines; non-functional D gene segments, which have ORFs, but have not been observed rearranged in vivo,
are represented by double vertical circles. The 5 separate D gene clusters are depicted by the colours blue, purple, orange, green and red. One DIR gene

segment is located immediately upstream of each D1 family gene (not shown). The total distance between the Vi6 gene segment, 6-1, and the Jy1 gene is
approximately 74kb. Adapted from Corbett et al., 1997.2°
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Figure 1.4. The human immunoglobulin heavy chain constant region locus. Map of the human heavy chain constant region (Cy) locus on chromosome
14q32.33. The Cy gene locus start 8kb 3” of the Jy gene segments. Nine functional Cy; genes are represented by coloured squares (yellow, orange, green,
blue and red); two pseudogenes are represented by striped squares (red and green). A switch (S) region lies upstream of each Cy gene and is represented by
a colour matched circle. The I promoters, which lie upstream of each switch region are not shown. The total distance between the J6 gene segment and the
Ca2 gene is approximately 260kb. Adapted from Goldsby ef al., 2000."
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Figure 1.5. The human immunoglobulin Vk gene locus. Map of the human Vk gene
locus on chromosome 2pll.2. Vk gene segments are numbered according to the
nomenclature of Schable and Zachau, 1993.%” Functional Vk gene segments, which have
open reading frames (ORFs) and have been observed rearranged in vivo, are represented by
green circles; non-functional Vk gene segments, which have ORFs, but have not been
observed rearranged in vivo, are represented by open circles; Non-functional pseudogenes,
which have either frame shifts, stop codons or imcomplete exons, are represented by
purple squares. The total distance between gene segment L.25 (DPK23) and the Jx genes is
approximately 1800kb. Adapted from Lefranc, 2001.%




contains only the proximal cluster.®> Among the 76 VK genes, 47 possess ORFs and 40
have been observed rearranged in vivo.”* Based on the nucleotide sequence homology,
the 40 functional Vx genes can be classified into 6 Vk families: Vk1 to Vk6. The Vkl
family has the greatest number of gene segments (n=19), followed by Vk2 (n=9), Vk3
(n=7), Vk6 (n=3) and Vk4 and V5 (each n=1). -Almost all the rearranged Vk genes are
derived from the proximal region, which may be related to differences in recombination
required to produce the rearranged gene; proximal Vk genes must rearrange by deletion
whilst distal Vk genes must rearrange by inversion. A further 27 VK genes exist as
pseudogenes and 7 have minor-defects that render them non-functional. There are 5

functional Jk segments: Jk1 to Jk5.%

In addition to the Vk genes in the functional locus on chromosome 2, 28 Vk orphons have
been mapped outside of the functional locus. One orphon has been identified on
chromosome 1, 3 on the short arm of chromosome 2 and downstream of the Ck gene, 13
on the long arm of chromosome 2, 1 on chromosome 15, 6 on chromosome 22 and a

further 4 outside of chromosome 2, but which remain unlocalised.®>*

1.2.2.3. VA gene locus

The human lambda locus (Igh) is located on the long arm of chromosome 22 (22q11.2)
and spans 1050kb (Figure 1.6.).** It contains approximately 70 VA genes, 4 functional JA
genes and 4 functional CA genes. Among the 70 VA genes, 39 possess ORFs and 31 have
been observed rearranged in vivo.”* The 31 functional VA gene segments can be divided
into 10 VA families based on the nucleotide sequence homology: VA1 to VA10. The VA3
family has the greatest number of functional members (n=9), followed by VA1 and VA2
(each n=5), VA4 and VAS (each n=3), VA7 (n=2) and VA6, VA8, VA9 and VA10 (each
n=1). In turn, the 10 VA families can be organised into 3 clusters: A, B and C. Cluster A,
which is proximal to JA genes, contains the VA2 and VA3 families and the 4b gene from
the VA4 family; cluster B contains the VA1, VAS, VA7 and VA9 families; and cluster C,
which is distal to JA genes, contains the VA6, VA8 and VA10 families and the 4a and 4c
genes from the VA4 family. The VpreB (CD179a) gene lies between clusters B and C. A

further 30 VA genes exist as pseudogenes and 8 are non-functional.

In contrast to the V,; and Vx gene loci, the JA gene segments are arranged in four
functional JA/CA pairs: JA/CAL, JA2/CA2, JA3/CA3 and JA7/CA7.” A further 3 JMCA

pairs are non-functional due to minor-defects in the 5’ splice sites of the JA gene segment.
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1.2.3. V(D)J recombination
Ig genes are rearranged from pre-existing gene segments early in B-cell development using |

reviewed in

a specialised process of somatic DNA rearrangement, termed V(D)J recombination.
*®  Although the targeting of genes for rearrangement is in essence random, the
recombination itself is a highly ordered process whereby genes are rearranged in sequential
steps, with the successful completion of each step setting the stage for the next genetic
event. The multiple recombinations involved are lineage- and cell cycle-specific events.
Although they occur in a rapidly cycling cell population, individual rearrangements are

targeted to the G, and G, phase of the cell cycle.**

1.2.3.1. An ordered process
V(D)J recombination begins at the IgH locus with the joining of a D gene segment to a Jy
gene segment, which takes place in early pro-B cells (Figure 1.7.). Human pro-B cells

D segments

usually rearrange D and J,; gene segments on both alleles simultaneously.
are unusual in that they can potentially be used in all three reading frames (RFs), although
one RF has a propensity to encode a stop codon, which results in the majority of D-Jy
rearrangements being productive.”” The subsequent joining of a Vy gene segment to the D-
J; on one allele generates a V;-D-J;; unit that encodes the entire V region and completes
the late pro-B cell stage. Only if the first allele of the IgH locus yields a non-productive or
abortive rearrangement does Vy to D-Jy rearrangement proceed on the second allele.
Typically, B cells with two unsuccessful Vy rearrangements die by apoptosis, although
they may be rescued by secondary D-J, rearrangements to an upstream V5 V(D)J
recombination at the IgH locus brings the Ig u enhancer (Eu), which is located between the
J46 gene and the Cu gene, to within 2kb of the Ig promoter. As a result, the rate of
transcription of the rearranged V-D-J; unit increases to 10* times that of the unrearranged
germline DNA. The productive V,-D-J;; rearrangement is transcribed as a single long
mRNA that incorporates both the Cu and CO genes. The primary transcript is
subsequently spliced to remove intervening DNA sequences, which includes non-coding
introns and J;; gene segments not lost during rearrangement, to yield a Cu transcript. The
final mRNA transcript is translated and the p heavy chain is assembled with a surrogate
light chain and the signal transduction molecules Iga (CD79a) and Igf (CD79b) to form
the pre-B-cell receptor (pre-BCR) (Figure 1.8.).” The surrogate light chain is identical for
each pre-BCR and is composed of two polypeptfdes, VpreB and A5/14.1, which resemble
light chain variable and constant regions, respectively. Expression of the pre-BCR on the
cell surface signals the down-regulation of the recombinase-activating genes 1 and 2

(RAGI and RAG2) and leads to the suppression of further Vy rearrangement (allelic
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Figure 1.7. VDJ recombination
at the heavy chain locus.
Schematic representation of VDJ
rearrangement at one allele of the
Ig heavy chain locus. The top
line  shows the  germline
configuration on chromosome 14
(1). The first rearrangement joins
one of 25 D gene segments to one
of 6 Jy gene segments and leads
to the excision of all intervening
D and Jy genes (2). The second
rearrangement joins the D-Jy; unit
to one of 51 upstream Vy genes
and leads to the excision of all
intervening D and Vi genes (3).
Under the influenced of the p
enhancer, transcription of the
functional Vy-D-Jy  unit s
initiated from the upstream Vy
promoter and incorporates the Vi
leader.  The primary mRNA
transcript is alternately spliced to
form either membrane bound or
secreted IgM (4-5). The bottom
line shows the correspondence of
gene segments to framework (FR)
and complementarity determining
regions (CDR). Adapted from
Goldsby et al., 2000.'
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Figure 1.8. The structure of the
pre B-cell receptor and the B-cell
receptor.  Schematic diagram to
illustrate the structure of the pre-BCR
(left) and the BCR (right). The pre-
BCR is expressed on pre-B cells and
consists of the membrane bound
heavy chains paired with the
surrogate light chains, which in turn
are formed by the VpreB and AS
chains. The BCR is first expressed
on immature B cells and consists of
the membrane bound p heavy chains
paired with the light chains, which
can either be k or A chains. Both the
pre-BCR and the BCR associate with
two molecules of the membrane
bound Iga/Igf  (CD79a/CD79b)
heterodimer. The Iga and Igf chains
have long  cytoplasmic  tails
containing 61 and 48 amino acids,
respectively. The cytoplasmic tails
contain immunoreceptor  tyrosine
based activation motifs (ITAM),
which  transduce the  stimulus
provided by the crosslinking of the
membrane Ig with antigen into an
effective intracellular signal. Adapted
from Goldsby et al., 2000."



In the retrosynthesis of dithiosilvatin, fragment (2.47) could be disconnected in two
ways. Directly to the protected a-mercapto tyrosine derived amino acid ester (2.49) and
subsequently back to the a-mercapto o-amino acid ester (2.45) (represented by the
double line, figure 2.5) or stepwise through the bis protected dithiodiketopiperazine
(2.48) (represented by the single line, figure 2.5) and subsequently back to the a-
mercapto a-amino acid ester (2.45). Olsen et al. reported the synthesis of similar o-
mercapto a-amino acid esters in 1973.*” He described the synthesis derived from
acrylic acids (scheme 2.8). In this route the a-mercaptoalanine derivative (2.52) was
prepared by treatment of the a-chloro compound (2.51) with hydrogen sulfide to give
the a-mercaptoalanine (R = H) or by treatment with thioacetic acid to give the a-
acetylthioalanine (R = CH3CO). The a-chloro compound (2.51) was formed in situ by
addition of hydrogen chloride to 2-acetylaminoacrylic acid (2.50).

NHCOCH, @ NHCOCH, (i) NHCOCH,
. v
COH Me a COoH M;/S COH
2.50 2.51 2.52

Scheme 2.8 Reagents and conditions: (i) 4 N HC], TFA, AcOH; (ii) H,S or AcSH.

These methods were limited to amide protecting groups, as they had to withstand harsh
acid reaction conditions in the first step of the synthesis. Further advancements
reported by Ottenheijm et al. (scheme 2.9) addressed this issue via the addition of
pyruvic acid (2.53) to a carbamate (2.54) to form the intermediate 2-hydroxyalanine
derivatives (2.55) in benzene.*® The desired amino acid derivative (2.56) could then be

prepared by the addition of an alkyl thiol, but in low yield.

OH
NHCO,R
/lOL + i M /k\ 7e) M i
—_— (]
Me” “COH ROJKNHZ 0 NICH | — Me Tcon
X &
o
2.53 2.54 2.55 2.56

Scheme 2.9 Reagents and conditions: (i) benzene, reflux, R!-SH, 10-15%.

Although this route could be adapted to more desirable protecting groups, it was
extremely low yielding. More recently a-mercapto-amino acids have been prepared by

the route previously reported by Motherwell s group (scheme 2.6).5%
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I1.4 Synthetic Approach to Dithiosilvatin
IL.4.1 Amino Acid Approach

Our initial approach was to adapt the recently published achiral route to similar
a-mercapto-amino acid esters by the Motherwell group, so that we could synthesise the
desired unnatural amino acid fragments (2.45) and (2.49) (figure 2.5). Initially like the
Motherwell group we chose p-methoxybenzyl (Pmb) as our sulfur protecting group. In
our desired fragment we required methylamine instead of benzylamine as our amine
source in the three component reaction. This analogue was reported by Motherwell, but
in very low yields.®* In light of this publication a disconnection of fragment (2.57) can
be carried out to give two feasible building blocks (2.58) and (2.59) (figure 2.6). When
combined the target intermediate, Pmb protected dithiodiketopiperazines (2.57) could
be made. The building block (2.58) had been reported by Motherwell so therefore, the
route would only require optimisation. It was envisaged that building block (2.59)
could be synthesised in a similar way, by means of the three component method starting
from ketone analogue (2.62). This was substituted by ethyl pyruvate (2.63) and
benzylamine (2.32) to investigate the feasibility of this approach. Benzylamine (2.32)
was used as this gave consistently good yields in the Motherwell publications.®* If this
was successful the conditions would then be repeated with the ketone analogue (2.62)

and methylamine (2.61) to yield the target compound (2.59).

SPmb R

CHNH OEt PmbS NHR! R =/\O“oj\ R! =Me, 2.59
0 + OEt = -

2.58 o R=Me R! =Bn, 2.60

I, l

o
0
Pmb—SH + H,C-NH. +I RI—
2 P ORt 233 + R)H(OEt + NH,

2.33 2.61 2.34

_ o)
rR= G, 262  R'=Me 261
|

R =Me, 2.63 R!=Bn, 2.32

Figure 2.6 Retrosynthesis of dithiosilvatin based on the Motherwell group's findings.
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We quickly established that ethyl pyruvate did not react in the desired manner.
Benzylamine was treated with ethyl pyruvate and p-methoxybenzyl mercaptan in
toluene at room temperature and at reflux but neither yielded the desired mercapto
amino acid ester (2.60). Instead it resulted in a complex reaction mixture. This was also
observed in the absence of the mercaptan. This can be explained by the fact that unlike
ethyl glyoxalate, the ethyl pyruvate can exists in an enol or keto form. Both of these
forms can react with benzylamine leading to a number of reactive species. Due to these
findings we focused on optimising the conditions to synthesise the previously reported

(4-methoxybenzylsulfanyl)methylaminoacetic acid ethyl ester (2.58).

Motherwell ef al. reported that the desired (4-methoxybenzylsulfanyl)methylamino
acetic acid ethyl ester (2.58) could be prepared via the three component reaction in 37%
yield. The preferred route involved heating the reaction mixture at 110 °C for 5 h. In
other examples the elevated reaction temperatures reduced the yields of the desired
amino acid esters. Therefore the low yield was rationalised by the possible instability

of the compound at higher temperatures.®*

We therefore thought that microwave heating for shorter times could solve this issue.
As the experimental procedure for this particular amino acid ester was not reported,
methylamine was liberated in situ via the hydrochloride salt using triethylamine as a
base. Unfortunately the amino acid ester (2.58) was only isolated in 15% yield when
- heated at 100 °C for 20 min in a CEM microwave system (scheme 2.10). The only
other major product isolated was the dimer (2.64). There are a number of plausible
reasons why this occurred. It could be that the reaction temperatﬁre was too high or the

concentration of methylamine was too low.

MeO
o) N \Q\\ \ g
H% oF o) s)\,(OE‘ N\}om
o] © ’ \L Sv@ OMe
MeO EtO (6]

2.34 2.58 2.64
Scheme 2.10 Reagents and conditions: (i) MeNH,.HCl (1 equiv), Et;N (1 equiv), p-methoxybenzyl
mercaptan (1 equiv), toluene, microwave heating to 110 ° C at 100 watts for 20 min, 15% (2.58).

In order to address these issues the reaction was repeated at room temperature (scheme
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2.11). This fortunately answered both these questions, as the major product isolated
was the a-hydroxy derivative (2.65). This was clear evidence that the concentration of
methylamine was low in the reaction mixture. Therefore the reaction was essentially a
two component reaction due to the insolubility of the methylamine hydrochloride in

toluene.

It is feasible that the a~hydroxy derivative (2.65) could then react with any amino acid
ester (2.58) formed when the reaction mixture was heated in the microwave. The
heating would slightly increase the solubility of the methylamine hydrochloride,
increasing the concentration of methylamine in solution but upon heating the amino
acid ester (2.58) formed could react further with the a-hydroxy derivative (2.65), which
is formed in excess in the reaction mixture to yield the dimer (2.64) as the major

product.

O
2.34 2.65

Q g OFEt N
) S)ﬁf OFt
HjKU\OEt /©/\ I . Oﬁ s
MeO o)
MeO 2.58

Scheme 2.11 Reagents and conditions: (i) MeNH, HCl (1 equiv), Et;N (1 equiv), p-methoxybenzyl
mercaptan (1 equiv), toluene, rt, 4 h. 70% (2.65)

The good news was the reaction did work at room temperature though, as a small trace
of (2.58) was isolated. The reaction was therefore repeated, but the methylamine
hydrochloride and triethylamine in toluene and ethyl glyoxalate were stirred at rt for 10
minutes before the addition of the p-methoxybenzyl mercaptan. This suspension was
stirred for 2 h to give predominantly a-hydroxy derivative (2.65) as monitored by TLC.
Excess methylamine hydrochloride and triethylamine in toluene was then added and the
reaction mixture stirred at rt for 18 h to give (2.58) in a respectable 68% yield. The
method was workable, but not ideal as the yields varied. We simply used a slight
excess of 2.0 M methylamine solution in THF, instead of excess methylamine
hydrochloride and triethylamine in toluene and found this consistently gave the desired

compound (2.58) in 66% yield.

We decided that in order to maximise the potential uses of the amine (2.58) we would

investigate a protection strategy. It was also observed that the amine (2.58) was not
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stable following prolonged storage even at low temperature. It was postulated that
protection of the amine with an amide or preferably a carbamate would st)lve this
problem. Both the Fmoc and Boc protected ethyl esters (2.66, 2.67) were synthesised in
good yield (scheme 2.12) under standard conditions. The Boc protected analogue
(2.67) was readily saponified to the acid (2.69) with lithium hydroxide in aqueous THF,
at room temperature in almost quantitative yield. ‘This was not the case with the Fmoc
derivative (2.66). Even at low temperatures the Fmoc group was cleaved in preference

to the saponification of the ethyl ester under basic conditions.

N Pevy”

)Wom @ )ﬁfom (i)
y COQ/\ o) /©/\ o O/\ s
. O
MeO MecO
2.58 Pg =Fmoc, 2.66 Pg = Fmoc 2.68 (failed)
Pg = Boc, 2.67 Pg =Boc =2.69

Scheme 2.12 Reagents and conditions: (i) Fmoc;Cl (1 equiv), Na,CO; (1.1 equiv), aq 1,4-dioxan, rt.-4 h,
54% (2.66); or (i) Boc,O (1 equiv), NEt; (1.1 equiv), CHxCl,, 1t, 18 h, 80% (2.67).; (ii)) LIOH.H,0 (1
equiv), THF, H,O, rt, (failed) (2.68), 0.2M LiOH. (1 equiv), THF,0 °C, 2 h, (failed) (2.68); or (ii)
LiOH.H;O (1 equiv), THF, H,0, rt. 4 h, 98% (2.69).

The Fmoc protecting group was the preferred protecting strategy as it was removed
rapidly nonhydrolytically, by simple secondary amines, which would not affect the

other protecting groups, but it is labile under basic conditions.

The alternative Boc protecting group is potentially more problematic as it is removed
under acid conditions. The para-methoxybenzyl group on the sulfur is also acid
sensitive. With this in mind a number of standard Boc cleavage conditions were
attempted. It was found that the Boc group could be cleanly cleaved upon the addition
" of 4M HCl in dioxane solution. The free amine was cleanly isolated after 30-40 minutes

at room terhperature, without loss of the para-methoxybenzyl protecting group.

The Boc amino acid ester analogue (2.67) was found to be stable even when stored at
room temperature for prolonged periods of time. It can be selectively saponified to the
acid (2.69) or converted back to the amine (2.58), making it a versatile and durable

building block.
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11.4.2 Synthesis of Protected Dithiodiketopiperazine

From the retrosynthesis of dithiosilvatin and the retrospective bis protected
dithiodiketopiperazine (2.47, 2.57) (figure 2.5 and figure 2.6) there are two plausible
disconnections. Directly to the protected a-mercapto tyrosine derived amino acid ester
(2.49) and subsequently back to the a-mercapto a-amino acid ester (2.45) (represented
by the double line, figure 2.5), which relies on the problematic synthesis of the
substituted amino acid ester (2.59). Or stepwise through the bis protected
dithiodiketopiperazine (2.48) (represented by the single line, figure 2.5) and
subsequently back to the a-mercapto a-amino acid ester (2.45), which requires a good
protecting group strategy. We thought the Boc protected building block (2.67) fulfilled
these requirements and was the most‘advantageous approach towards the continued

synthesis of the epidithiodiketopiperazine core. In the purposed scheme, (scheme 2.13)
both dithio DKPs (2.71 & 2.72) can be prepared from the one building block (2.67)

HN”
OEt
PmbS
o)
BocN™~ 2.58 BooN”~ | 9
+ =
PmbSJYOEt P PmbS OEt
o BocN (o] SPmb
P bs)\”/OH 2.70
2.67 m :
o)
2.69

0]

H
‘ “SPmb
b _N :
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H

0]
2.72

O

\N)QI(SPmb
N
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™ a

(0]
2,71

Scheme 2.13 Proposed route to bis protected dithiodiketopiperazine.

The dipeptide (2.70) could be prepared via a number of standard peptide coupling
methods, (table 2.1) from the acid (2.69), and the hydrochloride salt of compound (2.58)

which in turn was prepared by acid cleavage of the Boc protected analogue (2.68). The
best yields were achieved by first forming a mixed anhydride with isobutyl
chloroformate in THF at -10 °C in the presence of NMM as base. After 40 minutes the

reaction mixture was filtered and the filtrate added to a solution of the hydrochloride
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salt (2.58) and NMM in dichloromethane at 0 °C. This was then stirred at room
temperature for 4 hours giving the dipeptide (2.70) as a mixture of diasteroisomers in
58% yield. We changed from THF to dichloromethane as the solvent of choice due to
the insolublity of the hydrochloride salt of (2.58) in THF. This resulted in an improved
yield from 38% to 58%.

Reaction conditions and reagents Yield
Pybrop ® (1.1 equiv), DIEA, CH,Cl,, 1t, 18h 10%
HBTU (1.0 equiv), Et;N, CHyCl, 1t, 18 h, 12%
isoBuOCOCI (1.1 equiv), NMM, THF -10 °C -1t 4 h, 38%
isoBuOCOCI (1.1 equiv), NMM, THF & CH,Cl; -10°C -1t 4h | 58%

Table 2.1 Amino acid coupling conditions attempted.

Small scale trial reactions showed the amine of the dipeptide (2.70) could be unmasked
in a similar manner to the Boc amino acid ester (2.67) previously reported. We opted
not to isolate the hydrochloride salt of the amine dipeptide to limit the risk of
decomposition. Compound (2.70) was treated with 4.0 M HCI in dioxane for 50
minutes. The solvent was removed and the residue azeotroped with toluene to remove
any residual hydrochloric acid. The resultant hydrochloride salt was then heated at 50
°C in a 5% triethylamine, isopropanol solution for 18 hours, to exclusively give the cis
dithiodiketopiperazine (2.71) in 45% yield as a crystalline solid. The cis configuration
was identified by X-ray crystallography of the resultant crystals. Unfortunately the yield
could not be improved, staying consistently at 45%. This made us believe that the yield
(2.71) was determined by the subsequent stability of the deprotected dipeptide free base.
This was confirmed by the presence of p-methoxybenzyl mercaptan by TLC of the
crude reaction mixture. The cis isomer was exclusively isolated during the reaction.
This can be explained by the cis isomer (2.71) being thermodynamically more stable
than the frans isomer (2.72), consistent with Motherwell’s findings.  The
thermodynamic preference for formation of the cis isomer was supported by gas phase
DFT calculations using Gaussian 03 software, for a single molecule using the
B3LYP/6-31G(d) level of theory which revealed that the cis isomer configuration is

approximately 9 kJ mol” more stable than the alternative #rans arrangement.®’
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I1.4.3 Alkylation Strategy

Kishi et al reported the synthesis of a number of symmetrical and
unsymmetrical disubstituted and mono substituted ETPs via clean cis alkylation of 3,6-
bis methylthio-1,4-dimethylpiperazine-2,5-dione.” We repeated these methodologies
on the 3,6-bis-(4-methoxybenzylsulfanyl)-1,4-dimethylpiperazine-2,5-dione (2.71) but
our observation differed slightly from that reported by Kishi. We completed the
alkylation experiments with p-methoxybenzyl bromide which, with further elaboration

could be converted to the desired dithiosilvatin.

The diketopiperazine (2.71) was treated with 2.2 equiv of LDA at -78 °C in THF and
stirred for one hour. One equivalent of p-methoxybenzyl bromide was added in THF.
Kishi aways added five or more equivalents of alkylating agent in his analoguous
experiments. After one hour one equivalent of acetic acid in THF was added, upon
workup three new products, one major and two minor were observed. Unfortunately a
lot of starting DKP was also recovered (2.71). Kishi only isolated the cis mono

alkylated product under similar reaction conditions.”

The major product isolated was a crystalline solid. X-ray crystallography, 'H and *C
NMR analyses confirmed the structure to be the cis dialkylated analogue (2.73). 'H, *C
NMR and MS analysis identified the two remaining products to be the desired mono-
alkylated analogues. The more polar of the two remaining products was again
crystalline. X-ray crystallography determined it to be the frans isomer (2.75). Therefore

the remaining less polar product was assigned to be the desired cis isomer (2.74).

By gradually increasing the amounts of LDA and adding the p-methoxybenzyl bromide
slowly as a dilute solution in THF under similar reaction conditions, the amount of the
two mono alkylated DKPs could be enhanced. Using LDA (3 equiv), p-methoxybenzyl
bromide (1.5 equiv) and acetic acid (3 equiv) the two mono alkylated DKPs were
isolated in 64% yield in a ratio of 3:1 (2.74: 2.75). Only a trace amount of compound
(2.73) was isolated under these conditions (scheme 2.14). The reaction was also
attempted with LDA (1.2 equiv) and an excess of the p-methoxybenzyl bromide, but

only recovered starting material was isolated. This was consistent with Kishi's
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observations on the differences in the reactivity of the mono and dicarbanion, reported

in the total synthesis of hyalodendrin.”®

SPmb
\N)J\ﬁSPmb ~ SPmb

iy ) N 7 \NJK(H
a N ) <§ N H SPm
PmbS Ifl PmbS PmbS ~ PmbS N\
(0} 0 :: / 0
Q MeO MeO

2.71 MeO 2.73 2.74 2.75

Scheme 2.14 Reagents and conditions: (i) LDA (3 equiv), THF, -78 © C, p-methoxybenzyl bromide (1.5
equiv) in THF (2 ml), AcOH (3 equiv) 64 % (2.74 & 2.75).

I1.4.4 Epidithiodiketopiperazine (ETP) Synthesis

The disulfide bridge can be found in a large number vof natural products. Many
of these natural products and their analogues have been produced synthetically. One
such example is the macrocycle TANDEM, a synthetic analogue of triostin A (Scheme
2.15).7% 7 In TANDEM like many macrocyclic disulfide analogues, the disulfide bridge
was formed by addition of iodine to the bis-Acm protected compound (2.76) in DMF.
TIodine oxidation conditions of this kind have also been reported for trityl (Tr) protected
analogues. These reaction conditions are a convenient method to form the disulfide
without having to first cleave the protecting group. Traditionally this one step
procedure, simultaneously removing the sulfur protecting groups and forming the
disulfide bridge via treatment with iodine in DMF or MeOH, is carried out at high

dilution.

No such procedures had been reported for this kind of disulfide formation via the Pmb
protecting group, but we saw this as an easy and convenient way to form the ETP in a

one step procedure.

79




0 N 0 N
N My N
O 7 sems SAemO© ® o) {O $s%o EN\”"R
[ Aot Sob— M, b
RN R N/\f S o ©

276 ' TANDEM
Scheme 2.15 Reagents and conditions: (i) I, DMF, rt, 1 h.

This approach was therefore initially attempted on the cis dialkylated DKP (2.73) in
order not to waste the cis-3,6-bis-(4-methoxybenzylsulfanyl)-3-(4-methoxybenzyl-1,4-
dimethylpiperazine-2,5-dione analogue (2.74) (scheme 2.16). The DKP (2.73) was
treated with iodine in a methanol, DMF solution for one hour. A rapid colour change
was observed and TLC analysis showed a spot to spot conversion. Upon workup with
aqueous sodium thiosuphate solution to remove any excess iodine, we isolated a single
compound. Spectral analysis identified the product was not the desired ETP, but 3,6-
dimethoxy-3,6-bis-(4-methoxybenzyl)-1,4-dimethylpiperazine-2,5-dione (2.77), which

was isolated in near quantitative yield.

SPmb I‘ﬂ

MeO MeO
Yo |
- N__O
PmbS ® MeO
0 N OMe _ 0
| OMe OMe

2.73 2.77
Scheme 2.16 Reagents and conditions: (i) I, (1.5 equiv), MeOH (10 ml), DMF (1 ml) rt 1 hr, 80%.

The mechanism outlined (figure 2.7) demonstrates the importance of the protecting
group to aid the one step deprotection and oxidation to the disulfide. The Tr group
stabilises the carbocation, which leads to the activated thiol and subsequent disulfide.

This is a plausible reason why the bis Pmb compound (2.73) did not proceed in the
desired manner. The activation with iodine resulted in the SPmb acting as a leaving

group for nucleophilic attack by methanol yielding compound (2.86).
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Figure 2.7 Iodine oxidation method to form disulfide bridge and plausible nucleophilic attack of
activated SPmb group.

Taking this observation into consideration, an alternative approach was attempted
which was to deprotect the sulfides then form the disulfide bridge via oxidation. As
before the dialkylated DKP (2.73) was used to investigate the feasibility of the new

reaction conditions

The ETP (2.78) was isolatedr in 38% yield (scheme 2.17) using the method first
developed by Kishi in his synthesis of hyalodendrin.’® The DKP (2.73) was first treated
with 1 M boron trichloride solution in dichloromethane at 0 °C for 10 minutes to
remove the sulfur protecting groups. Oxidation to the disulfide was accomplished via
the addition of iodine in a 10% methanol dichloromethane solution, after the excess

boron trichloride, dichloromethane solution had been removed by evaporation in vacuo.

MeO OMe
111 o) I
PmbS ® N. _O
— S
o) N OMe g’ OMe
| SPmb 07N
I
2.73 2.78

Scheme 2.17 Reagents and conditions: (i) (a) 1.0 M BCl; (2.4 equiv) 0 °C 10 min. evaporate; (b) I, (2.0
equiv), 10% MeOH, CH,Cl,, 1t, 20 min, 38%.
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The method was successfully applied to the desired mono alkylatéd analogue (2.79),
which was prepared in 46% yield from the cis DKP (2.74) (scheme 2.18).

ul
: N 6] ;
Pmbsi T ® H 111 o
< ————— . S
0N \©\OMG is' \;/ OMe
| SPmb ' 07 N ™.
|
2.74 2.79

Scheme 2.18 Reagents and conditions: (i) (a) 1.0 M BCl; (2.4 equiv) 0 °C 10 min, evaporate; (b) I, (2.0
equiv), 10 % MeOH, CH,Cl,, rt, 20 min, 38%.

The 'H and >C NMR spectroscopic data were comparable to that published for the
isolated dithiovsilvatin.66 The 'H signal for H11 (figure 2.8) at &y 5.33 ppm was
characteristic for the disulfide bridge structure (table 2.3). The appropriate *C signals
for the carbons found in both dithiosilvatin and compound (2.79) were identical (table

2.2).

The MS data were also consistent to that reported for dithiosilvatin, in that the ion
minus the two sulfurs was observed in both examples: m/z [M-S;]" 314 (dithiosilvatin),

m/z [M+H-2S8]" 261.1 (2.79).

16
dithiosilvatin 2.79

M.W.378.52" M.W. 324.42
C18H22N203S2 C14H16N203S2

Figure 2.8 Dithiosilvatin and compound (2.79).
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Dithiosilvatin (2.79)
Carbon
(8c) (¢c)
1 28.13 28.5
2 77.14 76.9
3 36.97 36.3
4 125.83 126.1
5 130.53 130.8
6 114.78 114.4
7 158.24 159.1
8 64.80 55.4 (methyl)
9 164.89 165.1
10 165.51 165.7
11 67.14 67.3
12 32.26 32.7
13 119.76 n/a
14 137.98 n/a
15 18.17 n/a
16 25.76 n/a

Table 2.2 '*C NMR chemical shifts for dithiosilvatin and compound (2.79).

The final steps towards dithiosilvatin require the demethylation of compound (2.79) to

give the phenolic derivative (2.80). It was foreseen that this could then be further

elaborated by simple alkylation of the phenol (figure 2.9).

| [ I

H__N__O H. N_ .O H NS 0

KO~ = BN — 8

0O” N 0~ "N (6] I\|I
| (|3 1 OH O
2.79 2.80

dithiosilvatin ‘\é&

’ Figure 2.9 Synthetic steps required towards dithiosilvatin.
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Dithiosilvatin (2.79)
Proton type
(9n) (On)
Olefinic Me 3H, s5,1.74 n/a
Olefinic Me 3H,s, 1.79 n/a
 NMe 3H, s, 2.97 3H, s, 2.97
NMe 3H, s, 3.17 3H, s, 3.16
CH2 1H, d, J 15Hz, 3.45 | 1H, d, J 15Hz, 3.58
CH2 1H, d,J15Hz,3.94 | 1H, d, J 15Hz, 3.92
OCH2CH= 2H, d, J 7THz, 4.48 n/a
COCHN 1H, s, 5.33 - 1H, s, 5.33
OCH2CH= 1H, brt, J 7THz, 5.45 n/a
ArH 2H, d, J9Hz, 6.84 2H, d, J9Hz, 6.83
ArH 2H, d, J9Hz, 7.24 2H, d, J9Hz, 7.25

Table 2.3 'H NMR chemical shifts for dithiosilvatin and compound (2.79).

A number of demethylation conditions were attempted (table 2.4) without success. This
was possibly due to the relative instability of compound (2.79) under standard

demethylation conditions.”

Reagents and conditions Result
1.0MBCl inCH,CL at0°C, 1h 60% recovered S.M (2.79)
1.0OMBCl;inCH;Cl, at0°C 1 h, rt,2h 30% recovered S.M (2.79)
1.0 M BBr3in CH;Cl,at 0°C 1 h, rt,2h | No recovered S.M or products isolated

Table 2.4 Demethylation reaction conditions attempted.

84




I1.4.5 Isoprenyl Approach

From the synthetic route developed thus far a workable route to the disulfide
bridge had been successfully achieved. Unfortunately the proposed demethylation
method was not viable as deéomposition of the ETP (2.79) was observed. We thought
the best approach was to have the isoprenyl group in place and form the disulfide at the
final step. We first required synthesis of the relevant bromide. This proved to be
difficult. The bromide (2.83) was extremely unstable although it could be prepared
from 4-hydroxybenzoyl alcohol (2.81) in two steps (scheme 2.19). The more acidic
phenolic group was selectively deprotonated by the addition of one equivalent of
sodium hydride in DMF at 0 °C. This was then quenched with 3,3-dimethylallyl
bromide to give the alcohol (2.82) in 61% yield. Conversion to the bromide was

achieved under standard Appel reaction conditions.”

Nuc|.

(Br

OH OH Br
OH o 0 L

o> o

S = /
2.81 2.82 2.83 Z

Q‘\

Scheme 2.19 Reagents and conditions: (i) NaH (1.0 equiv), DMF, 0 °C 30 min, 61% (ii) 3,3-dimethyl
allyl bromide (1.0 equiv), rt, 2 h; (i) P(Ph); (1.27 equiv), CBr,4 (1.2 equiv), CH;Cl,, 0 °C =t 6 h, crude

60%; Box = plausible decomposition of bromide.

Attempted purification of the crude product was by trituration with cold petroleum ether
to remove any triphenylphosphine oxide followed by flash column chromatography
through a short silica plug. However, we observed the material was still always impure,
approximately 90% bromide, but quickly degraded further on standing. This could be
explained by the inherent instability of the bromide. If the bromine is eliminated the
resultant stabilised charged species formed can be attacked by any nucleophiles. The

bromide had to be used the day it was prepared.

85




Alkylation of the DKP (2.71) with crude bromide (2.83) was completed as before, but
not as cleanly. The #rans isomer (2.84) was isolated pure, but unfortunately the desired
cis isomer (2.57) could not be isolated in greater than 60% purity after several columns
(scheme 2.20).

PmbS SPmb
I I 2.57
SPmb
PmbS
271 I \/v/
SPmb
2.84

Scheme 2.20 Reagents and conditions: (i) (a) LDA (3.0 equiv), THF, -78 °C, 30 min; (i) (b) 2.83 (1.5-2.0
equiv), THF, -78 °C, 2 h; (i) (c) AcOH (2.0 equiv), THF, -78 °Crt, 1 min, 21%, (2.57:2.84, 2:1).

This was due to a co-eluting impurity from the bromide, so further purification by
column chromatography was not possible. The intramolecular disulfide formation was
attempted on the impure cis analogue without success. Once again this resulted in

multiple products.

Due to the instability of the bromide, other leaving groups were investigated such as the
mesylate. Unfortunately any attempts to form the mesylate were also unsuccessful.
This can be explained by the mesylate being a better leaving group than the bromide
thereby increasing the formation of the charged reactive species which can react with

any nucleophile present such as the alcohol or water (scheme 2.19).

I1.4.6 Phenol Protection Strategy

Taking into consideration the stability issues with the isoprenyl bromide (2.83), it was
thought the best approach would be to proceed with a more stable bromide. This could
be achieved by protecting the oxygen in such a manor that it could no longer stabilise a
positive charge. This could be achieved via the carbonate, acetate or sulfonate

functionality. The strategy was to revert back to the original approach of cleaving the
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protecting group on the phenol after the disulfide bridge has been formed. This would
leave the free phenol to be alkylated in the final step.

Three phenolic protecting groups were investigated; the ferf-butyl carbonate (Boc),
acetyl (Ac) and the tosyl (Ts). The desired chlorides or bromides of all three protecting

75, 76, 77

groups had been reported via various methods. We chose to use a standardized

procedure to form the bromides.

The mono Boc protected alcohol (2.85) and mono Ac protected alcohol (2.86) were
prepared via 4-hydroxybenzyl alcohol (2.81). The Ts analogue (2.91) was prepared
from 4-hydroxybenzaldehyde (2.89). The alcohols were then converted to the relevant
bromide in a two step procedure via the mesylate, which upon treatment with lithium

bromide in THF yielded the desired bromide (scheme 2.21).

The Boc alcohol (2.85) was synthesised by the addition of one equivalent of di fert-
butyl dicarbonate in the presence of DMAP as base in acetonitrile in 81% yield.”® The
alcohol was readily converted to the bromide (2.87) in 57% yield after chromatography.
As predicted the bromide (2.87) was extremely stable and was purified by standard
chromatography conditions. A stored sample remained unchanged after 1 month

storage in a freezer under nitrogen.

The acetyl analogue (2.86) was prepared by the careful addition of one equivalent of
acetyl chloride to a solution of 4-hydroxybenzyl alcohol (2.81) and triethylamine in
ethyl acetate at 0 °C. As before the alcohol was converted to the bromide (2.88) via a
mesylate in 65% yield.” The Ac protected bromide (2.88) was also stable to
chromatography, but does decompose after approximately two weeks storage under

nitrogen in a freezer.

4-Hydroxybenzaldehyde (2.89) in acetonitrile and potassium carbonate was treated with
tosyl chloride for 18 h at room temperature to give the aldehyde (2.90). Subsequent
reduction with sodium borohydride in methanol yielded the alcohol (2.91) in 96%

yield.”” The stable bromide (2.92) was once again formed under the reported conditions

in 62% yield.
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2.81

”') R = Boc, 2.85 R = Boc, 2.87
CHO R = Ac, 2.86 R=Ac,2.88
© “ © R=Ts, 2.91 R=Ts,2.92
2.89 2.90

Scheme 2.21 Reagents and conditions: (i) Boc,O (1.05 equiv), DMAP (0.05 equiv), CH;CN, rt 1 h, 81%,
(2.85);0r (i) AcCl (1.05 equiv), TEA (1.05 equiv), EtOAc, 0 °C —1t, 5 h, 54%, (2.86); (ii)) K,COs (1.4
equiv), tosyl chloride (1.2 equiv), CH3CN, reflux 18 h, 96% (2.90); (iii) NaBH, (1.0 equiv), MeOH, 0 °C,
3 h, 96% (2.91); (iv) MsCl (1.1 equiv), Et;N (2.0 equiv), THF, -40 °C, 45 min; (iv) (b) LiBr (4.0 equiv),
THF, 0 °C, 1.5 h, 54 % (2.87); 65% (2.88); 62% (2.92).

As speculated, both the Boc and Ts protected bromide (2.87 & 2.92) cleanly reacted
with the double deprotonated DKP (2.71) to give the mono alkylated products (2.93,
2.94 & 2.95, 2.96) with fewer by-products than had been previously observed (scheme
2.22). As the stable bromides could be purified it was also observed that the yields
became more consistent under these reaction conditions, averaging around 50%.
Unfortunately, due to the basic nature of the reaction conditions the acetyl protected
bromide (2.88) gave a messier reaction mixture. The less polar desired cis DKP (2.97)
could be isolated pure, but the more polar trans (2.98) co-eluted with the starting DKP
(2.71) and the deprotected unassigned free phenol derivative. If the reaction time was
increased the yield of the Ac analogue (2.97) decreased, indicating hydrolysis of the
acetyl to the phenol.

l
PmbS PmbS. N._ _O
P‘“"SI i 0 I I o]

SPmb 0”7 "N"]”SPmb
SPmb |
R = Boc, 2.93 R = Boc, 2.94
271 R=Ts,2.95 OR R=Ts, 2.96
R=Ac,2.97 R=Ac, 2.98

Scheme 2.22 Reagents and conditions: (i) 2.0 M LDA (3.0 equiv), THF, -78 °C 30 min. (i) (a) bromide
(1.2 equiv), THF, -78 °C, 2 h; (b) AcOH (1.5 equiv), THF, -78 °C 1t, 44%, (2.93: 2.94, 3:1); 63%, (2.95:
2.96, 2:1), 46%, (2.97 ; impure 2.98, 2:1).
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Unfortunately, no X-ray data were collected on the new analogues and therefore the
configurations of these analogues, cis or frans was assigned by a combination of
factors. Simply by comparing the polarity by TLC of the new analogues with that
previously assigned by X-ray, the cis analogue is much less polar (more non polar) than
the frans. Similar observations have been reported by Kawai et al.*® This polarity
difference can also be observed by LCMS, by comparison of the LC spectra (reverse
phase column) of the cis and frans analogues in all the examples synthesised. The
longér the retention time the more nonpolar (lipophilic) the product. (table 2.5).

PmbS 111 0
Iﬂ“

(0] SPmb

OR

R group | Cis retention time | Trans retention time
Me 8.02 min(2.74) 7.58 min (2.75)
Isoprenyl 9.13 min (2.57) 8.78 min(2.84)
Boc 8.82 min (2.93) 8.25 min (2.94)
Ac 8.97 min (2.97) (impure) (2.98)
Ts 8.57 min (2.95) 8.03 min (2.96)

H 7.14 min (2.99) 6.49 min (2.100)

Table 2.5 LCMS retention times recorded of cis and trans analogues synthesized.

Secondly the "H NMR chemical shift &y of the DKP proton (H1) is a characteristic
singlet. In all examples the observed chemical shift &y for H1 in the cis isomer is higher

than 4.00 ppm and the frans isomer is less than 4.00 ppm (table 2.6).

In addition they could be assigned by chemical means; the cis isomers, acetyl (2.97) and
Boc (2.93) were deprotected. Compound (2.93) via acidic conditions gave the phenol
(2.99) and compound (2.97) via basic conditions yielding the same product (2.99) as the
major product plus a minor amount of a less polar product, later identified as the trans
isomer (2.100). The trans Boc analogue (2.94) could also be deprotected under acid
conditions and gave the less polar product (2.100) consistent for the expected trans

assignment (scheme 2.23).
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PmbS

|
N
T

0 ITI SPmb
OR
R group | ou (H1) Cis (ppm) | 6u (H1) Trans (ppm)
Me 4.11 (2.74) 3.99 (2.75)
Isoprenyl 4.05 (2.57) 3.99 (2.84)
Boc 4.17 (2.93) 3.88 (2.94)
Ac 4.15 (2.97) 3.91 (impure) (2.98)
Ts 4.10 (2.95) 3.87 (2.96)
H 4.12 (2.99) 3.94 (2.100)

Table 2.6 Chemical shift 6y for H1, of analogues synthesized.

The newly formed cis and frans phenols were individually treated with sodium hydride
in DMF at 0 °C. Addition of the 3,3-dimethylallyl bromide yielded the previously
reported isoprenyl compounds (2.57 & 2.84).

SPmb
29 \Q

OAc
(i)

[¢) PmbS

2.93 OBoc 2.99 OH 2.100 OH 2.94

OBoc

Scheme 2.23 Reagents and conditions: (i) 4 M HCV/ 1,4-dioxan, 0 °C, 18 h, 89%; (ii) 1.0 M KOH (2
equiv), MeOH, 0 °C —rt, 65% (2.99:2.100, 5:1).

We attempted to cleave the Pmb groups with a Lewis acid as before, and oxidise the

resulting dithiols to the desired ETPs. We found that the cis acetyl (2.97) and Boc
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(2.93) compounds did not give the desired disulfide products, but a complex mixture as
before. Both the Boc and acetyl groups appeared to be cleaved with boron trichloride or
tribromide. In fact the Boc group was cleaved at -78 °C within minutes. This discovery

provided a new rapid, clean method of preparing the phenol (2.99).

In addition we tried the deprotection on the free phenol (2.99), but this was also
unsuccessful. To further understand why the reaction mixtures were so complex, we
first monitored the deprotection step with the Lewis acid. This was carried out on both
| the Ac compound (2.97) and the phenol (2.99). Both examples were treated with boron
tribromide at -78 °C in dichloromethane for 10 minutes then allowed to warm to 0 °C
for 20 minutes and room temperature for 10 minutes. The reactions were monitored by
LCMS at each time point. For the phenol analogue (2.99) after 20 minutes at 0 °C only
one peak was observed at 3.5 min. m/z [M+H]" = 279.1 and [M+H+CH3CN]" = 320.0.
This mass ion identified could be the thiol (2.102) Mwt = 278.33 (figure 2.10). This
mass ion was also observed for the compound (2.97) but in addition after 10 minutes we
also observed a earlier peak at 5.42 min. m/z [M+H]" = 399.1 & [M+H+CH;CN]" =
440.1. This peak had completely gone after the 20 minute time point and only the one
peak at 3.5 minutes was recorded. This earlier product at 5.42 minutes had been
previously observed and isolated as a minor by-product during the acid deprotection of
the fert-butyl carbonate (2.93) to the phenol (2.99). 'H NMR and MS data of this
material identified the structure to be eliminated SPmb phenolic product (2.101). These
findings explain why the reaction is not giving the desired ETP, first the protecting
group is cleaved from the phenol (in the acetyl analogue), subsquently the p-
methoxybenzyl mercaptan group is eliminated to give the mono SPmb protected thiol

(2.101). Finally this is deprotected to yield the mono thiol (2.102).

MeO
| |
< Iy
(0] III O~ N X
I

2.101 2.102
M.W. 398.48 M.W. 278.33
C21H22NZO4S C13HMN2O3S

Figure 2.10 Plausible structures for the mass ions observed during SPmb deprotection reaction.
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The acid stable Ts compound (2.95) could be readily converted to the ETP (2.103) in
71% yield by this two step procedure, indicating the cis and frans isomers had been

correctly assigned (scheme 2.24).

The evidence indicates thus far that in order to effect the desired deprotection of the
Pmb group with boron trichloride the phenol must be protected by an acid stable group.
The problem with this is that the acid stable protecting groups generally require harsh
conditions to remove them as demonstrated by the tosyl ETP (2.103).

The standard methods for cleaving the tosyl are via strong base hydrolysis, refluxing the
substrate in potassium hydroxide for several hours.*® An alternative method was by
reductive conditions such as magnesium in methanol.®' Both these conditions were
attempted without success. This was not unforeseen as Kishi had reported that ETPs
were not stable to base or strong acid conditions. The base instability of gliotoxin was

reported by Woodward et al*

H, 111 o H, IlIS 0
S S X
ZYSPmb o III 0 ITI

o O Q

OTs OTs OH
2.95 2.103 2.104

I
PmbS N O
(0] III :

Scheme 2.24 Reagents and conditions: (i) (a) 1.0 M BCl; (2.4 equiv) 0 °C 10 min, evaporate; (i) (b) I,
(2.0 equiv), 10% MeOH/ CH,Cl,, rt, 20 min, 71%; (ii) 2.0M KOH (aq), reflux, failed; or Mg, MeOH,
failed.

I1.4.7 Synthesis of Alternative Bis Protected Dithiodiketopiperazines

To avoid the instability issues of the epidithiodiketopiperazine under both base and acid
conditions, we concentrated on investigating new strategies in which the disulfide

bridge is once again formed in the last step of the synthesis.

We investigated approaches that avoided the problematic Pmb group, which requires
harsh acidic conditions to remove it. One possible route was via 2-

nitrobenzenesulfenyl chloride as outlined by Reese et al® They reported similar
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problems with the Pmb group and simply replaced it with a disulfide analogue in a one

step procedure under mild conditions.

Two trial reactions on the protected amino acid ester (2.67) and the DKP (2.71) were
attempted without success. In both cases it was found that the undesired disulfide of
SPmb (2.107) was formed when the Pmb protected substrate was reacted with 2-
nitrobenezenesulfenyl chloride. No protecting group transfer had occurred to give the
desired compounds (2.105) and (2.106). Only cleavage of the sulfur unit was observed.
This can be explained by the Pmb protecting group on the sulfur not being eliminated as
expected, as it was not sufficiently electron rich. The desired electron movement as
indicated by the black arrows does not occur. Instead electron movement indicated by

the blue arrows leads to the elimination of the disulfide (2.107) (scheme 2.25).

® QT
SPmb o PmbS I\II 0 Z I\II 0
m ® = m (i), NO
=Y A ot ey
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0]

2.67 2.106 2.7 2.105

only product isolated

2.107
S o
ON  +5 207+ OEt *H0
Z OEt
. _OEt B°°If/\fr HJ\[( '
BocN o o}
0

Scheme 2.25 Reagents and conditions: (i) 2-nitrobenzenesulfényl chloride (1.1 equiv), 10%
AcOH/CH,CI,, 0 °C, 1 h; (ii) 2-nitrobenzenesulfenyl chloride (2.1 equiv), CH,Cl,, 0 °C, 1 h. Box:

plausible reaction mechanisms

93




4.8 Synthesis of Electron Rich Protecting Groups

In light of these findings we chose to investigate more electron rich protecting groups.
If the protecting group was more electron rich it would be possible to use milder

deprotection conditions than currently used to remove the Pmb. This could be achieved

by adding further methoxy groups to the phenyl ring. Therefore synthetic routes |

towards the 2,4-dimethoxybenzyl (Dmb) and 2,4,6-trimethoxybenzyl (Tmob) DKP's

were undertaken. .

Both 2,4-dimethoxybenzyl thiol (2.111) and 2,4,6-trimethoxybenzyl thiol (2.112) are
not commercially available, but were readily synthesised. The 2,4-dimethoxybenzyl
thiol (2.111) was synthesised in a one step procedure via commercial alcohol in 84%
yield. Likewise, the 2 4,6-trimethoxybenzyl thiol (2.112) was synthesised in two steps
from the aldehyde (2.108) also in good yield (scheme 2.26).%*

0. _H OH SH
MeO OMe G) R OM(’T i) R OMe
—_— ———
OMe OMe . OMe
2.108 R=H, 2.109 R=H 2111
R = OMe, 2.110 R=OMe, 2.112

Scheme 2.26 Reagents and conditions: (1) NaBH, (1 equiv), MeOH, 0 °C, 3 h, 94% (2.110); (ii) (a)
thiourea (2 equiv),' 5N HCI (15 ml), acetone / water 1:1 (100 ml); (b) NaOH (3 equiv), 84% (2.111), 77%
(2.112).

Both the thiols progressed smoothly to the corresponding amino acid esters (2.113 &
2.114) via the three component procedure previously reported in 62% and 38%

respectively.

Both the dmob and tmob protecting groups are increasingly more acid sensitive than
the Pmb. This meant the acid cleaved carbonate, Boc protection strategy could lead to
undesired cleavage of the thiol protection. Therefore an alternative approach was
developed (scheme 2.27). We achieved this via 2,2 2-trichloro-1,1-dimethylethyl
carbamate (Tcboc) protection of the amine, which is readily removed under mild

conditions by the addition of activated zinc powder.*> The amino acid esters (2.113 &
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2.114) were smoothly converted to the carbonates (2.115 & 2.116) by the addition of
2,2,2-trichloro-l,l-dimethylethyl chloroformate in the presence of triethylamine in
dichloromethane in almost quantitative yield. Further elaboration to the dipeptides
(2.119 & 2.120) was completed under similar reaction conditions as previously
reported. The acids (1.117 & 1.118) were synthesised by saponification of the esters
(2.113 & 2.114) in 73% and 83% yield, then converted to the dipeptide (2.119 & 2.120)
via a mixed anhydride coupling. We observed that the diketopiperazines (2.121 &
2.122) could be synthesized in a one step process from the starting Tcboc analogues |
(2.119 & 2.120). In both examples the DKP (2.121 & 2.122) were isolated when the
dipeptides (2.119 & 2.120) were treated with activated zinc powder in 10% acetic acid,
IPA solution at room temperature for 18 h. This resulted in yields of 50% and 34%
respectively. Once again only one isomeric form was isolated, it was arbitrarily
assigned cis. This could not be confirmed as crystals of good enough quality for X-ray

experiments could not be obtained.

cl_ _cl
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S)\ﬂ/ Ro /‘\H/OEt >
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R = dmob, 2.113 R = dmob, 2.115
R =tmob, 2.114 R =tmob, 2.116
\N,choc \N/TCboc o O R
(iv) ") ~ S
Ro OH R N N "
S s OEt = H
0] R\S z N\
(0] S\R H
R =dmob, 2.117 R =dmob, 2.119 R =dmob, 2.121
R = tmob, 2.118 R =tmob, 2.120 R =tmob, 2.122

Scheme 2.27 Reagents and conditions: (i) 2.0 M: methylamine in THF (1 equiv), (2.111) or (2.112) (1
equiv), Na,SO, anhydrous (excess), rt, 18 h, 62% (2.113), 38% (2.114); (ii) 2,2,2 trichloro-1,1-
dimethylethyl chloroforthate (1.1 equiv), triethylamine (1.2 equiv), CH,Cly, 1t, 18 h, 94%, (2.115), 97%
(2.116); (iii) LiOH.H,O (1.5 equiv), aq 1,4-dioxanc, 1t, 18 h, 89%, (2.117), 83% (2.118); (iv) (a)
isoBuOCOCI (1.1 equiv), NMM (1.2 equiv), THF, -10 °C, 1 h; (iv) (b) (2.113) or (2.114) (1.1 equiv),
NMM (1.2 equiv), THF, rt, 18 h, 41% (2.119), 45% (1.120); (v) zinc powder (20 equiv), 10%
AcOH/IPA, t, 18 h, 50% (2.121), 34% (2.122).

Both the dmob and tmob protected, isoprenyl analogues (2.129 & 2.130) were
synthesised. The DKP's were treated with 3 equivalents of LDA as before and
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alkylated with acetic acid 4-bromomethylphenyl ester (2.88), upon quenching the
reaction mixture with acetic acid, to give the cis acetyl compounds (2.123 & 2.124) and
the cis phenol analogues (2.125 & 2.126). In addition the cis acetyl analogues (2.123 &
2.124) were deprotected under basic conditions to give a 9:1 mixture of the cis:trans
phenols (2.125: 2.127) & (2.126:2.128). |

As previously reported (table 2.5 & 2.6) the configurationi of the isomers could be
arbitrarily assigned by comparing the relative polarities of the two isomers by LCMS
and TLC and the proton shifts 5y by 'H NMR. The cis-phenolic compounds (2.125)
and (2.126) were treated with sodium hydride at -10 °C in DMF and alkylated with 3,3-
dimethylallyl bromide to give isoprenyl compounds (2.129 & 2.130) in 41% and 45%
yield (scheme 2.28).

R -
S., N.__O
Hi I
R =Dmb, 2.127
(u) 3 R = Tmob, 2.128
R

Iio(n) IiR*II (m)SII
BRI cUREA o4

R =Dmb, 2.121 R =Dmb, 2.123 R =Dmb, 2.125 R=Dmb, 2.129 i
R = Tmob, 2.122 R = Tmob, 2.124 R =Tmob, 2.126 R = Tmob, 2.130

Scheme 2.28 Reagents and conditions: (i) (a) 2.0 M LDA (3.0 equiv), THF, -78'°C, 30 min; (i) (b) Acetic
acid 4-bromomethylphenyl ester (1.5 equiv), THF, -78 °C, 2 h; (i) (c) AcOH (1.5 equiv), THF, -78 °C, t,
30% (2.123) & 31% (2.125): 21% (2.124) & 31% (2.126); (ii) 1.0 M KOH (2 equiv), MeOH, 0 °C —t,
71% (2.125: 2.127, 9:1), 96% (2.126: 2.128, 9:1); (iii) (a) NaH (1.05 equiv), DMF, -10 °C, (iii) (b) 3,3-
dimethylallyl bromide (1.2 equiv), rt, 4 h, 41% (2.129), 45% (2.130).

In both cases a small trace of the frans isomer was observed by TLC and LCMS, but
material of sufficient purity for full characterisation was not isolated. A number of
conditions were attempted for the final disulfide step to form dithiosilvatin. In the
literature both the Tmob and Dmb can be cleaved under acid conditions.®® ¥ Therefore

the acid stability of the isoprenyl group was investigated (table 2.7).
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Conditions Products observed by LCMS

50% formic acid / DCM | Loss of isoprenyl (10 min). Multiple products after 1 h

50% TFA /DCM Loss of isoprenyl (10 min). Multiple products after 1 h
2% TFA / DCM No change (10 min). Loss of isoprenyl after 1 h
1% TFA / DCM No change (1 h). Loss of isoprenyl after 24 h

Table 2.7 Acid stability of Tmob protected analogues (2.129 & 2.130).

Unfortunately it was observed that the isoprenyl group was extremely acid labile.
During all the test experiments no fragments relating to the desired cleavage of the thiol

protecting group was seen, in either the Dmb (2.129) or Tmob (2.130) compounds.

Similar findings were observed when the Tmob protected analogue (2.130) was treated
with boron tribromide (2 equiv) at -78 °C in dichloromethane. The only product
observed by LCMS was the m/z [M+H]" 673.1, [M+Na]" 695.1 peak at 8.56 min, which
is identical to that observed for the hydroxyl analogue (2.126), indicating the undesired

loss of the isoprenyl group, even at low temperatures.

In parallel a number of oxidation methods were attempted to form the disulfide (table
2.8).%1 Once again at no stage was any dithiosilvatin ever observed by LCMS. Under
all the conditions attempted many products were formed and no starting material

remained.

Conditions Products observed

I,(4 eq) EtOH/CH,Clp, rt*® | Multiple products after 1 h, no desired mass ion

I,(2-4 eq) DMF, 1t Products after 1 h loss of thiol, no desired mass ion
PhSOPh, CH;3SiCls, CH,CL,* | 'Loss of thiol observed major product

DMS0/10% TFA” Loss of isoprenyl after 10 min, multiple products

TI(CF;COO)s, DMF, anisole’” | Multiple products after 1 h, no desired mass ion

Table 2.8 Investigation of disulfide bond forming reactions by oxidation (reagent 2.130).
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I1.4.9 Synthesis of Bis Silyl Analogue

It was becoming clear that no acidic reaction conditions were tolerated for the
final steps of the synthesis of dithiosilvatin, as the isoprenyl group was extremely acid
sensitive. This vastly limited our choice of thiol protecting groups. We chose to
investigate possible silyl protection strategies. As the silicon-sulfur bond is weaker than
a silicon-oxygen bond it is more susceptible to hydrolysis, therefore direct silyl
protection of the sulfur was not a viable option, but indirect f-silyl protection of sulfur
has been reported.”> The novel use of the 2-(trimethylsilyl)ethyl as the thiol protecting
group was reported in the construction of thiarubrine A. The bis silyl protected
compound (2.131) was successfully cleaved with TBAF as a source of F~ and oxidation

with iodine yielded the desired natural product (scheme 2.29).%2

_ Q — ) I N
—Si\ - 2131 //Si_ 7 thiarubrine A

/

Scheme 2.29 Reagents and conditions: (i) (a) TBAF (8.0 equiv), 3 A mol. sieves/ THF, 1t, 1h; (b) L, (10
equiv), rt, 30 min, 53%.

Initially we attempted to adopt the same methodology we had developed in the
synthesis of a number of bis protected dithiodiketopiperazines. Once again we utilised
the three component reaction to form the key building blocks. The three component
reaction progressed to the desired amino acid analogue (2.132) albeit in a lower yield
than previous derivatives. We opted for the Tcboc route, as we presumed the silyl
protecting group may be acid sensitive. The Tcboc protected ester (2.133) was
synthesised in quantitative yield and was readily saponified to the acid (2.134) in 70%
yield. The coupling reaction to the dipeptide (2.135) proved to be problematic and poor
yielding. A similar result was observed for the DKP (2.136). The best yield obtained

was an extremely poor 14% (scheme 2.30).

Due to the two successive poor yielding steps the route was not feasible to synthesise
sufficient material to investigate the new protection strategy further. We therefore

attempted alternative routes. Two routes were investigated, one using the Trown

98




45 Surface

exclusion), which is imposed at the V, to D-J, step in recombination.*
expression and signalling through the pre-BCR is also necessary to draw the B cell, now
called a pre-B cell, from G, phase into cell cycle. A period of cell proliferation, usually
involving two to five rounds of cell division, leads to a clone of pre-B cells all producing

the same p heavy chain; during this stage the cells are called large pre-B cells.®

Expression of the pre-BCR initiates light chain rearrangement, which takes place first at
the Igk locus. Following proliferation, the RAG genes are re-expressed and the small pre-
B cells, which are now no longer dividing, undergo Vk to Jk rearrangement. If the first
attémpts are non-productive, pre-B cells are able to repeat Vk-Jk joining several times
until all the Jk genes are exhausted; this process is known as light chain rescue.”® If
rearrangement is productive, the Vk-Jx unit is transcribed under the influence of the Igk
enhancers (intronic Ex and 3’ Ex) as a single mRNA incorporating the Cx gene. The
primary transcript is spliced and translated and the x chain assembled at the cell surface;
the cell becomes an immature B cell expressing membrane IgM(x) BCR (Figure 1.8.).
Further rearrangement at the Ig loci is suppressed, although, allelic exclusion at the light
chain loci is less stringent than for the heavy chain. Should Vx rearrangement fail on both
alleles, the kappa enhancer is deleted and rearrangement proceeds at the Igh locus.”*® As
with the k locus, multiple VA to JA rearrangements are possible in order to generate a
productive VA-JA transcriptional unit. Successful rearrangement leads to the production
and expression of IgM(}\) BCR. In humans, approximately 60% of B cells express x light
chains and 40% express A light chains.** Occasionally, rearrangement at the A locus may
occur without prior rearrangement at the k locus.” Rarely, B cells may express both k and

A protein simultaneously.”

The recombination process is typically inactivated from the immature B-cell stage
onwards. The expression of surface IgD from the rearranged V,; gene is achieved by
alternative splicing of the primary RNA transcript and marks the transition of immature B
cells to naive or virgin mature B cells, which then migrate to the secondary lymphoid
organs and encounter Ag. It is estimated that the bone marrow (BM) produces about 5 x

107 B cells per day, but that only 5 x 10° are actually recruited to the circulating B-cell

pool.

Failure to generate productive rearrangements and express Ig at the appropriate times

during development results in the death of the developing B cell by apoptosis. The




majority of developing B cells (>75%) become apoptotic during the pre-B-cell stages.
Similarly, the binding of self-Ag in the BM leads to apoptosis of the auto-reactive B cell
(clonal deletion). However, self-reactive B cells may be rescued from apoptosis by further
rounds of rearrangement at the light chain loci (receptor editing).”> Following receptor
editing, a new light chain is generated and expressed and conveys an altered BCR
specificity. Salvage of auto-reactive B cells by receptor editing is also known to occur in

the secondary lymphoid, where it is designated receptor revision.

1.2.3.2. Mechanism of V(D)J recombination

V(D)J recombination involves the recognition of recombination signal sequences (RSSs),
which are adjacent to each germline V, D and J gene segment. RSSs are highly conserved
among vertebrates. Each RSS contains a conserved palindromic heptamer sequence and a
cdnserved AT-rich nonamer sequence separated by a spacer of non-conserved DNA, which
can be either 12 or 23 nucleotides in length (Figure 1.9a.). The 12- and 23bp spacers
roughly correspond to one and two turns of the DNA double helix, respectively, and for
this reason, sequences are also referred to as one-turn and two-turn RSSs. The length of
the spacer is important in determining the functionality of the RSS since efficient
recombination can only occur between a one-turn RSS and a two-turn RSS (one-turn/two-
turn joining rule).”® The RSS spacer lengths at each gene segment are positioned so that
recombination is directed towards functional products (Figure 1.9b.). At the heavy chain
locus, a two-turn RSS is located 3’ to each V,; gene and 5’ to each J; gene while a one-turn
RSS is located both 5’ and 3’ of each D gene. At the kappa locus, a one-turn RSS is
located 3’ of each Vk gene and a two-turn RSS 5’ of each Jx gene. At the lambda locus,

this order is reversed; a two-turn RSS is located 3’ of each VA gene and a one-turn RSS 5’

of each JA gene.

The majority of V(D)J recombination is achieved by an intrachromosomal, deletional
recombination event (Figure 1.10a.). The common arrangement of RSSs at the Ig loci is
such that, following recombination, the joined coding segmenfs remain in the chromosome
and the junction of the RSSs, termed a sighal joint, is excised as circular DNA, which is
later lost during cell division.”® However, some loci contain segments in an inverted
orientation so that both the coding joint and signal joint are retained in the chromosome
(inversion recombination; Figure 1.10b.). A notable example is the human x locus where
the distal Vk gene segments lie in an inverted orientation relative to the Jx and Ck genes.”

Inversional D to J,; rearrangements, which are technically permitted by the one-turn/two-

turn rule, have been described, but the vast majority of D to Jy joints occur by deletion.™
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Figure 1.9. Recombination signal sequences (RSS) and their arrangement at the
immunoglobulin loci. A) The consensus heptamer and nonamer sequences of a RSS with
the alternative spacer lengths of 12- and 23bp. B) Schematic representation of the one-
turn/two-turn joining rule governing DNA rearrangement at the immunoglobulin heavy
and light chain loci. V, D and J gene segments are represented by grey rectangles;
constant regions are represented by yellow rectangles; heptamers and nonamers of the
RSSs are represented by red and blue triangles, respectively. The spacer lengths are
indicated above the appropriate lines: 12bp (one-turn RSS) and 23bp (two-turn RSS).
Dashed lines indicate intervening DNA, which is deleted during recombination. At each
locus, all gene segments of one type have the same RSS arrangement. Adapted from
Gellert, 2002.*
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Figure 1.10. Mechanisms of V(D)J recombination. A) Deletional recombination
occurs when the gene segments to be joined have the same transcriptional orientation,
indicated by black arrows. This process yields two products: a rearranged VIJ unit that
includes a coding joint and a circular DNA excision product consisting of the
recombination signal sequences (RRSs), signal joint and intervening DNA. B) Inversional
joining occurs when the gene segments have opposite transcriptional orientations. In this
case, the RRSs, signal joint and intervening DNA are retained, and the orientation of one
of the joined segments is inverted. Adapted from Goldsby et al., 2000."
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The process of V(D)J recombination can be divided into a number of stages:

1. Cleavage of RSSs and the formation of DNA hairpins

~ V(D)J recombination is mediated by two genes; RAGI and RAG2. The RAG genes are the
only lymphoid specific factors required for recombination as evidenced by their ability to
induce the recombination of artificial substrates in non-lymphoid cells.” Disruption of
either the RAGI or RAG2 gene renders mice completely defective in V(D)J recombination
and, therefore, these mice contain no mature B or T cells in either primary or peripheral
lymphoid tissue leading to a complete severe combined immunodeficiency (SCID).*® The
enzymatic function of the RAG proteins is to initiate V(D)J recombination by cleaving
DNA between the RSS heptamer and the flanking coding sequence. Cleavage at the
heptamer by the RAG proteins may involve both specific sequence recognition and DNA
unpairing at the RSS. RAGT1 is thought to be responsible for the cleaving of double-
stranded (ds) DNA at the RSS. However, RAGI is only enzymatically active when
complexed with RAG2. Therefore, successful cleavage and subsequent recombination
requires the cooperation of both RAG1 and RAG2.°"” Studies have shown that RAG1
alone binds to DNA with a moderate preference for the RSSs, specifically for the nonamer
sequence. RAG?2 can also bind DNA, but it has no specificity for RSSs. The compléx of
RAG1 and RAG2 proteins (RAG1/2) binds RSSs with a much greater affinity and
specificity than either protein alone and displays contacts at both the heptamer and

nonamer sequences.®

The RAG1/2 complex efficiently cuts an RSS in a DNA fragment to yield blunt signal
ends and hairpin coding ends that retain the full coding sequence (Figure 1.11.).** Signal
ends are cut exactly at the border between the RSS heptamer and coding sequence and are
blunt ended with a 5 ’—phosphoryl and a 3’-hydroxyl group. Coding ends are exclusively
DNA hairpins, with the 5* and 3’ termini of the coding flank covalently joined. Cleavage
occurs in two steps; first a single-stranded (ss) nick is made at the 5’ end of the signal
heptamer, leaving a 5’-phosphoryl group on the RSS and a 3’-hydroxyl group on the
coding end. The second step joins this 3’-hydroxyl to the phosphoryl group at the same
nucleotide position on the opposite strand, resulting in a hairpin coding end and blunt
signal ends. In vitro, cleavage by RAG1/2 is more efficient at a one-turn RSS than a two-
turn RSS. However, cleavage is increased, particularly at a two-turn RSS, by the addition
of the chromosomal high-mobility-group proteins, HMG1 and HMG2.** HMGI and
HMG?2 are non-specific DNA-binding and -bending proteins that may act to alter DNA
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Figure 1.11. How self-complementary P nucleotide additions arise in coding joints.
During DNA cleavage by the RAG1/2 complex, a single-stranded nick is made between
the RSS heptamer and the coding sequence. This results in a 3’ hydroxyl group on the
coding flank that attacks the opposite strand to produce a hairpin coding end. These
hairpins can be nicked a few bases off-centre (shown here as one base off-centre on the left
and two bases off-centre on the right). This nicking leaves self-complementary ssDNA
extensions, which after fill in and joining become incorporated into the junction.
Trimming of ssDNA overhangs and/or N additions can occur prior to joining and further
influence the junction. Adapted from Gellert, 2002.%*

42




conformation and allow better RAG1/2 binding. Indeed, HMG1 and HMG?2 proteins are

significant V(D)J recombination cofactors in vivo.

Most RAG1/2-induced DNA breaks occur as coupled cuts occurring at two RSS sites
simultaneously.® A one-turn RSS and a two-turn RSS pairing is most effective. The
complex accounts for most of the one-turn/two-turn specificity of RAG cleavage since the
normal 12- and 23bp spacer lengths are such that any proteins bound to the heptamer and
nonamer DNA would be in the same helical phase. The preference of RAG1/2 for a one-
turn/two-turn pair over a one-turn/one-turn or a two-turn/two-turn is raised by the presence
of HMG1 or HMG2.*® Following RSS cleavage, RAG1/2 and HMG proteins remain
bound in a complex with the resulting 5' phosphorylated blunt signal end and the hairpin

coding end in what is known as the postcleavage complex.®’

2. DNA hairpin opening and processing

The hairpin coding ends produced by RAG1/2 cleavage must be reopened before the non-
homologous end-joining (NHEJ) pathway can process and join them. Several factors have
been proposed to perform this function. It has been reported that the RAG1/2 complex can
produce such breaks, either on a hairpin substrate or on hairpins made in the same reaction
by RAG1/2 cleavage.® Similarly, evidence for the participation of the MRN complex,
which consists of the proteins Mrell, Rad50 and Nijmegen breakage syndrome protein 1,
in hairpin opening has been published.* However, a gene product called Artemis, known
to have nuclease activity, has become the most popular candidate for the opening of
hairpin coding ends.””" Defects in the Artemis gene lead to an accumulation of DNA
hairpin intermediates and a low efficiency of coding joint formation.”*”" In vivo, hairpin
opening also depends upon the presence of active DNA-dependent protein kinase (DNA-

PK), for which Artemis is known to associate via the catalytic subunit (DNA-PK).”

The detailed structure of the coding joints provide clues as to the processing of coding
sequences before joining. It appears that nicking does not target a specific site at the centre
of the hairpin and that the position of the hairpin nick can vary. Off-centre nicking of the
DNA hairpin intermediates results in a templated type of nucleotide addition, termed
palindromic or P addition (Figure 1.11.).” These P nucleotide insertions add a few
nucleotides complementary to the last bases of the coding end next to the RSS. The
random deletion of terminal nucleotides by nucleases at the coding ends also occurs. Not
all coding junctions have P nucleotide additions; if the hairpin is nicked exactly in the
centre there is no self-complementary overhang, alternatively, overhangs may be removed
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before the ends are joined. A second type of nucleotide addition, termed non-templated or
N addition, is also found in coding joints. Non-templated tracts of up to 15 nucleotides in
length are added by the enzyme terminal deoxynucleotidyl transferase (TdT), as evidenced
by their absence in mice with a disruption in the TdT gene.”* TdT expression adds
nucleotides without a template to the ends of DNA chains, but with a preference for G
residues that results in N regions being GC-rich. It was initially claimed that TdT
expression is restricted to the pro-B-cell stage in normal B cells and therefore, that N
additions occur only in heavy chain DNA. However, this has been revised following

evidence of TdT activity in both Vk and VA rearrangements.*®">7°

The processes discussed above leave the sequence at coding joints highly variable. This
junctional diversification is significant for Ag binding (see section 1.2.3.4.). Conversely,
signal joints are usually precise end-to-end fusions of two heptamer sequences; only a
small fraction of signal joints have nucleotides inserted between the heptamers and loss of
nucleotides is rare.”” Junctional diversification mechanisms dictate that many junctions are
non-productive since the number of nucleotides added or lost is essentially random and
may lead to a change in the reading frame causing the premature termination of the protein
chain. It is estimated that only one third of V(D)J joints align in the correct translational

reading frame.

3. Repair and ligation

The later steps of V(D)J recombination have many aspects in common with general DNA
double-stranded break (DSB) repair. They involve the processing and joining of both the
two coding ends and the two signal ends by NHEJ, possibly within a complex that holds all
four cleaved ends together. However, blunt signal ends are thought to persist much longer

than the coding ends before they are joined.”™

Many factors involved in DNA repair by NHEJ have been implicated in V(D)J
recombination. Knockout studies have identified DNA-PK as a critical factor.” DNA-PK
consists of at least three components, DNA-PK s, Ku70 and Ku80.* The Ku70 and Ku80
proteins form a heterodimer (Ku) that functions as the DNA—binding component, binding
to broken DNA ends, ssDNA gaps or DNA hairpins. Ku may serve as a sensor of DSBs in
the context of DSB repair mechanisms that employ DNA-PK. However, the precise role
of Ku and DNA-PK in the V(D)J-joining reaction remains to be elucidated. DNA ligase
IV catalyses the final step in NHEJ repair, serving to link together broken DNA strands.
The DNA repair protein Xrcc4 complexes with DNA ligase IV to stabilise it in vivo and




increase its activity in vitro and may function to recruit DNA ligase IV to complete the
end-joining reaction.®’ Cell lines defective in DNA ligase IV or Xrcc4 do not make either
coding or signal joints in V(D)J recombination.*? Biochemical experiments have suggested
a second function of Ku in the ligation of blunt or nearly blunt DNA ends, involving the
DNA ligase IV and Xrcc4 complex.® The MRN complex may also function in the coding

end and/or signal end ligation.*

1.2.3.3. Regulation of V(D)J recombination.

V(D)J recombination is regulated in at least two ways; first by the expression pattern of
RAGI1 and RAG2 and second by the limited access of the recombination machinery to
particular DNA sites. The RAG genes are normally only expressed in early lymphoid cells.
The amount of RAG2 protein has been found to vary greatly through the cell cycle, being
high in G, and then decreasing in the S, G, and M phases.”” Since the level of RAG2
mRNA remains largely unchanged, RAG2 protein may be controlled by phosphorylation
followed by degradation.** Since both RAG1 and RAG?2 proteins are required for initiation
of DNA cleavage, variations in RAG2 protein levels could explain why V(D)J
recombination occurs chiefly in the G, and G, phases of the cell cycle and is silenced in
proliferating cells. Limiting the V(D)J recombination process to non-dividing cells
minimises the risk of inappropriate DNA breaks occurring during DNA replication in
mitosis, which, if were to occur, may lead to chromosomal translocations (see section

1.4.1.1.).

Even in lymphoid cells expressing RAG1 and RAG2, only a small fraction of RSS sites are
available for recombination at any one time due to constraints on both cell lineage and
developmental stage. In normal circumstances, RSS sites are presumably inaccessible to
the recombination machinery and need to be actively exposed before recombination can
proceed. Recent evidence suggests that the RAG proteins themselves may play a role in
controlling access to certain chromatin structures via interactions with certain remodelled
forms of chromatin or with remodelling factors.*® Notably, RAG2 has been shown to
specifically interact via discrete domains outside the catalytic region with core histones.”’
Some studies report that the susceptibility of Ig gene segments to efficient rearrangement is
correlated with their transcriptional activity, which in turn has been linked to the degree of
cytosine methylation at CpG residues within a given locus.*®* Non-coding RNA
transcripts generated from individual Ig gene segments have been detected prior to
recombination.® Germline anti-sense transcription, both genic and intergenic, has been
reported to occur at the‘VH region prior to Vi to D-J,; recombination.”’ It has been
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proposed that transcription through a Ig gene locus opens up the chromatin into a poised
state to facilitate further chromatin remodelling and promote recombination. However, it

remains unclear if these changes are the cause or the effect of increased locus accessibility.

A pivotal role for transcriptional cis-elements and cognate transcription factors in V(D)J
recombination has been established. Enhancers are thought to control chromatin
accessibility at proximal (D)J, regions by activating associated germline promoters.”
V(D)J rearrangement at Ig loci requires the combined activity of various transcription
factors, including Pax5, E2A (E47 and E12 products) and early B-cell factor (EBF).
Several transcription factors are sufficient in the presence of RAGI1/2 to activate
recombination in non-lymphoid cells. For example, the expression of either E12 or E47

leads to recombination at the x loci.*®

1.2.3.4. Immunoglobulin diversity
The combinatorial Ig diversity generated by the different permutations of germline V, (D)
and J gene segments at the individual Ig loci (a) and the associations of heavy and light

chains (b) can be calculated:

a) IgH: 51V, genes x 27 D genes x 6 J;; genes = §262
Igk: 40 Vx genes x 5 Jk genes = 200
Igh: 30 VA genes x 4 JA genes= 120

b) 8262 x (200 + 120) = 2.64 x 10° potential combinations*

*This value is most likely higher than the actual amount of combinatorial diversity
generated in an individual since it is likely that not all heavy and light chains will associate
equally well due to structural constraints. Furthermore, not all gene segments are utilised

at the same frequency during V(D)J recombination (see section 1.2.3.5.).

The D gene segments contribute significantly to Ig diversity. Mechanisms inherent to the
rearrangement reaction ensure that the D genes can potentially be used in all three RFs
depending on the V4-D junctional sequence; one RF encodes a hydrophilic sequence, the
second carries a hydrophobic aa sequence and the third has a propensity to encode a Stop
codon, although this may be removed as a result of trimming and/or N addition.* The
hydrophilic sequence promotes the formation of a loop structure and is used preferentially
by the D2 and D3 families. Conversely, the hydrophobic sequence promotes a
conformation that would interfere with the CDR3 structure and its ability to bind Ag.

Therefore, Ig diversity may be influenced by the combined positive and negative effects of
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the structural characteristics of the D gene RF-dependent aa sequences. Moreover, D to D
fusions, which contradict the one-turn/two-turn rule of V(D)J joining but have been
observed in ~5% of human 4Igs, and inverted D genes add to the somatic diversity at the
IgH locus.® Diversity is further augmented at the D to J,, and Vi to D junctions by
nuclease trimming of gene segments and the addition of P and N nucleotides; this also
affects, but to a lesser extent, the diversity at V, to J_ junctions. The junctional
diversification mechanisms described above are thought to make an enormous contribution

to the overall Ig diversity such that it exceeds 10",

The Vy-D-J; and V_-J_ joints, which correspond to the CDR3 of the V,; and V| regions,
respectively, are the most diverse regions of the Ig molecule and lie at the centre of the Ag
binding site. It is estimated that less than S in 10° circulating B cells share the same
CDR3.** As such, they represent the genetic fingerprint of an Ig molecule and therefore
can identify an individual B cell or a clonal B-cell expansion. The CDR1 and CDR2,
which also form the Ag binding site, have less sequence variability and are encoded in the

V gene segments.

1.2.3.5. Selection of the pre-immune Ig repertoire

The pre-immune B-cell repertoire consists of naive or virginal B cells that have not been
exposed to external Ag. If gene segment selection during V(D)J recombination is an
entirely random event, we would expect the pre-immune repertoire of naive B cells to
contain all germline V, (D) and J gene segments in equal frequency. However, the actual
finding is a pronounced over-representation of certain gene segments and the concomitant
under-representation of others.”®**>%® Studies on BM-derived pre-B cells and immature B
cells of healthy individuals have shown a biased usage of the V4-34, V4-59 and V3-23
gene segments and an under-representation of the V3-20 and V3-11 gene segments.”® J,
gene segment usage is also biased; the Jy4 gene is vastly over-represented, which is likely
due to the fact that Jy4 is the only J; gene segment with a typical two-turn RSS.***7 The
naive repertoire has also been studied in B cells from fetal lymphoid tissue, cord blood and
in pre-B cells of acute lymphoblastic leukaemia (ALL) and a consistent pattern of

dominance of certain gene segments has emerged.” '

Several levels of control exist which govern the usage of gene segments. In principal,
repertoire bias that appears before the expression of surface Ig receptor must be due in part
to intrinsic genetic mechanisms that lead to the preferential rearrangement and/or
expression of certain gene segments. Preferential rearrangement as driven by (i) the
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number of copies of individual V gene segments in the germline, (ii) the proximity of the
two gene segments to be rearranged on the chromosome, (iii) accessibility of the DNA to
the RAG1/2 complex and (iv) the presence of more efficient RSSs have all been
described.™'®1%  Similarly, preferential mRNA expression due to more efficient
promoters or to the presence of gene-specific enhancer sequences has been reported.'”'®
At the protein level, sequence conservation within human V, families also suggest a
selection pressure to retain structural features of the heavy chain V region. The
advantageous features of Ag binding sites encoded by the V, genes (CDR1 and CDR2)
may contribute to their over-representation in the pre-immune repertoire.'” Additionally,
the ability to bind to the surrogate light chains VpreB and A5/14.1 at the immature B-cell
stage may be a discriminating factor. Clonal selection of early B cells within the BM may
also influence gene segment usage; the affinity of the surface heavy chain in the pre-BCR

for self-Ags will determine if a pre-B cell is deleted by apoptosis or subject to receptor

editing (high affinity) or allowed to further differentiate (low affinity).

1.2.4. Genetic maturation of the immune response

The initial generation of diversity is achieved by the successful rearrangement of the V,
(D) and J gene segments to produce B cells that possess a unique slg, as detailed above
(section 1.2.3.).”> Following exposure to Ag, further diversification is accomplished by
means of somatic hypermutation (SHM) of the Ig V genes and class switch recombination
(CSR) between Cu and any of the downstream C regions (y, € and o). Both of these
processes take place in the GC and are intricately linked to BCR cross-linking, T cell help
and the cytokine milieu.'"*'"> Although both SHM and CSR occur in B cells at the same
stage of differentiation, they are distinct and apparently independent processes, since IgM
antibodies possessing somatic mutations and IgG and IgA antibodies with unmutated V
regions have been described.""'"*'"* A third B-cell maturation pathway termed Ig gene
conversion, which is known to play a major role in species such as chickens, is not

extensively used in humans and will not be discussed further.

1.2.4.1. Somatic hypermutation

SHM is a process whereby point mutations are introduced into the V;; and V, region genes
to increase the affinity of Ab molecules and to further diversify the B-cell repertoire. In
mice and humans, SHM occurs at a rate of 10° to 10 mutations per base pair per
generation, which is 10°-fold higher than the spontaneous rate of mutation in housekeeping

genes.'' Mutations are predominately single nucleotide substitutions, although they do

show a slightly increased tendency to occur in clusters. However, deletions, insertions and
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duplications have been reported to occur at a very low frequency in both murine memory B
cells and human tonsillar GC B cells."”” The mutations introduced by SHM arise about
200bp downstream from the V region transcriptional start site and extend approximately
1.5-2kb further downstream of the promoter, although sequences upstream of the
transcriptional start site do mutate at a lower frequency. This region spans the leader
intron, the rearranged V, (D) and J exons and the intron upstream of the constant region.
Mutations rarely extend into the Cy and C_ domains, although some very low-grade
118,119

mutation can be detected in the first domain of the mouse lambda chain (CAl).

However, this is thought to be related to the short length of the JC intron.

Transition mutations (purine (Pu) to Pu and pyrimidine (Py) to Py) arise more frequently
than transversion mutations (Pu to Py and Py to Pu) even though twice as many
transversions than transitions are possible, suggesting that mutations are not random.
Indeed, although mutations are observed along the entire length of the V genes and their
immediate flanking sequences, there are a number of sequence motifs that are

120121 Examples of

preferentially targeted (‘hotspots’) or rarely targeted (‘coldspots’).
recognised hotspots include mutations of G and C base pairs that are in RGYW (R=A or
G; Y=C or T; W=A or T) and the complementary WRCY motifs.'* It appears that the
codon usage of Ig V genes has been selected during the course of evolution so that the
most mutable residues are in positions where alterations will be most likely to lead to
improved affinity, i.e. in the Ag-binding site (CDRs). Conversely, coldspots tend to be
located in the FRs and serve to maintain the structural integrity of the antibody. For
example, serine is unusual in that it is encoded by two types of triplet; AGY (Y=C or T)
and TCN (N=A or C or G or T). The sequence AGY conforms to the hotspot consensus,
whilst the TCN does not. Serine codons in the CDRs most commonly use the AGY triplet
and therefore are more frequently targeted for mutation than those in the FRs, which
commonly use the TCN triplet.'”” However, it appears that in any particular V region,
some potential hotspots are targeted whereas others are not, even in the absence of
selection for higher affinity Abs. This suggests that the neighbouring sequences or higher

order DNA or chromatin structures might also influence the targeting of mutations.'**'*

The initiation of SHM just downstream of the Ig promoter led to the suggestion that
transcription has a central role in the mutational process. This has been supported by the
finding that transcription is an absolute requirement for SHM and the frequency of SHM of
Ig V genes directly correlates with the rate of transcription.”*'* Furthermore, SHM of the
targeted V region appears to be under the direction of transcription-related elements; in
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support of this, the Ig promoter and enhancer have been identified as critical components
in promoting SHM."?'**® If the Ig V region promoter is removed by gene targeting,
SHM of the locus is vastly diminished.”” However, the promoter can be replaced by other
RNA pol II-dependent promoters and SHM is not unduly compromised as long as.the
heterologous promoter is transcriptionally active.”*® However, the strength of the promoter
is critical.'*'* The Ex enhancers are individually necessary, but together not sufficient to
target SHM."*"' The duplication of the Ig V gene promoter upstream and the movement
of the intronic Ex enhancer downstream of the C region in a Igk transgene targets SHM to
this region.’*® Similarly, replacement of the Ig V gene with artificial substrates, such as
bacterial sequences or the human p-globulin gene, leads to SHM of those substrates,
suggesting that the sequence of the Ig V gene itself does not play a role in targeting the
mutation process.”**'* Activation-induced cytidine deaminase (AID) has been shown to

have an essential role in the initiation of SHM and is discussed in section 1.2.4.3..

1.2.4.2. Class switch recombination

Post V(D)J recombination, the Ig Cy locus is organised for the surface expression of IgM
and/or IgD, in which the rearranged V region lies upstream of the Cu and Cd regions.
CSR results in the rearrangement of the Vy region to the downstream Cy, Ce and Ca
regions and the expression of that V region as an IgG, IgE or IgA isotype.” Each C
region class mediates different combinations of effector functions, tissue localisation and
persistence via the interactions of the Ig with specific cellular or soluble factors (see
section 1.2.1.1.). CSR therefore permits a change of effector function of an Ig whilst

maintaining Ag specificity.

The Ig C, gene locus, positioned 3’ of the J; gene segments, consists of an ordered array
of C, genes spanning 250kb (Figure 1.4.; see section 1.2.2.1.). Each C, gene is divided
into several exons corresponding to individual Ig domains in the folded C region. CSR
involves DNA regions called switch (S) regions that are located in the introns 2-3kb
upstream of each C, region, with the exception of the Cd gene (see below). S regions are
1-12kb in length and are composed of highly repetitive palindromic sequences, which are
G rich on the non-template strand. The Cu S region (Sp) consists of ~150 repeats of the
sequence [(GATGCT)(GGGGGT)], where n is frequently 3, but can be as many as 7.
Also interspersed are (T;CAGGTTG), motifs. Although the sequences of the other S
regions (Sy, Se and Sa) are also G rich and contain repeats of the GAGCT and GGGGGT
sequences, they are not homologous to each other. Deletion of most of the Su region has

been shown to severely impair CSR, whereas deletion of the entire Syl region inhibits
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switching to IgG1, indicating that the S regions are specialised targets for the CSR
process.*>'** Moreover, junctional heterogeneity in sequence and site at which both donor
and recipient recombination endpoints are located demonstrate that CSR, although region-
specific, is not sequence-specific.’””  However, it has been demonstrated that
recombinations may occur preferentially near certain sequence motifs within the tandem

repeats.’*®

The vast majority of class switching is achieved by an intrachromosomal recombination
event between the donor Sp region and one of the recipient downstream S regions (Sy, Se
or Sa) and includes looping out and deletion of all C;; genes 5’ to the Cy gene that is to be
expressed (Figure 1.12.). As well as direct switching from IgM to any of the downstream
C, genes, sequential switching between downstream C,; genes can occur.””® An exception
is IgD, which is co-expressed with IgM in mature B cells by alternative splicing of primary
RNA transcripts. Similarly, a deletional recombination event cannot account for B cells
that express both IgM and a downstream isotypes. The likely mechanism for multiple
isotype expression involves RNA splicing, which may originate either from alternatively

spliced long RNA transcripts or by trans-splicing of two RNA transcripts.'*"*

The process of CSR can be divided into a number of stages:

1. Transcription of S regions }

The simultaneous transcription of both donor and recipient S regions is an absolute
requirement for CSR.">'* An increase in transcriptional activity through the S regions is
thought to confer a state of enhanced accessibility of the Cy locus for the binding of
additional factors important for mediating the switch event (the ‘ Accessibility Model’ of Ig
CSR)." Transcription may alter the S region chromatin structure to produce a more open
conformation, which would allow access to putative CSR recombinases.'*>'*
Alternatively, it may generate DNA structures that are able to act as substrates for

CSR."'*® For example, S regions are rich in palindromic repeats, which, if rendered ss,

could form transient stem loop structures.'*

A specific intronic promoter (I) located immediately upstream of each S region is involved
in initiating transcription, which begins 5’ to the S region, proceeds through the C,; gene
and terminates at the normal poly(A) sites for secreted or membrane bound Ig heavy chain
mRNAs. In mature B cells, Su is constitutively transcribed from its specific intronic (I)

promoter. The resulting transcripts (Iu-Cu, Iy-Cy, Ie-Ce and Ia-Ca) are known as sterile
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Figure 1.12. Mechanisms of class
switch recombination. Schematic
diagram to illustrate class switch
recombination (CSR), a process
whereby the constant region of the
heavy chain (Cy) is replaced with any
of the downstream constant regions
(CSR to IgG2 is shown). Post V(D)J
recombination the Cy locus is
organised for the production of IgM
antibodies (1). Cytokines stimulate
transcription  from the intronic
promoter through the switch region of
the appropriate downstream Cy (Iy2-
Iy2) (2). Su is constitutively
transcribed from its I promoter (In).
Intrachromosomal recombination
between donor Su and recipient S
(Sy2) regions proceeds through DNA
double-stranded break (DSB)
intermediates followed by DNA
repair and results in the permanent
deletion of the intervening DNA
sequence, termed a switch circle (3).
The newly recombined Cy locus is
transcribed (In-Cy2) and processed to
yield IgG2 antibodies (4). The DNA
switch circle is lost during subsequent
cell division. Adapted from Goldsby
et al., 2000."
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germline transcripts due to the presence of multiple stop codons within the mRNA that
prevent their translation."® Replacement of the promoter Ie or Iyl by heterologous strong
promoters revealed that transcriptional activity through a specific locus was insufficient for
CSR.""**  Therefore, transcription per se is not sufficient to direct switching to the S
region. A requirement for processed (spliced) germline transcripts in CSR, where the
intronic S region mRNA is removed, was demonstrated by targeted deletion of the
splicing donor site in the Iyl exon.”® The processed sterile germline transcript is thought
to form a stable RNA-DNA hybrid with the template strand, known as an R-loop, and
results in the exposure of a ssDNA on the nontemplate strand that may be as long as

lkb.147,153

During an immune response, different Ig isotypes are produced at different levels
depending on the type of Ag and the site of infection. Cytokines secreted by Ty and other
cells play a key role in the regulation of isotype specificity of switching. For example, IL-
4 induces switching to IgG, and IgE, transforming growth factor-§ (TGF-f) to IgA and
IgG,, and IFN-y to IgG,, and 1gG,."**"" The ability of any given cytokine to determine the
specificity of CSR is correlated with its ability to regulate the transcription of unrearranged
or germline Ig C,; genes, which is achieved via a signalling cascade that culminates in the
binding of transcription factors to elements in S region promoters.”® Several cytokine-
responsive proteins have been shown to bind within or near S regions, all of which are
known to serve as transcriptional activators or repressors at other binding sites in
promoters or enhancers. The IgH locus contains multiple binding sites for nuclear factor
kB (NF-kB) in the Sy1, Sy3, Se and Sa regions, as well as in the promoters Iy1, Iy3 and e
and is thought to be involved in the regulation of Cy, Ce and Co. transcripts."”
Lipopolysaccharide-responsive factor 1 binds to sequences within the Syl, Sy3 and Sa
regions where it is important for the transcription of Cyl, Cy3 and Ca.'® Pax-5 has
binding sites within Sy, Sy1, Sy2a, Se and Sa regions and is essential for the transcription
of Ce.’®" All three proteins have also been shown to bind the IgH 3’ enhancer, which is
located 16kb 3’ of the Co gene, and is important in the regulation CSR.'*'*'® [t is
important to note that cytokines are unable to induce CSR alone and require appropriate

co-stimulation by way of CD40 signalling or slg cross-linking.'**'%*

2. Cleavage of S regions
The generation of switch circles in CSR strongly suggests that CSR proceeds through

dsDNA break intermediates and, therefore, the initiating event in switch recombination

must result in the introduction of two DSBs occurring in a concerted fashion. Indeed,
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DSBs have been detected in CSR.'*® In V(D)J recombination, the cleavage reaction is
carried out by the RAG proteins (see section 1.2.3.2.). However, neither RAG1 nor RAG2
expression are required for efficient CSR.'”” CSR requires cell proliferation; inhibitors of
DNA synthesis block CSR and suggest a role for DNA replication, which might function
to convert S region ssSDNA nicks into DSBs.'®!® It has been shown that during CSR, the
Su donor and recipient S region undergo point mutation.'”'” These S region mutations
have the same characteristics as mutations that occur in the Ig V genes during SHM in that
they arise at a high rate, target hotspots and extend 1.5-2kb further downstream of the I
promoter, but spare the C region. As with SHM, AID has been implicated in the initiation
of CSR DSBs and is discussed in section 1.2.4.3..

The DSBs found in S regions during CSR are staggered.' Such lesions are thought to be
either filled through short-patch DNA synthesis using error-prone DNA polymerases, such
as DNA pol m, or resected by nuclease-mediated recession to generate blunt DSBs. The

finding of deletions and mutations at the S region junctions would support this view."’

3. Repair and ligation

Completion of CSR involves the joining of the two cleaved S regions by NHEJ.'”>"”
DNA-PK is a critical factor for DSB repair in V(D)J recombination and consists of at least
three components, DNA-PK ., Ku70 and Ku80.% Several studies have demonstrated using
SCID mice and mice deficient in Ku70 or Ku80 that all components of DNA-PK are
required for successful CSR.">'” However, DNA-PK -independent CSR activity of the

Syl region has been observed.'”

Efficient recombination likely requires close juxtaposition, or synapse, between the two
recombining S regions. Several DNA repair proteins have been suggested to participate in
the S region synapse. The phosphorylated histone HA2X (y-H2AX) has been shown to
localise at S region DSBs during CSR.'” It has been proposed that y-H2AX functions as
an anchor to recruit and assemble lattices of DNA repair factors at sites of DSBs and
thereby hold broken chromosomal ends in close proximity to allow proper NHEJ.'"® Other
DNA repair proteins include an H2AX associated DSB response factor, p53 binding

protein 1, Nijmegen breakage syndrome protein 1 and ataxia telangiectasia mutated

protein, 812

During NHEJ, the two S regions combine and the intervening DNA, called a ‘switch

circle’, is permanently deleted from the chromosome. The specific I promoter is still
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active in DNA switch circles and directs the production of I-Cyu transcripts termed ‘circle
transcripts’. In the absence of switch signals, circle transcripts are rapidly degraded. Thus,
circle transcripts, detectable by specific RT-PCR, may serve as a hallmark for active CSR

in vitro and in vivo. '® DNA switch circles are typically lost during cell division.

1.2.4.3. Activation-induced cytidine deaminase

In the course of seeking new factors that might be involved in CSR, Muramatsu et al.
discovered AID as a differentially expressed gene in a murine B lymphoma cell line
induced to undergo CSR."® They demonstrated that AID was selectively expressed in GC
B cells and when the AID gene was inactivated in mice, these mice had very large GCs in
their secondary lymphoid organs and were unable to perform SHM or CSR, as evidenced
by the exclusive production of low-affinity unmutated IgM antibodies. Revy et al. later
showed that a subset of patients with hyper-IgM syndrome 2 (HIGM2), which displayed an
identical phenotype to that of the AID” mice, had biallelic autosomal recessive mutations
in the AID gene.”® AID deficiency does not appear to affect the maturation of B cells
since B cells display a mature phenotype, are activated through the BCR and form GCs.
Instead, AID appears to be an absolute requirement for a B-cell terminal differentiation
mechanism shared by SHM and CSR. The third B-cell maturation pathway, Ig gene
conversion, has also been shown to be dependent on AID activity.'® Therefore, the AID

gene appears to control all B-cell-specific modifications of vertebrate Ig genes.

The AID gene maps to the human chromosome 12p13 and is composed of 5 exons that
encode a 198 aa protein.'"” Based on the sequence homology of the active site, AID has
been classified as a member of the cytidine deaminase family. Like other members of the
this family, AID can catalyse the deamination of cytosine to uracil in vitro.'® However, its
substrate in vivo and exact mechanisms of action and regulation remain controversial.
Apolipoprotein B mRNA-editing enzyme catalytic polypeptide 1 (APOBEC-1), a known
RNA editing enzyme, is the closest homologue to AID in the cytidine deaminase family.'®
It also maps to chromosome 12p13, suggesting a common AID/APOBEC-1 ancestor and a
conserved function of these proteins. An APOBEC-1 homodimer is the catalytic subunit
of a multi-protein complex that deaminates cytidine 6666 in the apolipoprotein B (apoB)
mRNA to a uracil, resulting in a stop codon so that the edited mRNA now encodes a
truncated apoB protein with a new function.'® The full length apoB protein (apoB 100) is
involved in transporting cholesterol in the blood, whereas the truncated apoB protein

(apoB 48) is a triglyceride carrier. APOBEC-1 is unable to perform a site-specific

modification in vitro, requiring instead the APOBEC-1 complementation factor (ACF),
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which forms part of the editing complex by binding to the target RNA, thus docking
APOBEC-1 within close proximity to its substrate.’® It is probable that AID also requires

ACF-like factors for target specificity.

SHM and CSR are independent processes and neither is a prerequisite for the other.'” It
has been shown that separate domains of the AID protein are responsible for SHM and
CSR."' The N-terminal end contains a bipartite nuclear localization signal and a region
with a zinc coordination motif and contains the active catalytic site of the enzyme.'*'"!
The C-terminal end of the protein contains a nuclear export signal that has been shown to
associate with a nuclear export protein that is involved in shuttling AID from the nucleus
to the cytoplasm.'” The role of each domain has been determined by expressing mutant
AID genes containing representative mutations in reporter assays for SHM and CSR.
Sequences in the C-terminal region of the AID gene are essential for CSR, whilst
sequences in the N-terminal are critical to SHM function.”®*'® Consistent with in vitro
studies, a new form of hyper-IgM syndrome, HIGM4, was reported in which patient B
cells undergo normal SHM but cannot perform CSR.'** The different roles of these regions
support the hypothesis that there must be factors that associate with AID and separate its
function in SHM and CSR. The finding that SHM and CSR can be activated following
ectopic expression of AID in non-centroblastic B cells, cells of other lineages and bacteria
suggests that other factors involved in SHM and CSR are ubiquitous and highly

conserved.'”>'® Therefore, AID is the only B-cell specific factor required for SHM and

CSR.

1.2.4.3.1. The role of AID in SHM and CSR

Similarities between AID, APOBEC-1 and the family of RNA editing enzymes led to the
suggestion that AID is acting indirectly, editing the mRNA for an unknown endonuclease
and activating the protein so that it could act directly on the V and S region DNA to initiate
SHM and CSR."” Indeed, some of the mutations present in patients with HIGM2 are in
the deaminase-active site, suggesting AID is functioning as a cytidine deaminase.
However, increasing evidence supports the view that AID acts directly on DNA. The
over-expression of AID and APOBEC-1 in E. coli has shown that both enzymes can
directly deaminate deoxycytidine (dC) in DNA.'**?*® Biochemical studies have shown that
AID can catalyse the deamination of dC on ssDNA, but not dsDNA, RNA or DNA-RNA
hybrids®*? However, dsDNA, such as is targeted in vivo, can be deaminated during

transcription due to the generation of a ssDNA transcription bubble created by the

interaction of DNA with RNA pol I1.2”?% The finding that ssDNA is the substrate for AID
56




provides reasonable explanation for the requirement of high rates of transcription for SHM
and CSR.*®%* S regions may represent special targets owing to their propensity to form
stable R-loops that result from the sterile RNA transcript binding to its DNA template
strand, which could collapse to provide AID targets on both DNA strands.'”*” However,
transcribed V region genes do not substantially form R-loops, which suggests AID must
access them in some other way. It has been demonstrated that AID from activated B célls
interacts with Replication Protein A (RPA), a ssDNA-binding protein involved in
replication and repair. RPA has been hypothesised to function to expand and stabilise
ssDNA loops in the context of transcription bubbles to facilitate AID access during SHM
and CSR.*® In cell-free assays, AID preferentially deaminates dC in ds-transcribed DNA
on the non-transcribed strand.’”*® However, the comparison of mutation patterns in
mutated Ig genes demonstrates that the mutation bias of triplet hotspots was the same as
that of their complement suggesting that both strands are equally subject to SHM.?® The
reasons for the discrepancy in the magnitude of the strand bias in AID action in vitro and
in vivo are unclear. It has been suggested that in vivo, AID might deaminate cytosines in
the negatively supercoiled DNA as it arises in the wake of transcribing RNA pol, which

would expose both DNA strands to AID and hence circumvent strand bias.”'**"

The mechanisms that térget AID to the V regions and S regions remain largely unknown,
but its restricted targeting results at least in part from the availability of large amounts of
ssDNA in the form of transcription bubbles in the V regions and S regions. High levels of
transcription alone cannot explain why AID is targeted to the V and S region of the Ig
genes since some other highly transcribed genes in B cells are not targeted for SHM.*"
AID might be recruited to Ig genes in the context of transcription by way of transacting
proteins that bind specific cis-elements, including Ig enhancers.”®> The E2A protein
binding sequence CAGGTG, which is present in all Ig enhancers, is potentially one such
element. It has also been suggested that selective increases in chromatin accessibility
could be responsibly for the restriction of AID-induced mutation. Recent studies show that
increases in the acetylation of histone H4 are associated with the targeting of SHM to the
V region, whilst increases in the acetylation of histone H3 are associated with targeted
downstream S regions.?®*** Although there is selective targeting of AID to the Ig V region
and S regions, some proto-oncogenes, such as Bcl-6, c-Myc, Pax5 and Fas, also undergo
SHM-like mutations in normal B cells, but at lower rates than in the V regions.?”> As with
the V regions, mutations arise 200bp downstream of the promoter and extend ~2Kb further

downstream.




All known factors implicated in SHM and CSR are part of the general DNA metabolism
machinery.”® Spontaneous U:G mismatches are normally repairéd error free by uracil
glycosylase (UNG)-mediated base excision repair (BER) and mismatch repair (MMR)
involving the MutS homologue 2-MutS homologue 6 (MSH2-MSH6) heterodimer. Both
UNG-mediated BER and MMR are also implicated in SHM and CSR. However, the
deoxyuracil (dU) that results from AID activity during SHM or CSR does not appear to be
efficiently converted back to cytosine, unlike during normal repair. The dU:dG lesion
generated by AID can be repaired by a number of pathways (Figure 1.13.).*"” Firstly, it
can be replicated directly to produce transition mutations (dC > dT and dG > dA). Second,
it can be repaired by means of (UNG)-mediated BER. UNG is proposed to facilitate the
mutation from dC and dG by removal of the dU to create an abasic site. The abasic site
can subsequently be converted to a single stranded nick by apurinic-apyrimidic
endonuclease (APE), which can either be repaired with error-free replication without
generating mutations, or it can be bypassed by error-prone DNA polymerases, such as pol
u, pol 1, pol € and pol , to generate all possible mutations. Alternatively, replication over
the abasic site could yield both transition and transversion mutations from C/G. Third, it
can be recognized by the MSH2-MSH6 heterodimer and the complex of other MMR
proteins. The sequence surrounding the mismatch is excised and replaced by means of
resynthesis with error-prone DNA polymerases, which creates additional mutations of the
sequence. Finally, it can be repaired by means of homologous recombination (HR) if the

mutations are present in late S and G2 when a sister chromatid is available as a template.'”

In SHM, AID deamination activity results in the introduction of non-templated point
mutations in hotspots, specifically at the RGYW and WRCY DNA motifs located within
the hypervariable regions of the Ig V gene. In CSR, the role of AID is to introduce dC to
dU mutations in the S regions, much as it does in the V regions during the generation of
point mutations. It has been suggested that staggered DSBs in the S regions required for
CSR are the result of closely spaced single-stranded nicks occurring on opposite DNA
strands introduced by UNG and APE, MMR or both.'™?'® The DSBs in the donor Su and
recipient y € or a S regions can be resolved by NHEJ, involving DNA-PK, or other DNA
repair mechanisms.?' The inactivation of UNG, by expiression of a specific inhibitor or by
the disruption of the gene, does not affect the frequency of SHM, but leads to skewing
towards transition mutations at dC (dC > dT) and dG (dG > dA) residues.”’”*” In the
absence of UNG, mismatched dU residues may be resolved by the replication pathway,

leading to the generation of transition mutations at dC/dG residues. UNG-deficiency also
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Figure 1.13. Resolution of the U:G mismatch created by AID on DNA. AID
deaminates deoxycytidine (dC) to deoxyuracil (dU) to create U:G mismatches. The
mismatch can be repaired by one or more of the pathways illustrated above. First, it can be
replicated to produce a C to T mutation. Second, it can be repaired by means of base
excision repair; the deoxyuracil can be removed by means of uracil N-glycosylase (UNG)
to create an abasic site. The abasic site can be converted to a single-stranded nick by
apurinic-apyrimidinic endonuclease (APE), which can either be repaired with error-free
replication or bypassed by error-prone polymerases to generate all possible mutations.
Third, it can be recognized by MMR proteins; the sequence surrounding the mismatch is
excised and replaced with error-prone polymerases, which creates additional mutations of
the sequence. Finally, it can be repaired by means of homologous recombination if the
mutations are present in late S and G2 when a sister chromatid is available as a template.
Adapted from Rada ef al., 2004.2"
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leads to the impairment of CSR, presumably due to a lack of dU residue deglycosylation
and removal, which results in a lack of APE and DNA breaks. The normal frequency and
pattern of SHM at dA and dT residues and residual CSR activity have been related to the
MMR enzyme system, especially MSH2-MSH6.

1.2.4.3.2. Regulation of AID activity | |

The expression of AID has been shown to be restricted to centroblast B cells in the GC of
secondary lymphoid organs, where SHM and CSR are active.?* However, the regulation
of AID éxpression and activity in vivo is not completely understood. When AID was
tagged at its N-terminus with the green fluorescent protein it was demonstrated that a high
proportion of AID protein was localized in the cytoplasm of B cells.”* However, AID can
accumulate in the nucleus if nuclear export is inhibited, demonstrating that AID shuttles

' It is possible that AID is sequestered in the

between the cytoplasm and the nucleus."
cytoplasm until the stimulation of B cells for maturation actively translocates it to the
nucleus and that this may be facilitated by the association of AID with other molecules,
such as specific chaperones, or by posttranslational modifications, such as
phosphorylation.?” Indeed, it has since been demonstrated that the activity of AID is
regulated by phosphorylation by protein kinase A (PKA).***** Basu et al. reported that
AID purified from activated mouse B cells is phosphbrylated at serine 38 (S38) and
tyrosine 184 (Y184).*® Although little is known about Y184 phosphorylation, the S38
residue lies within a consensus motif for the cAMP-dependent PKA. Pasqualucci et al.
reported that AID is associated with PKA in vivo and that the activation of PKA results in
the increased phosphorylation of AID.”** Further studies showed that while both
unphosphorylated and phosphorylated AID are capable of deaminating ssDNA, only
phosphorylated AID can deaminate dsDNA in a transcription-dependent fashion and that
this relies on interaction with RPA.**® Overall, these studies suggest that PKA is an AID

kinase and that phosphorylation might be important in the regulation of AID activity.

1.3. B-cell development

1.3.1. Primary lymphatic organs

B-cell development begins in the placenta and embryonic blood, continues in the fetal liver
and, after birth, in the fetal BM, where it continues throughout adult life.>* In the BM,
mature B cells are generated in an Ag-independent manner from haematopoietic stem cells
(HSC), a proces<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>