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SIMULATIONS OF SOLUTE PERMEABILITY
| by Mario Orsi

A new simplified particle-based computer model for hydrated phospholipid bilayers is pre-
sented. In the model, each lipid molecule, in reality comprising more than one hundred
atoms, is reduced to a collection of ten “coarse-grain” macrounits. Compared with available
coarse-grain methods, three novel aspects are introduced. First, electrostatics are explicitly
incorporated via charges and dipoles. Second, water is accurately (yet efficiently) described,
on an individual level, by the soft sticky dipole model. Third, hydrocarbon tails are modelled
using the anisotropic Gay-Berne potential. Simulations are conducted by rigid body molec-
ular dynamics, using software specifically designed and implemented for this project. The
technique developed proves two orders of magnitude less demanding of computational re-
sources than traditional atomic-level methodology. The model is parameteriséd to reproduce
the expérimental area and volume per lipid, order parameters, and the self-assembly proceSs.
Self-assembled bilayers quantitatively reproduce experimental observables such as electron
density, compressibility moduli, dipole potential, lipid diffusion and water permeability. The
lateral pressure profile is calculated, along with the elastic curvature constants of the Helfrich
expression for the membrane bending energy: results are consistent with experimental esti-
mates and atomic-level simulation data. Several of the results presented are obtained for the
first time using a coarse-grain method. The model is also directly compatible with atomic-
level force-fields, allowing mixed systems to be simulated in a multiscale fashion. Efficient
multiscale simulations are conducted to predict the permeability coefficient of a number of
atomic-level solutes, including small organic molecules, large drugs and steroid hormones.
Results prove broadly consistent with previous atomic-level calculations and available ex-
perimental data. In particular, despite discrepancies in the absolute magnitudes, the solute

relative permeability coefficients, and hence the permeability ranking orders, are consistently

reproduced.
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It is often important to formulate simple ideas very clearly so that one can use

them as.models in thinking about more complex ideas.

Gddel, Escher, Bach: an Eternal Golden Braid (1980)
' Douglas R. Hofstadter

Each of us builds, inside our head, a model of the world in which we find ourselves.
- The minimal model of the world is the model our ancestors needed in order to
survive in it. The simulation software was constructed and debugged by natural
selection, and it is most adept in the world familiar to our ancestors on the
African savannah: a three-dimensional world of medium-sized material objects,
moving at medium speeds relative to one another. As an unexpected bonus,
our brains turn out to be powerful enough to accommodate a much richer world
model than the mediocre utilitarian one that our ancestors needed in order to

survive. Art and science are runaway manifestations of this bonus.

The God Delusion (2006)
Richard Dawkins

You can have as much junk in the guess as you like, provided that the conse- -

quences can be compared with experiment.

The Character of Physical Law (1965)
Richard P. Feynman

So she went on, wondering more and more at every step. ..

Through the Looking-Glass and What Alice Found There (1872)
Lewis Carroll




Chapter 1
Introduction

Biomembranes are dynamic structures in which proteins float in a sea of lipids' (Figure 1.1);
they are complex and fascinating systems, characterised by highly heterogeneous structure
and motion, and displaying an astonishingly rich and biologically relevant behaviour on a
vast range of spatial and temporal scales.?* Despite their liquid-like nature, biomembranes
retain a remarkable degree of structural integrity, and for this reason they are universally
employed in nature to define the boundary surface of cells and to act as barriers to prevent
diffusion of substances in and out of the cell. Yet membranes contain protein transport sys-
tems, functioning as selective pumps and channels, that allow specific molecules to be taken
up and unwanted compounds to be removed. Membranes are also central to several other
functions indispensable for life, such as growth, energy storage, and information transduction

via neural activity.

Figure 1.1: The plasma membrane. Schematic representation of a plasma membrane patch
at molecular resolution; characteristic elements are highlighted.®




In addition to an external cell membrane, called the plasma membrane, eukaryotic cells also
comprise internal membranes that ehclose organélles such as mitochondria. The core of any
biological membrané is the lipid bilayer. Experimental investigation of the physics of lipid
bilayers allows the determination of a large body of bilayer features. The internal struc-
ture can be described via electron density profiles,® the ordering of the hydrocarbon tails
is quantified by order paraineters,7 fluidity is studied by lateral diffusion measurements,®
mechanical properties can be related to the measurements of elastic moduli,? electrostatic
properties are quantified by estimating internal potentials,1® and even the transbilayer pres-
sure distribution can be qualitatively measured.!! These fundamental membrane properties
are central to an incredibly large number of biological mechanisms. The bilayer structure di-
rectly influences the conformation of embedded proteins, whereas lipid fluidity is crucial, for
example, for membrane lateral organisation. The membrane dipole potential, and associated
electric field, also play fundamental roles: for example, they are involved in the regulation of
membrane proteins, 24 membrane fusion, !’ insertion and folding of amphiphilic peptides, ¢
redox reactions,!” permeability,!® interaction with drugs!®?° and signalling.?! An even more
important feature is the lateral pressure profile, which characterises the transmembrane dis-
tribution of forces. The lateral pressure profile is the most fundamental physical property of
lipid bilayers:* it determines the inteffacidl area, it is at the basis of phase transitions and
fusion,?? it modulates the insertion, folding and functioning of membrane proteins,?® and it
affects permeability,?* drug transport,?® and anaesthesia.?® A more detailed account of the
most relevant biophysical features of phospholipid bilayers is presented in Chapter 2, along
with brief descriptions of the corresponding experimental investigation techniques.
.Considering the amount and variety of phenomena associated with lipid bilayers, it is clear
that the development of realistic models is a delicate and challenging task. Particle-based
computer simulation, typically molecular dynamics, represents a powerful tool to model
biomembranes, as it can provide detailed dynamic and thermodynamic data for a broad
range of systems. An overview of the molecular dynamics simuliation method is presented in
Chapter 3. '
 Atomic-level (AL) membrane models, in which every atom is explicitly simulated with a
corresponding site, have been employed for decades now, and have significantly contributed .
to the understanding of many membrane phenomena. 2" % However, AL methods require an
enormous amount of computational resources to calculate the interactions between all atoms
in the system. The large computational cost of AL models results in a number of limitations
and issues. For example, collective, large-scale phenomena such as self-assembly, membrane
fusion or micro-domain formation (lipid rafts) are typically intractable. In fact, apart from
one exception, 28 aH published AL simulations to date have been carried out on pre—assemBled
_bilayers, due to the prohibitive computational cost of simulating self-assembly: this does not
guarantee that the system is at thermodynamic equilibrium. Furthermore, the reliability of
the calculation of some important properties, such as the lipid area, diffusion coefficients, or

the lateral pressure profile, can be undermined by insufficient sampling. These issues can be




tackled by adopting a simplified, coarse-grain description.

The coarse-grain\ (CG) methodology generally involves grouping together selected clusters
of atoms into single macro-sites, to significantly reduce the number of interactions calculated,
and hence also the computational cost. The obvious downside inherent in all CG models
is the loss of atomic detail. Over the past few years, the CG field has grown significantly:
a large number of models have been developed, for different membrane systems, and with
differing degrees of siinpliﬁcation. The literature background concerning coarse-grain meth-
ods has been reviewed, and a detailed account is given in Chapter 4. Here we introduce
the typical features of those CG models of phospholipid membranes that retain an explicit .
connection with the chemical identity of the systems described, as this is the level at which
our new methodology is located. Such models can be called specific. In the specific CG mod-
els, 6751 5 lipid molecule, which at the atomic level comprises about one hundred particles,
'is typically reduced to around ten CG sites. To further increase simulation efficiency, the
representations of water and electrostatics are highly simplified. A popular strategy involves
representing three4®-5° or four“6 water molecules as single CG units. However, in one model®!
water molecules are described individually, whereas in another®” solvation is described im-
plicitly. None of these models explicitly includes water electrostatics. The charges in the
lipid glycerol-ester region are also not explicitly represented. As for the lipid headgroup
region, electrostatics are present in most models, where, however, artificial dielectric con-
stants are introduced to account for water screening. 4% Such simple models can be orders
of magnitude more efficient than corresponding AL systems, and hence they can be applied
to simulate phenomena at larger temporal and spatial scales, such as self-assembly, 46‘4815?
" phase transition®3*¢ and vesicle fusion.?® CG simulations have also been conducted to study
the interaction with inclusions such as alcohols,*® anaesthetics,®” cholesterol®® and even pro-
teins.%® These studies are interesting because they have given access to membrane processes
that are difficult to investigate. by ény other theoretical or experimental technique. How-
ever, we have identified a number of issues in these CG models and their application. The
over-simplification 6™ or lack®%%! of explicit electrostatics inherently precludes an accurate
representation of charge-dependent properties. The membrane dipole potential, electric field,
and orientational polarisation effects cannot be modelled; related phenomena might be ill-
. represented. The highly simplified modelling of water as a rather generic, apolar solvent is
also a matter of concern. Water is a fundamental component of membrane systems: it drives
the formation of lipid aggregates through the hydrophobic effect and provides the necessary
electrostatic screening between charged particles (such as headgroups and ions). These fea-
tures are not consistently accounted for by the referenced CG models. Water also generates a
significant electric field by collectively orienting its dipoles: cledrly, such a local polarisation
effect cannot be captured by apolar solvent particles. Other issues affecting the specific CG
models developed to date involve the membrane dynamic properties, which are reproduced
with some difficulty, and the associated issue in interpreting the simulation time:scales. For

example, lipid diffusion coefficients have been reported to be four 48 to one hundred®? times
p




higher than experimental data; as already pointed out elsewhere,® the ad hoc rescaling of

46,52 js questionable, because it assumes that

the simulation time according to these factors
all dynamic events are homogeneous in time-scale, whereas, in general, dynamic processes in
membrane systerhs are highly heterogeneous. Another issue regards the attractive possibility
of mixing CG and AL representations in multiscale simulation, where selected parts of the
system are described at an atomic level, whereas the surrounding environment is simulated
by simplified models. It would not be straightforward to interface the available CG mod-
els with AL representations, due to the radically different description of electrostatics and
solvent. An original approach to the problem involves performing a rigorous and consistent
parameterisation of the mixed AL-CG interactions,®! although charges are still absent.

In this thesis, we present a new specific CG model that addresses the issues discussed
above. In common with the available models, we have significantly simpliﬁecf the representa-
tion of lipid molecules to increase simulation efficiency. In contrast to the other models, we
have retained an explicit description of water and the major electrostatics. Our new model is
presented in Chapter 5; the construction, parameterisation and validation of the model, along
with the simulation protocol, are reported in detail. In particular, the predictive power of
our new CG model is demonstrated by reproducing experimental observables against which
it is not directly fitted.” All major physical properties of fluid-phase phospholipid bilayers are
investigated; many of these properties are reproduced for the first time using a CG method.

Moreover, the CG force-field developed is shown to be directly compatible with AL
representations. This allows the application of the methodology to multiscale simulation,
where selected parts of the system are represented at the atomic level. In this context, solutes
modelled at the atomic-level are inserted into the membrane, and permeability simulations
are conducted. The results of such simulations for a set of small organic molecules are
~ presented in Chapter 6. The methodology is then straightforwardly applied to étudy larger
drug molecules and hormones; transmembrane permeability simulations of these solutes are
described in Chapter 7.

Overall, this thesis reports work focused on both methodology development and appli-
cation; important conclusions and novel results are summarised in Chapter 8, along with
possible future directions. The most technical aspects of this work (such as algorithmic de-
tails of the specific software implemented and explicit formulae for forces and torques) are
treated in the appendices. In summary, the main scientific aims of the project reported in

this thesis are:
e develop a new simplified computer model for lipid bilayers;
. . validate the model against available experimental and simulation data;
e use the model to study transmembraﬁe solute permeability.

The results achieved will be critically discussed and contextualised within the available (al-

ternative) methodologies.




Chapter 2
Lipids and membranes

Lipids* are the fundamental building blocks of any biological membrane; they are generally
defined as substances that are soluble in organic solvent but only sparingly soluble in water. 2
As a class of molecules, lipids display a wide diversity in both structure and biological
function, and they self-organise into many intriguing structures, with extraordinary material
properties that have been optimised by evolutionary principles over billions of years.*63
- Lipid membranes play crucial roles in compartmentalisation, they represent a solvent for -
other species (such as proteins) to function, and they contribute to the structural scaffolding
of cells. Along with these rather passive functions, it has recently become evident that
lipids can actively contribute to fission and fusion events, and in general to the regulation
of membrane proteins. It is now accepted that lipids are as important for life as proteins,
sugars, and genes.? In this chapter, the fundamental properties and phenomena regarding
lipids and lipid bilayers dre summarised, along with some of the most popular experimental

techniques employed to study membrane systems.

2.1 Types of membrane lipids

There are three common classes of membrane lipids: phospholipids, glycolipids and choles-
terol. Phospholipids are the major class of membrane lipids,* and are the main object of the
modelling work presented in this thesis. Hence, in the following sections, we will focus on
this particular lipid species. However, we give here a brief account on the two other common
lipid types. '

Glycolipids, as their name implies, are sugar-containing lipids. They are formed by
association of a carbohydrate chain with lipids on the external surface of the cell membrane.
Glycolipids thus extend from the plasma mgmbrane into the aqueous environment outside
the cell, acting as a recognition site for specific chemicals as well as helping to maintain the
stability of the membrane and attaching cells to one another to form tissues. They also serve

a role as energy stores.

*From the Greek lipos, meaning “fat”.




polar head  dlycerol fatty acid tails

Figure 2.1: Phospholipid molecule. It is possible to identify the polar head group, the
glycerol moiety, the ester groups and the hydrocarbon chains. %

Cholesterol is a lipid with a unique structure compared with the other lipids; it is a steroid,
built from four linked hydrocarbon rings, terminated at one end by a hydrocarbon tail and on
the other by a hydroxyl group. Cholesterol is universally present in the plasma membranes of
all animals, in ratios of 25-50% of the total lipid content; however, it is essentially absent from
some intracellular membranes, such as mitochondrial and Golgi.? Cholesterol is important
in stabilising membranes, as its presence makes them thicker and less leaky: it is also an
essential component of lipid “rafts”, membrane microdomains believed to favour specific

protein-protein interactions resulting in the activation of signalling cascades. %4

2.2 Phospholipids: structure and self-assembly

The most important class of lipids in natural membranes is represented by the phospholipids.
Phospholipids are amphiphilic molecules constructed from four components: fatty acids, a
“backbone” to which the fatty acids are attached, a phosphate, and an alcohol attached
to the phosphate. The fatty acid components constitute a hydrophobic barrier, whereas
the rest of the molecule has hydrophilic properties to enable interaction with the environ-
ment. The backbone component may be glycerol, a 3-carbon alcohol, in which case the
phospholipid is called phosphoglyceride, or it may be sphingosine, a (more complex) amino
alcohol, which constitutes sphingolipids. Sphingolipids comprise important lipid species such
as ceramide, a fundamental constituent of the skin and an important molecule involved in
programmed cell death.? However, the main lipid components of biological membranes are
phosphoglycerides (or glycerophospholipids).%® Figure 2.1 shows a typical phosphoglyceride,
in particular a phosphatidylcholine lipid: the polar head comprises a positive group (choline
(CH;)3N-CHy-CHy) and a negative group (phosphate O-PO,-0), whereas the hydrophobic
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Figure 2.2: The most common aggregates formed by lipid molecules. (a) Non-bilayer
phases.% (b) Lipid bilayer vesicle. Water molecules, hydrating the interior and exterior
of the vesicle, are also schematically represented. %7

part is made of the glycerol backbone (CH,-CH-CH,), two ester groups (O-CO-CH,) and
two hydrocarbon “chains” (also called “tails”) of fatty acids. Hydrocarbon chains are formed
by consecutive methylene (CH;) segments terminating with a methyl (CHj) segment. Hy-
drocarbon tails often comprise one or more double bonds between C atoms along the tail.
In general, when dispersed in water, lipids are driven together by the hydrophobic effect, and
self-organise in various aggregates depending on the specific lipid structure, temperature and
level of hydration (Figure 2.2 a). The hydrophobic effect, that is, the tendency for oil and
water to separate, is a complex phenomenon that manifests different characteristics depend-
ing on the system’s temperature and pressure, the shape of the oil-like components and the
size of the aggregates involved. %% In the particular case of lipid/water mixtures at biolog-
ical temperature and pressure, the hydrophobic effect is believed to be mainly of entropic
origin.* Pure water systems are characterised by a tetrahedral arrangement of hydrogen-
bonded molecules which maximises the system’s entropy. When insoluble species (such as
hydrocarbon molecules) are introduced in water, a loss in entropy is produced due to the
induced local ordering of water around every insoluble molecule. To reduce such ordering,
and hence to minimise entropy loss, the insoluble molecules are driven together so that the
total surface area exposed to water, corresponding to the total area involved in local order-
ing phenomena, is decreased. This gain in entropy of the water upon assembly formation
outweighs the enthalpy penalty (caused by the demixing of water and the insoluble species)
and the loss of configurational entropy of the insoluble molecules due to the constraints typ-
ically imposed by the aggregate structure.” Owing to the fact that lipids form assemblies
by self-aggregation processes that do not involve strong chemical forces, such assemblies
can be categorised as soft matter materials. Soft matter comprises a large and ubiquitous
class of systems including for example polymers, emulsions, colloids, liquid crystals and
many biological materials. All these systems exist in a condensed phase which cannot be
described unambiguously as either liquid or solid, as it typically possesses mixed properties.

For instance, soft matter may display long-range ordering properties typical of solid mat-




Figure 2.3: Schematic representation of multi-lamellar vesicles. The black areas represent
regions of excess water. From Koenig et al.™

ter. However, unlike conventional solid materials, soft materials have physical properties
which are largely dominated by entropy. Soft matter is highly deformable, and typically
constructed in a hierarchical manner with substructures subtly interacting on several length
and time scales.? All aggregates formed by lipids represent specific examples of soft matter
structures. From a biological perspective, bilayer structures (Figure 2.2 b) are considered
the most important category of lipid assemblies, as they form the fundamental backbone of

the majority of biological membranes.

2.3 Phospholipid bilayers

Phospholipid bilayers constitute the basic material employed to encapsulate the cell and
its sub-compartments. In the following sections, the main features of lipid bilayers are

summarised.

2.3.1 Structure

Structural data on lipid bilayers are widely used as basic information to help understand and
model biomembrane structure and the functions that take place therein. ™ Most experimental
studies are performed on stacks of hydrated bilayers, especially on multi-lamellar vesicles
(Figure 2.3). The internal structure is investigated by X-ray, neutron scattering, molecular-
probe, and magnetic resonance techniques. The measurements obtained provide information
about the membrane thickness, and, most importantly, can resolve the depth-dependent

distribution of specific lipid segments across the bilayer (Figure 2.4).




-30 -20 -10 0 10 20 30

‘.SHOL GLYC : 04 ce 015

PGLVC

1T

d p

Figure 2.4: Transbilayer structure. The top panel shows a phospholipid bilayer model;
hydrogens are coloured in white, oxygens in red, carbons in turquoise, nitrogens in blue and
phosphoruses in dark yellow (adapted from Feller ™). The bottom panel shows corresponding
density profiles obtained from neutron-scattering and X-ray techniques; the curves give the
relative probabilities of finding the different molecular segments of the phospholipid molecules
(adapted from Nagle and Tristram-Nagle™).




Structure of the hydrocarbon region: intramolecular order parameters

The hydrocarbon tail region of a bilayer can be investigated by deuterium magnetic res-
onahce; this technique allows tail ordering to be quantified in terms of order parameters.
Order parameters generally describe the tail orientation as a function of depth. For each
methylene group k along a lipid tail, the intramolecular order parameter S&p can be defined
as: "4 ‘ ' .
Sko = (3cos?0 —1)/2 | - (21)

with 6 the instantaneous angle between the k-th C—2H bond vector and the overall molecular
axis. The overall molecular axis is the main axis of a lipid molecule, which, on average in
the biologically-relevant fluid phase, is parallel to the “bilayer normal”, that is, the direction
perpendicular to the bilayer plane.” It is also possible to define the molecular axis of a
chain segment k as .the normal direction to the plane spanned by the two CH bonds of
. the k-th methylene group.”™ For each methyl segment k, the intramolecular segmental order

ks .
parameter Sy, is then:

1

Sk = (3cos?n — 1)/2 (2.2)

with 7 the instantaneous angle between the molecular axis of the k-th segment and the

bilayer normal. S* , are thus the order parameters of the segments’ molecular axes with

m
respect to the bilayer normal. Experiments can accurately determined S&p, which can then

be related to the segmental order parameters S¥ | using the formulae:™

'Sk V_ —2 SéD for the kth CH2 segment
7 -3 Sk for the terminal CH; segment

In general, St | = 0 indicates a completely random mean orientation, Sk, = 1 indicates
alignment of the segment molecular axis along the bilayer normal, whereas S¥ = —0.5
indicates that the segment molecular axis lies in the bilayer plain (thus being perpendicular

to the normal direction).

2.3.2 Phase behaviour of lipid bilayers

Lipids are able to adopt a range of phases depending on temperature and level of hydration, as

.already mentioned. In particular, fully hydrated bilé,yers composed of a single phospholipid
species undergo a well-defined thermotropic phase transition in which the lipid chains change
from an ordered, or gel, state to a fluid, or liquid-crystalline, state.? As an example, the phase
- diagram for the dimyristoylphosp'hatidylcholine (DMPCQ) bilayer is reported in Figure 2.5.
Biologically, the most important phase is the liquid L, phase, characterised by a high degree
of disorder in the alkyl chains of the hydrophobic core.
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Figure 2.5: Phase diagram of hydrated DMPC bilayers, together with representations of the
Lo, Py and Lg phases. The hydrocarbon chain packing is a hexagonal array for the Pg
phase and a “distorted” hexagonal lattice for the Lg phase. From Janiak et al.™
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Figure 2.6: Lateral pressure profile. Proposed distribution of lateral pressure 7 within a flat
monolayer as a function of the position along the interfacial normal z. From Templer et al. !

2.3.3 The lateral pressure profile

The transbilayer lateral pressure profile 7(z), where z is a spatial coordinate along the bi-
layer normal, is defined as the difference between the lateral and the normal pressures acting
inside the bilayer: m(2z) = pr(z) — py(2). The lateral pressure profile thus characterises the
transmembrane distribution of forces; Figure 2.6 is an example of the proposed shape of
such a distribution. In terms of magnitude, peak pressures of the order of several hundreds
of atmospheres are predicted; the pressure profile results from an interplay of enormous op-
posing forces, that ultimately compensate each other. The lateral pressure profile changes
in relation to the lipid composition (or the state of the lipid headgroups, e.g., by proton
or ion binding), and as a result of the presence of cholesterol or solutes (such as drugs);

the consequent depth-dependent changes in the stress distribution are predicted to affect

11




lipid phase behaviour and the conformation of inclusions such as proteins.”” In fact, the
lateral pressure profile controls a very large number of membrane features and phenomena:
it determines the interfacial area, it is at the basis of phase transitions and fusion, 27780 it
affects permeability,?4 drug transport,?® and anaesthesia,?® it modulates the insertion and
~folding of membrane proteins, 28184 and it is believed to directly control the functioning
of several membrane proteins, such as the lipid synthesis regulatory enzyme CCT,8:8¢ di-

90~92

acylglycerol kinase,®” phospholipase A2% and C,®*® rhodopsin, and several transbilayer

channels. ?*:93-% The lateral pressure profile is also directly related to the elastic curvature
constants that characterise the Helfrich expression for the bending free energy.”°"% Ac-
cording to Helfrich’s theory, the surface curvature elastic energy per unit area g is concisely
expressed as: . ’ ’

g=_f$(01+cg—c0)2/2+nc,cl C2 : (2.3)

with » the bending rigidity, c; and c; the (local) principal curvatures, ¢ the spontaneous
(or intr;nsic) curvature and s the Gaussian curvature modulus. Equivalently, the Helfrich

equation can also be written:
g=2k(H— Hy)?+ kK (2.4)

with H = (¢; + ¢3)/2 the mean curfzature, Hy = co/2 the equilibrium mean curvature and
K = cyc; the Gaussian curvature. The constants appearing in Helfrich’s expressions in turn
control membrane shape, and play specific roles in the mechanisms modulated by the lateral
pressure profile (mathematical relations between_the Helfrich constants and the pressure
distribution 7(z) will be given in Section 5.2.2). '
Experimentally, it has been so far impossible to quantitatively measure the pressure pro-
file. The only experiments performed to date have yielded qualitative and partial pictures for
the hydrocarbon region only. In these experiments, 11?4 changes in the lateral pressure along
the bilayer normal were “sensed” using a series of di-pyrenyl phosphatidylcholine (dipyPC)
fluorescence probes. DipyPCs are PC lipids carrying pyrene moieties attached to their tail
ends. Ultraviolet stimulation produces both monomer and excimer fluorescence from pyrene.
The excimer signal, which is entirely intramolecular at low dilutions of dipyPC, results from
(excited) dimerization of adjacent pyrene groups, and depehds on the frequency with which
the two pyrene moieties collide to form excimers; this frequency, in turn, is proportional
to the lateral pressure. The relative intensity of the excimer to monomer signal is thus a
measure of the pressure; by using dipyPCs of different acyl chain lengths it is possible to

qualitatively estimate the pressure variations across different depths in the bilayer.

2.3.4 The dipole potential

In'typical physiological conditions, the presence of ions in the water phases at the interface
with both sides of a membrane, along with the orientational ordering of interfacial water

~ dipoles and the intramembrane distribution of charged groups along the lipids (Figure 2.7),
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Figure 2.7: Electrostatics at the lipid/water interface. The signs and arrows represent the
main charges and dipoles possessed by lipid segments and water molecules. Adapted from
Shinoda et al.%

create a characteristic electrical potential distribution along the direction normal to the
membrane plane (Figure 2.8). In particular, the membrane dipole potential ¥, originates
from the alignment of dipolar residues of the lipids and water dipoles in the bilayer-water in-
terfacial region. W, is positive inside the membrane with respect to the outer water phase; its
exact value is unknown, but it is believed to be of the order of 0.2—0.5 V. Since this potential
drops across a very small distance within the headgroup region of the membrane, !°! the cor-
responding electric field strength is enormous, with peak values in the range 10% —10° V/m.
The membrane dipole potential, and associated electric field, are involved in a great num-

15,102 hermeation, ' the regulation of

ber of biological processes, such as membrane fusion,
membrane proteins (Na* ,K*-ATPase,* gramicidin channel,'® phospholipase A, !?) insertion
and folding of amphiphilic peptides, ' the kinetics of DNA-lipid complexes, % the kinetics
of redox reactions at membrane surfaces,’” human skin permeability,!® general anaesthe-
sia,1951% membrane partitioning of pregnanolone,?” the binding capacity of saquinavir,?
and the modulation of molecule-membrane interactions in lipid rafts with possible effects on
cells signalling. 19719 Despite the growing evidence for its importance, the dipole potential
U, has received so far relatively little attention;'! for instance, the overall transmembrane
potential AW, which regulates numerous ion channels, is much more popular. The reason is
that, while AU can be easily measured and controlled by placing electrodes in the solution
phases on each side of the membrane, the dipole potential W, cannot be directly measured,
as it is impossible to insert electrodes at different depths within the membrane.'® There-
fore, the dipole potential can only be estimated by indirect measurements. One method
involves studying the membrane conductivity associated with the translocation of different
hydrophobic ions; due to the presence of the dipole potential, hydrophobic anions perme-
ate much faster than hydrophobic cations, and the magnitude of this effect can be used to
quantify W, 109110 Tt i also possible to consider the bilayer dipole potential to be equivalent

to the potential across a monolayer, which can be directly obtained using electrodes after
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Figure 2.8: The electrical potential profile ¥ across a phospholipid membrane. The trans-
membrane potential AV is due to the difference in anion and cation concentrations between
the two aqueous bulk phases. The surface potential ¥, arises from charged residues (charged
headgroups) at the membrane-solution interface. The dipole potential ¥, results from the
alignment of dipolar residues of the lipids and associated water molecules within the mem-
brane. From Clarke. 1

Table 2.1: Measurements of the dipole potential ¥4 in phosphocholine bilayers.

Method Lipid | Wy /V
Ion translocation!® | DPPC | 0.227
Ion translocation!® | DPPC | 0.346
Monolayer 1'% DMPC | 0.449
Cryo-EM10 DPhPC | 0.510

'DPPC = dipalmitoylphosphatidylcholine, DMPC = dimyristoylphosphatidylcholine,
DPhPC = diphytanoylphosphatidylcholine.

spreading a monolayer of lipids onto the surface of a Langmuir trough.'! However, this
measurement relies on the questionable assumption that such isolated monolayers are equal
to each of the monolayers paired into a bilayer assembly. Recently, the dipole potential has
been estimated using cryo-EM, by recording the interactions of electrons with regions of dif-
ferent electrostatic potentials across rapidly frozen bilayers.® Unfortunately, this technique
also relies on a number of approximations that might affect its reliability. For instance, it
is expected that the bilayer structure remains intact during the freezing, which occurs at a
rate of 108 K/s = 1 K/us; in fact, this cooling rate might be slow enough to allow artificial
rearrangements of water and lipid molecules. The available experimental estimates for the

dipole potential of ester-PC lipids are collected in Table 2.1.

2.3.5 Dynamics

Despite displaying structural integrity typical of solid materials, the biologically relevant
state of lipid bilayers is that of a liquid crystal characterised by substantial fluidity and
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Figure 2.9: Lipid dynamics. Characteristic motions of lipid molecules inside a bilayer: a) tail
conformational change, b) rotation around molecular axis, ¢) diffusion (swap), d) protrusion,
e) flip-flop. From Mouritsen.*

disorder. In their biological state, lipids typically display various dynamic features: they
change conformation, diffuse laterally in the membrane plane, rotate around their main
molecular axis, protrude into the water phase and flip through the monolayers. These char-
acteristic motions are represented in Figure 2.9. The lateral mobility of lipids in the plane
of the membrane (diffusion) is particularly important, as it defines the liquid-like nature of
membranes. The diffusion of lipids can be measured by a number of different experimen-
tal methods. The motion of a single lipid can be detected by single-particle tracking.!!?
A colloidal particle of a typical diameter of 40nm is attached to the lipid molecule and
the particle’s motion is followed by microscopy; the spatial resolution of this kind of ex-
periment is ~ 50nm, and the time resolution is ~ 5ms. Diffusion coefficients have been
obtained by quasi-elastic neutron scattering, which measures short-range diffusion taking
place over sub-nanosecond timescales.'® Alternatively, long-range methods such as NMR
spectroscopy® and fluorescence recovery after photobleaching'* can be used; these methods
probe millisecond time-scales. Interestingly, the lateral diffusion coefficients measured with
short-range methods turn out to be &~ 2 orders of magnitude higher than those obtained by
long-range observations. > To understand the reason of this discrepancy, it is useful to take
into account the free-volume diffusion theory, which was proposed more than 50 years ago
to describe transport in soft condensed matter. 128 The foundation of the theory is that
diffusion is related to the average free volume per particle; molecular diffusion proceeds by
jumps occurring when a large enough free volume is created (by free volume redistribution)
next to the diffusing molecule. Lipid diffusion is then assumed to proceed by “hopping”
of molecules into vacancies formed by lateral density fluctuations in the membrane. ! In
between jumps, a lipid molecule spends a relatively long time “rattling in a cage” formed
by its neighbours. Over short (< 1ns) time-scales, the diffusion coefficient is high because
it is determined by the rapid short-range lipid motion mainly due to such “rattling-about”

behaviour. Over longer times, this rattling motion averages out, yielding no net displace-
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ment. The true, long-range diffusion coefficient is thus determined by the lipi_d jumps, that

give rise to effective displacement over extended (> 10ns) time-scales.

2.4 Summary

‘Membrane lipids are driven together by water, through the hydrophobic effect, into various
self-assembling structures. The most abundant lipid aggregate is the bilayer, which consti-
tutes the backbone of the plasma membrane encapsulating cells. Owing to many peculiar
molecular characteristics of lipids (such as shape and charge anisotropy) and to the fact that
they interact through “weak”, non-covalent forces, the resulting bilayers are multifaceted

materials:
e the internal structure is highly stratified and characteristically (dis)ordered,;
e there is a steeply varying depth-dependent distribution of pressures;

e the charges present give rise to a large potential difference between the hydrocarbon

core and the outer water phase;
e there are various dynamic phenomena, such as lipid diffusion in the bilayer plane.

All these different bilayer characteristics, often involved in a complex interplay with proteins,

. are integral to many biological phenomena, such as transport, growth and signalling.
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Chapter 3

The 'molecular dynamics method for

N

‘simulation of condensed phases

Molecular dynamics (MD) is a computer simulation technique employed to compute the

equilibrium and transport properties of a classical many-body system. The word classical

- is intended to mean that the motion of the constituent particles obeys the laws of classical

mechanics. In this chapter, the MD method is summarised, with special focus on the model

potentials, integration schemes, and computational techniques relevant for the applications

presented in- the followihg chapters. Thorough descriptions of particle-based simulation -

methods can be found in several excellent books,!?-?4 which are also the main sources
of this chapter. The most technical aspects, such as details of specific algorithms adopted

and explicit derivations of forces and torques, are reported in the appendices.

3.1 Foundations

In statistical mechanics, for the canonical ensemble where the number of particles IV, the
volume V' and the temperature T are fixed, the equilibrium average of some quantity G is

expressed in terms of phase-space integrals involving the potential function U(ry,...,ry):

<G> _ f G(r17 s ;rN) e_BU(rl’“"rN) drl HERS ¥ N

3.1
[ AU dry - I (3.1)

with r; the coordinates, 3 = 1/kgT and kp the Boltzmann constant. This average corre-
sponds to a series of measurements over an ensemble of independent systems.

In MD simulation, the microscopic state of a system is defined by the positions and
momenta of the particles of the system under investigation. In particular, the total energy,

or Hamiltonian, H can be written as the sum of kinetic energy K and potential energy U:

v

H(q,p) = K(p) + U(q) (3.2)

with q and p the System sets of coordinates and momenta, respectively. From the potential
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'THE GLOBAL MD ALGORITHM

1. Input initial conditions:

Interaction potential U and system topology (the force-field)

Positions and velocities of all sites in the system

Simulation parameters (time-step, temperature, pressure, etc.)

2. Compute:

Forces and torques

Thermodynamic quantities

Properties of interest

3. Integrate equations of motion

repeat steps 2,3 for the required number of cycles

4. Output:

Trajectory of every particle

Averages of properties of interest

Figure 3.1: The main steps of a typical molecular dynamics simulation.

energy it is possible to obtain the forces acting on each molecule, and from there calculating
the entire time evolution of the system. It is therefore possible to calculate the average of a

quantity G as:
1 XM .
(@) = MZGu(rl,...,rN) (3.3)
p=1

over a set of M measurements taken as the (single) system evolves in time.
The ergodic hypothesis, which is the fundamental assumption of molecular dynamics,
states that the ensemble average of Equation 3.1 is equal to the time average of Equation 3.3.
A global diagram for MD is given in Figure 3.1. The various components are described

in the following sections.
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3.2 Interaction potentials

The potential energy U deécribes the interactions between the particles of a system. U typ-
ically comprises several terms, accounting for different types of intermolecular interactions
(such as van der Waals and electrostatics) and intramolecular interactions (such as covalent
bonding). Considering that forces and torques are defined completely by the total potential
U, the set of constituent potential functions and corresponding parameters of a given system -
is often called the force-field. The most common potential terms present in molecular simu-
lation are described in the following sections, along with more unusual potentials employed

in the work presented in the following chapters of this thesis.

3.2.1 The Lennard-Jones potential

For a pair of sites located with a distance r between them, the Lennard-Jones potential

wo-wl@-@] e

with o the contact distance (or collision diameter) and € the magnitude of the attractive en-

energy 1s:

ergy well depth. The Lennard-Jones pair-potential is characterised by a short-range strongly
repulsive core and a long-range-attractive tail. It is an isotropic potential, as it defines

spherically-symmetrical interacting sites.

3.2.2 The Cay-Berne potential

The Gay-Berne potential’® can be considered a sort of generalised, anisotropic, Lennard-
Jones potential. It is typically used to model molecules as prolate solid ellipsoids and oblate
(disk-like) particles. Considering two particles with orientations identified by the unit vectors
1; and 4;, and r = 71 being the vector joihing their centres of mass, the Gay-Berne potential

can be written as:

12 6
~ ~ ~ ~ ~ . 00 Y UO
U 1y Wi, =4 iy Wiy ' PRI - A~ = 3.5
(T, @, 1) = 4e(ta k. P) [(r—a(ui,uj,r)Jrao) (r_a(ui,uj’r)+00) } (3.5)

with ¢ and e defining the contact distance, and:the attractive strength, respectively. These
orientation-dependent terms control the range and strength of the interaction. Detailed

formulae are reported in Section 5.1.2, where the Gay-Berne potential is employed in the

development of the lipid model.

3.2.3 Electrostatic potentials

In molecular modelling, charge distributions are typically described by empirical partial
charges and point dipoles chosen to effectively reproduce the known multipole moments. The

electrostatic interaction potentials commonly employed in molecular simulation are presented
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in the following paragraphs. More details, along with derived formulae for forces and torques,

are reported in Appendix B.

Charge-charge potential
The interaction potential energy U(r) between two point charges Q; and @; located with a

distance r between them is defined by Coulomb’s law:

Ury = 9% . (36

4meqr

with € the dielectric constant in free space (vacuum).

Charge-dipole potential

Considering a charge @) interacting with a dipole u, the electrbs_tatic potential energy be-

comes: 126

— —(eu 1) : | | (3.7)

with e, and r the unit vector along the dipole, and the charge-dipole distance vector, re-

spectively.

Dipole-dipole potential

For dipole-dipole interactions, the interaction energy is: 126
'U@ e') W g& &t (3.8)
. T = ——— e -e; — —_— .
v dregrd3 \ 0 7 T rlei] rleyl :

with e; and e; the unit vectors along the directions of the two dipoles.

- 3.2.4 The Hooke (harmonic) potential

Covalent bonds can be represented by mechanical springs, which in turn are modelled via
the Hooke (harmonic) potential U({):

U(D) = k(L — L) (3.9)

where k is the rigidity constant, ! is the actual bond length and Iy is the reference bond
length.* ’

*The “reference bond length” (or “natural bond length”) is sometimes called “equilibrium bond length”,
but to do so can be misleading, considering that the equilibrium bond length is really the value adopted in
a minimum energy structure, when all other potentials contribute. The equilibrium value may thus deviate
from the reference value.?! '
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3.3 Rigid bodies

The molecular models employed in the work presented in this thesis include both standard
isotropic potentials (such as Lennard-Jones and Coulomb) and more complex anisotropic,
orientation-dependent potentials (such as Gay—Berne and dipolar). In molecular dynamics, .
particles represented by isotropic potentials are simulated as simple point-masses, their mo-
tion being completely described by translational degrees of freedom (typically the mass centre
coordinates). However, sites modelled by anisotropic potentials also possess orientational de-
grees of freedom, so that a point-mass fepresentation becomes insufficient. Moreover, it is
sometimes practical to model entire molecules as rigid, neglecting intramolecular flexibility;
in this case it is convenient to treat such particles as single entities and characterise their
motion also in terms of linear and orientational degrees of freedom. In such cases particles
can be efficiently represented as rigid bodies. The linear motion of a rigid body is described
by the motion of its mass centre, which can be simply treated as a point-mass equivalent to
the mass of the entire body. The rotational motion is however more complex, and it requires
a representation of orientational degrees of freedom. In particular, the orientation of a rigid
body specifies the relation between an axis system S fixed in space and one (in general)
translating and rotating attached to the body, usually the “principal” body-fixed system b '
in which the inertia tensor is diagonal.?® The orientation of a rigid body can be expressed
through the full rotation matrix R. The nine components of the Totation matrix are the
direction cosines of the body-fixed axis vectors in the space-fixed frame. There are two ways

of interpreting the rotation described by R:

e consider a vector r° and use R to obtain its components in the rotated coordinate

system, namely r’ = Rr®; v

e rotate a vector, beginning with r® and applying the opposite rotations in reverse order

‘by means of the transpose of R, in which case the result is the rotated vector rS=RTr®.

Clearly, if r is a vector fixed in the molecular frame (for instance a bond vector of a rigid
molecule) then r® will not change with time; in space-fixed coordinates, though, the compo-

nents of r° will vary.

3.4 Forces and torques

The force f on the mass centre of a particle can be obtained from the gradient of the potential
U: ' 4 . '
f=-V.U (3.10)

with r the vector defining the particle’s position. For “molecular” rigid bodies coﬁlprising a
- number of n atomic sites a = 1,...,n the total force f acting on the molecule is:
f=> f, S (3.11)
a=1 }
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being f, the force acting on the atomic site a. The torque T about the centte of mass of the

) particle is computed as:

T = Z(I‘a - rCOM) ANE, = Zda AT, (312)

a=1 a=1

with r, the atom position in the syétem’s frame of reference, rcom the molecule’s centre of
mass position and d, the atomic position relative to the molecule’s centre of mass. 12
Single-site particles must also be treated as rigid bodies when the potential is orientation-
dependent. For symmetric particles (such as Gay-Berne sites), the torque is equivalent to a
force acting on a point separated by a unit distance from the mass centre and acting in a
direction orthogonal to the molecular symmetry axis.'?” This equivalent force can be defined
in terms of the derivative of the potential with respect to the coordinates of this point, where
the mass centre is taken as the origin. These coordinates are just the components of the unit

vector € describing the molecular orientation, so that the torque can be calculated as:
T =-eAVsU. (3.13)

The torciue acting on a, symmétric rigid body is thus defined as perpendicular to the symmetry
axis; this relies on the assumption that the inertia moment along the symmetry axis is infinite.

3.5 Equations of motion

For simple point-mass particles, the motion is completely described by Newton’s equation:
mi = f : (3.14)

with m the mass of the particle, i its acceleration and f the force acting on it. For rigid
bodies, the motion also contains a rotational contribution, which can be described by Euler’s
equation: | )

| CwAlw+Iw=T | . (3.15)

with I the moment of inertia tensor, w the angular velocity, w the angular acceleration
and T the torque about the body mass centre, all these quantities being expressed in the
body-fixed (principal) reference frame. In MD _sirhulations, the equations of motion must
be solved via numerical integration. The integrator is the beating heart of any dynamics
simulation; it is the scheme which replaces a differential equation in continuous time by a
difference equation defining approximate snapshots of the solution at discrete time-steps. 128
The crucial properties that a good integrator should posséss, and that are possessed by the

equations of motion in the first place, are:

e symplecticity, which implies preservation of phase-space volume and Hamiltonian value

(energy);

22
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e time-reversibility, that is, the system capability to trace back its trajectory by reversing

the velocities.

It has indeed been proved that symplecticity and reversibility closely relate to the stability of
an integrator, on extremely long-time simulations and allowing large step sizes;%° there are
now numerous examples illustrating the superior preservation of phase-space structures and

130-135 In practice, the total energy is not pre-

qualitative dynamics by symplectic integrators.
served exactly, but the energy error remains constant over long times; this is different from
non-symplectic methods, which typically display a systematic energy drift in time. 23 Rigor-
ously, it may be shown that symplectic integrators exactly conserve a “pseudo-Hamiltonian”
or “shadow-Hamiltonian” F which differs from the true one by a small amount (vanishing as
At — 0, with At the integration time-step). This means that no drift in energy will occur:
the system will remain on a “hypersurface” in phase space which is “close” (in the above
sense) to the true constant-energy hypersurface. 13 K
In this work, we employ the symplectic and time-reversible rigid body integrator devel-
oped by Dullweber, Leimkuhler and McLachlan, 32 DLM for short. The DLM'method, based
on a representation of the orientation of rigid bodies with rotation matrices,* comprises two

parts, as described in the following paragraphs.

Part A Given the forces f(t) and the space-frame torques TS (t) at the current time ¢, the
momenta of all molecules are advanced from ¢ to ¢ + At/2, whereas mass centre positions r

are moved a full time step:

v(t+A/2) = v(t)+ALE(t)/2m (3.16)
Pt +Af) = r(t) + Atv(t+At/2) (3.17)
ho(t+ At/2) = h¥(t) + AtTA(E)/2 (3.18)

where h® = Iw® is the body-frame angular momentum, with I the principal moments of
inertia tensor and w® the body-frame angular velocity, and T® is the body-frame torque,
“which is obtained from T® = Q(¢)T*(t), Q(t) being the rétation matrix. Now five consecutive
body-frame rotations Ri,...,Rs are applied to all angular momenta and all orientation

matrices are propagated for a full time step, from Q(t) to Q(t + At):
Q(t +At) = QR{R;RIR{R]
with the explicit computation being reported in Appendix A.

Part B After having obtained r(t + At) and Q(¢ + At) from the previous part, the cor-
responding new forces f(¢ + At) and torques T¥(¢ + At) are calculated. Subsequently, the

*The rotation matrix representation and the related rotational part of the integration scheme are really
the novel features of the algorithm, 32 in that the linear integration is performed as in the popular velocity-
Verlet scheme. 1?0 '
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Figure 3.2: Periodic boundary conditions in two dimensions. From Allen. '3

momenta are propagated another half time step through the following formulae:

v(t+ At) = v(t+ At/2) + Atf(t + At)/2m (3.19)
ho(t + At) = hP(t+ At/2) + At T(t + At)/2 (3.20)

where again T®(t + At) = Q(t + At)T (¢ + At). The integration step is now complete.
The advantage of the DLM method over traditional integrators 20137138 js that the rota-
tion matrix representation allows normalisation calculations to be avoided. This is necessary
to preserve the time-reversibility property. Also, the DLM integrator is symplectic, whereas
the traditional alternatives are not. The practical advantage of time-reversible symplectic
integrators is that they prove extremely stable. In Appendix A we show examples where
the DLM scheme permits integration steps to be used that are ten times larger than those

possible with traditional methods.

3.6 Periodic boundary conditions

Owing to limitation of computer resources, simulations are typically performed on systems
containing relatively small numbers of particles. In a typical MD simulation comprising
1000 particles, roughly half of them are in contact with the outer boundaries. Even for 10°
atoms, the surface atoms amount to 6% of the total. Assuming, as it is often the case,
that we are interested in the bulk properties of the system (and not in boundary effects),
the presence of a boundary surface will introduce severe simulation artefacts. This problem
can be solved by surrounding the cell with replicas of itself, thus effectively eliminating any
physical boundary. This is shown in Figure 3.2. Whenever a molecule leaves the central cell
passing through a particular face of the central simulation region, a “replacement” particle
will enter the central cell through the opposite face. Only the coordinates in the central
box need to be recorded; in the course of a simulation, when a particle leaves the central
simulation box, its coordinates are updated with the values of the corresponding incoming

image.
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3.6.1 Minimum image convention

Periodic boundaries solve the problem of surface effects but introduce a “computational
paradox”: all the infinite images of any given particle should now be considered in the
interaction calculations. To avoid this (impossible) task, the minimum image convention
is normally adopted: each atom of the main simulation cell interacts only with the nearest

image of any other particle.

3.7 Truncation of nonbonded interactions

Even with the implementation of the minimum image convention, the evaluation of all non-
bonded interactions is still a computationally expensive job; also, such an “all-pair” approach
is often unnecessary to achieve the typical degree of accuracy required. A further approx-
imation is therefore made to increase the computational efficiency of simulation programs.
Nonbonded interaction models are normally short-range: the potential energy between a pair
of particles rapidly decays with increasing interparticle distance, becoming almost negligible
after some cutoff distance r.. To maximise computational efficiency, the potential is thus
normally ignored (truncated) after r.. For consistency with the minimum image convention,
the cutoff radius r, must be smaller than half the length of the shortest edge of the simulation
region.

A problem arising from truncating the interactions is the introduction of a discontinuity
in the potentialland its derivative (force), affecting both the energy of the system and the
motion of the particles. This problem can be tackled by changing the form of the potential
function slightly, adding a constant and a linear term so that both the potential and its

derivative go smoothly to zero at the cutoff distance r,:120:1%4

dU(r)

—lr=r 3.21
e (3.21)

USE(r) =U(r) = U(re) — (r — 1¢)
where USF(r) is the.“new” model, called shifted-force potential, and U(r) is the original
potential. This removes problems in energy conservation and any numerical instability in
the equations of motion.'?® A possible issue with this treatment is that the potential is
modified across the entire interaction range (even if only slightly); properties sensitive to
the specific form of the potential might be affected. Alternative methods involve using so-
called switching functions, applied in the proximity of r. to remove the discontinuity without
changing the overall potential form.?4 In this case the potential is “switched off” smoothly
across a (small) distance between a switching distance rs and the cutoff distance r. (where

for instance rs = 0.97,).

25




3.8 Thermodynamic measurements

Basic thermodynamic properties can be easily calculated from an MD s.imulation; measure-

ments are averaged over time, typically after an initial equilibration stage.’

3.8.1 Potential energy

The total potential energy of a system is measured through the evaluation of a double-loop

U= u(ry) : | | (3.22)

i g>i

over all pair interactions:

where ¢ and j identify the interacting particles, u(r;;) their potential energy and r;; = |r; —r;]

their separation distance.
Y

3.8.2 Kinetic energy and temperature

The instantaneous kinetic energy X for a system of N point-mass particles is:

1 N
= EZ m;|v;|?) }(3.23)

~ with m; and v; the mass and velocity of the i-th particle. The instantaneous kinetic energy

K for a system of N symmetric rigid bodies (such as Gay-Berne sites) is:

N

K= %Z (mylvi|? + L]w?)?) ' ‘(3.24)

i=1

with I; and w? the principal moments of inertia tensor and the body-frame angular velocity
of the i-th particle. For general (non-symmetric) rigid bodies, the kinetic energy can be

measured as:

N N
K= %Z (mi,vi|2 + I-Ti(wzi)z + Iyi(wf,’f + 1, (wi’i 2) ; Z (mzlvzfz + 'hbl /I) (3.25)
i=1 ) _ i=1

with I;, w? and h® being the inertia moment, the angular velocity and the angular momenta
of the ¢-th particle in the body-frame, respectively.

‘The equipartition theorem states that each degree of freedom (DOF) contributes an
average of kgT'/2 to the kinetic energy, where kg is the Boltzmann constant and T the

temperature. In general, the instantaneous temperature 7 is therefore given by:

2K
= 2
d kg - DOF's ' (3.26)
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with DOF's the total number of degrees of freedom in the system:
DOFs=3N + 2NSRB + 3NNSRB — Nc . (327)

N being the total number of sites, Nsgg the number of symmetric rigid bodies (two non-zero
moments of inertia), Nysgp the number of general, non-symmetric rigid bodies (three non-
zero moments of inertia) and N the total number of constraints on the system (the centre

of mass is typically constrained, so N¢ is normally at least 3).

Mixtures Considering n.S species (1,2,...,4,...,nS) each characterised by N; sites each
carrying f; degrees of freedom, the kinetic energy is: ' '

’“BTZ(fLM No) 6

hence the instantaneous temperature is:

T = 2K (3.29) -

Zz—-l(fz N NC)

In particular then, considering a mixture of Npy point-masses (3 degrees of freedom each)

and Nggrp symmetric rigid bodies (5 degrees of freedom each), the total kinetic energy K is:

ksT
K = —1;—(3 - Npm + 5 - Nsrs — NG) (3.30)

Hence the instantaneous temperature is:

2K
T = 3.31
kg(3- Npm + 5 - Nsrp — Nc) ' (3:31)

In the general case where the system also comprises Nygrp non-symmetric rigid bodies, the

temperature becomes:

2K
T = : 3.32
kB(3- Npym + 5 - Nspp + 6 - Nysre — Ne) (3:32)

3.8.3 Pressure

The pressure P can be defiried in terms of the virial expression:

PV = NkgT + (W) | ‘ (3.33)
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with V the volume, N the number of sites, kg the Boltzmann constant, T' the temperature

and W the ’internal virial’. For pair-potentials, W is expressed as:

W = % Z Zrij . fij (334)

i g>i

s

N
_ so we finally obtain the definition of an instantaneous pressure P:

v 1 _ » ’

i j>i

with p the system’é density.

Pressure tensor

The macroscopic pressure tensor of a system can be written as:

P= Zmivi Qv;/V-W v (3.36)

where >, m;v; ® v;/2 is the kinetic energy density tensor and W = ZKJ. f,; ®r;;/V is the
system’s configurational stress tensor. The off-diagonal elements of P vanish in equilibrium,
and for an isotropic system the diagonal elements are expected to be equal. For an anisotropic
system such as a lipid bilayer, the diagonal elements need not be equal, leading to a finite
surface tension. In particular, assuming the surface to be parallel to the zy plane, and hence

normal to the z axis, the surface tension < is related to the pressure tensor by: -

¥ = L. X [Pos — (Pao + Py)/2] ' (3.37)

where L, denotes the length of the simulation region normal to the surface, P,, is the
component of the pressure tensor normal to the surface and P,., P,, are the tangential

components.

3.9 Statistical analysis

The measurement process in MD must undergo rigorous statistical analysis to quantify the
errors due to random fluctuations of the properties investigated, and hence to establish the
significance of the results. 29124 Besides, statistical parameters (such' as the variance) are
sometimes needed to calculate intere‘sting properties. From a series of M measurements of

a fluctuating property A in a system at equilibrium, the mean value is:

(A) = —];14— > A, - (3.38)
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and if each measurement A, is independent, with variance
2 2 ’
o*(A) = - Z (A))? = (A) = (4)? (3.39)
then the variance of the mean (A) is:

P(A) = 570%(A) (3.40)

and the estimated error in the mean is simply o((A)). In MD simulation, the variance is un-
derestimated because successive measurements-are not independent, but (highly) correlated.
Luckily, the simple method of block averaging can be used to tackle this issue. In particular,
assuming the A, to be correlated, if averages are evaluated over blocks of successive values,
then as the block length increases the block averages will be decreasingly correlated; even-
tually, once the block length exceeds the (unknown) longest correlation time present in the

data, the block averages will be independent from a statistical point of view.

Standard deviation The standard or Root- Mean—Squared (RMSD) deVIatlon o(.A) is

simply the square root of the variance:

1 & 1 & ’ |
o(A) = MZAg— (-MZAﬂ) (3.41)

In general the standard deviation gives an indication of the spread of data: in most dis-
tributions, the bulk of the distribution lies wi1\;hin two standard deviations from the mean,
i.e., within the interval [{(A) — 20(A), {A) + 20(.A)]. The RMSD can also be employed to
calculate physical properties, such as the specific heat or éompressibility moduli.

3.10 Summary

"Molecular dynamics is a powerful method to simulate matter at the molecular scale. The

fundamental components of a molecular dynamics model are: -
° 3 position—depéndent potential, to describe the interaction (forces) between parficles;

‘e an 1ntegrator to evolve the system in time according to the forces experienced by each

partlcle

The main data generated by a simulation comprise vthe trajectories of every particle, which

can be used to calculate dynamic and thermodynamic properties of the system.
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Chapter 4

Coarse-grain modelling of lipid

bilayers: literature 4backgrou’nd

Particle-based computer simulation is a powerful tool to study the behaviour of membranes
at molecular resolution. Atomic-level models have been employed for decades now, and
have given an understanding of many membrane phenomena'. However, these studies are
computationally very expensive, for an enormous amount of calculation has to be performed
to model the interactions between all atoms in the system. This problem can be tackled by
adopting simplified, coarse-grain descriptions, in which the number of interacting particles |
is significantly reduced. In this review, we summarise and discuss the most representative
work reported in the literature concerning coarse-grain computer models of lipid bilayers.
Every model is analysed in terms of the force-field employed, parameterisation procedure,
and predictive power in relation to the corresponding experimental observables. We also
highlight general advantages and drawbacks of the coarse-grain approach with respect to -
the traditional atomic-level methodology. The material presented in this chapter has been
recently published elsewhere.3® Other reviews of the coarse-grain field are also available in

the literature.140-145

4.1 Introduction

Lipid bilayers are extremely complex systems, characterised by highly heterogeneous struc-
ture and dyhamics; membrane-related phenomena take place on a wide range of spatial and
temporal scales. Considering the hugely differing nature of the structures, interactions and
phenomena present in lipid bilayers, it is clear that the development of realistic membrane
models is a challenging task. The scope of this review is limited to the nanosecond to mi-
crosecond temporal scale, and to the nanometre spatial scale, as this is the realm of the
models that we will consider. The nature of the modelling methodology further limits the
treatment to non-specific membrane phenomena, in the sense that biochemical reactions wﬂl
not be involved. ‘It is importan‘g to note that these restrictions do not compromise in any

way the possibility of obtaining a general understanding of bilayers: experiments have in-
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deed shown that the most fundamental membrane properties depend exclusively on basic
physical principles governing lipid structure and dynamics at the molecular level. * In particu-
lar, we will describe the two main particle-based approaches to the simulation of membranes
by molecular dynamics. First, in Section 4.2, we suminarise the basics of the traditional
methodology, which involves an atomistically-detailed description of the system. Second, in
Section 4.3, we describe the recently developed coarse-grain approach, which is based on a
simplified representation: this is the ‘main focus of this review, and therefore a number of
representative coarse-grain models that have appeared in the literature will be described in

some detail.

4.2 Atomic-level modelling

The traditional methodology employed to simulate lipid bilayers is based on an atomic-level
(AL) representation: every atom of the system is explicitly represented as a point-mass. The
inter-atomic interactions are described by molecular mechanics force-fields:1*' non-bonded
interactions are modelled using Lennard-Jones and Coulomb potentials, whereas bonded
terms are considered via harmonic, angle and dihedral potentials. '

Over the past two decades, several AL models of lipid bilayers have been developed and
validated on experimental structural and dynamic data.?"146-1%2 More recently, AL mem-
brane simulations have been used to study important biological phenomena, such as un-

29,31,32,34,154 36-38,155,156 (.} olesterol func-

dulations, 5% self-diffusion, electrostatic interactions,
tion,4b1%7 the permeation of small molecules,‘°’5;158 the lateral pressure distribution3°% and
the appearance of transient ordered domains.!®® Despite their popularity, AL membrane
models are affected by a limiting -efﬁcienéy issue: obtaining data comparable to the exper-
imental measurements is hugely time-consuming, due to the computational cost inherent
in the simulation of every atom in the system. This drawback of the AL approach makes
difficult the study of (relatively) large-scale phenomena, such as membrane fusion or lipid
rafts. Furthermore, there are efficiency issues associated even with the standard (relatively
small) membrane sizes. For instance, it has become clear that several tens of nanoseconds
are required for some crucial parameters (such as the lipid area) to converge;*®® even with
parallel computing, several weeks of computationvmay be needed just to equilibrate the AL
system. Also, the measurement of some properties such as elastic moduli or the lateral
pressur.es, typically require extended simulation times to obtain accurate and precise data.
Another issue is related to the prohibitive cost of simulating the fundamental phenomenon of
the self-assembly of lipids into a bilayer from a random solution. With the single exception
of Marrink et al.,?® all AL studies reported in the literature to date have been conducted on
pre-assembled bilayers: these systems are therefore not guaranteed to be thermodynamically'
stable. A more general problem concerns the force-field reliability: AL lipid force-fields are
still far from accurate, in terms of being able to quantitdtive'ly reproduce expérimental data.

For example, Benz et al.1®* conducted a thorough testing on the popular CHARMM and
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GROMACS force-fields via constant-pressure simulation, and concluded that neither param-
eter set can capture within experimental error the experimentally determined structure of a -
DOPC bilayer in the fluid state. Furthermore, de Vries et al.1%? showed through constant-

' volume simulation of a standard hydrated DPPC bilayer that the GROMOS parameter set

yields a total pressure of about —140bar (the proper equilibrium value being 1bar). A re-
finement of the current lipid force-fields could in principle be performed by trial-and-error
adjustments of the parameters, although in practice the computational cost associated with

this procedure may be too high.

4.3 Coarse-grain modelling

A possible solution to the AL efficiency problem involves the use of simpler, coarse-grain
(CG) models. The general CG strategy involves grouping together selected clusters of atoms
into single super-sites, to reduce the number of interactions calculated, and hence also the
computational cost. A typical lipid molecule, which in reality comprises more than one
hundred atdms, is thus typically reduced to a collection of only a dozen CG sites. The
representation of water also undergoes a simplification proceés, that typiéally results in the
replacement of groups of three/four water molecules by single CG units. To further improve
efficiency, electrostatic interactions are highly simplified or completely absent.

In the following sections, we review the most representative coarse-grain models for bi-
ological membranes that have been reported in the liferature, in chronological order. We
focus on specific CG models, i.e., those modéls that retain a connection with specific chemical
systems: such methods allow a direct comparison with the experimental results for the corre-
sponding bilayer systems. However, a section is also devoted to a brief summary of “coarser”,
idealised models: in this case, there is no effort to reproduce any particular real system, the

objective instead being to capture general membrane phenomena (see Section 4.3.5).

4.3.1 .Smit and Groot models

In the early Nineties, Smit et al.!6%1%4 developed a seminal CG model for systems éompris—
ing oil, water and surfactant particles: simulations showed for the first time the spontaneous
formation of micelles. Some years later, Groot and Warren!® discussed the use of the dissi-
pative particle dynamics (DPD) technique to simulate the dynamics of mesoscopic systems,
and also proposed parameterisation methods. The DPD technique is a coarse-grain scheme
by construction: the forces due to clusters of individual molecules are lumped together to
yield effective friction and a fluctuating force between the interacting sites. In particular,
beads interact pairwise via a combination of three contributions: a conservative-repulsive, a
dissipative, and a random force.'?? On these bases, Venturoli and Smit'% employed DPD to
model single-chain surfactant bilayers, while Groot 67 simulated the spontaneous formation
of surfactant micelles and the formation of polymer-surfactant mixtures.’

In all these early studies however, the parameters had not been related to molecules of
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specific chemistry. This issue was addressed by Groot and Rabone, 1% who developed a model
for phosphatidylethanolamine (PE) membranes; they also included similar models of non-
ionic surfactants. The parameterisation method of Groot and coworkers was subsequently
“used and extended by Smit and coworkers to develop a model of dimyristoylphosphatidyl-
choline (DMPC) lipids in water.® |

Force-field and parameterisation

Smit et al.'®® modelled idealised surfactant molecules as chains of identical Lennard-Jones
sites. Venturoli and Smit!%¢ employed different parameters to construct surfactants as linear
molecules composed of one headgroup (hydrophilic) site and six to ten tail (hydrophobic)
sites. Groot and Rabone!'®® parameterised a DPD force-field to represeht PE lipids. In
particular, triplets of methyl groups were coarse-grained into individual tail beads, whereas
the glycerol-headgroup region was described by three CG sites. Parameters were derived from -
compressibility and solubility data. Triplets of water molecules were collected into individual
DPD solvent beads, the parameters being fitted to give the correct compressibility of water.
Many subsequent DPD studies have employed this model of solvation. 168

A model of DMPC consisting of three hydrophilic head beads and two tails, each consist-
ing of five hydrophobic tail beads was implemented by Kranenburg et al.’® The chain'length
of this model was-varied by Kranenburg and Smit'®® to model the dilaureoylphosphatidyl-
choline (DLPC) and distearoylphosphatidylcholine (DSPC) lipid types.

A common feature of the Smit and Groot CG membrane force-fields is the complete
lack of electrostatic interactions. While Groot'™ has recently extended the DPD method-
ology to incorporate electrostatics in simulations of a cationic polyelectrolyte solutlon no

blomembrane model has been developed to date.

Results

The very simple oil/water/surfactant model of Smit et al.’®¢ was able to (qualitatively)
reproducé experimental observations such as micelle formation, density profiles and order
parameters.

Venturoli and Smit'®® obtained for the first time the self-assembly of (modél) surfactant
bilayers via DPD simulations. Studies on the effect of changes in the chain length and
stiffness of the single-tail surfactants on the properties of the model membranes were carried
out. The lateral stress profile across the model bilayer was also computed: the distribution
is qualitatively reasonable. K |

Groot and Rabone!®® made the first attempt to simulate a realistic biomembrane with
DPD using a molecular-specific parameterisation: the resulting CG membrane structure
matched that of corresponding AL simulations, and the essential experimental thermody-
namics was reproduced. They also included non-ionic surfactants to investigate morphology

changes and bilayer rupture processes.
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Smit and coworkers worked on further tuning of Groot’s parameter set. Kranenburg et
al.'"! studied the phase behaviour of model»membranés and were able to induce interdigi-
tation; the self-assembly process was alSQ simulated.”™ Kranenburg et al.5%'73 reproduced
the experimental values of area per lipid and the hydrophobic thickness of a DMPC bilayer.
The phase behaviour of bilayers comprising different lipid species was also characterised. 16°

Kranenburg et al.'™ also developed a DPD system composed of a DSPC bilayer incorpo-
rating model alcohol molecules, represented as idealised amphiphiles. The study reproduced '
the experimental phase diagrams, as well as the alcohol-induced interdigitated phase shown
by experiments.?® Smit’s model has also been extended to study the structural changes

resulting from the inclusion of a rod-like object taken as an idealised protein. 17

4.3.2 Kléin model

Klein and coworkers developed a model for simulating hydrated DMPC lip'id bilayers which -
for the first time included an explicit, though incomplete, treatment of electrostatic interac-

tions.*®

Force-field and parameterisation

In the Klein CG model, the 118 atoms of a DMPC lipid are reduced to a 13-site model. The
two choline and phosphate head-groups were assigned charges of +e and —e, respectively:
these are the only charges present in the force-field, and they interact via a dielectric con-
stant set to ¢, = 78. The potentials employed were systematically parameterised to mimic
structural properties obtained from atomistic simulations (radial distribution functions) and
experimental data (density, surface tension). '

Klein et al. modelled water through spherically symmetric sites each representing a loose
grouping of three water molecules; site-site interactions were described using a Lennard-Jones
~potential, the parameters being chosen to reproduce the correct density. The electrostatic

properties of water were not included in the solvent model. 3

Results

Shelley et al.1® qualitatively reproduced the density profiles of a hydrated liquid-phase
DMPC bilayer; simulations were conducted at constant-volume. Lopez et al. 52 further sim-
ulated Klein’s model and studied the lipid lateral diffusion: the CG diffusion coefficient was
about two orders of magnitude higher than the experimental measurement.

The Klein model has been extended to incorporate the anaesthetic halothane inside the
DMPC bilayer.*"176 A single site was used to represent each halothane molecule. The system
studied was characterised by a 2:1 ratio of the phospholipid to halothane, equivalent to an
atomistic simulation considered for comparison. After several adjusfments of the parameters,
the distribution of the halothane perpendicular to the membrane was brought into qualitative

agreement with that found in the atomistic studies. Pickholz et al.5” observed that increasing
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the anaesthetic concentration resulted in an increase of the lipid area and order parameters
and a decrease in the inter-lamellar spacing.

177 studied the interaction of a synthetic pore—promoting “hydraphile”

" Srinivas and Klein
molecule with the CG phospholipid bilayer; the system was simulated for 5 ns, during which
the initially fully extended trans-membrane hydraphile adjusted its end-to-end distance to
match the bilayer thickness.

Srinivas et al. ™ employed Klein’s CG model to simulate diblock copolymer self-assembly.
The Klein bilayer was also extended to incorporate a model nanotube. %17 In particular,
the nanotube is modelled as a hydrophobic rod (made of sites identical to the lipid tail sites)
capped at its termini with hydrophilic sites (idéntical to the water sites). Simulations were
carried out in the NPT ensemble for several tens of nanoseconds to study the structure and
dynamics of spontaneous insertion into the CG membrane. ** First the nanotube fuses with a
bilayer leaflet, then penetrates the interior while rbtating to assume a transverse orientation.

Nielsen et al. 8! studied the lipid bilayer perturbations around the trans-membrane nan-
otube,.focusing on the contact angle at the bilayer-nanotube interface and on the orientation
of the lipid molecules in the vicinity of the inclusion. . '

Nielsen et al.’¥ studied the trans-membrane peptide-induced hpld sorting (the phe-
nomenon by which integral proteins attract the lipid type which better matches their hy—
drophobic surface) and the mechanism of L,-to-inverted phase transition. '

The spontaneous insertion of antimicrobial polymers has also been simulated: the average

orientation of the antimicrobial molecules was found to be parallel to the bilayer plane. 182

4.3.3 Marrink model |

Marrink et al. %6 develc;ped a CG model for lipid simulation which has become very popular

due to its high efficiency, flexibility and simplicity.

Force-field and parameterisation

In the/ Marrink model, DPPC~molecules were coafse—grained into 12 sites.%® Water is rep-
resented by Lennard-Jones sites accounting for groups of four water particles. A trial and
error procedure was used to optimise the parameters to reproduce the experimental densities
of pure water and alkane systems around room temperature, the mutual solubility of oil and
water, and the relative diffusion rates. Electrostatic interactions are only present between
lipid ‘headgroups, where they are treated through a Coulombic potential in a manner similar

to the Klein model. A relative dielectric constant €, = 20 is employed for explicit screening. 46

Results .

Marrink’s model showed spontaneous bilayers formation: the final structures were consistent
with corresponding AL results, in terms of density profiles and order parameters. A number

of elastic parameters were computed: results for the area compressibility modulus, bending
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rigidity and line tension were within an order of magnitude of the experimental data.*® The
calculation of the bending rigidity modulus proved particularly demanding: the simulation of
undulatory modes (from which the bending rigidity can be extracted) required the simulation
of a bilayer patch comprising 6400 lipids for 250 ns. The lipid lateral diffusion coefficient was
also computed: it was found to be about four times larger than the experimental data. -

The phase transformation into the gel phase was simulated by Marrink et al.:!8 the
“observed drop in lateral mobility by two orders of magnitude.is consistent with experiments.

The Marrink CG model has been used to simulate a variety of phenomena and extended-
systems, such as vesicle formation'®* and fusion,®® and mixed-lipid systems. '8

By increasing the temperature or reducing the hydration level, Marrink et al. %3 simulated
the complete transition pathway from a multi-lamellar to an inverted hexagonal phase: stalk
intermediates were identified, in agreement with experimental observations. (

Faller and Marrink'®® studied binary mixtures of two phosphatidylcholines of different
chain lengths: the experimental phase behaviour was qualitatively reproduced. Shi and
Voth'®" also employed Marrink’s methodology to simulate a binary mixed system at the
~ liquid-gel phase coexistence condition. '

Dickey and Faller®® studied the interaction of Marrink’s bilayer with an alcohol. The
-Marrink model has also been extended to contain CG representations of polyamidomine
dendrimers?®® and membrane proteins. 59190191

Adhangale and Gaver!? employed the Marrink model to study a DPPC monolayer at
the air/water interface. ’ _ . o

May et al.'® adopted Marrink’s CG approach to model phosphatidylinositol-4-phosphate
(PI4P) lipid: the elastic properties of mixed DPPC/PI4P bilayers were investigated.

The Marrink model has been recently revised and applied to the study of the lateral
pressure profile in a DPPC bilayer and to the simulation of a DPPC/cholesterol system.'%*
However, the reported CG pressure profile'** displays magnitudes that are markedly different

. from the other published AL results343% for DPPC bilayers.

4.3.4 Voth model

Izvekov and Voth®! developed a CG model for hydrated DMPC bilayers using a multi-scale
approach in which explicit atomistic forces are propagated in scale to the coarse-grained
A

level.

Force-field and parémetérisation

The. Voth model relies on a force-field which is obtained from a corresponding AL simu-
lation via a so-called “force-matching” procedure. In particular, the force-matching yields
potentials of mean force (PMFs) that are fitted using a spline interpolation of the AL forces,.
where atoms are grouped according to the chosen CG subdivision. This method is unique in
the CG field, as it is not dependent on the matching of selected thermodynamic data, but

it makes use of the calculated atomic forces from-an underlying AL model.
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Izvekov and Voth5! coarse-grained each DMPC lipid to a 13-site model, in a way similar to
the Klein and Marrink models. Water molecules are represented explicitly through individual

CG sites. Electrostatic interactions are not present in this CG force-field.

Results

A pre-assembled membrane bilayer comprising 64 DMPC molecules solvated by 1312 water
sites was simulated in the NVT ensemble. Radial distribution functions and density profiles
of the underlying AL model were reproduced. 5! ‘ )

The “force-matching” procedure has subsequently been applied to the study of a DMPC-

cholesterol mixture simulated at constant temperature and pressure.?® CG order parameters

were consistent with the underlying AL data. CG diffusion coeflicients turned out to be
about four times higher than the corresponding experimental measurements.

Shi et al.®! constructed a mixed AL-CG model of a membrane-protein system: in par-
ticular, an AL model of the gramicidin A ion channel was embedded in hydrated CG lipid
bilayer. The system was simulated at constant temperature and volume for 10 ns; the radial
distribution functions of the AL simulation employed in the “force-matching” parameterisa-

tion were reproduced.

4.3.5 Idealised membrane models

This section briefly presents CG models that are more phenomenological and simplistic
then the ones previously summarised: bilayers are composed of amphiphiles withi no spe-
cific chemical identity. These models are sometimes called “bead-and-spring” models, as
the interactions represented often reduce to Lennard-Jones and harmonic potentials only.
Electrostatic interactions are indeed typically not included. In some cases, even the solvent

is sacrificed (see following paragraph “Implicit-solvent models”).

Lipowsky model

In the late Nineties, Lipowsky and coworkers deVeloped a simple, idealised CG bilayer model

that proved capable of qualitatively capturing a number of fundamental membrane character-

istics. 1% In particular, solvated aggregates of surfactant molecules were obtained employing

- only two types of Lennard-Jones sites: hydrophilic sites, used to describe both solvent and

surfactant head-group particles, and hydrophobic sites, employed to model surfactant tail
segments. Simulations of the model allowed bilayer self—aggrégation, diffusion, interfacial
tension and area compressibility to be studied. The trans-bilayer lateral pressure profile
was also calculated: the distribution is qualitatively reasonable, apart from the unphysical
negative pressure peak at the bilayer mid-plane. The Lipowsky model was further investi-
gated in terms of undulations: in particular, from the spectral analysis of the bilayer shape
fluctuations, Goetz et al.'®® were able to extract a value for the bending rigidity modulus.

Imparato et al.'%” extended the model to simulate a mixture of two different types of

\
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molecules: lateral diffusion was measured, and the activation barrier of flip-flop processes was
estimated. Imparato et al. 1% investigated further the two-component membrane to study
shape fluctuations and elastic properties. The Lipowsky model was employed by den Otter
et al.1® to study the bilayer thermally-induced undulations and to ultimately extract the
bending rigidity using different methods: undulatory modes either arose naturally during
equilibrium simulations, or were impdsed through a number of non-equilibrium methods.
The results of this work have proved consistent with the bending free energy prediction from
the Helfrich theory.”"%"%% Boek et al.2%0 performed additional simulations on Lipowsky’s
model to analyse structure factors: they propose refining the intermolecular potential pa-

rameters to yield fluctuation spectra that coincide with the atomistic results.

Other bead-and-spring models

Loison et al.2! proposed a model where amphiphiles are represented by linear tetramers,
each composed of two solvophobic (tail) and two solvophilic (head) beads. A self-assembled
bulk lamellar phase was investigated from a mechanical perspective. Pores, fluctuations-and
defects of the lamellar stack were also analysed.202:203

Stevens?®* developed a CG model where each lipid is composed of eleven beads, four
in each aliphatic tail and three for the headgroup; the solvent is represented by particles
equivalent to the headgroup sites. Stevens’ model system spontaneously self-assembled into
a lamellar bilayer; measurements of lipid lateral diffusion and material elastic parameters
yielded qualitatively reasonable values.2%4 Fusion simulations have also been performed: at
the contact edge between liposomes, lipids were observed to splay their tails into the opposing
leaflets, thus progressively producing a new hydrophobic core (a.“stalk”) that eventually
opened to complete the fusion process. 2

Lenz and Schmid?® presented a simple CG bead-spring model with the aim of reproduc-
ing the main (gel-liquid) phase transition of biomembranes. Lipids are modelled as single-tail
amphiphiles, each composed of six tail beads and one slightly larger head bead. Molecules
are defined via bond and bond-angle harmonic potential; non-bonded interactions are taken
into account via Lennard-Jones potentials. Solvent was represented by explicit “phantom”
“solvent beads: they behave exactly like head beads, except that they do not interact with
each other. The model proved well suited for simulating lipid bilayers in the regime of the

liquid-gel transition.

Implicit-solvent models

In this section we briefly consider a number of CG membrane models that have been designed

to work without the presence of explicit solvent (for a thorough review, see Brannigan et

al. 142), ' ‘
Although water is generally regarded as an essential component of bilayer systems, in

specific cases it may not play a fundamental role while still representing a computational ,
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bottle-neck. Hence, solvent-free models might be useful to gain insight into selected mem-
brane phenomena at a very low computational cost.

Whitehead et al.2?” developed a CG model for the bilayer hydrocarbon region only, based
on the Gay-Berne model of liquid crystals:12° in the absence of water and headgroup, the
lipid packing was maintained through the use of a restraint potential. The experimental
phase behaviour of typical phospholipid bilayers was reproduced.

Noguchi and Takasu?® represented: lipids as rigid trimers consisting of one hydrophilic
and two hydrophobic units interacting through multi-body potentials. This model has been
used to simulate the self-assembly2%® and fusion?® of vesicles, adhesion of nanoparticles to
vesicles?!® and pulled vesicles.?'! v

Lyubartsev4” developed a 10-site lipid model parameterised exclusively from correspond-
ing AL structural data processed through the inverse Monte Carlo method.?!? Several simu-
lations of the CG model obtained were performed, both within Monte Carlo and molecular
dynamics simulations, such as a periodic sample of lipid molecules ordered in a bilayer, a
free sheet of such a bilayer without periodic boundary conditions, formation of vesicle from
a plain membrane and self-assembly of lipids.4”

Brannigan and Brown?!'? developed a model of bilayers where entire lipids are represented
by single soft spherocylinder. Through the combination of three simple pair potentials, a
rich assortment of self-assembled phases was recovered, including micelles, fluid bilayers and
gel-like bilayers. Brannigan et al.?!4 extended the model to allow for variations in lipid length
and simulations under constant surface tension conditions. .

Brannigan et al.?*® developed a new model with flexible lipids that was employed to
extract compressibility and bending moduli, and the lateral pressure profile. The pressure
,distribution is qualitatively reasonable apart from an unrealistic pronounced pressure trough
located at the centre of the bilayer; interestingly, the curve is very similar to the result from
the explicit-solvent model by Goetz and Lipowsky. 1% ’

The model by Brannigan et al.”’® was extended to incorporate multiple lipid species: in
particular, the elasticity of idealised heterogeneous bilayers has been analysed. 2

Cooke, Kremer and Deserno?!” developed a model where each lipid comprises three con-
nected beads; bilayer assembly is triggered by effective tail attractions. The model reproduces
key elastic properties,?!® and it has been recently appli\ed to study how curvature-mediated

interactions can lead to aggregation and vesiculation of idealised membrane proteins. 2%




4.4 Summary and conclusion

The traditional methodology for sirnulating biomembranes involves an atomic-level descrip-
tion of lipids and hydrating water. This approach has yielded fairly precise and accurate
predictions of a number of experimental data. However, the associated large computational

cost results in two major issues:

e collective, large-scale phenomena such as membrane fusion or micro-domain formation

(lipid rafts) are typically intractable;

e the reliability of the calculation of some important properties, such as the lipid area

or the lateral pressure profile, is often undermined by insufficient sampling.
Coarse-grain modelling techniques have shown a number of aanntages over atomistic models:

.. orders of magnitude more efficient, resulting in the possibility to study phenomena

characterlsed by much larger temporal and spatial scales;
e enhanced sampling, resulting in statistically-reliable measurements;

e bilayers are usually self-assembled, and hence the simulated systems are more likely
to be at thermodynamic equilibrium than atomic-level bilayer systems (which are nor-

mally preassembled).
On the other hand, CG models are also affected by issues:
e limited force-field t‘ransferability;
) exeerimental data are typically captured at a qualitative level enly;

e the over-simplification or complete lack of electrostatics precludes the proper repre-
sentation of the membrane potential, which has indeed never been computed for CG

models;

e hydration is achieved through physically—duestionable water models, which do not in-

. clude any explicit electrostatic feature;

e no model published to date has proved able to reasonably quarltify the trans-bilayer
lateral pressure profile, which is crucial for the accurate modelling of many membrane

processes.

There is a clear need, therefore, for CG models to be developed that incorporate electro-
static interactions more accurately. Such models will likely increase the range of membrane
phenomena that may be accurately studied using the CG approach. Considering that the
CG field is still in its infancy, the prehmmary results obtained so far-are encouraging. In the
future we foresee that coarse-grain models will play an mcreasmgly important role in the

understandmg of lipid membranes.
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Chapter 5

quuantitativé coarse-grain model for

lipid bilayers

This chapter describes the developmentvof our new simplified particle—baéed computer model
for hydrated phosphdlipid bilayers and its application to the quantitative prediction of the
major physical features of fluid-phase biomembranes. Our method is based on the fun-
damental simplification idea present in all coarse-grain models previously developed: the
representation of hydrated lipid systems is simplified by substantially reducing the number
of interacting particles. However, we have introduced a number of advantageous features
compared with the existing methods. First, electrostatics are explicitly. incorporated. Sec-
ond, water is realistically described, on an individual level. Third, hydrocarbon tails are
accurately modelled using the anisotropic Gay-Berne potential. These characteristics pro-
vide for a physically realistic model capable of quantitative prediction; they also allow the
multiscale mixing with standard atomic-level models to be straightforwardly 1mplemented

Most of the material presented here has been recently published. 220

5.1 Construction and parameterisation

-

5.1.1" Llpld model

We have designed a CG model for d1myr1stoylphosphatldylchohne (DMPC): Figure 5.1 shows
both the AL structure and our simplified CG representation. Each lipid molecule, in real-
ity comprising more than one hundred atoms, has been reduced to ten macrounits. The
lipid headgroup is coarse-grained into two Lennard-Jones spherical units, accounting for the
choline and phosphate moieties, respectively. Headgroup electrostatics are represented by a
positive point-charge embedded in the choline group and a negative one in the phosphate
group. The glycerol and hydrocarbon regions are modelled by soft uniaxial ellipsoids through
the Gay-Berne potential.’?® The Gay-Berne potential can be seen as an extension of the
(isotropic) Lennard-Jones potential, where extra terms are included to allow the modelling

of non-spherical (anisotropic) particles. In: particular, the glycerol-ester region is described
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Choline

Phosphate
Glycerol

Hydrocarbon
tails

118 atoms ——» 10 coarse-grain sites

Figure 5.1: Lipid coarse-graining strategy. The left molecule is an all-atom representation
of a DMPC lipid. The corresponding CG model is depicted on the right. CG electrostatics
are highlighted: they comprise positive ( “+” sign) and negative ( “-” sign) point-charges,
and point-dipoles (arrows). Harmonic springs, representing CG covalent bonding, are also
shown (dotted lines).

by two Gay-Berne ellipsoidal units, each embedded with a point-dipole to account for the
dipolar charge distribution in this region. Hydrocarbon tails are modelled by chains of three
neutral Gay-Berne ellipsoids, each representing a segment of four consecutive methyl groups.
The shape of the Gay-Berne ellipsoids can be tuned to capture accurately the underlying real
elongated structure of the tail segments considered. The Gay-Berne representation of lipid
tails has already been used to simulate an idealised bilayer, without headgroups and solva-
tion: despite the simplicity of that model, order parameters and diffusion coefficients proved
consistent with experiment.?’” Mixed Lennard-Jones/Gay-Berne interactions (between head-
group and tail sites) are consistently treated using the generalised Gay-Berne potential. %!
Intra-lipid bonds are modelled by the Hooke (harmonic) potential, as is standard practice.

No angle or torsional potentials are present.

5.1.2 The Gay-Berne potential

The Gay-Berne potential '*° is a sort of generalised, anisotropic version of the simple Lennard-
Jones potential. In fact, the Gay-Berne pair potential has the same distance dependence as
the Lennard-Jones potential, but with a contact distance and a well depth which depend on
the particles’ mutual orientation. Considering two particles with principal axes identified by
the unit vectors @; and 0;, and r = 7T the vector joining the centres of mass (Figure 5.2),

the Gay-Berne potential U can be written as:

12 6
AN I 0GB 0GB
U(a;, a;,r) = 4e(a;, 0, 1 — — e
( g ) «l . )I:(T—G(ui.Uj,r)+UGB) <r—a(ui,uj.r)+aGB>]
(5.1)
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Figure 5.2: Pair of Gay-Berne particles.

e S X t

Figure 5.3: Representative configurations of a pair of Gay-Berne particles. From left to right:
end-to-end e, side-by-side s, cross x and tee t.

In explaining the various terms of Equation 5.1, we will sometimes refer to the representative

pair configurations depicted in Figure 5.3. The range parameter o(1;, a;, 1) is:

o=

e X [(f 0,8 (0-F -, 82
L - Mg , 5.2
o(a;,a;,T) UCB{ 2[ 1+ X0 + I=xl; 10 (5:2)

where ogp 1s the contact distance when the molecules are in either the side-by-side or the

cross configuration. The shape anisotropy is controlled by the parameter x, which is defined

as: ‘
B (0ee/oaB)? — 1 B e =1

& 2, , 5.3
(0ee/ocB)?+1 KZ2+1 Lo

with o, representing the contact separation distance for the end-to-end configuration, and
k = 0¢e/0Ga. The parameter k represents the length-to-breadth ratio of the particles (values
of k > 1 are appropriate for prolate, that is, rod-like, molecules and values xk < 1 correspond
to oblate, that is, disk-like, molecules). The well depth energy anisotropy function e(1;, u;, 1),
is:

€(t;, 0, 1) = egpe] (4, 0;)ey (y, 05, T) (5.4)
with egp the depth of the attractive well (potential minimum) when the particles are arranged
in the cross configuration. The exponents p and v are adjustable parameters. The remaining
functions are:

er(@;, 1) = [1 - x*(1; - 0;)°] 712, (5.5)

nd:
and 5

A 'y - £+ 1@, - )2 a,-r—u,-r
sl At (u +AJA) 3.4 AJA)
2 l+x’u.i~uj l—X'ui~uJ-
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The parameter X’ controls the energy anisotropy, and can be written as:

|

-1
+1 RV

X = (€ss/€ee)

(€5 /€ee)

where €, is the potential minimum for a pair of particles placed side-by-side, €., is the

67y

Tl w=

potential minimum for particles placed end-to-end, and ' = €55/ €ce is simply the ratio of
the two characteristic well depths. Overall, the Gay-Berne potential is usually characterised

- by the four parameters «, k/, u and v.

Generalised Lennard-Jones /Gay-Berne interaction

If one of the two interacting particles is spherical, that is, a Lennard-Jones site, whereas the
other one is a Gay-Berne site, we need a special set of equations to model the interaction. 221
First, we define op; as the diameter of the spherical particle, and ogp as the breadth of
the ellipsoidal particle. We then define the mixed range constant ogpry using the standard
mixing rule as:

oLy = (oLy +06B)/2

The shape anisotropy constant xgprLs can be defined as:

_ o&e(r’ 1) o | (5.8)

The range parameter for this mixed Lennard-Jones /Gay-Berne interaction can now be writ- -
ten as:222 ' K

o(f, 0;) = oapri[l — XepLa(fy - 0;)% 72, - (5.9)
with £;; a unit vector parallel to the distance between the mass centres of the two sites and
0; the unit vector defining the orientation of the Gay-Berne site.

The energy function is expressed as:
e(F, 4;) = ecpLa[l — XGera(E - 4;)°)" (5.10)

where egpry represents the potential minimum for the side-by-side arrangement, which in
this case of sphere-ellipsoid pair is also equivalent to the cross arrangement.**' We set the

value of eggr;. by using the standard mixing rule:

€GBLJ] = V€GB X €L]

being egp and e1; the potential minima of the two interacting sites. The energy anisotropy

constant is defined as:??!
GBLIJ

| 1\ |
XgBLy = 1 — ( 7 ) (5.11)
KeLs/ -~ - .
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Figure 5.4: Equipotential lines of the Lennard-Jones/Gay-Berne potential with different
values of the ratio K',GBLJ — EGBLJ/GE: (a) EGBLJ/EE = 5, (b) €GBLJ/6E = 1/5, (C) EGBLJ/GE =
1. From Antypov and Cleaver.??3

with Kgpry = €gBLi/€g, the parameter eg representing the potential minimum of the end-
to-end arrangement. The parameter sgy;; can be set to control the interaction anisotropy.

In particular, as it is exemplified in Figure 5.4, three possibilities exist:

e for ki ; > 1, the side-by-side arrangement is favoured, that is, the spherical site

favours the sides of the ellipsoidal site (Figure 5.4 a);

o for kg < 1, the end-to-end arrangement is favoured, that is, the spherical site

favours the ends of the ellipsoidal site (Figure 5.4 b);
e for kg ; = 1, no preferential mutual orientation is favoured (Figure 5.4 c).

The well-depth anisotropy function can now be written as:
e(1i;, #;) = eaprall — Xgpra(Fs; - ;)% (5.12)

Explicit formulae of derived forces and torques for both the original Gay-Berne model and

its generalised version are reported in the literature.?**
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Figure 5.5: Schematic of the SSD model. The coordinate system is centred on the oxygen
atom; the origin is in fact the centre of a soft LJ sphere, a point dipole (red arrow), and a
tetrahedral octopolar sticky potential (dotted yellow patches).

5.1.3 Water model

Water molecules are represented by the soft sticky dipole (SSD) model.??> The SSD water is
a single-site model: the three atoms of individual water molecules are coarse-grained into a
single interaction centre, which comprises a Lennard-Jones core providing excluded-volume, a
point-dipole to account for electrostatics, and a tetrahedral “sticky” term to model hydrogen
bonding (Figure 5.5). The total interaction energy between two SSD water molecules i and
JRis!

Vij = VE (ryg) + ViP(ry, Qu, Q) + VP (riy, Qu, Q) (5.13)
where 7;; is the distance and r;; the separation vector between the molecular centres, and
€2;, Q; define the orientation of the two water molecules. The first term in Equation 5.13 is

a standard Lennard-Jones term:

oo |(5)- ()]

with oy, the contact distance and ¢, the energy well depth. The second term is the dipole-
dipole potential:
1

d
Vi (rij, i, Q) = T [

1 (5.15)
rf’j 715J

Bi Ky 3(#; - 1ij) (1, 'rij)}

where p; and p; are the dipole moment vectors of molecules i and j and €y is the electric
permittivity of vacuum. The third term in Equation 5.13 is the tetrahedral sticky potential:

Vij (tij, i, Q) = vo [s(rig)w(ry, i, Q) + 8'(rij)w'(8;5)] /2 (5.16)
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-where vg determines the strength of the sticky potential. The function w is the proper

attractive (sticky) potential with tetrahedral geometry:
w(rij, Qi, QJ) = sin Hij sin 291‘3‘ COS 290ij + sin 9]'1 sin 20]‘1‘ cOoSs 2903'1' - (517)

in which (6;;, ;) is the set of spherical polar angles of the position of molecule j in the
" frame fixed on molecule i and with an orientation such that the z axis is parallel to the
dipole moment of molecule i and the z axis is perpendicular to the molecular plane. The

function w can also be expressed as: 226
. 2 : N
w(rig, O, Q) = (2 — i)z + (@5 — ¥5) 2] (5.18)
ij

with z;;,vi;, zi; the x,y, 2z coordinates of the piosition of molecule j in the frame fixed on
molecule ¢, and vice versa for the z;,y;i, z;; coordinates. The term w’(6;;) is an empirical
correction that counters the normal aligned and anti-aligned structures favoured by point

dipoles:

<

w'(6;5) = (cos8;; = 0.6)° (cos fi; + 0.8)° + (cos B;; — 0.6)* (cos 05 + 0.8)> —2u°  (5.19)

Finally, s(r;;) and s'(r;;) are modulating cubic functions that switch off the sticky interaction

beyond the first solvation shell:

1 ~if r<TL

s(ry=9q (ruv—r)?(ru+2r=3r.)/(rv —r)® if  r<r<my
0 if T 2 Ty
1 if T < T
s(r)=1¢ (rov = 7)2(ror +2r = 3rp)/(rpr —rp)®* f rp <r<ry
0 if r = ro
where 7 = |r;;| = |rj]. The SSD forces and torques derived from the interaction potential

are reported in the literature. 22

The SSD model was originally parameterised on the assuniption that long-range electro-
static interactions are considered through Ewald methods.??® However, a different, parameter
set has later been proposed to use with either a reaction field or with a simple cutoff. 2?7 In-
terestingly, at biologiéally relevant temperatures the simulations carried out with the simple
cutoff parameterisation gave a density and a diffusion constant closer to the experimental
values than the ones from the original SSD parameterisation.??” The two different parame-

ters settings are reported in Table 5.1, and Figure 5.6 offers a visual comparison.
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Parameterisation | Liu and Ichiye??® Fennell and Gezelter?*
1 (D) 2.350 2.420
a/A 3.051 3.035
¢/kcal mol ! 0.152 0.152
vo/kcal mol 1 3.738 3.900
rr JA 2.750 2.400
v /A 3.350 3.800
ri /A 2.750 2.750
i A 4.000 3.350
plipaics I8 « 9.000
FoEt - 7.650

Table 5.1: SSD parameterisations. The second and third columns report respectively the
original parameterisation??® and the adjusted model??” to be used with a cutoff scheme for
long-range electrostatics.

SSD/E and SSD/RF

Figure 5.6: Potential isosurfaces of the sticky potential. On the left it is shown the pa-
rameterisation of Liu and Ichiye,??® and on the right that by Fennell and Gezelter.??" Light
areas correspond to the tetrahedral attractive component, and darker areas correspond to
the dipolar repulsive component. Figure from Fennell and Gezelter.?2”

The SSD model is about one order of magnitude computationally cheaper than the tradi-
tional AL multi-site water models, (such as the popular three-site models SPC,*?® SPC/E?*°
and TIP3P?3%); this comes at no surprise, considering that the computational efficiency of
a molecular model is approximately proportional to 1/n?, n being the number of sites in
the molecule (e.g. ngpc = 3, nssp = 1). Yet the SSD model accurately reproduces struc-
tural, thermodynamic, dielectric, dynamic, and temperature-dependent properties of liquid
water 226-227,281
The Lennard-Jones term of the SSD potential interacts with the Gay-Berne lipid terms

(tail and glycerol sites) through the generalised Gay-Berne potential.??!

5.1.4 Treatment of electrostatic interactions

All electrostatic terms in our model interact with each other, through either charge-charge,
charge-dipole or dipole-dipole potentials. 1?6 A relative dielectric constant ¢, = 1 is assumed,
that is, no artificial explicit screening is introduced. Long-range electrostatics are treated

using site-based cutoff schemes: a charged site interacts with all and only the other charged
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sites separated by.a distance less than the cutoff.* In particular, charge-charge and charge-
dipole interactions are implemented using the shifted-force cutoff method.?® We employ the
SSD parameters optimised to treat long-range dipole-dipole interactions with a cubic switch-
ing cutoff scheme: 2?7 for consistency, all dipole-dipole interactions are treated in this manner.
Explicit formulae for the electrostatic potentials employed are reported in Appendix B, along
with the derivation of forces and torques corresponding to the cutoff schemes adopted.

We are aware that using cutoffs to approximate long-range electrostatics might introduce
simulation artifacts. In AL simulation, long-range electrostatic interactions are typically in-
cluded by Ewald techniques, 232 which however are also known to introduce artifacts. 152:233-235
In fact, it has been argued that cutoff schemes can be as good as'®? or better?®® than Ewald
methods. We have chosen the cutoff alternative as:its simplicity and efficiency is consistent

with the overall spirit of simplification of the model.

'5.1.5 Simulation details

To study our model by molecular dynamics, we have specifically developed the software
BRAHMS. The basic structure of BRAHMS has been designed following Rapaport.1?* In-
teractions are computed using a combined cell-subdivision/neighbour-list -algorithm, which
relies on standard periodic-boundary and minimum-image conventions. Dedicated routines
have been implemented for the calculation of energies, forces and torques, the integration of
rigid-body dynamics, the control of pressure and temperature, as well as for the analysis‘of
the trajectory. The translational motion of all particles is described by Newton’s second law.
Lennard-Jones particles (lipid headgroups) are represented as point masses, their position
being defined by the coordinates of the mass centres, as is standard practice. Gay-Berne par-
ticles (lipid tails) are represeﬁted as symmetric rigid bodies, whereas SSD molecules (water)
as general, nonsymmetric figid bodies: the rotational motion is described by Euler’s equa-
tion, the orientations being represented with rotation matrices. To numerically integrate
the equations of motion, we have implemented an advanced symplectic and time-reversible
method, 32 previously described in Section 3.5. Implementation: details of BRAHMS are
reported in Appendix A. ' ‘
The initial membrane configuration was constructed from a set of AL coordinates for
hydrated DMPC.?3¢ Following our CG strategy (Figure 5.1), groups of atoms were mapped
into CG interaction sites as depicted in Figure 5.7. The number of water molecules was

adjusted to 26.6 water/lipid;! this ratio is consistent with that reported in a recent experi-

*This is different from group-based cutoff schemes, often employed to collect together charged sites into
neutral groups. For instance, the interaction between pairs of atomistically-modelled water molecules is
typically treated as group-based, meaning that all or none the atoms of the water molecule pair are taken
into account for the interaction calculation. This is done in general to avoid the risk of creating artificial
charges by cutting the interaction across molecular models comprising a distribution of (partial) charges.
For the SSD model, since water electrostatics in each molecules are represented by single point-dipoles, there
is no such risk.

"This corresponds to a hydration level of ~ 42 wt% water content, indicating a condition of full hydration
(see also Figure 2.5). The hydration level H can be readily computed as H = 100 x weightyater /weightiorar ~
42% , considering a molar weight of 18 amu/water and 648 amu/DMPC.
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Figure 5.7: Coarse-grain mapping from atomistic representation.

mental characterisation of the structure of fully hydrated DMPC lipid bilayers.® We will in
fact parameterise our model to fit the basic structural measurements obtained in that inves-
tigation.® Our final model system comprises 128 DMPC lipids and 3400 water molecules.
Coordinates are defined in a Cartesian frame with the origin in the centre of the simulation
region: the x and y axes lie parallel to the bilayer interfacial plane, the z axis thus being
perpendicular to it. The z axis will be also referred to as (interfacial) “normal”. Molecular
dynamics simulations are carried out with an integration time-step of 20fs. This time-step
is larger than those normally employed in AL simulation (1 — 5 fs), and hence it allows more
efficient sampling. This improvement is determined by the removal of fast degrees of freedom
(such as those, typical in AL models, due to stiff harmonic potentials or light particles) and
the excellent stability properties of the integration algorithm implemented. '3? Pressure and
temperature are maintained at 1 atm and 30°C using the weak-coupling scheme. ?" Lipid and
water temperatures are coupled separately with time constant 70 = 0.2 ps; for rigid-body
sites, translational and rotational degrees of freedom are coupled independently. The pressure
is controlled by semi-isotropic volume scaling: the normal and tangential components of the
pressure tensor are regulated separately. In particular, the pressure along the z-axis, that
is, along the direction normal to the interface, is controlled by rescaling the z-dimension
of the simulation region, whereas the tangential pressure is controlled by rescaling the zy
area, with the constraint that the interface remains a square. The pressure-coupling time
constant is 7p = 0.5 ps, and the isothermal compressibility is 3 = 4.6 x 10~%atm~'. The
cutoff radius for both Lennard-Jones and electrostatic water-water interactions is 0.9 nm. %
All other nonbonded cutoff radii, both for Lennard-Jones and electrostatic interactions, have
been set to 1.2nm. The net mass centre velocity of the entire system is set to zero at every
step.?® To avoid artefacts in the evaluation of lipid diffusion,?! the net lateral translation

of each of the two monolayers is removed at every step.




5.1.6 Sampling enhancement

To estimate the efficiency gain of our simplified CG methodology over traditional AL mod-
elling, we compared the sampling speed of our code BRAHMS with the popular AL software
CHARMM.?® We selected an AL tes‘t—s‘ys‘cem,35 and constructed a corresponding CG con-
figuration: both membranes comprised 72lipids and 2094 water molecules. In particular,
there were 2814 interaction sites in the CG system and 15210 atoms in the AL system. Our
model was simulated with a 20 fé time-step and cutoff treatment of long-range interactions,
whereas the AL simulation was conducted with a 2 fs time-step and PME scheme?3? for eval-
uation of long-range electrostatics. By simulating on the same AMD 1400 MHz processor,
we measured sampling speeds of 324 ps/CPU-hour for BRAHMS and 2.5 ps/ CPU-hour for

'CHARMM, corresponding to a CG speed-up factor of ~ 130. The choice of a 2 fs time-step

in the AL run is typical for AL membrane simulations. 27:3%35-4143-45 We sre aware that the

29,32 and even 5 fs, 28:31

use of constraint and multi-step algorithms can allow time-steps of 4 fs,
hence more than twice larger than that employed in our test. Ubsing a 5fs time-step in the
AL run would bring the CG speed-up factor down to =~ 50. However, there are also some AL
membrane studies that report the use of a 1 fs time-step. 3%3442 Qverall, our choice to consider
an “average” AL time-step of 2 fs seems reasonable. We are also aware that the reported CG
speed-up factor benefits in part from the cutoff treatment of CG electrostatic. interactions
with respect to the more costly PME scheme used in the AL CHARMM simulation. - Also,
CHARMM is not the most efficient biological molecular dynamics code; however, neither has
significant effort been made to optimise the performance of BRAHMS. In summary, it seems
acceptable to claim that the reduced number of interactions, the use of larger integration
time-steps and the simplified treatment of electrostatics make our CG technique roughly two

orders of magnitude less demanding of computational resources than traditional AL methd-

| ology. All data reported in the rest of the chapter refer to the larger membrane (128 DMPC

lipids and 3400 water molecules) described in the previous section: single-processor simu-

g lations of this system have been carried out on the Iridis high-performance computational

cluster at the University of Southampton,?4° where BRAHMS runs at up to 22 ns/CPU-day.

5.1.7 Force-field parameterisation

We chose to parameterise the CG force-field of our lipid model to reproduéevthe experimental
volume and area, per lipid,® and the average segmental tail order parameter " of fluid-phase
DMPC. The volume per lipid is computed as Vi, = (Vr — NwViw)/Ny, with Vr the total
volume of the system, Nw the number of water molecules, Viy the' volume per water and
Np, the number of lipids. The area per lipid is computed as Ay, = A/N®, with A the total
interfacial area and Nf“ the number of lipids per monolayer. Second-rank order parameters
are calculated for the CG tail sites as (3cos?d — 1)/2, with 6 the angle between the ellipsoid
axis and the bilayer normal. The six tail ellipsoids of each lipid are sorted, in pairs, into ;‘Jhree-

layers at different depth along the tails: the “top-layer” comprises the tail sites connected to
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the glycerol units, the “end-layer” comprises the terminal tail sites, and the “mid-layer” is
between the previous two. We will compute segmental order parameters for each of the three

layers so defined, and the average order parameter for the entire hydrocarbon tail region.

vSetting of bond rigidity, masses and moments of inertia

The rigidity constant of the Hooke potential, modelling intra-lipid covalent bonds as har-
monic springs, is set to 3kcal/(mol A?), a typical value for CG models. 6 The reference bond
lengths have been set to zero for simplicity, although they could have also been empirically
assigned. Both approaches seem equally reasonable, as the CG springs are extremely soft:
the selected CG rigidity constant is two orders of magnitude smaller than those normally
used for AL bond stretching (300 - 800 kcal/(mol A%)).12!

The masses of the CG lipid sites are set to the sum of the atomic masses of the corre-
sponding AL groups. For the ellipsoidal rigid-body units, the principal moments of inertia
are assigned assuming uniform density. In particular, we have followed Routh’s rule: For
solid bodies of the ellipsoidal type, the moment of inertia about a principal axis through the

centre 1s equal to:

2 | 32 v
m(a® +6%) (5.20)
5
where m is the mass of the body and a, b are the lengths of the semi-azes perpendicular to

the principal azis in question.?!

For Gay-Berne particles, taking z as the principal axis parallel to the particle’s orientation

vector, the principal moments of inertia I, and I, can therefore be calculated as:
I = I, = m[(oe/2)* + (koen/2)?|/5 = m[oép + (,;JGB)?] /20 (5.21)

The mass and principal moments of inertia of water sites are increased to optimise the
stability of molecular dynamics integration.?? In particular, water mass is set to 50amu
(the real value being 18 amu). The chosen principal moments of inertia correspond to a
redistribution of water masses as follows: 15amu for each hydrogen, and 20amu for the
oxygen. Thermodynamic properties are not affected by such an alteration of the inertial
features of water. However, dynamics are intuitively predicted to be somewhat slower.

To quantify this effect, we ran a simulation of a pure water system comprising 500
molecules and computed the diffusion coefficient. Our result of 1.8 x 10~% cm? /s is only
slightly lower than the experimental value®*3 of 23 x 1075cm?/s and that obtained from
simulation of the SSD model with normal masses??” of 2.5 x 10~ cm?/s, indicating that the

dynamic behaviour of our “heavy” water remains realistic.

Nonbonded terms: initial setting and refinement

Preliminary Lennard-Jones parameters for the headgroup sites were set by fitting the poten-
tial energy of the CG sites to that of the corresponding AL clusters of particles. Gay-Berne
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Table 5.2: Hydrogen bonding capabilities of phospholipid-water systems. -

Choline group no hydrogen bonding

Phosphate group hydrogen bond acceptor
Glycerol-ester group | hydrogen bond acceptor

Methyl tail group no hydrogen bonding

Water hydrogen bond acceptor and donor

207 Lennard-

parameters were initially taken from our previous model of the hydrocarbon tails.
Jones and Gay-Berne cross-terms are calculated by standard rules,12%22! with the following
exceptions, where scaling factors ére introduced: (i) To promote the self-assembly process,
the mixed Lennard-Jones/ Gay-Berne energy parameters between hydrophilic (water and
headgroup) and hydrophobic (tail) sites are decreased. (ii) To mimic the hydrogen bond-
ing capabilities of phosphate-water and glycerol-water pairs, the corresponding Lennard-
Jones/ Gay—B_erne enérgy cross-terms are increased. General hydrogen bonding capabilities
of phospholipid-water systems are collected in Table 5.2. The magnitudes of the headgroup
charges and glycerol dipoles were chosen to reproduce the corresponding net charges and

dipoles computed from the underlying AL distribution of partial charges. Initial simulations

. were performed on a pre-assembled bilayer. Parameters were optimised by trial-and-error

molecular dynamics to reproduce the targeted experimental data. In each trial-and-error
simulation, the area per lipid (which is the slowest-converging quantity) typically reached
equilibrium in = 20ns, corresponding to one CPU—day of simulation with BRAHMS. By
running several tests in parallel, the parameter space could be explored quite efficiently.
The expérimental volume and area per lipid could bé matched by tuning the Lennard-Jones
parameters of the headgroup particles, whereas tail order parameters were reproduced by

adjusting the Gay-Berne potential. Self-assembly runs were then prepared. To generate an

'~ initial random solution-of lipids and water, the pre-assembled bilayer was brought to high

temperature (up to 1000°C) while switching off electrostatics; runs were continued until
visual inspection and order parameters confirmed a completely random configuration. By
varying the temperature and the run length, several different starting configurations were
obtained (typically, less than 1 CPU-hour of simulation is sufficient for each “disassembling”
run). We then restored the electrostatics and started the self-assembly simulations at a tem-
perature of 30°C; self-aggregation wa;; typically completed over a time-scale of ~ 100ns.
Further trial-and-error runs were carried out to refine the force-field until we consistently ob-
tained stable, defect-free bilayers matching the targeted experimental structural properties.

The final complete parameter set is reported in Table 5.3.
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Table 5.3: Force-field parameters

Parameter - Value
occ 5.0 A

opp 49A
oGG 3.8 A

oy 3.8A
oww 3.035 A
€co 1.9kcal/mol
€pp 2.0kecal/mol
ele 1.3 kcal/mol
€rr 1.3kcal/mol -
Eww 0.152 keal/mol

erw Verr eww/3

€TC . Verrece/2

€rp Verp €pp/2

Ewp 1.5 /eww €pp

ewa 1.5\/eww €ca
2

I
v 1
K 1.77
K 20
KGBLJ 1
Qc +0.7e N
Qp —0.7e
[Te 3D
“w 242D
k 3kecal/(mol A?)

Subscripts C, P, G, T and W stand for the site types choline, phosphate, glycerol, tail and
water, respectively. Lennard-Jones cross-terms are calculated by a standard rule!?® except
for erw, €rc, €Tp, €wp, €wg, Which have been set as reported. The constants u, v, x and &’
refer to Gay-Berne parameters.'?® As for the mixed Gay-Berne/Lennard-Jones potential,?*!
the shape anisotropy cross terms xgpLy are calculated by Equation 5.8, whereas the energy
constants xgpry (see Equation 5.11) are set to zero. Charges and dipoles are identified
by @ and p; cross terms are obtained via a standard rule.!?® The rigidity of the Hooke
spring potential is identified by k; reference lengths are zero. Springs are anchored at the
mass centre for C and P sites, and at a distance kgg o7r/4 from the mass centre along the
symmetry axes for G and T sites,
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Figure 5.8: Self-assembly simulation snapshots. The choline, phosphate, glycerol and tail
sites of lipid molecules are represented in red, yellow, green and orange, respectively. Wa-
ter molecules are coloured in blue. A quick phase separation (0 to 10ns) is followed by
the formation of a transient water pore (80ns) which eventually disappears leading to the
stabilisation of a defect-free bilayer (120 ns).

Fitted properties

Snapshots from a representative self-assembly simulation are displayed in Figure 5.8. A fast
phase separation between lipids and water is followed by a slow rearrangement of the bilayer
to expose the headgroups while burying the hydrocarbon tails in the interior. A transient
water pore is also observed. The time-scale and the overall aggregation mechanism are con-
sistent with the only AL self-assembly simulation reported to date.?® We then analysed the
self-assembled bilayers to check the correct reproduction of the targeted experimental data.
The time evolution of the lipid volume Vi, and area Aj, over a 100-ns time window (after
self-assembly) is shown in Figure 5.9, together with the experimental estimates. Our mea-
surements V;, = 1.104 + 0.002nm?® and A;, = 0.594 + 0.003 nm? are consistent with the

experimental data® V;, = 1.101 nm? and A;, = 0.606 nm?. The fluctuations are similar to
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Figure 5.9: Time evolution of the volume V{, and the area Ay, per lipid: the curves connect
10-ps running averages. The experimental values® are plotted as straight grey lines.

those observed with AL models.?®:3! Segmental order parameters for the three layers previ-
ously defined are plotted in Figure 5.10, along with the experimental data. The agreement
is rather good, apart fromv the mid-layer order»pabrameter which is somewhat lower than the
experimental values. We calculate an average segmental order parameter for the entire tail
region Sy = 0.36 = 0.01, consistent with the value of 0.38 deduced from the experimental

data.”™ Standard errors have been estimated using the block averaging method!?* using ten

consecutive 10-ns blocks. : i

5.2 Results

In this section, we thoroughly investigate the physical properties of our self-assembled CG
bilayer model. Simulation results will be primarily compared to experimental data, although
in some cases AL and CG models, and alternative theoretical approaches, will also be consid-
ered. If not otherwise stated, all data reported for comparison refer to systems and conditions
consistent with our simulations, that is, fully-hydrated liquid-phase DMPC bilayers at 30°C.
We simulated a self-assembled bilayer for several hundreds of nanoseconds, over which time
the system remained stable and all the properties observed fluctuated around their equilib-
rium values. Most of the measurements have been taken over a 200-ns time window; for each
parameter measured, the reported average value émd standard error have been computed
from two subaveragesrtaken over the two 100-ns consecutive blocks of the trajectbry, unless
otherwise stated. However, to compute the water permeability coefficient, the detection of
water permeation events has been carried out for 900 ns: this long simulation time is neces-

sary to collect enough statistics on such relatively rare events. The analysis of a number of
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Figure 5.10: Tail order parameters. The estimated segmental order parameters™ from ex-
periment” are superimposed on our simulation results obtained by averaging over layers of
tail sites as defined in the text. Standard errors are reported.

properties is carried out following a general process that involves “slicing” the system along
planes perpendicular to the z axis (interface normal). In particular, we have defined 600 slices
of thickness Az ~ 0.1 A, the actual value of Az being evaluated at every step to account
for the fluctuations of the z—dimension of the simulation region. Several bilayer properties
are homogeneous inside a particular slice, due to the intrinsic axial symmetry of the system.
Therefore single curves, profiles evaluated as a function of z, provide full characterisation.
The slicing procedure has been employed to calculate the following profiles: electron density,
lateral pressure, electric field, water polarisation, and electrostatic potential. We report the
average profiles obtained from calculation at every molecular dynamics integration step over
the 200-ns measurement time. No extra processing has been done, i.e., no filters have been
applied to smooth the curves, and we have not averaged over the two monolayers. It will be
seen that the profiles are nonetheless extremely smooth (almost noise-free) and symmetrical.
This is indicative of a well-equilibrated system and adequate sampling. We again emphasise
phat all properties considered in the following did not directly enter the parameterisation

process.

5.2.1 Structure

Electron density profile

In general, to estimate the electron distribution from particle-based models, electrons have -

to be arbitrarily assigned to each site. Care should be taken to match as closely as possible
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Figure 5.11: Total electron density profile. The distribution: calculated with our model is
superimposed on the profile obtained from experiment.® ’

the underlying real electron locations, with the obvious requirement for the total number of
electrons pef lipid‘in the model to be equal to the real value (374 for DMPC). For our model,
we assume all electrons belonging to the choline and phosphate clusters to be located at the
mass centre of the choline and phosphate CG units, respectively. As for the ellipsoidal
_ particles that constitute the rest of the lipid in our representation, we have resolved four
- positions evenly spaced along the principal axis of each ellipsoid; electrons are assigned to
" these positions to match as closely as possible the underlying real distribution. The total
electron density profile of our model is reported in Figure 5.11 along with the experimental
profile:® the agreement is rather good. In fact, our profile matches the experimental result
with an accuracy which is comparable to the results obtained with AL models.?*%* The
only significant difference involves the central region, corresponding to the terminal methyl
groups, where the density of our model is slightly higher than that obtained from experiment.
The pronounced central trough in the electron density is possibly determined by the “curling
up” of the terminal methyl segment: experimental order parameters’ indeed indicate that
the terminal methyl segment is significantly tilted with respect to the neighbouring segmént.
Our model (by construction) cannot capture this feature, as the four consecutive methyl
groups at the end of each tail, represented by a single rigid ellipsoid, are assumed to be
aligned. From. the distance between the maxima of the profile we compute a membrane
thickness dyg = 3.71 4+ 0.02nm, close to the experimental value® of 3.53 nm. Single—site
profiles are shown in Figure 5.12. We observe broad peaké, significant headgroup hydration, '
and water penetration down to the glycerol region. These findings are consistent with AL

simulation data.30-32
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Figure 5.12: Single-site electron density profiles. Distributions are displayed for each site of
our model. For the tail sites, electrons belonging to the C'H;y groups have been differentiated
from the ones belonging to the terminal C'Hj group.

Headgroup dipole

We define the headgroup dipole moment as fing = qd_: with d the instantaneous vector
connecting the phosphate to the choline mass centre and ¢ the (equal) absolute magnitude
of each headgroup charge. Owing to the lack of experimental data for the headgroup dipole
of DMPC, we compare here our model with experiments on dipalmitoylphosphatidylcholine
(DPPC) bilayers. Apart from slightly longer tails (two more carbons), DPPC is identical
to DMPC: also, the experiments considered ™24 were carried out on fully-hydrated bilayers
in the fluid-phase, under the same conditions as our simulation. Therefore it is reasonable
to compare our results for DMPC with these experimental data for DPPC. We calculate a
dipole magnitude puyg = 16.1 4+ 0.1 D, broadly consistent with the experimental estimate 244
for DPPC of 18.7D. As for the orientation, the headgroup dipole of our model is inclined,
on average, by 92.3° from the membrane normal, marginally pointing toward the bilayer
interior. Experiment on fluid-phase DPPC estimated the preferred conformation at ~ 72°
from the membrane normal, hence slightly pointing toward the water phase. ™ Despite a small
discrepancy regarding the average angle, our result agrees with experiment by describing the
headgroup dipole as being roughly parallel to the membrane plane.”™ Recent AL simulations
of DMPC also reported the headgroup dipole to lie essentially flat on the bilayer plane, the

average angle being estimated at3! 72.3° and at?% 79.8° from the interface normal.
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5.2.2 Mechanical properties
Compressibility moduli

The area compressibility K, can be computed from simulation as Kx = kgTA/0*(A), A
and ¢2(A) being respectively the mean and mean squared fluctuation of the interfacial area.
We have calculated for our model Ky = 297 + 22dyn/cm, a value consistent with the
experimental measurement® of 234dyn/cm. The volume compressibility modulus Kv can
be computed as Ky = kgTV/0o?(V), V and 0?(V) being respectively the mean and mean
squared fluctuation of the volume of the simulation region. We have calculated for our model
Ky = 13.710.2 kbar, consistent with the experimental range 10— 30 kbar reported as typical
for fluid-phase phospholipid bllayers

Bending rigidity modulus

The bilayer bending modulus P can be related to the area compressibility modulus K via®
kP = K, d?/24, the “effective” bilayer thickness d; being dy = dyp— 1 nm, with dug the peak-
to—péak distance in the electron density profile. Using K s and dgy from our previous results,
we obtain kP =219+ 1.6kpT. Experiments have measured 16.7kpT from x—ray data,'246
13.5kpT from pipette .aspiration,® 31.4 kgT from thermally excited shape fluctuation?4’
and 32.1kpT from all-optical measurement.?*® Our estimate lies inside the range of the

experimental values.

Lateral pressure profile

To calculate the lateral pressure profile along the membrane normal, we have to spatially
resolve the pressure tensor along that direction. The macroscopic pressure tensor in a system

of N particles can be written as:*

=7 (Z mivi ® vi + Z Z Fi; ® rm) (5:22)

i=1 =1 j=i+1

the first term inside the brackets being the kinetic energy density tensor and the second
being the system’s configurational stress tensor, with Viea the total volume of the system,
m; and v; the mass and x)elocity of the i-th particle, and F;; and r;; the force and distance
between particles i and j. To study spatial variations in P along the interface normal, which
in our case corresponds to the z-axis, it is possible to define a local pressure by splitting the

total tensor in equal slabs, of volume Vap, along the z-axis:

(Z mv; ® v; + Z Z F;® rmf(z z, z])> (5.23)

i€slab o=l =il

Plocal ( ¥4 )
slab

*This definition assumes the convention r;; = r; —r;, which is the one implemented in BRAHMS. Other
codes (for example GROMACS ?4%) use the opposite conventlon r;; = r; —1;; in this case the “+” signs in
Equation 5.22 becomes a ‘7 sign.

60




The weighting function f(z, z;, z;) must be chosen in order to properly distribute the virial
over the slabs involved. Two (similar) definitions of f(z,2,2;) have been reported in the
literature, by Lindahl and Edholm® and by Gullingsrud and Schulten.*? In particular, both:

approaches involve setting:

1.0 if both sites are in the slab
f(zﬂ 2y Zj) -

- Az[|z; — z;| if neither site is in the slab

with Az the slab thickness. We also conform to this choice: this function places the entire
" virial in a slab when both particles interact therein, otherwise spreads the virial equally
over the (possible) slabs between the sites. Complications arise when the virial must be

distributed in'a slab occupied only by one of the two interacting particles. This particular

case can be treated by simply setting:3°
f(Z, Zis Zj) =0.5 AZ/'Z,L' - Zj' (524)

Such an implementation is not ideal, as when the two sites belong to adjacent slabs and are
both close to the edge, their distance |z — 2;| can easily become very small, leading to a

divergent value of the term 1/|z; — z;| in Equation 5.24. A better solution involves using;: %2
f(z 2, 2) = dz/|z — 2] (5.25)

with dz the distance between the particle and the edge of the slab. In particular, this choice
avoids divergences, as if the two sites are very close along the z—axis, both dz and |z; — z;]
will be small so the division will remain finite.

Our approach is equivalent to that reported by Lindahl and Edholm® and by Gullingsrud
and Schulten*? for the cases where they agree, but it treats in a slightly different way the

“pafhological” case where divergences may occur. In particular, we split the virial as follows:

1.0 if both sites are in the slab
Az/|z; — z;|  if neither site is in the slab
0.5Az/|z; — z;| if one is in the slab and the other is at least one slab apart -

[z, 2i,2;) =
0.5 if the sites are located in adjacent slabs
- Hence our approach is robust, as it does not contain divergence sources. Slight inaccuracies

oceur in treating the case of particles in adjacent slabs, but the error should be hegligible,

and it decreases with increasing number of slabs (higher resolution). The pressure tensor

P(2) for a system at equilibrium can be expressed as: ;
Pw(z) 0 0
P(z)= 0 Pyy(2) 0
0 0 P..(2)
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Figure 5.13: Lateral pressure profile.

Considering our frame of reference, we define, Py(z) = P,,(z) as the “normal” pressure
(acting perpendicular to the bilayer) and Pp(z) = [Pag(2)+F,y(2)]/2 as the “lateral” pressure
(acting tangential to the bilayer plane). The transmembrane lateral pressure profile 7 (z) is
finally calculated as the difference between the lateral and the normal pressures: m(z) =
Pr(z) — Pn(z).

~ The lateral pressure profile of our model is reported\i'n Figure 5.13. Distinctive features
can be highlighted and related to their molecular origin. Corresponding to the interfacial
water regions, at the left and right extremes of the profile, the net lateral.pressur;a is almost
zero, -as it should be for bulk water at mechanical equilibrium. In fact, it is possible to
observe a slightly positive value, which indicates repulsive interactions: these arise from the
partial alignment of water dipoles as a consequence of the strong membrane electric field (as
analysed in the following section on‘water polarisation) and the disturbance of interfacial
water due to the nearby lipid headgroups (with occasional headgroup protrusions into the
water phase). On entering the membrane, at the headgroup region, we observe large positive
lateral pressures, of peak.magnitud_e ~ 370 atm, which reflect a strong.desire of the bilayer
interfacial area to expand. This results from repulsive interactions between the headgroups
due to steric, electrostatic, and hydration forces. 2 At the polar/ apolér interface, roﬁghly cor-
responding to the lipid glycerol groups, the profile is characterised by deep troughs of lateral
pressufe, characterised by minimum values of &~ —650atm (Figure 5.13). Here the interfa-
cial tension tries to contract the bilayer, to minimise the exposure of the hydrocarbon corej
to the polar environment. In the bilayer hydrocarbon interior, the 'pressuré profile displays
positive values. The tight lipid packihg conditions result in stretched tails with respect to

v isolated “free” tails: the corresponding entropy loss causes significant inter-tail 1repu1‘sion.250
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In particular, the hydrocarbon region is characterised by three local maxima and two local
minima. Two outer maxima, of peak magnitude ~ 180 atm, are located corresponding to
the top segments of the lipid tails: high ordering here (see Figure 5.10) is indicative of high
entropy loss which results in large repulsive ,fqrces. The two pressure minima are observed
corresponding to the mid-tail segments: in this region, the packing-related entropy loss is
relatively small, since the connectivity to neighbouring segments already limits the mid-tail
conformational entropy.in free tails. A broad lateral pressure maximum, of peak magni-
tude ~ 200 atm, is located at the very centre of the bilayer (Figure 5.13). Here the ordering
is minimal (see again Figure 5.10), and hence the presence of such large repulsive forces
might seem unjustified. However, the relative entropy loss of the tail ends in the hydrocar-
bon core, with respect to free tails, is predicted to be maximal,?*! thus leading to sharp
pressure increases toward the bilayer centre.

| Experimental investigation of the lateral pressure distribution is extremely difficult: the
few attempts made to date provide qualitative and partial pictures for the hydrocarbon
region only.}?* Unfortunately, the lateral pressure inside DMPC bilayers has never been
experimentally investigated. However, the pressure distribution has been probed for di-
oleylphosphatidylcholine (DOPC) bilayers. ! DOPC tails are slightly longer than DMPC
(18 vs. 14 carbons), and contain one double bond (or unsaturation), whereas DMPC is
fully-saturated. The headgroup and glycerol regions are identical for the two species. The
experiment ! was carried out with fully hydrated fluid-phase bilayers, as in our simulation.
Overall, it seems reasonable to compare our results for DMPC with the data for DOPC. The
experimental data indicate that the hydrocarbon tails generate positive pressures nonuni-
formly distributed: in particular, local minima roughly at mid-depth along the tails of each
leaflet were observed.!! The qualitative experimental picture is therefore consistent with our
calculation. Our profile can also be compared to the distributions obtained from AL bilayer
models of a variety of phospholipid species. 3% We note a general agreement on the number
and locations of the pressure peaks and tfoughs. In particular, the mid-tail minima are also
reproduced by these models: they are observed for fully-saturated 3% as well as for unsatu-
rated*~% lipids. In terms of magnitude, AL models are broadly consistent with ours in the
peak.values recorded. In particular, peak pressures recorded for fully-saturated lipids3%-44
are of the order 200 to 600 atm for the headgroup maxima, —500 to —1000 atm for the po-
lar /apolar interfacial troughs and 200 to 300 atm for the central peak. Our results lie inside
these intervals. The only AL pressure profile of DMPC availablé“ displays the qualitative
features present in our profile, although the peak magnitudes are slightly different. The AL
profile®? is rather noisy, and it was computed from a relatively short run (14.3ns after only
5 ps of equilibration). Hence it is probably undersampled and not fully converged. Also, the
membrane area was held fixed,; whereas in our simulation the zy interfacial plane fluctuates
according to the lateral components of the pressure tensor. It is therefore not appropriate
to compare in detail our profile to that AL curve.“° _
Regarding the other specific CG models developed to date, the lateral pressure profile has
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been calculated so far only once, for a DPPC bilayer simulated by Marrink et al.; 1% there are
issues, however, with the reported data, because that CG pressure profile'®* does not feature
the mid-tail minima and displays magnitudes that are markedly different from the other
published AL results3®44 for DPPC bilayers, especially corresponding to the headgroup

394344 report results quite consistent

region and the polar/apolar interface. Those AL works
with each other, and the most recent data*** were obtained from a fairly long simulation
(80 ns after 20ns of equilibration). Corresponding to the headgroup region, the CG profile
by Marrink et al.’® displays pressure maxima of ~ 100atm, where the AL profiles feature
instead much higher values of3® ~ 400 atm and* ~ 350 atm. Moreover, the pressure troughs
at the polar/apolar interfaces have minima of ~ —270atm for that CG model against3® =
- =500 atm and* —850 atm for the AL models. Since electrostatic and hydration forces play
a significant role in the generation of lateral pressures at the headgroups and polar/apolar
interfaces,? these discrepancies could be due to the oversimplified description of electrostatics
and water in the Marrink model. 4619 The only agreement in-terms of magnitude is present
at the bilayer centre, where the CG profile by Marrink et al.1% displays a peak value of ~
150atm and the AL models yield values of%® ~ 150atm and®* =~ 200atm. Pressure
profiles have also been computed from particle-based simulations of generic coarse-grain
models. 166:195:213,215,252-255 Tt has been argued ! that the level of simplification of these models
(which do not incorporate electrostatics and contain highly simplified water representations)
makes their pressure profile predictions questionable. In fact, some qualitative features
are captured, although none of these models reproduce' a central pressure maximum as

166,213,252,253 .

observed in our profile and in the AL studies: central minima of nearly zero
negative195-219:254.2%5 magnitude are instead reported. Predictions of the pressure profile have
also been obtained by analytical theory.?°1:256-258 These methods typically consider only the

251,258 reproduce the mid-

tail region, and they assume uniform density. Two of these models
tail minima. With one exception,?? the pressure profiles obtained by analytical theory do

not feature the central maximum corresponding to the tail ends.

Membrane curvature elasticity

In the popular formalism developed by Helfrich,”"%"%8 the surface curvature elastic energy
per unit area g is expressed as: g = k (c1 + ¢z — 2¢0)° /2+kKg €1 ¢z, with & the bending rigidity,
¢; and ¢, the (local) principal curvatures, ¢y the spontaneous (or intrinsic) curvature, and kg
the Gaussian curvature modulus. In the following sections, we will calculate the constants cg
and kg by evaluating the first and second integral moments of the pressure profile over each
monolayer.?*® The final values and standard errors are estimated from four separate averages:
two (one for each monolayer) for each of the two consecutive 100-ns measurement blocks.

256,259 with a generic

Similar calculations have been previously performed by analytical theory,
CG model, 269261 gnd with AL models, %244 although not for DMPC. Experimental data for
DMPC are also lacking. However, we will be able to compare our results to experimental

data for similar lipids and general 'pheofetical predictions. .
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Torque tension and spontaneous curvature

We have calculated the first integral moment P; of the lateral pressure profile 7 as

h
P :/ zm(z)dz
0

where z = 0 at the centre of the bilayer and z = h in the water phase.?®® In particular,
we have integrated the pressure profile over each of the two monolayers, with 2 = 0 and
z= v:i:h, h being half the z—dimension of the simulation region. In practice, considering the
slab subdivision previously employed to calculate the lateral pressure profile, Py is estimated

for each monolayer by summing up the contribution from each slab i:

P=Az- Y (z-m) ' (5.26)
: i€monolayer

with Az the (uniform) slab thickness.

The first moment of the lateral pressure is also called the torque tension 7™, with the
superscript “m” indicating “monoléyer”. We have calculated a monolayer torque tension
7 = P, = —0.020 + 0.003kgT/A. We can then write? 7™ = x@cP, k™ and ¢ being
the monolayer bénding rigidity and spontaneous curvature, respecti\'fely. Considering that ?2
K™ = KkP/2, we obfain a monolayer spontaneous curvature c = —0.018 & 0.003nm™*. The
spontaneous curvature has been measured for a number of type-I7 livpids, i.e., lipids forming
inverted nonlamellar structures: typical values in the range —0.05nm™" to —1 nm_‘1 have
" been reported.?? Lower absolute values are expected for bilayer-forming, type-0 Iipidé, such

as DMPC. Our estimate is therefore reasonable. -

(Gaussian curvature modulus

The monolayer Gaussian curvature modulus can be determined as:

2 = -/Oh(z £ (2) dz

€ being the distance to the pivotal surface, defined as the surface at which there is no change
in the molecular cross-sectional area upon bending.?? Defining the second integral moment

P, of the lateral pressure profile as:

h
Py = / 2 n(z)dz
0
we can rewrite the expression for the Gaussian curvature modulus as:

K)g = 2§P1 - Pz
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P, being the first moment. In practice, P, is obtained for each monolayer by summing up

the contribution from each slab i:

P,=Az- Z (22 - ;) | , (5.27)

i€monolayer

with Az the (uniform) slab thickness. The pivotal surface { has been experimentally iden-
tified close to the polar/apolar interface.?%2 Considering the lateral pressure profile (Fig-
ure 5.13), we assume the polar/apolar interfaces of the two monolayers to be located at the
two main troughs of the curve. In fact, the global minima of the pressure profile identify
the regions of largest surface ‘tension, situated at the hydrop_hobic/hydrophilic interfacial
regions. Hence, by computing the half-distance between the global minima of the pres-
sure profile, we set £ = 1.79nm. The second integral moment of the pressure profile from
simulation is P, = 5.3 £ 0.1kgT. With P, and £ as defined previously, we finally obtain
k& = —5.4£0.1kgT. It has been shown?%? that the monolayer Gaussian curvature modulus
is generally related to the bending rigidity according to —1 < x& /™ < 0: this prediction has
been confirmed exﬁerimentally. 22 The more stringent relation k& /Kk™ ~ —0.8 has also been
proposed.®® For our model, assuming ™ = x°/2,?2 we calculate k% /k™ ~ —0.5, a value
consistent with the reported theoretical predictions. We have also estimated the bilayer

Gaussian curvature modulus. as™ k2 = 2(k8 — 25™cP€) = —10.9 + 2.3kpT.

5.2.3 Electrostatic properties
Electric field |

We have computed the ﬁransbilayer electric field by integrating the charge density of the
system along the bilayer normal.?%3 For point-charges, considering a volume charge density

pg, the corresponding electric field is given by:

B2 =1 /0 ’ a2 py) (5.28)

€0

with €y the permittivity of free space. The electric field can be computed from the charge

density by summing up over the different charge species: 263

B0 =2 anz (5.29)

with Az the slab thickness, and g; and p; the partial charge and number density of species 4,
respectively. For point-dipoles, considering a dipolar moment density p4(z), the z projection

of the electric field E, is simply: 263

E,(z) = —épd@ (5.30)
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Figure 5.14: Transbilayer electric field. The z—projection of the total transmembrane electrlc
field is plotted together with smgle—sﬁ:e profiles. '

~ In practice, we compute E, with:

B(2) = —— 3 m(2ni(2) BNCE Y
€0 < S
with p;, and p; the dipole z-projection and p; the number density of species i, respectively.
The z—projection of the electric field as a fUnction“ of the position along the bilayer normal
is reported in Figure 5.14: the total profile is displayed together with single-site profiles of
the various charged groups. The calculated magnitude of the total electric field within the
membrane is enormous, with local values of the order of ~ 10°V/m. Although no direct
experimental measure is available, such a large figure is expected'® considering the magni-
tude of the dipole potential (sée next section). The total electric field arises predominantly
from the glycerol-ester dipoles, through their alignment along the interface normal. The
headgroup contribution is relatively small; in fact, the headgroup dipole lies almost parallel
to the membrane plane, and hence, despite its large magnitude, its projection along the
normal, and consequently the z—component of the electric field, will be small on average.
A significant contribution to the net total field is due.to interfacial water: water dipoles
generate a strong field which counteracts thé total field to lower. the overall magnitude. We
have further 1nvest1gated interfacial water by quantifying water ordering. In particular, we
have calculated the transbﬂayer water polarlsatlon profile as the first-rank P;(2) order pa-
rameter?° of the water dipoles with respect to the interface normal. The order parameter

Py in each of the system’s slabs is calculated as:
P =— &, - €, ’ )
hA=g ;e é , (5.32) |
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Figure 5.15: Transbilayer water polarisation profile. The first-rank order parameter P; of
the water dipoles with respect to the z axis unit vector is weighted by the water number
density pw. Considering the frame of reference employed, the interface normal originates
at the centre of the system and is oriented along the z axis. Hence, positive values in the
left half of the water polarisation profile correspond to water dipoles oriented toward the
bilayer interior, whereas negative values correspond to water dipoles oriented toward the
water phase. For the right half of the curve, the convention is opposite.

with N the number of dipoles in the slab, &; the unit vector along the i-th water dipole
and &, the (constant) unit vector along the cartesian z-axis (normal to the interface). P; in
turn is the mean z-projection of the (unit) dipole vector: it measures the asymmetry of the
molecular polar alignment near the interface.?®® Local non-zero values of the water dipolar
rotational order parameter reveal the presénée of a macroscopic electric field, which in turns
- indicates a change in the electrostatic potential across the interface. To better répresent
the physical significance of interfacial water ordering, we have also computed the density-
weighted profile by multiplying P, (z) with the water number density profile pw (deduced
from the electron density of Figure 5.12). The density-weighted water polarisation profile is
shown in Figure 5.15: the correlation with the water electric field (Figure 5.14) is evident.

‘Dipole poterﬂ;ial

We have calculated the electrical potential profile ¥(z) by integrating the electric field along

the interface normal: 26

U(z) = _/02 dz'Ez(z'j (5.33)

where E, is the net sum of the electric fields generated by the various charged groups present
in the system. Figure 5.16 reports the total transmembrane electric potential together with

single-site profiles. The molecular origin of the membrane dipole potential can be clearly
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Figure 5.16: Electrical potential profile.  The total transmembrane potential is plotted to-
gether with single-site profiles.

identified: according to our results, the overall potential largely originates from the glycerol
groups. Water ordering generates a negative potential that lowers the overall value, whereas
the headgroup contribution is comparatively small. The total membrane dipole ¥4 for our
model, measured in the hydrocarbon core with respect to the water phase, is +1.57+0.03 V.
Experimentally, a value of +0.45V for DMPC was obtained with the monolayer method. 1!
Cryo-EM experiments have recently estimated a magnitude of +0.51 V for a diphytanoylphos-
phatidylcholine (DPhPC) bilayer: 10 this result can be reasonably considered as representative
for ester-PC lipid bilayers in general (thus mcludmg DMPC), due to the presence of the same
charged groups (glycerol-ester and headgroup).
Our model correctly predicts the sign of the dipole potential, although the magnitude is
larger than those estimated experimentally. Part of the reason for the discrepancy observed
is specific to our model. In our simulation, the headgroup dipole points on average slightly
toward the bilayer interior, thus generating a small positive contribution to the dipole po-
tential (Figure 5.16). As already noted, experiments suggest instead an orientation slightly
pointing toward the water phase,™ which would give rise to a negative contribution to the
dipole potential. A possible solution, which we are indeed considering, involves introducing
an angular bonded term, of the form typically present in both AL and CG force-fields, to
restrain the headgroup dipole to a configuration more similar to experiment: this would
- yield a more realistic headgroup configuration and in turn a lower total potential. It is
worth pointing out that large values for the membrane dipole have also been obtained with
a number of AL models:36-389 the overestimation of internal electrical potentials might be
partly due to a general weakness of nonpolarizable force-fields.

A discrepancy between our results and corresponding AL calculation regards the single-

site contributions to the membrane potential. In fact, AL simulations37:99:156:245,264,265 {55
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Lipid (reference) QIOTAL jyy  gwater /- ghridy
DMPC (this work) 1.6 -0.7 2.3
DMPC (%4) 0.6 5.3 -4.7
DPPC (%) 0.7 54 - AT
DPPC (%) 1 4 3
DPPC (265) 0.55 5.5 -4.95
DPPC (2%4) 0.6 4.6 -4
DPhLPC (%7) 1 2.4 -1.4

Table 5.4: Membrane dipole potential. The total potential and individual contributions as
calculated by molecular dynamics simulations. The data represent potential differences in
the bilayer centre with respect to a reference value of 0V in the water phase.

cally identify water as the leading contributor in determining the overall potential; in. par-
ticular, the AL water potential is positive in the hydrocarbon core with respect to the water
phases, while the lipid (headgroup + glycerol) potential is negative and partially cancels the
water term. The separate contributions to the membrane dipole potential of our model are
compared in Table 5.4 to corresponding data obtained in the AL studies.

A number of modifications can be introduced to correct the meinbrane dipole potential.
As already mentioned, we can adopt an angular force-field term to restrain the headgroup
dipole to the experimental orientation. This would reverse the direction of the headgroup
dipole with respect to the membrane normal, thus reversing the sign of its contribution to
the overall potential. Then we can lower the magnitude of the glycerol-ester dipoles; this can
be justified considering that the current dipolar magnitude of 3D, obtained from averaging
over an AL distribution, is larger than the experimental measurement?®*2%" for ester groups
of 1.8D. We should hence obtain an overall negative potential due to the lipid (glycerol
and headgroup), in agreement with the AL data; hopefully, the water potential will also
then behave as in the AL models and overcompensate the lipid contribution, to yield a final

overall positive value for the membrane dipole potential.

5.2.4 Dynamics

Lipid lateral diffusion

We have calculated the lipid lateral diffusion coefficient using the Einstein expression, 2

as is standard practice in membrane simulations. %3132 Figure 5.17 shows the lipid lateral
diffusion coefficient Do, computed for two different measurement times. In par’cicular, the
diffusion coefficient measured on a sub-nanosecond scale is reportedv in the top panel of
Figure 5.17: at 0.5ns, a representative value of ~ 60nm?/us can be observed. This result
is consistent with those obtained from experimental methods such as quasi-elastic neutron
scattering, ' which measure lipid displacements over time periods of less than a nanosecond,

and yield short-range diffusion constants in the range 10 — 100nm?/us. In the bottom panel
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Figure 5.17: Lateral diffusion coeflicients of lipid mass-centres calculated using the Einstein
relation as a function of the measurement time. The top panel (1-ns temporal scale) refers
to short-range diffusion, whereas the bottom panel (100-ns temporal scale) to long-range
diffusion. '

of Figure 5.17 we report the diffusion measurement over a 100-ns scale: the converged value
is 12 & 3nm?/us. This result is consistent with the value of 9nm?/us measured by pulsed
field gradient NMR spectroscopy. ® Our diffusion results, both for short and long time-scales,
are also consistent with recent AL simulation data.?® _

The reason why lipid diffusion rates are different over short and long ranges can be
understood by considering the free-volume theory..115 According to the free-volume model,
lateral diffusion occurs by discrete jumps of lipid molecules into nearby vacancies formed by
lateral density fluctuations; in between jumps, a lipid molecule spends a relatively long time
-rattling in a cage formed by its neighbours. Over short (< 1ns) time-scales, the diffusion
coefficient is high because it is determined by the fast short-range lipid motion mainly due to a
“rattling-about” behaviour. However, considering longer times, this rattling motion averages
out yielding no net displacement. The true, long-range diffusion coefficient is determined
by the lipid jumps, that give rise to effective displacement over longer (> 10ns) time-scales.
From our sirhulation, we can directly visualise the lipid diffusion mechanism by recording
single-lipid trajectories and projecting them onto the bilayer plane. Figure 5.18 reports
the mass centre lateral motion of selected lipids over a 100-ns time window: the “rattling”
pattern, accompanied by occasional jumps, is clearly observable. To our knowledge, there
are no experimental data directly showing the free-volume diffusive mechanism at this level
of resolution. No explicit single-lipid trace has also yet been reported for other CG models.
Results similar to ours have been obtained using AL models,??3* although from shorter

simulations (10 — 50 ns).
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Figure 5.18: Mass-centre traces of selected lipids over a 100-ns time window. FEach trace,
identified by a different colour, represents the mass-centre motion of a single lipid projected
onto the xy plane.

Water permeation

By simulating over relatively long times, we observe statistically-significant numbers of water
molecules penetrating through the bilayer from one water phase to the other. In particular,
over 900 ns we have detected 208 crossing events: 107 along the z axis positive direction, and
101 along the opposite (negative) direction. We have then computed the water permeability
coefficient using Fick’s law. The water concentration gradient is calculated as ACw =
Cster phase _ ohydrocarbon core _ 33y ~3  agguming Cry°™* ®* = Onm~. Considering
the interfacial area A and the unidirectional flux of water Jw, we compute a permeability
coefficient Py = Jw/ACwA = 92 + 4pum/s, in good agreement with the experimental
estimate® of 70 um/s. Such a calculation has been previously reported once for another CG
model.*® In that model however, groups of four water molecules are represented by generic
solvent particles, without electrostatics. Also, the final permeation rate was reported to agree
with the experimental value only after an empirical rescaling of the simulation time. 46 Tt is
therefore difficult to consider realistic such a description of the spontaneous water permeation
phenomenon. Passive water transport has never been quantified with AL models, due to the
very demanding computational efforts required to simulate long trajectories. For example, in
a recent AL study,?® four phosphatidylcholine bilayers, each comprising 128 lipids, have been
simulated for 50 ns. In the four simulations, 2, 4, 6 and 7 crossing events were respectively
observed. It is evidently not possible to attempt an estimation of the permeability coefficient

on the basis of such poor statistics.
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5.3 Discussion

We have presented a new specific CG model for biological membrane systems. To some
extent, our approach is similar to a number of CG membrane models that have recently been
developed. 46-5! However, three main characteristics set our model apart from the other CG
methodologies developed to date: explicit incorporation of the main electrostatics, realistic
description of water, and use of anisotropic potentials to accurately capture lipid shape.

We employed our methodology to simulate a fluid-phase DMPC bilayer. The model was
parameterised to reproduce basic experimental data (volume and area per lipid, order param-
eters) and the self-assembly process. The time-scale and overall self—aggregationrmechanism
are consistent with the available atomic-level data.?® Simulating the self-aggregation phe-

‘nomenon is computationally almost prohibitive for AL models (indeed only a single study
has been reported so far?®). Even among the specific CG methods, for three models such a
result has not yet been reported,**™®! and for another it proved very demanding, requiring
“months of simulation”.® With our method, the self-assembly process can be reproduced in
a few days of simulation. All major physical features of our self-assembled bilayer system
were then quantitatively evaluated: we stress the fact that these properties did not directly
enter the parameterisation process. Structural results compared well with corresponding ex-
perimental data. In particular, the total electron density profile matched the curve obtained
via experiment (Figure 5.11), and single-site profiles showed characteristic broad distribution
peaks (Figure 5.12), consistent with the notion of fluid-phase lipid bilayers being highly dis-
ordered, yet distinctly stratified systems.* The headgroup dipole moment was also analysed:
the experimental magnitude was reproduced, while the average orientation was found to be
slightly different from that observed experimentally.

A thorough mechanical analysis was performed. First, compressibility moduli were eval-
uated. The area compressibility modulus describes the response of the bilayer surface area
to an isotropic tension, whereas the volume (or bulk) compressibility modulus describes the
response of the bilayer volume to uniform hydrostatic pressure.? Both parameters rep‘reéent
fundamental mechanical properties. The compressibilities computed for our model proved

~ consistent with experimental measurement. The transbilayer lateral pressure profile was cal-
culated (Figure 5.13). The profile was thoroughly analysed: every feature was describéd and
related to its molecular origin. Although no quantitative experimental data is available to

-confirm our result, the profile of our model seems very reasonable: it shows the qualitative
features obtained from experiments performed on similar sys‘cems‘,11 and both shape and
magnitude are consistent with AL simulation data.3%® Among the specific CG models, only
ours has so far yielded a lateral pressure profile in agreement with experimental and AL

simulation data. This crucial membrane property has been in fact recently reported for one

194 shows

other specific CG model: however, as mentioned in the Results section, that profile
qualitative and quantitative differences with respect to corresponding AL results. 394344 Since
electrostatic and hydration forces are major contributors to the transmembrane pressure dis-

tribution,? these discrepancies might be related to the simplified treatment of electrostatics
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and water in that CG model.'%* We then analysed our simulation according to the elasticity
theory developed by Helfrich.”"%"% The Helfrich forinula, valid both for a monolayer or a
bilayer, characterises the spontaneous shape of interfaces, and it predicts the stored energies
that accumulate as a result of deviations from the spontaneous shape. In particular, from
the first integral moment of the pressure distribution we determined the monolayer torque
tension, which characterises the curvature elastic stress, 2% and bthe‘spontaneous curvature,
which quantifies the tendency to curl and to form different phases.”” Both these parameters
are believed to specifically control protein function, membrane stability, phase-behaviour and
fusion. 85268 Our model proved able to predict correctly for DMPC a monolayer curvature
typical of type-0, bilayer-forming lipids. Through the second integral moment of the pressure
profile, we computed the Gaussian curvature modulus, which in general describes the energy
required to change the Gaussian curvature of a surface. From a biophysical perspective, the
Gaussian curvature modulus sensitively affects the energy of intermediates in phase traﬁsi—
tions and fusion of phospholipid bilayers,*° and it is also predicted to strongly influence the

261 Qur calculation proved in

membrane-mediated interactions between embedded proteins.
agreement with theoretical predictions.?2% It is important to highlight that the consistent
results obtained for the curvature elastic parameters provide further confidence that the
pressure profile obtained with our model is quantitatively credible. ”

Electrical properties were also investigated. In particular, we studied the membrane
dipole potential and associated transbilayer electric field, for the first time using a CG model.
In fact ours is the only CG method developed to date that can capture such properties, as it
fully‘ represents the electrostatics present in hydrated membrane systems: headgroup charges,
and glycerol -and water dipoles, are explicitly incorporated, and interactions are realistically
modelled without artificial dielectric constants. Our model correctly predicted the sign of the
membrane potential, the magnitude being larger than the experimental estimate. Notably,
we addressed an important issue which cannot be directly studied in real systems, and
which still represents an open qu‘estion.: 101 the molecular origin of the dipole potential. In
particular, by separating individual contributions, we could identify the glycerol-ester dipoles
as the major contributors to the electric field and dipole potential (Figures 5.14, 5.16), and
we could quantify the strong influence of interfacial water ordering (Figure 5.15). Both these
observations confirm hypotheses based on experimental data. 09266

Realistic lipid diffusion was also simulated. For the first time a CG model has proved able
to reproduce the experimentally-measured diffusion coefficients. As mentioned previously,
other CG models yield lipid diffusion. coeflicients which are four68 to one hundred®? times
higher than experimental data. This has lead to an overall correction of the simulation time
according to these lateral diffusion “speed-up” factors: 4652 such rescaling is problematic,® as
it neglects the high temporal heterogeneity characterising membrane processes. Our results,
both for short-range and long-range diffusion coefficients, proved consistent with experiments
(Figure 5.17). Furthermore, single-lipid diffusion trajectories were extracted (Figﬁre 5.18).
We observed a “rattling and jumping” behaviour of the kind predicted by free-volume the-
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Table 5.5: Physical parameters of fluid-phase DMPC phospholipid bilayer

Parameter "Our model - Experimentreference
VL [nm?] 1.104 £ 0.002 1.101°¢

Ap [nm?] 0.594 £ 0.003 0.606°

dgy [nm] 3.71 + 0.02 ’ 3.536

Sinol 0.36 +0.01 © o 0.3877

puc D] 16:1+0.1 S 1872

Buc [deg] 92.3+0.1 A 7274

K, [dyn/cm] 297 + 22 234%
Kv [kbar] 13.7+0.2 10 to 30% -
k® [kpT] 21.9+ 1.6 13.5,° 16.7,246 31.4,247 32,1248
™ [kpT/A]  —0.020 £ 0.003 na

c® [nm™] —0.018 + 0.003 ~ 0

k% [kgT] ~54+0.1 : —10.9 to 022
Kk [kpT] - -10.9+2.3 na

W4 [V] 1.57 + 0.03 10.45,111 0,510
Do [nm?/ us) 12+3: , 98

Py [pm/s] 92+4 83,289 703

Vi = volume per lipid, A;, = area per lipid, dgy = bilayer thickness, Sy, = segmental order
parameter, puyc = magnitude of the headgroup dipole, 8ug = angle between the headgroup
dipole and the bilayer normal; K, = area compressibility, Ky = volume compressibility, x°
= bilayer bending rigidity, 7™ = monolayer torque tension, c¢f' = monolayer spontaneous
curvature, k% = monolayer Gaussian curvature, k% = bilayer Gaussian curvature, ¥4 =
dipole potential, Dy, = lipid lateral diffusion, Py = water permeability, na = not available.
*Fluid-phase DPPC. 'Fluid-phase DPhPC.

ory!® and simulated in AL studies.32-3¢ Finally, long-time simulation (almost 1 us) allowed
the spontaneous permeation of water molecules to be observed and quantified: we measured
a permeability coefficient consistent with experiment. To our knowledge, such a result has
never been reported using AL models. The spontaneous water permeation rate has been
previously computed once using a specific CG model,*® although in that model water is
represented by simple apolar particles, each accounting for four real water molecules. Also,
the permeation rate was obtained after rescaling the simulation time according to the lipid
diffusion “speed-up” factor.46 Our simulation of the water passive transport phenomenon
is more realistic, as water is represented on an individual level, electrostatics are explicitly
~ included and the permeation rate is computed without any empifical correction.

The entire set of quantitative results obtained from our simulation is collected in Ta-
ble 5.5, along with the corresponding experimental data. In general, experimental investi-
gation on phospholipid bilayers suggests that the properties of membranes are governed by
basic, purely-physical principles.? Our model is a demonstration of the validity of this view:

we have consistently reproduced experiments with a simple model that includes only the

fundamental physics. '
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A unique and very promising aspect of our CG strategy is the straightforward compati-
bility with AL models: -the potentials present in our force-field can be readily mixed with AL
force-fields. In fact, electrostatic and van der Waals interactions are represented consistently
by our CG model and standard AL models using Coulombic and Lennard-Jones potentials.
Our model also comprises the anisotropic Gay-Berne potential, which can be seen as a gen-
eralisation of the Lennard-Jones potential. Gay-Berne and Lennard-Jones models can be

21 35 we have already done to describe headgroup-

mixed through a generalised formalism,?
tail and water-tail interactions. Recent work in our group has been performed to validate and
calibrate the multiscale interactions. In that study,?”® water-octane partition coefficients for
a range of solutes have been calculated by Monte Carlo simulations. Octane molecules have
been modelled as pairs of Gay-Berne ellipsoids connected by a harmonic spring, using the
parameters developed here for the lipid hydrocarbon region, water has been represented with
the SSD potential, and the solutes with an all-atom force-field. This mixed AL-CG study
has yielded. results in'good agreement with experimental data, using a fraction of the compu-
tational time needed by cdrresponding AL models.?™ Multiscale simulations have also been
conducted to study the permeability of a number of solutes (small organic molecules, large
drugs and hormones) ‘des'cribe'd at the all-atom level using standard force-field parameters,
inserted across our CG bilayer. These simulations are presented in the following Chapters 6
and 7. Overall, it is clear how our approach can allow the efficient multiscale mixing of
CG and AL models, the latter employed to represent molecules where fine chemical detail is

important, such as drugs or membrane proteins.
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Chapter 6

Multiscale simulation of small

molecule permeability

The transmembrane permeation of small (molecular weight < 100) organic molecules across
a phospholipid bilayer is investigated by multiscale molecular dynamics simulation. The
bilayer and hydrating water are represented by the simplified, efficient coarse-grain models
presented in Chapter 5, whereas the permeating molecules are described by standard atomic-
level models. By constraining each permeant at selected depths inside the bilayer, we have
sampled free energy differences and -diffusion coefficients across the' membrane. These data
have been combined, according to the inhomogeneous solubility-diffusion model, to yield
the (experimentally measurable) permeability coefficients. Results are within one order of
magnitude of previous atomic-level calculations and available experimental data. In par-
ticular, the solute relative permeability coefficients are well reproduced. Computationally,
our multiscale hybrid methodology proves two orders of magnitude faster than traditional

atomic-level methods.

6.1 Introduction and background

Transport phenomena across biomembranes are fundamental processes in cellular biology.
They are also becoming increasingly important in many medical, pharmaceutical and envi-
ronmental technologies.?”* For example, drug permeation is crucial to bioavailability, and is
at the basis of the technology of liposomal transport systems.'®® Although important per-
meation mechanisms, such as those responsible for the translocation of sugars and amino
acids, are actively controlled by proteins, passive permeation is the most common way by -
which solutes cross cell membranes. Most small molecules (such as water and oxygen) and
drugs are passively transported. While experiment can measure permeability coefficients,
the exact mechanism of unassisted transmembrane transport is still not fully understood,' as
local membrane-solute interactions are difficult to probe. In fact, the current understanding
of membrane permeability is still influenced by the theories developed over a century ago by

.Over’con, who proposed that the membrane permeability coefficient of a solute is correlated
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to its oil /water partition coefficient.?”® This observation lead to the crude representation of
the membrane as a homogeneous oil slab: on this basis, the simple bulk solubility-diffusion
model of membrane permeability was proposed.?” In more recent years, experiments have
clearly established that lipid membranes are highly heterogeneous systems, very different
from uniform oil phases: for instance, density distributions, order parameters and diffusion
in lipid membranes show characferistic properties that are not present in bulk oil systems.
The heterogeneity present inside membranes is included in the inhomogeneous solubility-
diffusion model®*?" (detailed in Section 6.3.1), which relates the permeability coefficient
to the variations of local properties across the membrane: these properties, such as parti-
tibning and diffusion of a solute as a function of its position inside the membréne, are very
difficult to study experimentally. ' » N

Particle-based simulations can provide insights into the understanding of transport phe;
nomena across bilayers with the necessary resolution. In recent years, atomic-level (AL)
molecular dynamics simulations have indeed been successfully employed to predict perme-
ability coefficients and to investigate the general mechanism of passive transport across
membranes. Seminal simulations were performed to study the diffusion of benzene in a lipid
bilayer,?™ although the first calculation of the transbilayer permeability coefficient by molec-
ular dynamics was conducted for water. 278 Permeability simulations have then been carried
out for small molecules such as ammonia and oxygen.28728 The increase in computer power
and the refinement of force-fields for different molecules havé also allowed the calculation of
permeability coefficients for several small organic molecules®®28! and drugs. 2225 A detailed
review on AL simulation studies of membrane permeation has recently been published. 158
These investigations have been extremely useful in understanding many aspects of bilayer
permeation with atomic resolution. However, the huge computational cost associated with
the simulation of AL models results in a series of limitations and issues. For example, ob-
taining well-converged data is often problematic, as series of long simulations are required
for every solute. Also, bilayer sizes must be rather small to be computationally amenable;
this can induce artefacts, especially when large drugs are inserted into the membrane. Fur-
thermore, the numbef of different solutes that can be investigated in a reasonable amount of
time is extremely limited; this seriously hinders applications in the context of drug desigh,
where screenings of large sets of candidate compounds are normally required.- It is therefore
highly desirable to develop techniques that can improve the efficiency of simulation.

A possible way to alleviate the AL computational cost involves simplifying the repre-
sentation of the system via coarse-grain (CG) techniques. CG approaches generally involve
grouping together selected clusters of atoms into single macro-sites, to significantly reduce
the number of interactions calculated, and hence also the computational cost. CG methods
can increase simulation speed by several orders of magnitude with respect to correspond-
ing AL methods, while still retaining the most important physical features of the systems
and phenomena represented. %4214 However, membrane permeability is known to be ex-

tremely sensitive to the chemical identity of the permeating species: subtle variations in
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the solute atomic structures often lead to differences of many orders of magnitude in the
permeability coefficients.?®® Standard CG models, where groups of several atoms are lJumped
together in single interaction sites, are unlikely to provide a sufficiently accurate description
of membrane-solute interactions. A natural compromise would involve combining the accu-
racy of AL force-fields to the efficiency of CG models in a multiscale fashion: the “chemically
sensitive” parts of the system (the solutes in membrane permeation studies) can be modelled
atomistically, and the surrounding environment can be simplified with CG representations.
It is particularly desirable to employ standard AL force-fields, which have been developed,
tested and successfully used for decades now. Several multiscale methods have been re-
ported in the literature;%1:287-2%4 4 review has also been recently published.?%® While current
methods are very promising, quite a few issues can be noted. All the AL-CG multiscale -
approaches developed so far are characterised by rather complex algorithms developed to
model specifically the interfacial region between the AL and CG parts of the system. None
of these techniques has been used to simulate transmembrane permeation processes. Appli-
cations to biological systems have been so far limited to the modelling of basic structural and
dynamical properties of an enzyme, 22922 and to the study of the structure of preassembled
membrane-protein systems.%! In these approaches, problems arise whenever molecules diffuse
across regions of different representations, as the models for the AL and CG particles are not
compatible. Adaptive techniques, which address this issue by allowing changes of resolution
across the interface, have been proposed only recently, and thus far they have been proved to
work only for rather simple models, such as idealised tetrahedral solvent particles, 22 liquid
methane, *"2%! water?®* and a generic solvated bead-spring polymer.?? A general serious
problem involves the preservation of realistic dynamics, as well as the .consis.tency of relative
dynamics across the different representation levels. .

In this study, we present multiscale simulations based on a simple, direct AL-CG cou-
pling, where the different representations interact through compatible potentials. Such a
straightforward interfacing is possible thanks to the characteristics of our recently-developed
CG membrane model (presented in Chapter 5). The membrane permeation process will be
simulated for a range of small solutes. In the next section, we summarise the theory underly-
ing our calculation and we describe in details the multiscale methodology employed. Results
obtained by multiscale AL-CG simulation are then presented, and compared to standard AL

simulation results and available experimental data.

6.2 EXperimental studies

The fundamental principle of passive pérmeation is described by Fick’s first law of diffusion:
a substance diffuses in the direction that eliminates its concentration gradient, at a rate
proportional to the magnitude of this gradient. The permeability coefficient P, representing

79




this proportionality constant, can be ¢alculated as:

J
P_AAC

with J the solute’s flux, AC’ its concentration gradient across the interface and A the interface
area.

There is a large scatter of éxperimental values for the membrane permeability coefficients.
While the relative permeabilities are typically well reproduced/, absolute data measured in
different laboratories by different techniques can vary across orders of magnitude. This can
be due to difficulties in calibrating the measurements and to perturbations caused by the

specific method. 2%

Water Water perfneability across lipid vesicles can be quantified by measuring the net
volume flow of water induced by osmotic water transport in the presence of an impermeable
solute. Another method, where no net flux occurs, involves measuring the diffusional ex-
change of water by tracer methods using deuterated or tritiated water. These two methods
do not yield consistent results: the “osmotic” permeability coefficient is typically larger, by
up to 2 orders of magnitude, than the “diffusive” permeability coefficient.?®” An attempt
to explain this discrepancy considers the single-file transient pore model.?*"?% According to
this model, water permeates fhrough pores forming from density fluctuations in the bilayer.
The section of such pores is only large enough to allow a single file of water molecules to
pass through. When water molecules cooperatively move in one direction across the bilayer,
as in the osmotic case, the transient pores offer a major permeation route. In the diffusive
permeation experimént, this process does not take place; water molecules do not have a
preferential direction and cannot pass each other in the pores, so there is no pore flux. It is

297

predicted that one pore is present every 2000 lipid molecules.?®” The transient pore mecha-

nism is not widely accepted, in fact many researchers consider the solubility-diffusion model '

(presented in Section 6.3.1) more realistic. 299:3%0

Small solutes Permeability coefficients for small organic molecules can be measured across
planar lipid bilayers formed on a ~ 1 mm? hole ina polyethylene or Teflon partition separat-
ing two magnetically-stirred water-jacketed chambers; 293917303 Figure 6.1 depicts a typical
system. Permeability coefficients P are calculated from the rate of change of the receiver

concentration with the following equation:

- Vihamb
P=sx chamber - 61)
ACdonor ( '
with s the slope of the receiver concentration versus time interval plot, Venamper the volume
of the aqueous solution in ea_ch chamber, A the bilayer area and Cgyonor the concentration
of the solute in the donor chamber.3%! Permeability measurements can also be performed

across lipid bilayers from large unilamellar vesicles by means of radioactive tracers, NMR 2%
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Figure 6.1: Membrane permeability experimental system. The figure highlights the increase
in thickness due to the residual hydrocarbon solvent (decane + squalene) which inevitably
remains in the bilayer after the formation process; in fact this solvent layer is exaggerated
in the figure, as in reality the thickness increase is negligible. 3!

or fluorescence techniques,3® by withdrawing samples of the receiving solution or collecting

the vesicles at intervals of time. 304

6.3 Methodology

6.3.1 The inhomogeneous solubility-diffusion model

The inhomogeneous solubility-diffusion model>*27 relates the (experimentally measurable)
permeability coefficient of a solute to an integral of depth-dependent parameters across the

membrane. In particular, the overall membrane permeability coefficient P is expressed as:

Pe=i} / R(2)dz =1/ / eXp(Ag((Zz))/kBT) dz (6.2)

with R(z), AG(z) and D,(z) the solute resistance, excess free energy and diffusion coeffi-
cients, respectively, at position 2z along the direction normal to the membrane interfacial
plane. The integration extremes z; and z, are taken in the water phases at the two sides of

the membrane, so that the integration is performed over the entire bilayer.

6.3.2 The z-constraint method

The quantities featuring in the inhomogeneous solubility-diffusion model (Equation 6.2) can
be obtained from simulation by applying the z-constraint method.?™ In particular, both
AG(z) and D.(z) can be calculated from the constraining force f¢(z) required to keep
the solute mass centre at selected z-positions along the interface normal. The z-constraint

algorithm, applied at every MD step, consists of the following operations:

e Consider z—position z; of solute molecule at the current time ¢
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e Compute forces and integrate as usual — new position 2z;,a; and velocity 2, a¢

e Compute displacement: Az := z;oa; — 2

Constrain position zi+a¢ := 2441 — Az and velocity Z.a: := 0

Compute constraining force: f¢:= —mAz/(At)?

The constraining force at each step is recorded for the post-processing required to obtain
free energies and diffusion coefficients. The free energy of transfer AG(z) from water into

the membrane is computed as: .
8GE) = [ (e (63)
, water

with (f2(2)) the average constraint force at position 2’ over the total simulation time. The

local diffusion coefficient D, (z) along the z-dimension is calculated as:3%

(ksT)” (6.4)

D) = TR et Az 0)) -

with kg the Boltzmann constant, T the temperature and AfS(z,t) the “random” force,

defined as the deviation of the instantaneous force from the average force acting on the

solute: Af2(z,) = fo(z,t) — (f2(2)).

6.3.3 Atomic-level models_ of small molecules

We have selected the following solute candidates, representing the most common chemi-
cal functional groups: acetamide, acetic acid, benzene, ethane, methanol, methylacetate,
methylamine and water. We have chosen to test our AL-CG approach on this particular
set, of molecules because we will be able to make comparisons with the results obtained
in a corresponding AL investigation.3® Water is modelled by the SSD potential, 225227 with
increased masses as described in Section 5.1.7. The other solutes are described by all-atom
models; in particular, these molecules have been parameterised with the GAFF- force-field 3%
and AM1/BCC atomic partial charges.3°” The solute models have no net charge; ‘this is
consistent with the assumption that only the neutral species diffuse across the bilayer.30!
No intramolecular degrees of freedom are taken into account, that is, molecules are rigid
bodies. All solutes are small, relatively compact molecules: it seems therefore reasonable
to model them as rigid bodies. To optifnise the stability of molecular dynamics numerical
integration, the solute principal moments of inertia were increased.#? In particular, atomic
masses in each solute were redistributed: hydrogen masses were increased from 1 to 4 amu,
and the masses of heavier atoms (carbon, oxygen and nitrogen) were decreased .accordibngly
to maintain the real value of the overall mass of each molecule. Thermodynamié properties

are not affected by such an alteration of the principal moments of inertia.
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In general, a rigid body is associated with an inertia tensor whose elements are typically
non-zero. The inertia tensor I can be considered a linear operator that transforms the angular

velocity w into the angular momentum L:
L=1Jw (6.5)
with L and w column matrices, and I a second-rank tensor.3% Explicitly:

z I:z:y I;cz

z ]yy ]?JZ

T Izy Izz

(6.6)

—{
i
SR

The inertia coefficients depend upon both the location of the origin of-the body‘set of axes
and upon the orientation of these axes with respect to the body. It can be shown that there
alway.s exists a set of coordinates in which the tensor is diagonal with three principal values:
the principal moments of inertia I, I, I,. The principal moments of inertia are simply the
~ eigenvalues of the inertia tensor, while the principal axes are the eigenvectors of the inertia

tensor.

Setting up a rigid molecule for molecular dynamics Assuming to have an initial set
of coordinates (obtained for instance from a pdb file) in any given reference, and knowing the
‘mass of each atom, it is straightforward to compute the molecule’s mass centre and rescale
the coordinates so that the origin of the frame of reference coincides with the molecule’s
mass centre. The inertia tensor I is then computed. Ih particular, the diagonal elements,

also known as moment of inertia coefficients, have the following form:
Iw = »_ mi(r} —a) (6.7)
while the off-diagonal elements, also known as p'roducts of inertia, have the typical form:

Ly=— mazy | - (6.8)
i |

being m; the mass of the i-th atom, r; = /22 + y? + 2? its distance from the origin and
" i, i, % its coordinates. 38 The eigenvalues (principal moments of inertia) and the eigenvec-
tors (principal axes) of the inertia tensor can be computed (using for instance the program
Maple3®). The principal axes can then be used to form the rotation matrix R, which can
eventually be employed to transform the molecule coordinates from the initial (lab) frame
onto the principal (body) frame of reference. The molecule can now be assigned the principal

moments of inertia, and its motion can be simulated by molecular dynamics.
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- 6.3.4 Mixed interactions

In general, all the potentials employed to represent the various interacting sites in our mul-
tiscale membrane-water-solute model are directly compatible with each other. Therefore,
mixed interactions can be treated straightforwardly by available formulae. v

Lennard-Jones cross terms between lipid headgroups, water and solute atoms are calcu-
lated using standard mixing rules.'?° Mixed Lennard-Jones/Gay-Berne interactions are con-
sistently treated using the generalised Gay-Berne potential.??! In particular, the generalised
Gay-Berne potential accounts for the intralipid headgroup-tail interactions, the interaction
between the Lennard-Jones term of the SSD potential and the Gay-Berne lipid term, and
' the interaction between the Lennard-Jones terms of the AL solutes and the Gay-Berne lipid
term. " . .

In our model we retain explicitly all relevant electrostatics of the lipid, water and solute
molecules, as described previously. Therefore, monopole-monopole, monopole-dipole and
dipole-dipole interactions can be simply described by standard electrostatic formulae. 26

To optimise the mixed parameters between CG and AL sites, we recently carried out
calculations of water-octane partition coefficients for a range of solutes by Monte Carlo
simulations.?”® Octane molecules were modelled as pairs of Gay-Berne ellipsoids connected
by a harmonic spring, using the parameters developed for the hydrocarbon tails of the CG
lipid model, water was represented with the SSD potential,??22” and the solutes with the
GAFF all-atom force-field. The solutes were 15 analogues of neutral amino acid side chain.
Results could be brought in excellent agreement with experimental data by introducing two
scaling factors into the standard mixing rules: i) The electrostatic potehtial energy‘term
between water and solutes was increased by a factor of 0.1. ii) The generalised Gay-Berne
potential energy term between lipid tail sites and solutes was decreased by a factor of 0.2.

Such modifications have been adopted in this study.

6.3.5 Simulation details

Molecular dynamics is carried out with our software BRAHMS (see Section 5.1.5 in Chap-
ter 5 for a general description and Appendix A for algorithmic details). The integration
time-step is 20fs. Pressure and temperature are maintained at 1atm and 30°C using the
wéak—coupling scheme.?3" Lipid, water and solute temperatures are coupled separately with
time constant 7 = 0.2 ps; for rigid-body sites, translational and rotational degrees of free-
dom are coupled independently. The pressure is controlled by semi-isotropic volume scaling
with time constant 7p = 0.5ps and isothermal compressibility 8 = 4.6 x 1073 atm~!. The
cutoff radius for both Lennard-Jones and electrostatic water-water interactions is 0.9nm, as
prescribed for the SSD parameterisation adopted.??” All other nonbonded cutoff radii, both
for Lennard-Jones and electrostatic in‘ceractions, have been set to 1.2nm. Long-range elec-
trostatics are treated using cutoff schemes. In particular, charge-charge and charge-dipole
interactions are implemented using the shifted-force cutoff method.?® We employ the SSD
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parameters optimised to treat long-range dipole-dipole interactions with a cubic switching
cutoff scheme:??” for consistency, all dipole-dipole interactions are treated in this manner.
Nonbonded interactions involving solute molecules are treated as group-based with a cutoft
distance of 1.2nm: the interactions between all solute atoms and the interacting site are
evaluated if, and only if, the distance between the solute mass centre and the interacting
site is less than the cutoff. The net mass centre velocity of the entire system is set to zero at
every step.?%® The bilayer model employed is the self-assembled CG membrane comprising
128 DMPC lipids and 3400 hydrating water molecules described in Chapter 5. For each
of the AL solutes, the z-constraint method has been applied to sample 16 equally-spaced
z-f)ositions across one monolayer; results are considered valid also for the other monolayer
for symmetry. In particular, we have sampled distances from 3.1 nm to 0.1 nm by 0.2 nm in-
crements, thus covering the various intramembrane environments from the interfacial water
phase to the centre of the hydrocarbon core. In each simulation, a single solute molecule was
present in the bilayer. To prepare the systems, molecules were initially inserted.at 1% of their
real size, and with interaction parameters set to 1% of their real values. The solutes were
then incrementally grown back over 1000 molecular dynamics steps, corresponding to 20 ps
of simulation time. The systems were subsequently equilibrated for 1ns. Production runs
were then conducted for 80ns, divided in two consecutive 40-ns batches. Simulations were
run on the Southampton University Iridis cluster?% in a “coarsely” parallel fashion, meaning
that each simulation ran on a different single processor. The entire set of simulations could

be completed in about one week.

6.4 Resu'ltls

In this section, we report the results obtained from the multiscale AL-CG permeability sim-
ulations: Figure 6.2 displays a typical simulation snapshot. For the free energy, diffusion
and resistance profiles, and for the overall permeability coefficients, we will report average
- values and standard errors computed from the averages over the two 40-ns consecutive blocks
of each of the 80-ns runs. The data obtained will be compared to previous AL simulation
- studies and available experimental data. The CG membrane is a model for DMPC bilayers,
hence ideally comparisons should be made with results obtained with this lipid species. In
fact, some experimental and simulation data for DMPC will be reported. However, we will
consider many results obtained for DPPC lipid bilayers, as this was the lipid species em-
ployed in the AL investigation which constitutes our primary comparison source.?® Apart
from slightly longer tails (two more carbons), DPPC is identical to DMPC; moreover, all
data reported refer to fully-hydrated bilayers in the liquid-crystalline phase. Therefore it is
reasonable to compare results for DMPC to corresponding data for DPPC. We will also con-
sider experimental permeability coefficients derived from studies on lecithin bilayers, which

are mixtures of different phosphatidylcholine lipids.
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Figure 6.2: Simulation snapshot of an AL solute embedded in the CG membrane. The CG
choline, phosphate, tail and water sites are represented in red, yellow, transparent orange
and blue, respectively. The atoms of the AL solute, benzene in this image, are represented
in orange (carbon) and blue (hydrogen). Image prepared with VMD.31°

6.4.1 Free energies of transfer

For each of the solutes considered, the free energies of transfer from the water phase to
the selected z—positions inside the membrane are reported in Figure 6.3. By following the
free energy profiles of the solutes from the water phase to the bilayer centre, it is possible
to identify clearly two different types of behaviours, which correspond to the hydrophilic
or hydrophobic nature of the molecules. The hydrophilic solutes (acetamide, acetic acid,
methanol, methylacetate, methylamine and water) are characterised by a net free energy
increase; in particular, a shallow free energy dip corresponding to the polar/apolar interface
region, observed for all hydrophilic solutes except water, is followed by a steep increase
corresponding to the hydrocarbon region, culminating in a large positive free energy barrier
at the bilayer centre. The hydrophobic molecules (benzene and ethane) show instead a net
decrease in the free energy, reaching a negative minimum at the bilayer centre. Ethane, in
particular, is characterised by an almost zero free energy difference up to the lipid glycerol
region; then, in the hydrocarbon region, the free energy decreases until the negative minimum
in the bilayer centre. For benzene, however, the free energy decreases almost constantly
from the water/headgroup interface to the hydrocarbon region, where it eventually settles
down to a negative value in the vicinity of the bilayer centre. Such a clear discrimination
between hydrophilic and hydrophobic compounds is intuitively expected, considering the
hydrophobic nature of the membrane hydrocarbon core. A close comparison between the
AL-CG free energy profile and the corresponding curves calculated in the AL study®® is shown
in Figure 6.4. Qualitative differences can be noticed corresponding to the lipid headgroup-

glycerol region.
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Figure 6.3: Free energies of transfer from water to selected z—positions along the bilayer
normal.
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Figure 6.4: Free energies of transfer from water to selected z—positions along the bilayer
normal. Comparison between the results from multiscale (this work, left diagram) and
atomic-level® (right diagram) simulations.
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Table 6.1: Free energy of transfer from the water phase to the bilayer centre [kJ/mol]

Solute AL-CG AL
' (this work)

acetamide 258427 243 (3t

acetic acid 16.5+0.8 16.0 (351

benzene —53+0.5 —4.8 (31

ethane -72£01 56391

methanol 16.1+1.1 231 (39t

methylacetate | 10.0+1.0 0.3 (391

methylamine | 8.8+1.0 9.0 (3%t

water | 13.8+£06 229 (39t
26.0 (276)t
225 (280)x
26.4 (2791
565 (311)=

References are included in round brackets. *Fluid-phase DMPC. "Fluid-phase DPPC.

In particular, all the AL profiles display a free energy increase on entering the headgroup
region; 35 correspondihg to the same location, the profiles reported in this work are instead
characterised by a shallow dip, with the exceptions of water and ethane. To our knowledge,
the only available experimental data on the free energy difference between the headgroup
region and the water phase for the solutes considered has been obtained for acetic acid: from
the partition coefficient in DMPC vesicles, a value AG ~ —0.45kJ/mol can be calculated. 3%
Such value is negative as in our AL-CG results; however, there is a discrepancy of a factor
of 10 in terms of the absolute values. A quantitative comparison can be made for the free
energy differences at the bilayer centre: Table 6.1 reports the results obtained in this AL-
CG investigation along with corresponding AL values. It can be noticed an overall good
agreement, with the single exception of methylacetate, which displays a large positive free
energy value in the AL-CG simulations whereas it is almost zero in the AL study.*® In fact,

methylacetate is a hydrophilic, polar compound, as its experimental AG(water—hexadecane)

is reported3!? to be positive (2.7kJ/mol); our result appears therefore more realistic than the
AL value. A further discrepancy between the AL-CG data and AL results concerns the free
energy barrier for water. In particular, our barrier of 13.8kJ/mol is somewhat lower than
the range 22.5 — 26.4 obtained from AL simulations (Table 6.1). ‘Part of the reason for this
underestimation is accounted for by the fact that our AL-CG method is optimised for AL
molecules parameterised with the GAFF force-field, whereas the water model is represented
by the SSD force-field. v
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Figure 6.5: Diffusion coefficients along the z—dimension (normal to the membrane plane)
for selected z—positions inside the bilayer.

6.4.2 Diffusion coefficients

Diffusion coefficients D,(z) along the z-dimension have been calculated using Equation 6.4:
diffusion profiles are displayed in Figure 6.5. The values obtained with the AL-CG model are
within one order of magnitude of the AL results reported in the simulation study of the same
set of solutes.?® However, qualitative discrepancies from that study?®® can be noticed for a
number of solutes. In particular, Figure 6.5 shows that the diffusion coefficients of water,
methylacetate, ethane, benzene and methanol are higher in the centre of the bilayer than in
the outer water phase: these data do not agree with those reported in the AL simulation
study®® where, for all solutes, diffusion coefficients in the bilayer centre were found to be
significantly lower than in the water phase. However, two other previous AL investigations
reported results similar to those obtained here. In the water permeability simulation by
Marrink and Berendsen,?”® the diffusion rate in the bilayer centre was reported to be more
than twice as large as in the water phase. As noted elsewhere, '°® this discrepancy may stem
from Marrink and Berendsen’s modelling of the -CHy- and -CH3 groups in the lipid tails
without explicit hydrogens, that is, using a united-atom representation. However, Shinoda
et al.?” using an explicit-hydrogen model, also reported the diffusion coefficient for water
in a DPPC bilayer to be twice as high in the hydrocarbon centre than in the water phase.
Moreover, in another molecular dynamics investigation of benzene in a DMPC bilayer with
all hydrogen explicitly modelled, it was found that benzene diffused three times faster in
the bilayer centre than in the interfacial region;?”” in this case though, the total diffusion
coeflicient was calculated, as opposed to the z-component only (which is considered in all

other referenced works). In all these studies,>"?7"2™ the enhanced diffusion was ascribed to
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Figure 6.6: Resistance profiles.

the small size of water and benzene: they diffuse faster by jumping between the free volume
pockets available in the middle of the bilayer, which is in fact the lowest-density region of

the system.

6.4.3 Resistances

Resistance profiles R(z) as a function of the bilayer normal, calculated from AG/(z) and D.(z)
with Equation 6.2, are displayed in Figure 6.6. It can be seen that the hydrophilic solutes
(acetamide, acetic acid, methanol, methylacetate, methylamine and water) are characterised
by a net resistance increase from the water phase to the hydrocarbon core, whereas the
hydrophobic molecules (benzene and ethane) display a net resistance decrease. In general,
the resistance profiles of Figure 6.6 show a clear correlation to the free energy profiles of
Figure 6.3. This is expected, as in the solubility-diffusion model employed (Equation 6.2)
the resistance R(z) depends largely on the free energy difference AG/(z), which features as
the argument of an exponential, while the contribution of the diffusion coefficient D.(2) is
comparatively small. However, in some resistance profiles it is possible to identify slight
deviations from the shape of the corresponding free energy profiles, and these deviations
can be ascribed to the diffusion coefficients (Figure 6.5). The local resistance is inversely
proportional to the diffusion coefficient (Equation 6.2): the observed enhanced diffusion of
some solutes in the bilayer core should therefore affect resistances in that region. Such effect
can be seen for water and methylacetate, which display a resistance drop in the bilayer centre
despite the free energy increase observed in Figure 6.3. The resistance decrease is clearly
determined by increased diffusion. As for benzene and ethane, which also diffuse faster

in the bilayer centre, it can be observed that the decrease in resistance, already dictated
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by the free energy profiles, is pafticularly steep. The results for methanol underline the
predominant effect of the free energy over the diffusion term in determining the overall
resistance. Methanol displays enhanced diffusion in the bilayer centre (Figure 6.5), which
favours a resistance decrease in that region. However, this effect is overcompensated by the
steep free energy increase (Figure 6.3), which ultimately dictates the observed resistance

increase (Figure 6.6).

6.4.4 Permeability coefficients

The free energies of transfer AG(z) and diffusion data D,(z) have been combined according
to the inhomogeneous solubility-diffusion model?™2" (Equation 6.2) to calculate the per-
meability coefficients. The data for AG(z) and D,(z), calculated for only one of the two
monolayers, have been considered valid also for the other monolayer for symmetry. Table 6.2
reports the permeability coefficients computed for the eight solutes considered. Results ob-
tained in this.study, using a CG DMPC model mixed with AL solutes, are shown in the first
column. The second column reports correspdnding results obtained by standard AL simula-
tion, whereas the last column shows available experimental data. The results obtained by the
AL-CG simulations are generally within one order of magnitude of the AL and experimental
data reported. This level of agreement is rather good, considering that the permeability co-
efficients for this set of solutes, comprising both polar and apolar molecules, span five orders
of magnitude. Most importantly, the solute relative permeability coefficients, observed from
both the available experiments and simulation, are well reproduced (Table 6.3). The only
significant exception is methylacetate. We have already mentioned that methylacetate is a
hydrophilic molecule, hence it should have a lower permeability than ethane and benzene
(hydrophobic).. From Tables 6.2 and 6.3 we see that this ranking is in fact observed in the
AL-CG investigation carried out here, whereas there mlght be issues with the AL results,3

which rank methylacetate between benzene and ethane.

6.5 Discussion

We have presented a new multiscale AL-CG fnodel where the two levels of representation |
interact without the need for an interface. This is possible thanks to the unique nature of
our CG model, which is constituted by potentialsdirectly compatible with AL force-field. In
particular, both lipid and water CG models contain all relevant electrostatics: this feature,
which is not present in any other CG model, allows the AL-CG electrostatic interactions to be
treated straightforwardly. Mixed AL-CG interactions have been calibrated by fitting to ex-
perimental oil/water partition coefficients of a number of small solutes (analogues of neutral
amino acid side chain); to reproduce the experimental data, the force-field has been optimised
by introducing two scaling factors into the AL-CG mixing rules.?® Such modifications have
been transferred in this study for the permeability simulations of AL solutes through the CG

membrane.
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Table 6.2: Pérmeability coefficients [cm /s]

Solute CG DMPC AL PC Exp PC
(this work)

acetamide 154+1.1x1073 66+1.9x 10730 - 45 x 104 (313)f
‘ : 1.7 x 1074 (314)1
1.7 x 10~4 (302)1.
2.9 x 10~4 (3011
- 1.65 x 104 (273}
acetic acid 33+19x1072 1.3+05x 1071 391 69 x 1073 (3141
‘ 6.6 x 1078 (3031

5.0 x 1073 (286)1

benzene Sl 2943 10 £ 1 (39t

ethane 6.2+2.1 , 6.7 + 0.8 (391

methanol 18+1.4x1072 19404 x 1072 (351

methylacetate 1.9+04 9.5+ 1.1 (391

methylamine 1.0+0.2 1.2+0.2 591 9 x 1071 (31911

, 8 x 102 (314)1

water 7.0+0.1 x 1072 6.8 x 1072 (280)* 8.3 x 1073 (269)«

' 4.0 x 1072 (280t 7.0 x 1073 (3=

1.34+0.3x 1072 (39t 9.4 x 10~2:(300)*
1.6 x 1072 (291 4.0 x 10—4 (297
7.04£3.0x 1072 (7191 1.0 x 1073 (297
6.0 x 104 (298)x
' | 2.4 x 1073 (Mt
1.9 x 1072 (300t
3.4’ x 1073 (310}t

9.9 % 10-3 (271 -
' 1.9 x 1073 (286)¢

CG = coarse-grain, AL = atomic-level, Exp = experimental data, PC= phosphatidylcholine,
DMPC = dimyristoylphosphatidylcholine, DPPC = dipalmitoylphosphatidylcholine. Refer-
ences are included in round brackets. *Fluid-phase DMPC. fFluid-phase DPPC. Fluid-phase
lecithin. :
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Table 6.3: Relative permeability coefficients

Solute CG DMPC AL DPPC
(this work) (Bemporad et al.3?)

acetamide 1 1

acetic acid 22 20
benzene 19333 1515

ethane 4133 1015
methanol 12 29
methylacetate 1267 1439
methylamine 667 182

water 47 2

Overall, efficiency is improved by coarse-graining the lipid and hydrating water components
(that make up for almost all of the simulation cost), whereas accuracy is retained by de-
scribing the solute molecules atomistically by a standard AL force-field. By adopting a CG
description of the membrane “solvent”, we could increase the simulation efficiency to explore
larger systems for longer times than has been done with standard AL simulation. We studied
the interaction of solutes with a bilayer system comprising 128 lipids, larger than the typical
36 — 72 lipid bilayers that have been simulated by standard AL methods in permeability cal-
culations. 35:276,278-280,282,283,311 [ arge membranes minimise artefacts from periodicity (due to
the periodic boundary condition normally assumed in molecular dynamics) and are less likely
to suffer from structural distortions caused by the inclusions (this problem being particularly
serious when large solutes, such as drugs, are considered). For each solute, we have sampled
each of the selected z-positions for 80 ns, a much longer time than that (< 10ns) typically
reached ‘in corresponding AL z-constrained simulations.3:276:278-280283 \We performed each
long runs, often necessary to reach convergence, in about five days of CPU-time on single
processors. By comparing the CG-AL simulation cost to corresponding AL calculations,*® a
speed-up factor of two orders of magnitude can been estimated. We could run all simulations
almost simultaneously on a cluster;24° overall, a total of 8 x 16 x 80ns ~ 10 us of simulation
data were produced in about one week. Our AL-CG model thus provided permeation data
for large sets of molecules in a fraction of the computational time required by traditional AL
- methods. ' '
 We evaluated the membrane permeability coefficients of the selected solutes via the in-
homogeneous solubility-diffusion model.?742 The results obtained by the AL-CG method
were within one order of magnitude of those obtained in the AL study® and available ex-
perimental data (Table 6.2); most importantly, the relative permeabilities, and hence the
ranking order, are in good general agreement (Table 6.3). Results indicate that the overall
permeability is mainly determined by the free energy component, the diffusion contribution
being rather marginal; such findings agree with previous analysis. 3%:28°

We reported, however, some qualitative discrepancies between the free energy and dif-
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fusion profiles obtained in this work and those reported in the AL study.® In particular,
differences can be noticed in the free energy profiles of the polar solutes. The AL-CG re-
sults display a free energy minimum at the polar/apolar interface; whereas the AL curves
are characterised by free energy increases (Figure 6.4). Therefore, according to the AL-CG
model, hydrophilic solutes preferentially partition at the polar/apolar interface, whereas the
AL model® indicates that these solutes would preferentially remain in the water phase out- -

316 showed results in

side the bilayer. Interestingly, another previous AL simulation study
- qualitative agreement with the AL-CG data presented here. In that investigation,3!® free
energies were calculated for five small solutes (CHy, CH3F, CH,F,, CHF3;, CFy) across a
hydrated glycerol 1-monooleate (GMO) bilayer. The free energy of nonpolar molecules was
found to decrease monotonically or nearly monOtoniéally, leading to a minimum in the bi-
layer centre (as in our results for benzene and ethane), whereas polar molecules exhibited an
interfacial minimum (as in our results for the polar solutes, except water). Such.ﬁndings were
explained by analysing the nonelectrostatic and electrostatic contributions: the main part of
the nonelectrostatic term is the reversible work of cavity formation (larger in water than in
the membrane interior), whereas the electrostatic contribution is the lowest (most negative)
in water and monotonically increases toward the bilayer centre.31® The transmembrane free
energy displays an interfacial minimum when the rates of change (the average forces) Qf
electrostatic and nonelectrostatic contributions have equal absolute values near the interface
(as for polar solutes).3!6 For nonpolar solutes, the electrostatic term dominates. It was also
predicted 3¢ that for water, which is a small highly polar molecule, the electrostatic contri-
bution would change more rapidly than the nonelectrostatic term, leading to a monotonic
free energy increase, as observed in the AL-CG results presented here (Figure 6.3), and in
previous AL studies. 3%276:279,280 Regarding the diffusion profiles, we have already pointed
out that in the AL-CG profiles (Figure 6.5) most solutes display high diffusion coefficients
in the centre of the bilayer, whereas in the AL simulations® diffusion coefficients in the
bilayer centre for all solutes were found to be significantly lower than in the water phase.
We also noticed that there are literature data supporting the AL-CG results, at least for
‘water?”® and benzene.?”” Also, experimentally, solutes with low molecular weight (< 50)
have been found to permeate significantly faster than predicted by Overton’s theory.3!* This
discrepancy has been explained with the free-volume model, according to which small-sized
solutes diffuse abnormally fast by jumping between mobile free-volume poékets which are
too small to accommodate larger solutes.3!” Free-volume voids form dynamically by lateral
density fluctuations in the lipid hydrocarbon region of membranes.*!®
In general, several possible reasons can account for the discrepancies observed between
the AL-CG results presented here and the corresponding AL data.3 First, there are signif-
icant differences in the models. The AL model® explicitly represents every atom, whereas,
in the AL-CG system, the bilayer model is significantly simplified. The solutes are modelled
atomistically in both studies, but with different force-fields: CHARMM in the AL model 3’
and GAFF in the AL-CG model. Second, simulation conditions are also somewhat differ-
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ent. The AL-CG simulations have been carried out at a temperature of 30°C, whereas it
was 50°C for the AL study.35 These temperatures were chosen to ensure that the lipids sim-
ulated, DMPC and DPPC respectively, were in the (biologically-relevant) liquid-crystalline
phase. Moreover, in the AL simulations® the bilayer interfacial area was artificially kept
fixed to avoid known artefacts of the AL force-field employed,®!® whereas in the AL-CG
study we have employed the (more realistic) semi-isotropic pressure coupling, which allows
the zy interfacial plane to fluctuate according to the lateral components of the pressure
tensor. Finally, there are differences in the way diffusion coefficients were computed. The
integral in Equation 6.4 is typically characterised by slowly-converging tails, which can un-
dermine the reliability of the estimation of the diffusion coefficient. To avoid such problems,
the integral is sometimes fitted to an analytical function;3276:28328 however, when suffi-
ciently long simulations are performed, no fitting is required.?’*?% In the AL study,® the
limited simulation time (10ns per solute) prevented the diffusion coefficients from reaching
convergence, so that the force fluctuation autocorrelation function had to be approximated
by fitting to analytical functions.® The AL-CG runs were instead sufficiently long to yield
converged values without resorting to approximations. _

In both the AL® and the AL-CG models, it is difficult to clearly identify how the
limitations and artefacts, inherent in each of the models, affect the results. The general
tendency would be to consider the AL data more accurate. However, we noticed that in the
case of methylacetate the AL calculations® failed to identify this molecule as hydrophilic,
whereas the simplified AL-CG method yielded a correct prediction. Also, in the case of acetic
acid the simplified AL-CG model yielded a permeability coefficient in better agreement with
experiment than the AL model3® (Table 6.2).

Overall, considering the general fair agreement between the AL-CG results reported in
this chapter, and previous AL and experimental investigations, we have reasons to be confi-
dent of the physical accuracy of the multiscale AL-CG representation. Further permeability
simulations of larger molecules, reported in the next chapter, represent an additional test to

confirm the validity of our multiscale methodology.
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Chapter 7

Multiscale permeability simulations of

large drugs and steroid hormones

After the validation of the multiscale permeability method on a set of small molecules, re-
ported in the last chapter, we present here permeation studies of three large drugs and two
steroid hormones. The calculated permeability coefficients are in good agreement with previ-
ous atomic-level simulations and in qualitative agreement with available experimental data.
In particular, the solutes’ ranking order is generally reproduced. Also, the predicted location
of the steroid hormones inside the membrane is consistent with experimental measurements.
Possible applications of the method in the context of rational drug design are discussed,

along with limitations and issues.

7.1 Introduction and background

Passive transmembrane permeability is one of the major mechanisms for drug absorption
(Figure 7.1). Lipophilic compounds can rapidly partition into the cell membrane thanks
to their affinity for the hydrocarbon core of lipid bilayers, and hence they typically exploit
the transcellular pathway. In between cells, small water-filled pores (also called “tight junc-
tions”) are normally present; despite the much smaller surface area offered by these pores

compared with the overall epithelium cell surface, it is reasonable to expect that (small)

Figure 7.1: Drug transport mechanisms across the intestinal epithelium. (1) Passive tran-
scellular route, (2) passive paracellular route, (3) carrier-mediated transport, (4) carrier-
mediated efflux and (5) vesicular transport. From Shah et al.?!?
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Figure 7.2: Permeability assays. Caco-2 (left) uses compartments of different volumes sepa-
rated by a monolayer of cells grown on a filter. PAMPA (right) uses chambers of the same
size separated by a filter coated with lipid in organic solvent. From Ruell. 3%

hydrophilic drugs can also diffuse via such paracellular route. Alternative drug transport
processes, including protein-assisted and vesicle-mediated transport, are less frequently ob-
served compared to the unassisted mechanisms. It is therefore evident that understanding
passive permeation is crucial for rational drug design. The following paragraphs summarise
the most important experimental and computational methods employed to predict drug

permeability.

7.1.1 Experimental assays

Permeability coefficients of drug molecules are not usually measured from isolated lipid
bilayers, but instead using more complex model systems that more closely correlate with the
observed physiological drug absorption data.

The two most common in vitro permeability assays are the Caco-2 cell monolayers and
the parallel artificial membrane permeability assay (PAMPA). These assays, schematically

represented in Figure 7.2, are briefly described in the following paragraphs.

Caco-2 cell monolayers

Caco-2 cells are human colorectal carcinoma cells, characterised by morphological and func-
tional similarities to the small intestinal epithelium cells. During the past few years, Caco-
2 monolayers have been widely accepted by pharmaceutical companies and by regulatory
authorities as a standard permeability-screening assay for prediction of drug intestinal per-
meability.?!? Caco-2 experiments allow the study of all major absorption routes: passive
transcellular and paracellular transport, and carrier-mediated mechanisms. In typical ex-

periments, a monolayer of cells is grown on a filter separating two stacked microwell plates
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(Figure 7.2, left). The compound under investigation is then introduced on on({a side of the fil-
ter. Permeability coefficients can be measured by ultraviolet spectroscopy or a combination
of liquid chromatography and mass spectroscopy; alternatively, radio-labelled compouhds
can be used in the first place. Despite being the standard for estimating drug permeabil-
ity, the Caco-2 method is not without drawbacks. First, experiments are time-consuming,
requiring up to 30 days. Also, since Caco-2 cells contain endogenous transporter and efflux

systems, reproducibility and data interpretation can be difficult. 32

PAMPA

Parallel artificial membrane permeabilify assay (PAMPA), introduced by Kansy et al.3?! in
1998, has since been gaining acceptance in pharmaceutical research as a less expensive alter-
native to Caco-2.320322-325 A PAMPA “sandwich” (Figure 7.2, right) is prepared from two
plates that are similar to those used for traditional Caco-2 experiments. One plate contains
a porous filter disk at the bottom of each well, whereas the other one is a reservoir plate
that is molded to sit precisely under the filter plate. The filter is coated with a solution of
lipid material in inert organic solvent to prepare the artificial membrane. Filters are typ-
ically ~ 100 um thick.5% The phase formed by lipids in PAMPA membranes is unknown.
The wells of one plate are then filled with donor solution (drug), and the other with acceptor
solution (buffer); the plates are then stacked to create the sandwich and incubated. Incu-
bation times can vary between 15min for highly permeable molecules and 15h for poorly
permeable molecules. The sandwich is eventually separated and both the donor and ac-
ceptor compartments are assayed for the amount of material present. As for the Caco-2
method, measurements are performed by ultraviolet spectroscopy or liquid chromatography
combined with mass spectroscopy. Clearly, PAMPA assays only measure passive permeation,
thus eliminating the possible active contribution which can affect Caco-2 results. Another

advantage of PAMPA is that experiments are much quicker to carry out than with Caco-2.

7.1.2 Computational approaches

-Computational methods to predict transmembrane permeability coefficients of drugs before
synthesis are increasingly desirable to minimise the investment in pharmaceutical design
and development.!%® However, the accurate prediction of drug permeability represents a
great challenge for in silico models, due to the complexity of the underlying physiological

mechanism. 327

“

QSAR methods-

A quantitative structure-activity relation (QSAR) relates numerical properties of the drug
molecular structure to its activity via a mathematical model.'?! An early example was the
discovery by Meyer and Overton of a correlation between anaesthetic potency of a compound

and its oil/water partition coefficient. Partition coefficients are also traditionally correlated
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to permeation: within chemical series, this is often verified. However, computational mod-
els based on molecular properties typically fail when large sets of diverse compounds are

analysed. 320

!

Simulation methods

Studying the permeation process by particle-based computer models is particularly attrac-
tive: simulations have the potential to unveil this mechanism with atomic detail, while also
providing accurate estimates of the permeability coefficient. An early attempt to simulate
the permeation process by molecular dynamics was performed by Alper and Stouch,?'” who
studied a nifedipine analogue in a lipid bilayer. Due to limited computer resources, the
system was simulated for only 4ns. While such time is not sufficient to allow a direct es-
timation of the permeability coefficient, it was possible to study the drug orientation and
diffusion, and to analyse the role of hydrogen bonding.3!” Transbilayer permeation has been
recently simulated, using the z-constraint method, for the amphiphilic drug valproic acid, 2%
B-blockers 4328 and psoralen derivatives.2®® Free energy profiles, diffusion coefficients and
eventually permeability coefficients were calculated. 283285328 These investigations have been
extremely useful in understanding many aspects of bilayer permeation with atomic resolu-
tion. However, the huge computational cost associated with the simulation of these models
makes it difficult to obtain converged data. Also, applications in the context of drug design
are seriously hindered, as screenings of large sets of candidates would be unfeasible in a

reasonable amount of time.

7.2 Methodology

The permeability simulations presented in the following sections have been conducted follow-
ing the general z-constraint methodology already employed for the small molecule simulations
as reported in Section 6.3 of Chapter 6. The specific molecules investigated in this study,

and minor modifications to the simulation protocol, are described in the following sections.

7.2.1 Atomic-level solute models

The solutes considered in this study comprise three 3-blockers (alprenolol, atenolol and pin-
dolol) and two steroid hormones (progesterone and testosterone). The structures of the
atomic-level solutes were obtained from atomic-level molecular dynamics permeability simu-
lations; 284328329 for each solute, a single representative structure was employed. The models
have then been parameterised using the same procedure employed for the modelling of the
small molecules as reported in Section 6.3.3. In particular, like in that study, no intramolec-
ular degrees of freedom are taken into account, that is, solute molecules are represented as
~rigid bodies. Furthermore, solutes are again assigned no net charge, consistent with the

assumption that only the neutral species diffuse across the bilayer. 30!
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Figure 7.3: B-blocker structures.

7.2.2 Simulation details

Simulations are conducted following a protocol similar to that for the small molecule per-
meation study, reported in Section 6.3.5. However, in the simulations presented here, the
group-based cutoff radius for the solute molecule, originating in the solute mass centre,
has been increased to 1.6nm. Since the maximum cross-section of the solute considered is
~2 1.2nm, the cutoff chosen ensures that the shortest cutoff distance at which an atom of
the solute begins to interact with a lipid or water site is not less than 1nm. Since the drugs
and hormones are rather large and “heavy” molecules, simulations are stable even-without
artificially redistributing the masses to increase the principal moments of inertia, as was done
for the small molecule simulations. Equilibration runs for each system have been carried out
for 5ns. Production runs have: then been conducted for 60ns, divided in two consecutive
30-ns batches. Simulations were run on the Southampton University Iridis cluster®® in a
“coarsely” parallel fashion, meaning that each simulation ran on a different single i)rocessor.

The entire set of simulations could be completed in about one week.

7.3 Results

7.3.1 [(-blockers: Aalpxl'enoloh atenolol and pindolol

Alprenolol, atenolol and pindolol are 3-blockers, an important cardiovascular drug class, rec-
ommended as first-line treatment of numerous diseases such' as heart failure, hypertension,
and angina, as well as treatment after myocardial infarction.3* The chemical structures of
these molecules are shown in Figure 7.3. The free energies of transfer from the water phase
into the bilayer are reported in Figure 7.4. The three molecules are characterised by free en-
ergy profiles of similar shape. The free energy difference decreases monotonically on entering
the membrane up to a minimum reached in the'hydrocarbon region. The free enérgy than
increases monotonically up to a maximum corresponding to the bilayer centre. For atenolol,
the free energy minimum can be identified at a distance of 1.9 nm from the bilayer centre. For

pindolol, the free energy minimum is located at 1.7nm from the bilayer centre. Alprenolol
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Figure 7.4: Free energies of transfer from the water phase into the bilayer.

displays a free energy minimum at 1.1nm from the bilayer centre. According to these re-
sults, atenolol and pindolol preferentially partition in the interface region, close to the lipid
glycerol backbone. Alprenolol instead prefers to partition deeper in the lipid hydrocarbon
region. From the free energy barrier values at the bilayer centre, we can qualitatively predict
that atenolol, characterised by the highest value, will be the slowest permeant, followed by
pindolol and alprenolol (fastest). Compared to previous AL simulations,***

similar qualitative behaviour; in particular, the free energy barrier ranking is consistent. In

we observe a

terms of free energy minima, there is consistency in locating the preferential partitioning
location for atenolol and pindolol roughly at the interface between the tail and headgroup
region, however, for pindolol the AL result indicate a minimum exactly corresponding the
the bilayer centre.*?® Diffusion coefficients are reported in Figure 7.5. Diffusion values are
typically in the range 0.1 — 0.3 x 107° cm?s™!; as expected due to the large size of the drugs,
such values are considerably lower than those calculated for the small organic molecules
(Chapter 6). It is possible to observe a slight decrease in the diffusion coefficients as the
solutes are located closer and closer to the bilayer centre (Figure 7.5). Compared with the
AL data,3?® similar values inside the membrane can be observed; however, the AL diffusion
coefficients in the water phase are somewhat larger than those calculated here. Resistance
profiles are displayed in Figure 7.6. Resistances tend to follow the free energy curves. In
particular, atenolol is characterised by the highest permeation barrier, followed by pindolol

and alprenolol.
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Figure 7.6: Resistance profiles.
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Table 7.1: B-blocker permeability coefficients [cmi/s]

Method (reference) alprenolol atenolol " pindolol
AL-CG simulation, DMPC bilayer | 14+4 284+02x107! 1141

AL simulation, DPPC bilayer (328) | 10+10 3.3+4.2x107! 3.0£35
Experiment, Caco-2 (3%) 48 x 1073 3.7x107° 3.0x 1074
Experiment, Caco-2 (332). : 2.4 %1074 1.0 x 1078 5.1 x 1075
Experiment, Caco-2 (3%) 1.8 x 1072 8:8 x 107° 2.6 x 1073
Experiment, PAMPA (32) 1.0 8.6 x 107° 1.8 x 1072
Experiment, PAMPA (3%) 1.1 x 1075 - 4.9 x 10~
Experiment, PAMPA (322) 2.5 x 1073 - 1.4 x 10™3

AL = atomlc—level CG = coarse—gram DMPC = dlmyrlstoylphosphatldylchohne DPPC =
dlpalrmtoylphospha,tldylchohne

The final permeability coefficients, obtaiﬁed by integration of the resistances, are collected
in Table 7.1, along with corresponding previous AL simulation results and experimental
measurements. The results obtained in this study by the multiscale approach are in good
agreement with the previous AL simulation data,3?® with the exception of the coefficient .
estimated for pindolol, which is larger than the corresponding AL value. Thanks to the
efficiency of the multiscale approach, simulations at each z-location could be run for 30ns,
a much longer time than that achieved by the AL approach3?® of 3ns. This improvement in
sampling is reflected in the error estimates of the final permeability coefficients, which are
lower for the AL-CG than for the AL results (Table 7.1). Regarding the experimental data,
it can be noticed how they typically differ from the simulation coefficients by several orders
of magnitude. This is to be expected considering the differences between the simulation and
" the experimental materials and conditions. Simulations are conducted on simple, “minimal”
7 pure lipid bilayers. Experiments are instead carried out on layers of entire cells (Caco-2)
or on thick solutions of lipids of unknown phase (PAMPA). In both experimental systems,
solutes must cross-a much thicker barrier compared to that represented by the single lipid
bilayer in our simulations. It is therefore reasonable to observe much larger permeability
coefficients in our systems compared to experiments. In general, despite being far from
ideal, PAMPA data are the most appropriate to be used in comparison with our simula-
tion results, as they represent purely passive permeability measurements (as opposed to the
Caco-2 data which may contain contributions from active tranéport mechanisms). It is also
worth noting how the experimental measurements show great variability even amongst each
other. “Again this is not surprising considering how sensitive permeability coefficients are
to slightly different conditions and setup details. However, it is most important to look at
relative permeabilities; this also has a high practical value for drug design, as it is the ranking
order among a set of compounds which is crucial rather than the knowledge of the absolute
individual magnitudes. Relative permeability coefficients, calculated for each complete set of
data with respect to the permeability coefficient of atenolol, are collected in Table 7.2. The
ranking order obtained by experimental and AL methods (Paprenotol > Ppindolot > Patenotot) 18
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Table 7.2: Relative permeability coefficients

Method (reference) alprenolol atenolol pindolol
AL-CG simulation, DMPC bilayer 50 1 39
AL simulation, DPPC bilayer (328) 30 1 9
Experiment, Caco-2 (33!) 130 1 8
Experiment, Caco-2 (332) 240 1 51
Experiment, Caco-2 (3%) 204 1 30
Experiment, PAMPA (3%) 120790 1 2091

AL = atomic-level, CG = coarse-grain, DMPC = d1myr1stoylphosphatldylchohne DPPC =
dipalmitoylphosphatidylcholine.

also reproduce by the multiscale AL-CG approach. There is an overall good consistency be-
tween the simulation data and the Caco-2 experimental measurements, whereas the PAMPA
experiment considered reports larger differences between the relative values.

—

Additional observation

The orientation of the 3-blocker molecules has been qualitatively analysed by observing the
trajectories during the simulations at the different z—locations probed. When the solutes
are constrained in the water and in the headgroup/glycerol layers, no preferential orientation
could be determined. Also in the hydro.carbon region the solutes were observed to rotate
continuously, however, in this region it was possible to identify recurring orientations. Ex-
amples of such oriéntations for each of the three 3-blockers are displayed in Figures 7.7, 7.8
and 7.9. It can be seen that in these “typical” orientations the 'ﬂ-blockers tend to expose
their central oxygen atoms outwards, toward the headgroups. Previous AL simulations?®*
of the same drugs could not identify any conclusive equilibrium distribution of orientations
inside the membrane due to the short simulation times achieved with those atomistic models
(3ns). However, it was noticed that the orientations of these B-blockers were mainly tilted
with respect to the bilayer normal;?® such findings agree with our observations from the
multiscale simulations. _ v

Figure 7.8, representing a drug located almost in the centre of the bilayer, also shows
some headgroups and water molecules which penetrated in the hydrocarbon core to interact
with the drug. Such a situation is reproduced in all cases when drugs are constrained in
the hydrocarbon region. In fact, Figure 7.9, which represents a drug constrained in the
hydrocarbon core close to the glycerol region, also shows perturbed headgroups attracted
by the drug. Large solutes hence seem to have a disturbing effect on the bilayer structure,

causing local headgroup and water intrusions into the hydrocarbon region.
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Figure 7.7: Alprenolol orientation. Typical orientation of alprenolol at a distance of 0.9 nm
from the bilayer centre. CG membrane colour code: water molecules are white, choline
headgroup sites are blue, phosphate headgroup site are yellow, glycerol-ester sites are red,
tail sites are green. AL solute colour code: carbon atoms are green, hydrogen atoms are
white, oxygen atoms are red, nitrogen atoms are blue.

Figure 7.8: Atenolol orientation. Typical orientation of atenolol at a distance of 0.3 nm from
the bilayer centre. Colour codes are reported in the caption of Figure 7.7.
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Figure 7.9: Pindolol orientation. Typical orientation of pindolol at a distance of 0.7 nm from
the bilayer centre. Colour codes are reported in the caption of Figure 7.7.
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Figure 7.10: Steroid hormone structures.

7.3.2 Steroid hormones: progesterone and testosterone

Steroid hormones are substances that regulate a great variety of physiological functions, in-
cluding growth, sexual development and carbohydrate metabolism.% We have studied the
permeability of progesterone and testosterone, two steroid hormones which also have anaes-
thetic properties.?* The chemical structures of these molecules are shown in Figure 7.10.
Free energy profiles are reported in Figure 7.11. For both solutes, the free energy curves
display deep minima corresponding to the lipid tail region. In particular, the free energy
minimum of progesterone, and hence its preferential location, is at &~ 0.9 nm from the bilayer
center, whereas for testosterone this distance is &~ 1.1nm. Both hormones thus preferen-
tially partition at a depth corresponding to the bilayer hydrocarbon core, close to the lipid
glycerol region. This result is consistent with Raman spectroscopic measurements, which
broadly localised the hormones within the tail region of the bilayer.** Diffusion profiles are
reported in Figure 7.12. For both solutes, it is possible to observe a decrease in the diffusion
coefficients on entering the headgroup region. Both profiles then remain almost constant

across the headgroup and glycerol regions.
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Figure 7.11: Free energies of transfer from the water phase into the bilayer.
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Figure 7.12: Diffusion profiles.
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Figure 7.13: Resistance profiles.
Table 7.3: Permeability coefficients [cm/s]
Method (reference) progesterone testosterone
AL-CG simulation (this work), DMPC bilayer | 22.3 £1.9 26.3 £ 0.7
Experiment, PAMPA (%) 2.7 x 107° 7.8 x 107°

In the hydrocarbon core, progesterone displays increased diffusion, whereas testosterone is
characterised by moderate variations and eventually by a slight decrease towards the bilayer
centre. Resistance profiles are reported in Figure 7.13. As we already observed for the other
solutes studied, it is clear how the resistance profiles follow the shape of the corresponding
free energy curves. The overall permeability coefficients are reported in Table 7.3, along with
the available experimental data. Considering the high structural similarities of progesterone
and testosterone, we expect the permeability coefficients to be similar. In fact, our results
predict very close values, with testosterone permeating slightly faster than progesterone; the
experimental data®® also predict close permeabilities (well within one order of magnitude),
and the ranking order is consistent with our findings. There is a clear discrepancy of six
orders of magnitude between our results and those obtained from experiment. As already
noted for the similar discrepancy regarding the 3-blocker data, our simple bilayer membrane
is very different from the much thicker experimental PAMPA “membrane”; it is therefore not
surprising to observe this difference. It is however encouraging that our results reproduce

the ranking order obtained experimentally.
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Figure 7.14: Progesterone orientation. Typical progesterone orientation at a distance of
0.5nm from the bilayer center.

Additional observations

By visualising the progesterone trajectories at different depth across the bilayer, we observe
no preferential orientation when the molecule is constrained in the water and interface re-
gion. However, in the hydrocarbon core progesterone is clearly preferentially oriented with
its main axis parallel to the membrane normal direction. Also, we observe that this steroid
preferentially points its methyl group towards the bilayer center, as depicted in Figure 7.14.
For testosterone, similar observations can be reported. There is no preferential orientation of
this solute as long as it is constrained in the water and interfacial regions. In the hydrocarbon
region however, testosterone is preferentially aligned along the bilayer normal; in particular,
the alcohol group preferentially points towards the bilayer centre (Figure 7.15). Both hor-
mones therefore display an analogous preferential orientation; in general, they tend to align
along the bilayer normal pointing their alpha-beta unsaturated ketone groups towards the

lipid headgroups.

7.4 Discussion

To reach their biological target, drugs must typically cross cell membranes. A major route
is passive permeation; the understanding of this phenomena, and the prediction of the per-
meability coefficients, are therefore crucial factors in rational drug design.?®! In this study
we have applied a novel multiscale molecular dynamics method to investigate the perme-
ation process of three large drugs (the (3-blockers alprenolol, atenolol and pindolol) and two
276

steroid hormones (progesterone and testosterone). Using the z-constraint algorithm,*"® we

have calculated free energy profiles, diffusion constants and resistance profiles across the
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Figure 7.15: Testosterone orientation. Typical testosterone orientation at a distance of
0.3nm from the bilayer center.

bilayer for each solute. By integration of the resistance, we calculated the absolute perme-
ability coefficients as well as relative values. These final permeability coefficients reproduce
the ranking order obtained by AL simulation®®! and experiment,322:326:331-333,335 although
the actual magnitudes can differ by several orders of magnitude. In particular, the per-
meabilities calculated with our method are typically 3 — 6 orders of magnitude faster than
the corresponding experimental data. As already noted, this is not surprising, considering
the very different systems involved; we compute permeability coefficients through a single
bilayer membrane of &~ 5nm thickness, whereas experimental data are obtained from assays
comprising layers of entire cells (Caco-2) or lipid phases of ~ 100 um thickness (PAMPA).
It is therefore reasonable to observe such large differences, with the simulated rates being
much faster than the experimental values. The main advantage of the multiscale approach is
its efficiency, which makes it a promising tool in a drug design context. We could complete
the permeability simulations in less than one week. Given the current (growing) availability
of clusters for supercomputing, it would be possible to apply our methodology to conduct
screening studies on large sets of compounds. This would allow the cheap and fast estimation
of the permeability ranking for a set of candidates, thus offering a simple way to identify

possible lead compounds.
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7.4.1 Limitations and issues

The multiscale methodology proposed is rather promising, but a number of drawbacks exist
and must be highlighted.

The assumption of intramolecular rigidity is quite severe, and although it does not seem to
compromise the reliability of the permeability prediction, it is rather unrealistic for such large
molecules. In fact, AL simulations highlighted depth-dependent conformational changes:
the B-blockers tend to stretch and become elongated as they move from the water phase
toward the bilayer centre.?®* Evidently, this phenomenon cannot be captured by the current
multiscale method. A related issue concerns the drug structures employed. They were
selected as representative of “average” conformations, however, it is clear from the AL results
that there should be different “average” structures at different locations across the membrane.
Modelling intramolecular flexibility for AL solutes would involve additional force-field terms
to account for bonded interactions (stretching, bending, dihedral motions). Such extensions
could introduce efficiency issues, because rapid intramolecular motions, especially due to
the vibration of hydrogen atoms, would severely limit the molecular dynamics integration J
timestep. However this problem can be tackled by implementing a multiple timestep method,
allowing different degrees of freedom to be integrated at different frequencies. Typically,
fast atoms are integrated with a small timestep, whereas the position of coarse-grain sites
is updated with a larger timestep, that is, the force calculation is pérforrned at a lower
frequency. o

Another issue with the multiscale model presented is the lack of an explicit hydrogen
bonding representation, due to the absence of hydrogens in the coarse-grain description
of lipids and water. Although our explicit treatment of electrostatics probably allows the
fundamental features of hydrogen bonding to be captured, the exact effect of the approxi-
mation made remains to be established. The hydrogen bonding ability of drug molecules is
recognised as an important factor for drug permeation and absorption. 3% Previous AL data
indicated a correlation between the number of drug-water hydrogen bonds and the ranking
of the permeability coefficients: the more hydrogen bonds formed, the less the permeability
coefficient. 284 '
7 Finally, the approach must be validated on a larger set of molecules, as the correct ranking

prediction from a data set of only five compounds may be fortuitous.

¢
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Chapter 8
Conclusions and perspectives

This thesis has presented work focused on both methodology and application. We have
reported the development of a new CG model for biomembranes and its application to the
study of the most important physical properties of a representative fluid-phase phospho-
lipid bilayer (Chapter 5). The model has proved capable of consistently and quantitatively
reproducing a large number of experimental observables, in terms of structure, elasticity, elec-
trostatics and dynamics. In this work, for the first time a coarse-grain membrane model has
vielded qﬁantitative data for the headgroup dipole, Gaussian curvature modulus, electric
field and electrostatic potential profiles, interfacial water ordering, short-range and long-
range lateral diffusion coefficients, single-lipid diffusive paths and spontaneous permeation
‘of explicit water. Molecular-level insights into crucial membrane properties and mechanisms
have been obtained and rationalised. This study'génerally demonstrates that the fundamen-
tal behaviour of lipid bilayers does not depend on fine chemical detail, but on basic physical
interactions. The direct compatibility of our model with standard atomic-level representa-
tions allows the study of problems where a multiscale approach is desirable. In Chapter 6
we have presented a new multiscale hybrid ALCG methodology based on the mixing be-
tween the coarse-grain membrane and atomic-level solutes. The method has been applied
to simulate the transmembrane permeation process of eight small AL solutes embedded in a
~hydrated CG lipid bilayer. Our results indicate that nonpolar, hydrophbbic solutes preferen-
tially partition in the lipid tail region, whereas polar compounds pfeferentially accumulate
at the water/membrane interface. The method has also been applied to study the per-
meability of three large drugs and two steroid hormones (Chapter 7). For both the small
molecules and the drugs, permeability coefficients predicted by applying the inhomogeneous
solubility-diffusion model are in good agreement with previous computational investigation.
The calculated magnitudes of the permeability coefficients generally differ from available
experimental data. However, the relative permeabilities, and hence the permeability ranking
order, is consistently reproduced. Also, the predicted location of the steroid hormones from
simulation is in agreement with the available experimental data. 334 Overall, the multiscale
'AL-CG methodology presented allows simulations to benefit from a speed-up of two orders

of magnitude over atomic-level methods, while still retaining a good degree of accuracy and
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generality.

There are potentially many future extensions to the model presented. In fact, preliminary
investigations into the modelling of different lipid species (such as DOPC) have been carried
out. Future work will focus on substituting the choline CcG headgroup with a smaller-sized
site, to allow type-II phosphatidylethanolamine (PE) lipids to be fnodelled. We could then
study bilayers composed of lipid mixtures comprising such “high-curvature” lipids, as is
common in real systems. When studied individually, more than half of the lipids naturally
present in biomembranes are type-II lipids, which do not form lamellar phases but rather
cubic or inverted-hexagonal structures. However, functional biomembranes rarely deviate
from lamellar phases. The high abundance of non-lamellar lipids thus generates curvature
stress fields in bilayer membranes, through which lipids seem to control protein function.*
There is a growing number of experimental studies addressing such phenoména, and it would
~ be very interesting to reproduce these experiments by molecular dynamics simulations.

Cholesterol is also a primary candidate for future inclusion in our CG model. The.choles-
terol molecule comprises a small (OH) head-group and a rather bulky hydrophobic steroid
ring; it therefore displays a propensity for promoting non-lamellar structures. There is still
no consensus, despite over 70 years of study, on the role played by cholesterol in biologi-
cal membranes, although several credible hypothesis have been put forward. 33" For instance,
cholesterol seems to affect membrane permeability by increasing the membrane dipole poten-
tial, 21338 and it is known to decrease lipid diffusion. 33?340 The Gay-Berne potential can allow
cholesterol to be coarse-grained with disk-like sites. Alternatively, AL models of cholesterol
-can be mixed with the CG lipids in a multiscale approach.

In general, simulating mixtures of different hplds could help understandlng one of the
simple questions about lipids34! that still needs to be answered: 34 why do cell membranes
contain thousands of different molecular lipid species? Is.it a left-over from evolution, or a
structural and functional necessity? - Other related fascinating questions concern how cells
maintain the unique lipid and protein composition of their organelles and how the synthesis
of the 'right. quantities of individual proteins and lipids is controlled. 34!

From a more technical point of view, the software implementing the model will be recoded
td include parallel calculations. Parallelisation allows the computing time to be reduced by
~ distributing the calculation over a number of processors. This will allow the investigatibn
of longer timescales and larger systems, to address problems related to complex phenomena

such as undulations, fusion, raft formation.
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Appendix A

The BRAHMS molecular dynamics code:
a Biomembrane Reduced—ApproacH

Molecular Simulator

A.1 Introduction

For the project presented, the molecular dynamics software BRAHMS* has been specifically
designed and developed de novo. BRAHMS is written in the C language; 3433 the software
comprises = 10000 lines, organised in 24 modules. The main loop that allows the efficient
interaction computation using a combined cell-subdivision /neighbour-list algorithm has been
adapted from the excellent text by Rapaport.!?* Dedicated routines have been implemented
for the calculation of energies, forces and torques, the integration of rigid-body dynamics,
the control of pressure and temperature, as well as for the analysis of the trajectory. The
dipolar energy, forces and torques have been implemented from the formulae given by Allen
and Tildesley.'?® The expressions for the Gay-Berne energy, forces and torques have been
adapted from the Fortran code CHAMPAGNE.® The SSD model has been implemented
following Chandra and Ichiye.?26 Details on the integration algorithms, as well as on the
schemes adopted to control pressure and temperature, are reported in the followmg sections.

BRAHMS incorporates the followmg interaction models:

225,227

e Lennard-Jones potential, employed to model lipid headgroups, SSD water and

any atom site as point-masses;
o Gay-Berne potential, 1% used to model tail and glycerol sites as symmetric rigid bodies;
e Lennard-Jones/Gay-Berne potentia‘\l,221 employed to model mixed interactions;
e Coulomb potential, used to describe the iﬁteraction between point-charges;

e dipolar potential, employed to model water and glycerol electrostatic dipoles;

*The name BRAHMS is meant to be both a sensible acronym and a tribute to a great composer.
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e charge/dipole mixed potential; : N
e sticky-tetrahedral (octopolar) potential, employed in the SSD water model; 225:227
e harmonic potential, used to model inter-site covalent bonding.

A characteristic feature of BRAHMS is the ability to efficiently carry out the integration of
rigid-body rotational dynamics. The program performs three main operations: start-up from
a given configuration of molecules, generation of new configurations in the desired ensemble
and calculation of observable properties by averaging over a finite number of conﬁguratidns.
In the following sections, the most important algorithms implemented in BRAHMS are de-

scribed in detail.

{

A.2 Integration' of the equations of motion: the DLM
scheme

To integrate the equations of motion, we have implemented in BRAHMS the integration
‘algorithm developed by Dullweber, Leimkuhler and McLachlan, 32 that we shall call DLM.
In this method, the orientational dynamics is propagated by a sequence of planar rotations,
in terms of matrix evaluations that update the rotation matrix associated with each rigid
body. The integration step is split in two parts, as detailed in the following paragraphs.

Part A Given the forces f(t) and the space-frame torques T5(¢) at the current time ¢, the
momenta of all molecules are advanced from ¢ to ¢ + At/2, whereas mass centre positions r

are moved a full time step:

vt +At/2) = v(t)+ Atf(t)/2m | (A1)
r(t+At) = r(t) + Atv(t + At/2) C(A2)
ho(t+ At/2) = hP(t) + AtTH(t)/2 (A.3)

where h® = Iw? is the body-frame angular momentum, with I the principal moments of
~ inertia tensor and w? the body-frame angular velocity, and T? is the body-frame torque,
which is obtained from T® = Q(¢)T5(t), Q(t) being the rotation matrix. Now five consecutive
body-frame rotations Ry,...,R5 are applied to all angular momenta and all orientation

matrices are propagated for a full time step, from Q(t) to Q(t + At):

Q(t + At) = Q)RTRIRFR{Ry
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R; =R, (%At%), ht = R;h®, Q7 = Q'R7;
R, =R, (%At%) h* = Roh’, QT = QTRJ;
R;:=R, ( At% ), h® = Rsh?, QT = Q'RI;
R, :=R, (%At%—), h® = R;h*, QT = QTRT;
R; =R, (%At%), h* = Rsh®, QT = QTRY;

where Iy, I, I3 are elements of the diagonal inertia tensor of a molecule and hq, hy, h3 are
the corresponding components of h® in the (body-fixed frame of reference) principal axes
system. R.(¢) denotes a rotation* around the (body-frame) z-axis by an angle ¢, and RY

: is the transpose of R,;.

Part B After having obtained r(¢ + At) and Q(¢ + At) from the previous part, .the cor-
responding. new forces f (t + At) and torques TS(t + At) are calculated. Subsequently, the

momenta are propagated another half time step through the following formula:

vt + At) = v(t+ At/2) + Atf(t + At)/2m (A.4)

Rt + At = R(t+At/2) + AFTO(t + At)/2 . (A5)

where again T?(t + At). = Q(t+ At)T®(t+ At). This is the end of one integration step; now
we can start again from Part A. Note that the constraint Q7 Q = 1, that is, the ofthogonality
condition,?® never needs to be artificially enforced, for it is intrinsic in the algorithm; also
note that if we consider only the translational dynamics the DLM algorithm reduces to the

popular velocity-Verlet scheme.

* A computationally efficient representation of R(¢) is achievable by setting cos ¢ =~ (1~ ¢2/4)/(14¢?/4)
and sin ¢ ~ ¢/(1 + ¢?/4), and use:

1 0 0
R.(¢)= 1 0 <cos¢ sing
0 —sing cos¢

cos¢p 0 —sing
Ry(¢) = 0 1 0
’ sin¢g 0 cos¢
cos¢ sing 0
R.(¢)~ | —sing cos¢ 0O
0 0 1
The above rational orthogonal approximation formula are reliable only when dealing with small angles (which
is the case in MD simulation).
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Symmetric rigid-bodies The DLM method can be modlﬁed to spemﬁcally treat the
symmetric rigid body, with (say) I; = I; in principal coordinates. In this case only three

rotations are needed: -

R, =R, ( Atl;l) h* = Ryh?, QT = Q'RY;
1 .

R2 :Ry<At'}}—), hb—‘_—thb, QT QTR
2

R3 =R, <2At%), h* = Rzht, Q7 = QTRI;
1

These three consecutive body-frame rotations are applied to update all orientation matrices
a full time step, from Q(t) to Q(t + At):

Q(t + At) = Q(t)RTR;R]

These formulae allow the treatment of, e.g., point-dipoles and Gay-Berne solid ellipsoids.

A.3 Integration of rotational motion: symplectic vs

non-symplectic schemes

In this section, we compare different integration schemes to simulate rigid-body dynamics. In
particular, we show that the DLM matrix-based symplectic* scheme permits integration steps ‘
to be used that are ten times larger than those possible with traditional quaternion-based?
methods. Such traditional methods are neither symplectic nor time-reversible. In our soft-
ware BRAHMS we initially implemented one of those methods: the standard quaternion-based
schemes by Fincham, 37138 also reported in Allen and Tildesley’s canonical text on iolec-
‘ular simulation.'?® However, poor energy conservation resulted in stability problems, that
in turn severely limited the integration step size; simiiar problems have been observed else-

where for non-symplectic methods.32:227:346-348 (yyer the last ten years, more sophisticated

*The term symplectic comes from the Greek for “intertwined”, particularly appropriate for Hamilton's
equations where ¢ is matched with a derivative with respect to p and p similarly with the negative of a ¢

derivative. 308
tThe quaternion is a quartet of numbers whose components can be expressed in terms of Euler angles:

a = s;n(0/2) -cos((¢ — 4)/2)
g2 = sin(6/2)-sin((¢ —4)/2)
g3 = cos(8/2)-sin((¢ +)/2)
gs = cos(8/2) - cos({¢ +)/2)

The rotation matrix R can in turn be expressed in terms of the quaternion components:

q192 ~ q3qs 92+ g3 — % 9293 + Q194

F+E - qnteu ag- e
R=2
q193 +q294  G2G3 — q1qa G2 + a - %
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Figure A.1: Energy conservation, for a system of SSD non-symmetric rigid-bodies. Panel (a)
shows a comparison between Fincham’s and DLM schemes for an equal integration step
size At. Panel (b) refers to a stability test where DLM. is used with a step one order of
magnitude larger than Fincham’s.

but far superior rotational algorithms have been developed, the key property being symplec-
ticity. 132:133:348 Excellent energy conservation has been reported, thus allowing a substantially
larger integration step. Here we apply both the standard Fincham method 37138 and the
recent DLM algorithm*? to the simulation of simple test systems (SSD water molecules and
Gay-Berne particles).

A system of 256 SSD rigid water molecules was equilibrated at a temperature of T =.
298 K. Subsequently, 'NVE molecular dynamics simulations were carried out, and the av-
erages and standard deviations of the energy collected. Figure A.i(a) shows a comparison
‘between Fincham’s!3” and the DLM 32 integrators using the same step size: the DLM scheme
accurately presérves the total energy value, whereas the employment of Fincham’s method
results in a significant energy drift. Figure A.1(b) further underlines the stability improve-
ment: the symplectic DLM algorithm allows a time-step an order of magnitude larger than
Fincham’s to be used, while still being more stable.

A system of 500 Gay-Berne symmetric rigid-bodies was equilibrated at a temperature
T =1, and density p = 0.2 (reduced units). NVE simulations were carried out: integration
was again performed with both Fincham’s'*® and the DLM scheme.'*? Figure A.2(a) reports
the energy behaviour using the two integrators with the same step size: again, DLM conserves
energy .much more accurately than Fincham’s algorithm. Also in this case, as it can be seen
in figure A.2(b), the symplectic matrix-based DLM method allows for a step size about
ten times larger than the largest possible with the traditional quaternion-based Fincham’s

scheme,
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Figure A.2: Energy conservation, for a system of Gay-Berne symmetric rigid-bodies, using
both Fincham’s and DLM schemes. Panel (a) shows a comparison for an equal integration
step size At. Panel (b) refers to a stability test where DLM is used with a step ten times

larger than Fincham’s. Standard reduced units are used.
J

A.4 Temperature control -

Conventionally, MD simulations are carried out in the constant energy ensemble; on the other
hand, it would be desirable to perform simulations in conditions closer to the real world,
i.e., constant-temperature and constant-pressure. In the following sections some methods to

control the temperature in MD calculations are presented and discussed.

A.4.1 Velocity scaling

A trivial method to control the temperature is via velocity scaling. At periodic intervals

linear and angular velocities are multiplied by a factor:

[gksT | |
A=1/5 s , (A.6)

where T is the desired temperature, K is the kinetic energy and g is the number of degrees
of freedom (e.g., 3 for Lennard-Jones sites, 5 for Gay-Berne sites and 6 for general, non-

symmetric molecules). In case of mixtures, the kinetic energy needs to be split into different

contributions. For example, in a system with N, Lennard-Jones point-mass sites and Ngp

Gay-Berne axially symmetric rigid bodies, the velocities of the Lennard-Jones particles must

| 3ksT | |
ALy = 2<’CLJ>v . (A7)

be rescaled with:
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whereas both linear and angular velocities. of the Gay-Berne particles with:

ron = 4| 2?”22; | o (A.8)

where Ky and Kqgp are the kinetic energy of the Lennard-Jones and Gay-Berne particles,

respectively. It must be noticed that the an MD with scaling does not generate a valid
statistical ensemble, therefore this control should be switched off before any calculation of

thermodynamic averages is performed.

A.4.2 Weak-coupling method - Berendsen thermostat

Berendsen et al.?3” proposed to control the temperature by rescaling the velocities at each

'X=\/1+f—;(§—1> _ * . (A.9)

with At the integration timestep, 77 a time constant, 7" the desired temperature and 7 the

current temperature. This algorithm forces the system towards the desired temperature 7'

step by a factor x:

at a rate determined by the time constant 77, while only slightly perturbing the forces on
each molecule. This method does not generate states in the canonical ensemble.?® Instead,
the weak-coupling scheme can be shown3#° to produce an ensemble with properties inter-
mediate between the canonical (NVT) and the microcanonical (NVE). The velocity-Verlet
implementation of this algorithm is straightforward: at the end of the second part, velocities

are rescaled according to Equation A.9.

A.5 Pressure (and temperature) control

The system’s pressure can be controlled (along with the temperature) by a variety of meth-
ods. The region shape can be cubic, orthorhombic or general triclinic, as long as it is
space-filling. Some constant-pressure methods allow for size and shape changes of the sim-
ulation box; this possibility is particularly helpful in the study of solids, since it allows
for phase changes in the simulation which may involve changes in the unit cell dimensions

237

and angles.'?® Here we will describe the weak-coupling method,?" as this is the scheme

implemented in BRAHMS.

A.5.1 Weak-coupling method - Berendsen barostat

Berendsen et al.?3” proposed a simple technique to control the pressure by coupling to a
“pressure bath”. An extra term is added to the equation of motion to produce a pressure

change. The system is made to obey the equation:

dP(t)/dt = [Pu, — P())/7p (A.10)
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Isotropic
At each step, the coordinates and box edges are scaled by a factor u:

p=1-20 e p() o (A1)

with ( the isothermal compressibﬂity of water: 3 ~ 4.6 x 107% Atm.

Anisotropic

For the general case of anisotropic triclinic systems, Equation A.11 becomes a tensorial

equation:
At
p=1- !;— P — P(1) (A12)
P
‘Mass centres are scaled as: :
r' = ur | v (A.13)
And the simulation region is scaled as:
H = uH (A.14)

where in particular H = (a, b, c) is a transformation matrix whose columns are the three
vectors (a, b, c) representing the edges of the simulation box. Berendsen’s algorithm only
slightly alters the trajectories and is easy to program, but does not generate states in the
NPT ensemble. 1?0 |

A.6° Improving the interaction computations

The site-site interactions can be simply computed through the exeimin_ation of all possible
(different) pairs of sites: for a.system of ‘N particles, N(N —1)/2 pair distances are evaluated,
‘and eventually forces and torques are computed for those particles separated by a distance
shorter than the cutoff radius r.. This method is however extremely inefficient vyhen the
interaction range 7. is small éompared with the linear size of the simulation region: the
fact that the amount of computation grows as O(N?) rules out this method for all but the
smallest values of N. Two techniques for reducing this growth rate to O(N ) are presented

in the following subsections.

A.6.1 Cell subdivision

The simulation region is divided into a lattice of small cells, and the cell edges all exceed
~ 7c in length. Then if atoms are assigned to cells on the basis of their current positions it is
clear that interactions are only possible between atoms that are either in the same cell or in

immediately adjacent cells (Figure A.3). Obviously the region size must be at least 47, for
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Figure A.3: Cell subdivision. The cutoff range for the particle in white is represented by the
white circle; in searching for neighbours of that particle, it is only necessary to examine the
particle’s own cell and its adjacent cells (shaded). Figure from Allen.

the method to be useful. The cell subdivision method involves a general organisation of data
known as a linked list:3° rather than accessing data sequentially, the linked list associates a
pointer p, with each data item x,, the purpose of which is to provide a non-sequential path
through the data. Each linked list requires a separate pointer f to access the first data item,
and the item terminating the list must have a special pointer value, such as —1, that cannot
be mistaken for anything else. Thus f = a points to z, as the first item in the list, p, = b
points to x, as the second item, and so on until a pointer value p, = —1 terminates the list. 124
In the cell subdivision algorithm, linked lists are used to associate atoms with the cells in
which they reside at any given instant; a separate list is required for each cell. All data are
eventually sorted in a one-dimensional array of integer number. The cell-subdivision method

has also been successfully used in the simulation of plasmas, galaxies and ionic crystals. 12°

A.6.2 Neighbour List

Verlet3®! suggested a technique for improving the speed of a molecular dynamics program by
maintaining a list of the neighbours of a particular molecule, which is updated at intervals:
between updates the program does not check through all the possible pairs, but only through
neighbours (Figure A.4). The cell subdivision method can be used to speed up the list
construction; in the end all neighbour pairs are consecutively sorted in a (rather long) 2 x
knz X Ngites one-dimensional array of integer numbers, where ky, is a parameter controlling

the (predicted) maximum number of neighbours per particle.

A.7 Dimensionless reduced units

In MD simulation all physical quantities are typically expressed in terms of dimensionless
reduced units. Careful choices of units may lead to increased efficiency; incidentally, reduced
units also permits working with numerical values that are not too distant from unity, thus
removing any risk of encountering values lying outside the range that is representable by the

computer hardware.
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Figure A.4: Verlet neighbour list. The left panel shows the initial list construction: the
“neighbours” of the central particle, enclosed by the dashed circle, are depicted as white
and light-grey particles. The white particles are inside the cutoff radius (solid circle), and
hence they represent the only particles interacting with the central particle at this initial
stage. The central panel shows a possible later configuration of the system: now some of the
grey particles have entered the cutoff. Since they were recorded on the neighbour list, they
are properly taken into account for the interaction computation with the central particle.
The right panel shows a potentially problematic situation: some of the black particles, not
listed on the neighbour list of the central particle and hence not considered in the interaction
calculation, have penetrated into the cutoff zone. The list must be reconstructed before the
system reaches such a configuration. Figure from Allen. 3¢

Choosing the LJ parameters o and ¢ and the particle mass m to be the fundamental units

of length, energy and mass respectively, we have: 12

length: I* = Lje
energy: Ef=. Bfe
mass: M*= M/m
number density: p* = pod
time: t* = t\/e/mia2
temperature: T*= Tkg/e
pressure: P*= Po’le

charge: 2* = z[\/4megoe
dipole moment: p* = p/v/dnegode

rigidity: k*= Kk

Definition of reduced units in BRAHMS  Considering that in (explicitly) solvated
biomembrane systems the majority of the computing time is employed for the evalua-
tion of the interactions between water molecules, BRAHMS takes o, = 0ssp = 3.035 A,
€unit = €5sp = 0.152kcal/mol and myni; = mssp = 18.01 amu = 2.99 x 10726 kg as the funda-
mental units. Derived units can be easily calculated according to the expressions reported in
the previous paragraph; for instance, the number density unit is pyn;; = 0.03577 molecules/ 5

and the time unit is ¢,,; = 1.606 ps.
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Appendix B |

Electrostatic potentials, forces and

torques

In the following, the derivation of forces and torques from the electrostatic potentials em-

ployed in our model is presented. General treatments on the derivation of forces and torques

from anisotropic potentials can be found elsewhere, 126:352,353

B.1 Electrostatic interactions

B.1.1 Charge-charge (Coulombic) interactions.
Charge-charge potential

The interaction potential energy 4?2 between two point charges @; and @, located with a

distance r between them is defined by Coulomb’s law:

w99 (r) = Qi | (B.1)

4megr

with €y the dielectric constant in free space (vacuum).

Charge-charge forces

The electrostatic force corresponding to the potential of Equation B.1 is:

fij(r) = 0y . (B'Q_)

 dwegrd,
withr =r; —r;.
Shifted-force cutoff scheme The discontinuity at the cutoff distance r. affects both

the apparent energy conservation and the actual atomic motion. This discontinﬁity can be

smeared out by changing the form of the potential function slightly, adding a small linear
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term so that its derivative is zero at the cutoff distance: 120124

du(r)

USF(T') = u(r) — Ue — (7” - TC)TIT:TC

For the Coulomb potential, defining a multiplicative shifting function:

SM(r) = (1 - 1)2 | (B.4)

Te

the Coulomb energy is modified as:
u(r) = @SM(T) (B.5)
and the force becomes:
9 (o) (1) om0 (1) (10 D)2 (3 L)e
T Te roTe T Te Te) T \T Te

B.1.2 Charge-dipole interaction

Interaction between a dipole p with associated orientation vector e, and a charge ). In the
following we will assume site j to be a point-dipole and site i a point-charge. The angle
6 between the dipole orientation vector e, and the interparticle distance vector r can be

obtained from the relation cosé = e, - r/r. Also, we define C = Qpu/4we,.

Charge-dipole potential

Considering site j a dipole u, with corresponding Qriéntation vector e, and site ¢ a charge -

Q, the electrostatic interaction energy is:

C C ‘ :
ut = 3 (e, 1) = 2 cos @ (B.7)
Withr:ri—rj:rQ—ru.
~ Charge-dipole force
Pair force: O /3 cosf C
cosf . . A

fiy = —f = r3 ( ro e) T [3(8ur)r — r?e,] (B8)
withr:ri—rj:rQ—r”.
Charge-dipole torque
Pair torque on site j: v .

: C C

withr =r; —r; =rg — )8
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B.1.3 Charge-dipole interaction: shifted-force form

Considering a charge () and a dipole y, being r = rg — r,,, the interaction energy is:

uSF(T)—g 1- (= 2+'2T—r° L 2 cos 6 (B 10)
o2 | Te Te Te '
Using the chain rule:
ou ou
= = -V, B.11
£ or Vﬂ" 80089v cos (B.11)

du _ 2Ccosd [1 - (L)”’] (B.12)

or r3 Te

Finally we ‘obtain:

B[ @ e o () ]2
Tyo = ;Cg [1 -3 (;)2 +2 (;)3] (? x e) (B.14)

Consistency check: for r, — oo we recover the unshifted case.

B.1.4 Charge-dipole interaction: linear-switch form

The switched potential energy is:

uS(r) = u(r) - s(r) (B.15)
The modulating linear function s is:
1 if  r<rs
s(r) =1 (re=r1)/(re—rs) if To<r<re
0 if T > T,

The switched force (for 7 S r<re) s
fv=——C-— [(%—2) cos9r+(r—rc)e] (B.16)
- Ts) T

The switched torque (for s < r < re) is:

T= C—(Tf—ﬁr'x e (B.17)
r3(re — 15)
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B.1.5 Dipole-dipole interactions

- Here we consider a pair of (symmetric molecules and, in particular) dipoles ¢ and j. The

orientations are defined by the unit vectors e; and e;; the angles between these orientation

vectors and the interparticle separation vector r;; are defined respectively as ¢; and ¢;. Also,

we define v;; as the angle between e; and e;, so that cosv;; = e; - e;.

-Dipolar potential
The electrostatic.intver‘action potential energy is:

2

uftt = 5 (cos 3y — 3c0s 6 cos )

" where r = |r;;|. Cosines are computed through:

cosf; = ST oo 0; = S Yij
: rlel rle;l
" Dipolar forces
Pair force:
3u?
fij = —f£ji = — [(cos vij — 5 cos §; cos 6;)(ry;/7 + cos ;€; + cos 6;e;)]
T
Dipolar torques
Pair torques:
2
T, = —M—S [e; X e; — 3cosb;(e; x ry;)/r]
T
2 p
Tji = ‘—F [ej X e; — 3cos€i(ej X rij)/r]

3

(B.18)

| (B.19)

(B.20)

(B.21)

(B.22)

A complete treatment of the dipolar potential, along with the explicit derivation to obtain

forces and torques, can be found elsewhere. 120
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