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# Abstract

Data-driven building energy modelling techniques have proven to be effective in multiple applications. However, the debate around the possibility of generalisation is open. Generalisation involves the ability of a machine-learning model to adapt to previously unseen data and perform in a satisfactory way. Besides that, while machine-learning techniques are extremely powerful, interpretability, i.e. the ability for humans to predict how the model output will change in response to a change in input data or algorithmic parameters, is essential to attain a "human-in-the-loop" approach and creating feedback loops aimed at continuous improvement of efficiency measures in buildings.

A flexible regression-based approach is developed and tested on a Passive House building in this study. The formulation employs dummy (binary) variables as a piecewise linearization method, and the rules for creating them are explicitly stated to ensure interpretability. Furthermore, the possibility of automating the model selection process using statistical indicators is described, including specific indicators used in Measurement and Verification (M&V) for the acceptance of calibrated energy models.

The valuable insights that can be found using data-driven methods are reported and discussed, emphasising limitations and constraints, as well as the potential for future research focused on systems of (interpretable data-driven) models that can exploit the techniques' spatial and temporal scalability. Finally, the physical interpretation of model coefficients and the analytical formulations for energy model decomposition can be used to supplement the scalability of data-driven techniques and create more sophisticated systems of interconnected models.
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**Highlights:**

* Data-driven techniques can be used effectively in building energy modelling.
* Generalisation and interpretability are crucial to improve their applicability.
* An interpretable data-driven modelling approach is tested on a Passive House building.
* Rules for modelling workflow automation are presented.
* Indications for further developments of systems of models are reported.

# Nomenclature

*Table 1: Nomenclature*

|  |  |  |
| --- | --- | --- |
| **Variables and parameters** | | |
| **Symbol** | **Quantity** | **Unit** |
| *a0,b0,c0* | regression coefficients, intercept | kW |
| *a1,b1,c1* | regression coefficients, temperature dependence term | kW/K |
| *a2,b2,c2* | regression coefficients, solar radiation dependence term | m2 |
| *Cv(RMSE)* | coefficient of variation of RMSE | - |
| *Isol* | total solar radiation on horizontal surface (direct and diffuse) average hourly value on monthly base | kW/m2 |
| *MAPE* | mean absolute percentage error | - |
| *NMBE* | normalized mean bias error (expressed in percentage) | - |
| *qh* | energy signature heating | kW |
| *qb* | energy signature base load | kW |
| *qc* | energy signature cooling | kW |
| *R2* | determination coefficient (expressed in percentage) | - |
| *Xh* | dummy variable (binary 0-1) heating | - |
| *Xb* | dummy variable (binary 0-1) base load | - |
| *Xc* | dummy variable (binary 0-1) cooling | - |
| *θe* | outdoor air temperature | ºC |
| *εh* | error term heating | kW-kWh |
| *εb* | error term base load | kW-kWh |
| *εc* | error term cooling | kW-kWh |
| *σ* | standard deviation | kWh |

# Introduction

Data-driven building energy modelling approaches, using machine-learning techniques, have proven to be effective in multiple applications across building life cycle phases [1], from design [2] to operation [3]. Their use for energy performance benchmarking can provide highly valuable insights to help reducing energy consumption and related carbon emissions, both for newly constructed buildings and for existing or retrofitted ones. However, the debate around the possibility of generalisation of data-driven approaches is still open [4]. The term generalisation indicates the ability of a machine-learning model to adapt to a new dataset (i.e. previously unseen data) and perform reasonably well, considering statistical performance indicators.

In fact, while a large number of energy prediction techniques have been proposed in research in the last decades, yet there is still no general consensus on which techniques perform better in which specific problems in the energy field (e.g. load prediction, measurement and verification procedures, anomaly detection, data-driven predictive control, etc.). Furthermore, the presence of a wide range of building construction typologies, technologies, and end-uses (e.g., residential or non-residential) in the building stock results in a highly heterogeneous set of design and operational conditions.

In general, multiple “performance gaps” (i.e. differences between expected and measured performance) can be present in buildings and adequate analysis frameworks should be set up [5]. At the same time, there is a problem of literacy around this topic [6] and the need for robust enquiry and repeatable scientific methods when addressing building performance [7]. Essentially, “performance gaps” can involve all the phases of the building life cycle [8] and building energy performance analysis requires a careful consideration of both human and technical factors [9]; the use of standardized assumptions in modelling is not sufficient.

For this reason, building energy model calibration techniques has been reviewed extensively for example by Coakley et al. [10] and, more recently, Chong et al. [11]. In the latter paper, the input-ouput analysis process performed for building model calibration is discussed in detail, claryfing the difference between variables (i.e. model states that evolves during simulation) and parameters (i.e. quantities that describe the property of objects in the model).

Going back to parameters and variables in building energy modelling, the two most common input variables found in the systematic review by Chong et al. [11] are outdoor air temperature and solar radiation. The most important is outdoor air temperature, as evidenced also by the widespread adoption of methods based on temperature response functions [12].

In this sense, a typical example of generalisation can be the use of a model trained with a certain weather dataset and then tested with another weather dataset, to understand the impact of weather variability (e.g. normalization of energy demand with respect to weather data). This is, for example, the counterfactual approach used in Measurement and Verification (M&V) protocols, which would be recalled later. According to this approach energy savings are calculated as the difference between the energy used after a certain point in time (e.g. an intervention of the building, a change in operation, etc.) and a baseline estimate. This type of generalisation has limited impact because the model only applies to the specific building, but its value can be derived from the ability to compare the (case specific) model parameters to those of buildings with similar characteristics.

While the use of case studies in building performance research is a common practice, the creation of machine learning models trained on datasets that are too small and too case specific has questionable value when looked from the point of view of applications at large scale in the built environment. What appears more interesting is the potential to extend the applicability of models at larger scales (e.g. neighbourhood, cities, building stock) and to extract additional insights regarding the performance of building technologies and people behaviour.

Aside from generalisation, the interpretability and explainability of machine learning models are also to be considered. We can find definitions in recent standardization focused on Artificial Intelligence (AI) software testing [13], but they are concept important and “slippery” at the same time [14].

Interpretability refers to the ability to predict what will be the model output given a change in input data or in algorithmic parameters. In other words, human can understand the rationale behind model output and the algorithmic logic can be inspected. Further, in some cases it is even possible to discern a potential causality in the relationship among variables (normally only correlation and not causation can be proved) when more information is available. Interpretable models are, for example, linear multivariate regression or regression and decision trees, where the impact of regression coefficients (in the case of linear regression) or rules (in the case of trees) can be easily understood by humans.

On the other hand, explainability refers to the extent to which the internal mechanics of a machine-learning algorithm can be explained in human terms. High performance machine learning models such as neural network and random forests can be explained, but they are not generally interpretable and, for this reason, they are frequently indicated with the term “black-box”. Therefore, interpretability, while representing a constraint from the point of view of the modelling technique selection (in the sense that it reduces the potential spectrum of techniques that can be used), can provide advantages in terms of simplicity and transparency. These advantages have been discussed in recent research [15]*.* Further, there is a need to open the “black-box” of energy modelling [16] to make it easily applicable.

Returning to the generalisation issue, large scale data collection and analysis using both top-down [17] and bottom-up approaches [18] in an integrated way is crucial to obtain robust evidence about building performance at large scale. From this point of view, important initiatives have been conducted in recent years such as the Building Data Genome Project [19] and the Building Data Genome Project 2 [20] (with energy meter data from the ASHRAE Great Energy Predictor III competition).

In general, the use of crowd-sourced building data [21] is an important element to promote advances in building performance research based on open data [22]. However, open-data on measured performance are not generally available on a large scale base and large scale data collection requires relevant investments. Furthermore, there is a practical requirement to integrate various types of data when analysing building performance [23] in order to enable effective benchmarking at the level of single technologies, entire buildings, and building stock.

As a result, harmonised and (temporally and spatially) scalable techniques are critical when generating estimates that can be used not only for single cases but also for large-scale analysis. Together, these two features can help overcoming at least partly the limitations inherent to the use of small datasets and/or individual case studies previously mentioned, by enhancing the comparability and transparency of the modelling approach. These aspects are discussed in this research, where a flexible data-driven energy model formulation is presented and tested on data from a Passive House residential building case study. The model formulation is interpretable and conceived to be used in a general way for monthly energy data analysis. Further, it can be extended to other time intervals (daily, hourly, sub-hourly) and spatial scales [15], linked to standardized analytical formulations [24] and applied across different life cycle phases [3], as shown in previous research.

The models are trained with different datasets, using electric and thermal energy data measured during a building monitoring period of 3 years, and their goodness of fit is discussed by means of statistical indicators. Finally, indications of future research directions in the broad area of data-driven energy modelling are given in relation to research outcomes.

# Background on interpretable data-driven methods

In this research the use of interpretable techniques and harmonized proceduresisthe starting point. The concept of interpretability was discussed previously in the introduction, while the term harmonized indicates procedures that are codified, like the ones proposed by Measurement and Verification (M&V) protocols such as ASHRAE 14:2014 [25], Efficiency Value Organization (EVO) [26], Federal Energy Management Program (FEMP) [27], as well as other technical standards reported later in this Section. The procedures and techniques proposed in these protocols have been adopted, for example, in projects such as the Uniform Methods Project (UMP) [28], aimed at providing robust and empirically grounded techniques to benchmark energy efficiency measures with a uniform approach, and the Investor Confidence Project (ICP) [29], aimed at de-risking investment in energy efficiency and increasing trust by private and public investors. Further, the applicability of these techniques can be extended to electric load profiles analysis and prediction at large scale [30], with the possibility to analyse Demand Response events [31] as well.

As reported in the introduction, weather variables such as outdoor air temperature and solar radiation are essential inputs for model calibration [11] and an example of largely diffuse interpretable approach is the variable-based degree-days regression, originally proposed by Kissock et al. in the Inverse Modeling Toolkit (IMT) [32], which has been included in ASHRAE 14:2014 [25] and has been evolving steadily with different algorithmic formulations for the automatic the selection of the change-point model [33] and explicit solution of the three-parameter (heating and base load) linear change-point model [34].

The definition of degree-days is itself part of international standardization [35]. For these reasons, interpretable machine-learning techniques are compatible with the energy performance analysis approach proposed by ISO 50006:2014 [36] and with energy signatures model formulation, defined in ISO 16346:2013 [37]. The analysis of model outputs can be used as a feedback in a continuous improvement logic, as indicated in ISO 50001:2018 [38].

Energy signature is obtained by diving the energy demand with respect to the amount of operating hours in the time interval considered in the analysis, i.e. determining an average power over it. This data transformation presents some advantages related to the approximated physical interpretation of regression coefficient [23] and its scalability for building stock analysis [24].

Additionally, the use of outdoor air temperature and solar radiation as inputs can be found in interpretable regression-based approaches such as co-heating test [39] as well. Co-heating test is based on building zone thermal balance approximation and can be used to provide reliable evidence on the actual performance of building fabric [40]. Clearly, the uncertainty impact determined by unmonitored energy sources and sinks [41] must be considered in order to enable the correct quantification of thermo-physical properties (due to the use of energy balance as the underlying principle), within the general problem of energy balance decomposition.

In this respect, it is possible to find examples of building energy balance decomposition using regression-based approaches in research studies focused on multi-scale analysis of thermo-physical properties of buildings [42], robust energy model calibration [43] and energy analytics for building decarbonisation [24]. All these regression-based approaches can be complemented by the use of Statistical Process Control (SPC) techniques [44] for the graphical identification of performance anomalies [45], coherently with the indications of ISO 50006:2014 [46].

Essentially, interpretable regression-based methods can be based on general piecewise linearization methods [47] and use dummy (binary variables) to handle non-linearities (as will be illustrated in Section 4.1 for this research). In this way, they can become highly versatile [48] and be used for a variety of purposes, including the dynamic hourly and sub-hourly modelling of electric load profiles, as shown by the Time Of Week and Temperature (TOWT) model formulation aimed at analysing electric load shapes and variability [30], quantifying changes in electricity use in Demand Side Management (DSM) events [31] and improve efficiency program outcomes [49].

The combination of simple yet powerful interpretable data-driven methods makes it possible to envision systems of interconnected models [50] that can act as “digital twins”, sharing essential open data and standards [22].

A "digital twin" is a digital representation of a process that can overcome the limitations of traditional simulation-based engineering approaches (such as those used in building performance simulation) by demonstrating how a process performs in real time and under real-world conditions. Interpretability is useful (from the standpoint of the user) because it allows the user to easily predict what will happen when the model input is changed. The more "transparent" the model is to the user, the more it can encourage a "human-in-the-loop approach" that "black-box" (non-interpretable) techniques cannot.

# Methods

In previous research work conducted on the case study building [51], which will be illustrated in more detail in Section 5, it was demonstrated that 2 years of monthly monitoring data were required to achieve calibration according to M&V procedures (the calibration process was performed incrementally) and that the solar radiation variable played an important role in model performance improvement. At that point, separate models for heating, cooling and base load were fitted, as in research focused on energy model decomposition [43] and calibration via regression [52].

Instead, in this research the separate sub-models are combined into a single model (which is the sum of the individual sub-models) by introducing additional variables (dummy, 0-1 binary variables) to the original datasets using rules that are explained in Section 4.1. The rules themselves have a physical meaning and are meant to retain the ability to connect the two approaches in the future (i.e. piecewise linear regression and analytical formulations of building energy balance). In this way, energy balance decomposition and identification of thermo-physical properties (depending on the variables monitored) may be enabled by a unique integrated workflow.

The performance of models is tested by fitting them to multiple datasets of measured electric and thermal demand in the building. The details of the model formulation and calibration criteria are reported in Sections 4.1 and 4.2, respectively; the characteristics of the case study and datasets used in this research are then described in Section 5.

## Model formulation

While the main goal of this research is to model the building's energy behaviour using data-driven techniques, energy signatures (i.e. energy demand divided by the number of operating hours in the time interval considered, expressed as an average power) are used in the workflow because of their advantages in terms of approximate physical interpretation, as discussed previously in Section 3. As a result, measured energy data (data gathering) are pre-processed to obtain energy signatures and dummy variables are included (data pre-processing), then models are trained on energy signatures (model training) and evaluated againsts statistical indicators of goodness of fit (model evaluation); finally, data are post-processed for graphical visualization purpose and both energy and energy signatures are plotted in time and with respect to outdoor air temperature (i.e. the fundamental input variable). The overall workflow is summarized in Figure 1 and explained hereafter in more detail.

*Figure 1: Diagram of the modelling workflow*

![](data:image/png;base64,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)

The goal of the formulation presented is to obtain a multi-output regression model that can then evolve and incorporate other analytical formulations to enable a more in-depth (physics-informed) analysis of the model coefficients, following the arguments presented in Section 3 and recalled at the beginning of this Section. To this end, the different individual regression models are combined using dummy variables (0-1, binary variables) [47] in order to obtain a single model that can be used in a flexible way for all the datasets of monitored energy data, reported in Section 5.

The rules to create dummy variables (and including them as additional variables in the datasets) are summarized in Table 2 and illustrated more in detail later in this Section with respect to model formulation.

*Table 2: Rules for dummy (binary) variables creation*

|  |  |  |
| --- | --- | --- |
| **Rule** | **Description** | **Variables** |
| 1 | If the energy demand is greater than 0 for the corresponding sub-model (e.g. heating, cooling or base load), then dummy variable is equal to 1. | *Xh, Xb, Xc* |
| 2 | If the outdoor air temperature is lower than balance point temperature for heating (i.e. heating base temperature), the dummy variable for heating is equal to 1. | *Xh* |
| 3 | If the outdoor air temperature is greater than balance point temperature for cooling (i.e. cooling base temperature), the dummy variable for cooling is equal to 1. | *Xc* |
| 4 | All the dummy variables (that partition heating, cooling and base load demands) should be coherent with the schedules of operation for building services (i.e. months of heating and cooling system operation). | *Xh, Xb, Xc* |
| 5 | The dummy variables for base load are assumed to be 1 in all the months (i.e. electricity and hot water demand are always present). | *Xb* |

Because of the sub-metering of energy demand (i.e. the subdivision by type of end-use), the information to derive the dummy variables, using the rules reported in Table 2, was available in this research, but rules 2 and 3 can be applied even when this subdivision is unknown, due to the physical meaning of balance point temperatures for heating and/or cooling (i.e. base temperatures [53] for variable-base heating [54] and cooling degree-days [55] calculations). Further, rule 4 can be inferred as well due to typical operation strategies of buildings.

In other words, it may not be possible to attribute precisely from the very beginning dummy variables (to partition the dataset for the heating, cooling and base load demand) if only total electricity demand is present (and sub-metering data are not available); nonetheless, the search for the best fitting model can be performed iteratively (as shown in Figure 1 for model creation), using ranges of balance point temperatures for heating and cooling (dependent on building characteristics [54]) and using contextual information to determine the schedules of building operation. After that, the performance of multiple models can be ranked with respect to the statistical indicators that are used later to evaluate models’ acceptability (thresholds for model calibration, proposed by protocols and standards). Finally, the models’ outputs are constrained to be positive (energy metering data are positive quantities) as in some cases the output of the regression model can assume a small negative value, using change-point models.

Indeed, the fundamental reason behind the creation of this model formulation is the possibility to use a single and flexible model for the analysis of the energy demand at different levels in the building (corresponding to the different datasets reported in Section 5) in a multi-input/multi-output fashion and then proceed by stepwise regression with backward elimination of variables (i.e. reducing the amount of variables) to obtain the final model version, i.e. automating the model selection process using rules and statistical indicators to rank their goodness of fit. Indeed, the form of the final model can be constrained in such a way that an approximated physical interpretation of the model coefficients is retained (to enhance transparency and enable further decomposition) [24], coherently with the arguments presented in Section 3.

As specified before, the regression model formulation used in this research corresponds to the extension of the one previously tested in relation to multi-scale analysis of building performance [42] and energy analytics that can be used to support the decarbonisation of built environment [24].

The overall model is the sum of three sub-models for heating, base load and cooling, and dummy variables are used to exclude the part of the model which are not pertinent (e.g. thermal demand in the case of only heating or only cooling component). One dummy variable is used for each sub-model, namely *Xh* for heating, *Xb* for base load and *Xc* for cooling. Finally, the intercept of the complete model is set to 0 (i.e. regression through the origin) and the output constrained to be positive. The dependent variables are the energy demand data reported in Section 5 (electric and thermal) and the two independent variables are outdoor air temperature *θe* and total solar radiation on horizontal surface *Isol*, which represent the two most common variables considered in model calibration [11]. Tables 3 and 4 report the formulas for Type 1 model (only outdoor air temperature *θe* as input variable) and Type 2 model (outdoor air temperature *θe* and solar radiation on horizontal surface *Isol* as input variables), respectively.

*Table 3: Regression sub-models for heating, cooling and baseline demand analysis, combined by means of dummy variables – model Type 1*

|  |  |  |
| --- | --- | --- |
| **Demand** | **Sub-models** |  |
| Heating |  |  |
|  |  |  |
| Base load |  |  |
|  |  |  |
| Cooling |  |  |
|  |  |  |

*Table 4: Regression sub-models for heating, cooling and baseline demand analysis, combined by means of dummy variables – model Type 2*

|  |  |  |
| --- | --- | --- |
| **Demand** | **Sub-models** |  |
| Heating |  |  |
|  |  |  |
| Base load |  |  |
|  |  |  |
| Cooling |  |  |
|  |  |  |

Model type 1 is the sum of the three sub-models in formulas 2, 4 and 6, while model type 2 is the sum of the three sub-models in formulas 8, 10 and 12. The formulas 2, 4, 6 and 8,10, 12 are chosen (instead of 1, 3, 5 and 7, 9, 11 respectively) because they represent the regression models created using the dummy variables where the new variables are *Xh*, *Xhθe, XhIsol,* etc*.* In other words, the dummy (binary) variables are used to create interactions among variables, instead of relying just on the original variables *θe* and *Isol.*

## Model calibration criteria

In this Section the calibration criteria for model acceptability are introduced. Following the indications proposed by Measurement and Verification (M&V) protocols at the state-of-the-art such as ASHRAE 14:2014 [25], Efficiency Value Organization (EVO) IPMVP [26], and Federal Energy Management Program (FEMP) [27] (cited previously in Section 3), the thresholds of acceptability for regression models as calibrated with monthly data and hourly data (for the sake of comparison) are reported in Table 5.

*Table 5: Thresholds of acceptability for M&V models as calibrated with monthly and hourly data*

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **Interval** | **Metric** | **ASHRAE Guidelines 14** | **IPMVP** | **FEMP** |
| **Monthly** | ***NMBE*** | ±5 | ±20 | ±5 |
|  | ***Cv(RMSE)*** | 15 | - | 15 |
| **Hourly** | ***NMBE*** | ±10 | ±5 | ±10 |
|  | ***Cv(RMSE)*** | 30 | 20 | 30 |

The statistical indicators chosen to enable the comparison between measured and predicted data (obtained by regression) for the monitoring period are *R2* (Coefficient of determination), *MAPE* (Mean Absolute Percentage Error), *NMBE* (Normalized Mean Bias Error and *Cv(RMSE)* (Coefficient of Variation of Root Mean Square Error). While the first two indicators (*R2* and *MAPE*) are general statistical indicators for the evaluation of goodness of fit of models, *NMBE* and *Cv(RMSE)* are statistical indicators considered for the specific purpose of model calibration and, for this reason, proposed by the M&V protocols ASHRAE 14:2014, FEMP and EVO-IPMVP reported above in Table 5.

Nonetheless, the coefficient of determination *R2* (defined in the range of 0-100 percent, or 0-1), is a suitable indicator as reported in ISO 50006:2014 [36], even though the limitation that stems from the fact that *R2* is inherently related to the model's slope (i.e. the dependence on input variables) have to be acknowledged. Higher slope values will correspond to higher *R2* values even with the same predicted variable variance. An *R2* value greater than 80 % indicates a good model fit and 75 % is indicated in IPMVP Guidelines for Assessing Uncertainty as a reference value [56]. *MAPE* is not indicated specifically in model calibration procedures but it is included in this research to give an idea of what is the percentage of variation (in absolute value) of the error term with respect to the measured data.

Overall, the statistical indicators reported are used to provide thresholds for the acceptability of models, but they can be complemented by the visual analysis of modelling results, up to the creation of control charts [45], used in Statistical Process Control (SPC) [44], as shown at the end of Section 6.1.

# Case study description

The case study chosen is a Passive House residential building located in the Province of Forlì-Cesena, in the Emilia Romagna Region of Italy. For three years, the case study building was monitored and data from energy meters and weather stations were collected. The case study building is characterized by highly insulated envelope components built in accordance with Passive House standards. Further, the building's technical systems include mechanical ventilation with heat recovery (MVHR), a ground-source heat pump system (GSHP) for heating, cooling and DHW services, a photovoltaic system for on-site electricity generation, and a solar thermal system with storage, to integrate DHW production. The number of occupants of the building is 5. Table 6 summarizes the most important building data.

*Table 6: Building design data assumptions*

|  |  |  |  |
| --- | --- | --- | --- |
| **Group** | **Type** | **Unit** | **Design** |
| Geometry | Gross volume | m³ | 1557 |
|  | Net volume | m³ | 1231 |
|  | Heat loss surface area | m² | 847 |
|  | Net floor area | m² | 444 |
|  | Glazed area/total wall area ratio percentage | % | 22,5 |
|  | Surface/volume ratio | 1/m | 0,54 |
| Envelope | U value external walls | W/(m2K) | 0,18 |
|  | U value roof | W/(m2K) | 0,17 |
|  | U value transparent components | W/(m2K) | 0,83 |
| HVAC and DHW | Ground-source heat pump (GSHP) - Brine/Water Heat Pump (B0/W35)\* | kW | 8,4 |
|  | Borehole heat exchanger (2 double U boreholes) | m | 100 |
| On-site energy production | Building Integrated Photo-Voltaic (BIPV) - Polycrystalline silicon | kWp | 9,2 |
|  | Solar thermal - Glazed flat plate collector | m2 | 4,32 |
|  | Domestic hot water storage | m3 | 0,74 |
| \* EN14511 test condition in heating mode, brine at 0 ºC and water 35 ºC with supply-return temperature difference Δt = 10 ºC. | | | |

Previously, research was conducted on this case study, with the goal of testing the use of regression methods to aid in the progressive calibration of a Resistance-Capacitance (RC) energy model [51]. The deviations between measured and simulated energy demand were used to control the progressive model calibration process with the aid of regression models. In that case, models were meant to define a data envelopment of possible operational energy performance, approximating simulation output. It was shown how 2 years of data were necessary to reach calibration and how the design assumption were to be revised in order to match model prediction with measured data.

Unlike previous research on this case study, a novel model formulation is tested in this case, which has been presented in Section 4.1. The monitoring period chosen for model training and calibration is 3yearsandthe measured energy demand dataset are reported in Table 7.

*Table 7: Datasets used in research*

|  |  |  |  |
| --- | --- | --- | --- |
| **Dataset** | **End-use** | **Interval** | **Monitoring period** |
| Electric energy | Total | Monthly | 3 years |
|  | HVAC, DHW | Monthly | 3 years |
|  | Appliances and lighting | Monthly | 3 years |
| Thermal energy | Heating | Monthly | 3 years |
|  | Cooling | Monthly | 3 years |

# Results and discussion

This study aims the test, as introduced in Section 4.1, a novel formulation of the regression-based approach used in previous research. This formulation is proposed with the goal of incorporating it into an interpretable data-driven building energy modelling workflow that can supplement other state-of-the-art techniques and tools and evolve potentially into a system of interconnected models, leveraging the fundamental features presented in Section 3. Section 6.1 discusses the results of model training from both a visual and numerical standpoint, emphasizing the importance of the "human-in-the-loop" approach for machine learning methods. After that, in Section 6.2, the limitations of the techniques at this stage are discussed and finally future research possibilities are presented in Section 7.

## Model training and calibration

The data-driven energy modelling process is presented in this Section, beginning with regression models fitted to energy signature data, for the various types of energy demands considered in this research, namely:

1. total electricity demand;
2. electricity demand for HVAC and DHW;
3. electricity demand for appliances and lighting;
4. thermal demand for heating;
5. thermal demand for cooling.

As introduced in Section 3, energy signature is calculated by dividing the original energy data by the amount of operating hours in the interval considered, thereby determining an average power value for the interval of analysis (monthly in the case, for 36 months, 3 years). Then, measured and predicted energy demand is compared by multiplying the energy signature by the number of operating hours in the specific time interval of analysis.

The comparison is performed both numerically and visually, considering thresholds of statistical indicators representing the goodness of fit of models (i.e. indicating practical limits for their acceptability), reported in Table 5 in Section 4.2. The regression models developed are independent on the specific weather data used, as weather data are the independent variables (air temperature and solar radiation in this case, for the reasons described in the introduction and in Section 3), while the energy signature (i.e. average power over the time interval) is the dependent variable.

|  |  |
| --- | --- |
|  |  |
|  |  |

*Figure 2: Electricity and thermal demand signature – monthly values, model type 1 on the left, model type 2 on the right*

In Figure 2 energy signatures of electricity demands (above) and thermal demands (below) are represented as a function of outdoor air temperature because it represents the most relevant variable for weather normalization and is frequently used as the only variable in regression-based approaches (i.e. temperature response functions [12]), as explained in the introduction and Section 3. The results of regression models type 1 (illustrated in Table 3, Section 4.1) are reported on the left, while the ones of regression models type 2 (illustrated in Table 4, Section 4.1) on the right. Model type 1 is clearly a simple piecewise linear model (points are on straight lines, with change-points) as a function of 1 input variable, outdoor air temperature, while model type 2 points are more scattered and able to approximate the measured data even better.

Furthermore, considering the change-points (i.e. the balance point temperatures for heating and cooling respectively) of the piecewise linear model type 1, an alternative visualization of the thermal demand for heating and cooling can be provided, using variable-based degree-days [35], computed on a monthly base, in Figure 3. This visualization also confirms in general the goodness of fit of the models presented.

|  |  |
| --- | --- |
| C:\Users\mm1a17\AppData\Local\Microsoft\Windows\INetCache\Content.Word\2.1_HDD_crop.png |  |

*Figure 3: Thermal energy demand – Variable-base degree-days, heating demand on the left, cooling demand on the right*

The model formulations (obtained as the sum of the sub-models, using dummy variables) presented in Table 3 and 4 respectively for model type 1 and type 2, are able to fit all the five different datasets (total electricity, electricity for HVAC and DHW, electricity for appliances and lighting, thermal demand for heating, thermal demand for cooling) reasonably well, as indicated in Tables 8 and 9, again respectively for model type 1 and type 2. In general, *R2* values are high in all cases (> 80 %), with the notable exception of the electricity for lighting and appliances for model type 1 (67.34 %).

Electricity for appliances and lighting is highly dependent on user behaviour and less dependent on weather, essentially only on the amount of daylight hours (from sunrise to sunset) for lighting. The thresholds of acceptability for model calibration (according to M&V protocols reported in Section 4.2), specified in Table 5 are satisfied in all the cases, except for model type 1 trained on HVAC and DHW electricity demand, where the *Cv(RMSE)* is greater than 15 % (17.35 %). *NMBE* is very small in all cases (the maximum value found is 1.51 %, for thermal demand for cooling, using model type 1) and the maximum value of *MAPE* is13.46 %, showing how the models are overall able to fit all the dataset well.

*Table 8: Results of analysis of measured and predicted data for the monitoring period – Model type 1*

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Dataset** | **End-use** | **Energy indicators** | | **Statistical indicators** | | | |
|  |  | **Energy measured** | **Energy predicted** | ***R2*** | ***MAPE*** | ***NMBE*** | ***Cv(RMSE)*** |
|  |  | kWh | kWh | **%** | **%** | **%** | **%** |
| Electric energy | Total | 35130 | 34819 | 84.41 | 10.33 | -0.88 | 12.12 |
|  | HVAC, DHW | 12270 | 12139 | 91.23 | 12.59 | -1.07 | 17.35 |
|  | Appliances and lighting | 22860 | 22868 | 67.34 | 9.50 | 0.04 | 10.56 |
| Thermal energy | Heating | 23790 | 23795 | 98.29 | 12.83 | 0.02 | 11.68 |
|  | Cooling | 6838 | 6735 | 97.01 | 5.48 | -1.51 | 13.52 |

*Table 9: Results of analysis of measured and predicted data for the monitoring period – Model type 2*

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| **Dataset** | **End-use** | **Energy indicators** | | **Statistical indicators** | | | |
|  |  | **Energy measured** | **Energy predicted** | ***R2*** | ***MAPE*** | ***NMBE*** | ***Cv(RMSE)*** |
|  |  | kWh | kWh | **%** | **%** | **%** | **%** |
| Electric energy | Total | 35130 | 34849 | 92.24 | 6.73 | -0.80 | 8.88 |
|  | HVAC, DHW | 12270 | 12195 | 95.53 | 13.46 | -0.61 | 12.75 |
|  | Appliances and lighting | 22860 | 22872 | 85.26 | 6.21 | 0.05 | 7.31 |
| Thermal energy | Heating | 23790 | 23798 | 99.30 | 9.26 | 0.03 | 6.20 |
|  | Cooling | 6838 | 6827 | 96.47 | 3.65 | -0.16 | 11.93 |

However, due to the fact that the results of model formulations reported in Tables 8 and 9 use dummy variables (0-1), which are used essentially to include/exclude (turn on-off) part of the models, there are conditions where the output is 0, in particular for the thermal model for heating in summer (no-heating) and, viceversa, the thermal model for cooling in winter (no-cooling).

This effect determines a series of points (with output equal to 0) that have to be excluded from the computation of statistical indicators. For this reason, statistical indicators are re-computed by excluding zeros and reported in Table 10 hereafter for the thermal demand (heating and cooling) sub-models. The statistical indicators present some differences but all the models are still calibrated according to thresholds in Table 5, except for type 1 cooling model.

*Table 10: Results of analysis of measured and predicted data for the monitoring period – Statistical indicators recomputed for thermal demand sub-models*

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Model** | **End-use** | **Statistical indicators** | | | |
|  |  | ***R2*** | ***MAPE*** | ***NMBE*** | ***Cv(RMSE)*** |
|  |  | **%** | **%** | **%** | **%** |
| Type 1 | Heating | 98.32 | 13.47 | 0.03 | 7.96 |
|  | Cooling | 92.48 | 10.85 | 2.78 | 17.88 |
| Type 2 | Heating | 95.91 | 20.28 | 0.02 | 12.42 |
|  | Cooling | 90.91 | 19.19 | -1.51 | 17.77 |

After that, the regression models fitted to energy signatures are used as a basis to compute a monthly time series of energy demand data for the monitoring period (36 months, 3 years) as shown in Figures 4. In this case also, the results of regression models type 1 are reported on the left, while the ones of regression models type 2 are reported on the right, with the electricity demand above and the thermal demand below. The difference between measured and predicted energy demand is very small in all the cases.

|  |  |
| --- | --- |
|  |  |
|  |  |

*Figure 4: Electricity and thermal demand time series – monthly values, model type 1 on the left, model type 2 on the right*

The next step is the visual analysis which involves plotting the differences between measured and predicted data (i.e. residuals, error term) as a function of both outdoor air temperature (the most important input variable) and time (monthly intervals of the monitoring period), to highlight potential patterns in residuals. The error term is plotted in Figures 5 and 6, respectively for outdoor air temperature dependence and time dependence. Again, model type 1 results are reported on the left, while model type 2 results are reported on the right.

|  |  |
| --- | --- |
|  |  |
|  |  |

*Figure 5: Error term of energy signature models of electric and thermal demand – monthly values, model type 1 on the left, model type 2 on the right*

The residuals with respect to temperature (Figure 5) seem relatively uniform with some exception at lower temperature, around 4°C (model type 1 and 2), and higher temperature, around 24 °C (model type 1). As expected, the spread of data around the mean (equal to zero) is larger in model type 1 compared to model type 2. The error term for the thermal models (heating and cooling) is equal to zero in many point because of the model formulation using dummy variables, as explained before in relation to the necessity of re-computing the statistical indicators, reported in Table 10. The residuals (error term) with respect to time (Figure 6), highlight how the electricity demand was lower than the one predicted by the models in the first months of the monitoring period (1-5 in particular), for both type 1 and 2 models, while the distribution in the case of thermal demands seems more uniform.

|  |  |
| --- | --- |
| C:\Users\mm1a17\AppData\Local\Microsoft\Windows\INetCache\Content.Word\4.1_type1_crop.png | C:\Users\mm1a17\AppData\Local\Microsoft\Windows\INetCache\Content.Word\4.1_type2_crop.png |
| C:\Users\mm1a17\AppData\Local\Microsoft\Windows\INetCache\Content.Word\4.2_type1_crop.png | C:\Users\mm1a17\AppData\Local\Microsoft\Windows\INetCache\Content.Word\4.2_type2_crop.png |

*Figure 6: Error term of electricity and thermal demand time series – monthly values, model type 1 on the left, model type 2 on the right*

The final step of the visual analysis of residuals (error term), can be performed using a control chart [45] as in Statistical Process Control (SPC) [44]. In this case, for the sake of simplicity, only the control chart for the residuals of total electricity demand is presented in Figure 7. However, the technique can be used for all the other datasets to analyse performance anomalies at multiple levels in the building (when sub-metering data are available). Further, it can be combined with the visualization of the cumulative sum of differences between measured and predicted values (CUSUM) [46] and other innovative related techniques when additional explanatory variables (covariates) are present [57].

In a control chart, the error term is plotted with respect to the number (1, 2 and 3) of standard deviations *σ* from the mean (equal to zero). In general, the limit of 3 standard deviations from the mean is considered as an indicator of anomaly in the series of residuals. As can be seen in Figure 7, both models type 1 and 2 indicate that months 1 and 9 have larger deviations from the mean, and month 9 is flagged as an anomaly (> 3 *σ*) by model type 2. The spread of residuals is much smaller for model type 2 (as expected) and this implies that this model can indicate tighter boundaries for the statistical control of energy performance in time.

As a conclusion, both visual and numerical data analysis is considered in the workflow aimed at model testing; the models were calibrated in most of the conditions but, beyond calibration, one of the essential goals was to test how simple, intuitive and interpretable (in a "human in the loop" approach) the workflow could be.

|  |  |
| --- | --- |
|  |  |

*Figure 7: Statistical process control of total electricity demand residuals – monthly values, model type 1 on the left, model type 2 on the right*

## Limitations

The fundamental limitations of the approach proposed in this study are based on the requirement for rules to define dummy variables. As such, the approach is semi-automated. In any case, the rules are stated transparently and are intrinsically linked to the approximated physical interpretation of the regression coefficients [24].

Furthermore, solar radiation data are generally less widely available than temperature data. However, solar radiation variable is critical to improving model performance for very efficient buildings, in which passive solar gains play a critical role. To overcome this limitation, it is possible to consider the relationship between temperature and time of year with solar radiation [58] and use additional models to perform a reconstruction of solar data, in case they are not directly available.

Additionally, sub-metering data are used in this study to test the approach at multiple levels within the building. This level of detail may not be available on a large scale basis, but disaggregation techniques [41], supplemented by analytical formulations of the building energy balance [43], can be used instead and can be part of future research.

Finally, monthly interval data were used in this study rather than daily, hourly, or sub-hourly data. Even though building performance simulation tools can provide hourly and sub-hourly outputs, the calibration of building energy models using monthly data remains widespread, as evidenced by systematic reviews by Coakley et al. [10] and, more recently, Chong et al. [11]. In fact, data collected on a monthly base are simpler to found (e.g. by digitalizing utility billing data). While monthly-based models do not fully exploit the possibilities provided by higher data granularity, they are computationally inexpensive and can still provide useful insights on energy performance if calibrated.

Following the discussion of current limitations and the underlying potential for further development, the following Section provides indications for future research.

# Further research potential

Further research can be developed in a variety of directions based on the results presented and discussed in the preceding Section. The first development path can be focused on scalability (both temporal and spatial) and integration across life cycle phases (from early design to operation). In fact, regression-based approaches can be applied to energy signature data with monthly, daily, and hourly/sub-hourly time intervals (temporal scalability), but also at multiple levels in energy models (spatial scalability), as shown in previous research [15], thereby adapting them based on the scope and on the granularity of data available.

In general, using data at higher resolution (daily, hourly, sub-hourly) could aid in increasing the complexity and capabilities of models (e.g. load profiles modelling, DSM events modelling, etc.). However, maintaining a certain degree of comparability with models built using monthly data is critical to enabling the effective integration of short-term and high-frequency data with long-term and low-frequency data (i.e. alternating different monitoring strategies), as demonstrated in ASHRAE 1404-RP [59].

Nonetheless, more sophisticated models can perform a variety of functions, potentially being integrated as a system. In particular, they may evolve into “digital twins”, which can supplement building performance simulation tools and track the evolution of building performance across life cycle phases, starting from parametric simulation in design phase, to initial commissioning, and up continuous monitoring/commissioning. Overall, the possibility to use flexible and interpretable models calibrated on measured data (at different intervals) could enable multiple feedback loops in design and operation practices in the built environment, in a continuous improvement logic [38].

A second path of development can be the one making use of the approximated physical interpretation of regression-models’ coefficients. Indeed, identifying lumped thermo-physical properties for buildings is critical to understanding the performance of building technologies.

This was the case, for example, of previous research aimed at incrementally calibrating a Resistance Capacitance (RC) [51] building energy model on the same case study building; similar examples can be found in recent literature [52]. Using the rigorous and harmonised rules, which serve as the foundation of M&V protocols, in conjunction with other standards, focused on building performance simulation, can help improve the energy modelling process through empirically grounded and tested methods.

The third direction is related to heat pump performance analytics and electric grid interaction. The regression model results can be used to implement a calculation of the part load ratio (PLR) of a heat pump based on the actual balance-point temperature of the building (which may vary significantly depending on building characteristics) rather than a fixed reference point (i.e. 16 ºC) as in current technical standards dealing with heat pump test conditions [60] and performance assessment at part-load and on a seasonal basis [61].

In the latter, part load ratio is defined as the outdoor temperature in the interval of calculation minus 16 °C, divided by the reference design temperature minus 16 °C, assuming the same value both for heating and cooling, when the heat pump is reversible (like in this case, providing both heating and cooling services). This is not the case in real building operation (as shown also in this research) and regression models can improve the accuracy of analytical methods that are present in technical standardization at the state-of-the-art. By exploiting the scalability of the modelling approach, it could be possible to evaluate and forecast much better the performance of heat pumps and their interaction with the electric grid at large scale.

Overall, these examples of research development paths are clearly not exhaustive, but the evolution of interpretable data-driven modelling approaches into "digital twins" characterised by systems of interacting models is a promising research direction that could help to accelerate building stock decarbonisation through innovative services and technologies [62].

# Conclusion

Data-driven building energy modelling approaches based on machine learning have proven to be effective in a variety of applications. However, there are numerous issues to consider in today's research. To begin with, multiple "performance gaps" (differences between expected and measured performance) are commonly found in buildings, and appropriate analysis techniques should be used. Among those using machine learning, the issue of generalisation (i.e. a model's ability to perform adequately on previously unseen data) is a major topic.

Other critical issues, in addition to generalisation, are interpretability and explainability; interpretability (i.e., the ability for humans to understand the rationale behind model output and inspect the algorithmic logic) in particular is critical to fostering a "human-in-the-loop" approach.

In response to these issues, in this study we examined a Passive House building with two primary objectives. The first one wascreating a simple and flexible regression model formulation (i.e. able to fit multiple energy datasets, maintaining the same underlying structure), using dummy variables, and indicating a way to automate the process of model performance comparison and selection.

Statistical indicators were employed to this end, considering general ones and M&V specific ones (i.e. energy model calibration criteria). Dummy variables were included in the datasets by means of interpretable rules that can satisfy the fundamental constraints considered as the motivation of this research (i.e. using interpretable models as a way to enhance the “human-in-the-loop” approach and referring to harmonized procedures to improve model reproducibility and standardization).

Despite their simplicity, the model formulations proposed are able to fit the data reasonably well and can be considered calibrated, following M&V procedures, in most of the cases. Indeed, even with limited information, such as monthly interval data (utility bills and temperatures), the proposed model formulations are appropriate for quick and low-cost (but robust being based on M&V) performance evaluation, which can support the design of energy efficiency measures to meet decarbonisation targets and to reduce reliance on fossil fuels. Further, it can provide a low cost “entry-level” “digital twin” for the building, which can then evolve including more information and a more sophisticated modeling strategy (i.e. employing daily, hourly, sub-hourly interval data, as indicated in Section 7).

The second objective was to identify future research paths based on the first objective's research outcomes and to evaluate them in light of current research developments in the broad area of data-driven building energy modelling. The first path identified is based on temporal and spatial scalability of techniques, as well as on model integration across building life cycle phases. The second path relies on the approximated physical interpretation of regression-model coefficients and on the related analytical formulations (e.g. on the thermo-physical parameters of the building). The third path is concerned with heat pump performance analytics and electric grid interaction, both of which are critical to meeting decarbonisation targets (by means of electrification of heating but considering electric grid supply constraints as well).

Overall, the future research paths indicated are clearly not exhaustive, but they aim to highlight the potential of systems of interacting (interpretable data-driven) models that can evolve into "digital twins" which can help accelerate the transition to a more efficient and decarbonized building stock. Simultaneously, systems of interacting models can assist in addressing important issues such as generalisation, interpretability, and explainability, overcoming limitations inherent in the use of machine learning models and promoting a "human-in-the-loop" approach to a wider audience, not just the research community.
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