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#### Abstract

The hybrid nonlinear transceiver optimization problem of reconfigurable intelligent surface (RIS)-aided multi-user multiple-input multiple-output (MU-MIMO) downlink is investigated. Specifically, the Tomlinson-Harashima precoder (THP) and the hybrid transmit precoder (TPC) of the base station are jointly optimized with the linear digital receivers of mobile users. The triangular feedback matrix of the THP is optimized and the optimal solution is derived in closed form based on a matrix inequality. Moreover, in order to tackle the nonconvexity of the constant-modulus constraints imposed on the analog TPC, the Majorization-Minimization (MM) based reconfigurable optimization framework is proposed, which strikes a trade-off between the implementation complexity and system performance in a reconfigurable manner. Explicitly, our MM-based reconfigurable optimization framework is capable of optimizing the analog TPC in a dynamically reconfigurable manner on an element-byelement, column-by-column, row-by-row or block-by-block basis. Moreover, an MM-based reconfigurable algorithm is proposed for the optimization of the phase shifting matrix at RIS, which also suffers from constant-modulus constraints. In the proposed MM-based reconfigurable algorithm, the RIS can be partitioned into a series of subarrays for striking different performance vs. complexity tradeoffs. Finally, our numerical results demonstrate the performance advantages of the proposed nonlinear hybrid transceiver optimization techniques.


Index Terms-Hybrid Transceiver, Nonlinear Transceiver, RIS, Tomlinson-Harashima precoder, Optimization.

## I. Introduction

FLAWLESS wireless communications require increased throughput and reliability. The ultimate capacity limit of $C=B \log (1+\mathrm{SNR})$ [1] may be increased either by bandwidth expansion or by increasing the signal-to-noise ratio (SNR). However, the linear capacity increased with the bandwidth is more promising than the logarithmic SNRbased improvement. Hence high frequency millimeter wave

[^0](mmWave) and terahertz ( THz ) communications has attracted a lot of attention from both academia and industry [2], [3]. For high frequency communications, the critical challenges arise from three perspectives. Firstly, the amplifiers have to be operated at a substantial power back-off at high frequencies. Secondly, the path loss exponent is high. Thirdly, obstacles often block high carrier frequences. In order to overcome these problems, multiple antenna based arrays may be harnessed.

To elaborate briefly, multiple antenna arrays have the potential of compensating for the undesired effects of both the power back-off and path loss. At high frequencies the wavelength is short, hence the antenna arrays may be constructed in a compact format. For example, at 30 GHz current state-of-theart, the wavelength is only 1 cm , hence numerous $\lambda / 2$-spaced antenna elements can be accommodated within a compact physical space. However, large high-frequency arrays are very costly. In order to strike a performance gain vs. hardware cost trade-off, digital-analog hybrid antenna arrays have been advocated [3], [4]. A typical hybrid antenna array consists of an analog part and a digital part. In the analog part, only the phases of antenna elements are adjustable, and the dimensionality is typically higher than that of the digital part. Hybrid multiple-input multiple-output (MIMO) systems have been optimized in [3]-[16], [21]. In contrast to their fullydigital counterparts, the constant-modulus constraints imposed on the analog part are nonconvex, hence it is quite challenging to derive the optimal solutions in the closed form. Researchers have proposed a variety of algorithms to deal with the constant-modulus constraints imposed on the analog transmit precoder (TPC). These algorithms can be roughly classified into non-iterative and iterative algorithms. The noniterative algorithms such as the phase extraction [5] and SVD-based methods [6], have low complexity but inevitably exhibit limited performance. The iterative algorithms such as stochastic successive convex approximation (SSCA) [7], penalty-concave-convex procedure (CCCP) [8] and gradient projection (GP) [9], invest computational complexity for seeking improved performance. The authors of [10] successively optimize the elements of the analog TPC successively while keeping other elements fixed. Although the element-wise subproblem is easy to solve, the performance remains suboptimal owing to relying on iterations among numerous variables. The alternative direction method of multipliers (ADMM) [11]-[13] and the majorization-minimization (MM) [14], [15] constitute another pair of popular iterative algorithms used for optimizing the TPC weights. The ADMM algorithm deals with the constant-modulus constraint by introducing auxiliary variables and it is best known for handling large-scale optimization

TABLE I
Bold iy contrasting our contributions to the literature.

| Keywords | [7] | [9] | [10] | [11] | [14] | [18] | [24] | [25] | Proposed |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Multiuser | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |  | $\checkmark$ | $\checkmark$ |
| Hybrid precoder | $\checkmark$, SSCA | $\checkmark$, GP | $\checkmark$, element | $\checkmark$, ADMM | $\checkmark$, MM |  |  | $\checkmark$ |  |
| RIS |  | $\checkmark$, GP |  |  |  |  | $\checkmark$, element | $\checkmark$, element | $\checkmark$ |
| Reconfigurability |  |  |  |  |  |  |  |  | $\checkmark$ |
| THP design |  |  | $\checkmark$, PD |  |  | $\checkmark$, ZF | $\checkmark$, Cholesky |  |  |
| Joint optimization |  |  |  |  |  |  | $\checkmark$, partial |  | $\checkmark$ |

problems in a distributed manner. The step-size of the ADMM algorithm also allows us to adjust the speed of convergence. The MM algorithm usually utilizes the definition of a semidefinite matrix and transforms the quadratic objective function into linear objective functions. Although the MM algorithm cannot solve the problem in a distributed way, it is guaranteed to converge to a stationary point [17]. Given this benefit, we employ a reconfigurable MM algorithm for optimizing the TPC, which can strike a performance vs. complexity trade-off by dynamically adjusting the optimized dimension of variables in each iteration.

The above-mentioned contributions mainly focus on linear transceiver designs. The interference between users and data streams can be further mitigated by employing a nonlinear transceiver. Nonlinear transceivers include TomlinsonHarashima precoders (THPs) [10], [18]-[24] at the transmitters or decision feedback equalizers (DFEs) [20]-[24] at the receivers. Most papers aim for optimizing the THPs and DFEs using either zero-forcing (ZF) [18]-[20] or Cholesky decomposition based methods [21]-[24]. However, the ZF method achieves limited system performance owing to potential noise-amplification, while the conventional Cholesky decomposition-based method cannot be directly employed in multiuser-MIMO (MU-MIMO) systems. The authors of [10] addressed this problem by conceiving a partial derivative (PD)-based method. To avoid the high complexity caused by iterations between the receivers' equalizers and the THP feedback matrix, we conceive the Cholesky decomposition based MU-MIMO solution, so that the receivers, as well as the THP feedback matrix and the permutation matrix can be jointly optimized.

For high frequency communications, propagation blockage is a critical problem. As a remedy, reconfigurable intelligent surfaces (RIS) can be harnessed to mitigate the line-of-sight (LoS) blockage problem of high-frequency bands [29]. Hence RIS-aided MIMO communications have been extensively studied in [9], [24]-[31]. Specifically, the transceiver designs of RIS-aided single-user systems are investigated in [24], [29][31], while their multi-user counterparts are researched in [9], [24]-[29]. In RIS aided MIMO systems, the two-hop BS-RIS-UE channels are cascaded [25], [26]. This fact makes accurate channel estimation much more challenging than that in traditional MIMO systems. The main challenge of the transceiver optimization in RIS-aided communication systems is reminiscent of hybrid analog-digital MIMO transceiver optimization, because they are both subject to nonconvex constant-modulus constraints [24].

In order to reap all the benefits of RISs, of hybrid beamforming, and of nonlinear THP, we investigate the nonlinear hybrid transceiver optimization of the RIS-aided MU-MIMO downlink. Explicitly, we jointly optimize the THP at the BS, the analog TPC at the BS, the phase shifting matrix at the RIS and the linear equalizers at the mobile users. Our novel contributions are explicitly contrasted to the existing literature in Table I, which are further detailed as follows:

- For the THP design at the BS, the lower triangular feedback matrix is derived in closed form based on the ubiquitous matrix inequality. This design is intrinsically different from all existing solutions. Again, the triangular matrix, the permutation matrix, the analog TPC, and the digital TPC are jointly optimized. Moreover, we optimize the THP feedback matrix of our MU-MIMO system using the Cholesky decomposition. Although only a fully digital architecture is considered at each mobile receiver, our work can be readily extended to the scenario in which both the transmitter and the receivers rely on hybrid analog-digital structures. Moreover, the hybrid linear transceiver optimization of MU-MIMO communications can also be viewed as a special case of the optimization problem.
- For the analog matrix optimization, a majorizationminimization (MM) based reconfigurable optimization framework is proposed, which can strike a compelling performance vs. complexity trade-off. In contrast to the existing MM-based algorithms, our reconfigurable optimization framework is capable of optimizing the analog TPC in a reconfigurable manner relying on an element-by-element, column-by-column, row-by-row, or block-by-block basis. This MM-based reconfigurable framework is capable of avoiding any high-dimensional matrix inversion operation at each iteration.
- An MM-based reconfigurable algorithm is proposed for the optimization of the phase shifting matrix at the RIS as well, which also suffers from constant-modulus constraints. In the proposed MM-based reconfigurable algorithm, the RIS can be divided into a series of subarrays to realize specific performance vs. complexity tradeoffs when performing the MM algorithm. Our simulations show that the optimization of the phase shifting matrix attains significant performance gains.
Notations: Consistent with our previous contributions, for the basic matrix operations the symbols $\boldsymbol{A}^{*}, \boldsymbol{A}^{\mathrm{T}}$, and $\boldsymbol{A}^{\mathrm{H}}$ represent the conjugate, transpose, and Hermitian transpose of matrix $\boldsymbol{A}$, respectively. For the eigenvalue related operations,


Fig. 1. The diagram of RIS aided MU-MIMO downlink communication systems with THP at BS.
$\operatorname{Tr}(\boldsymbol{A})$ and $\operatorname{det}(\boldsymbol{A})$ are the trace and the determinant of the complex matrix $\boldsymbol{A}$, respectively. Furthermore, $\sigma_{i}(\boldsymbol{A})$ and $\lambda_{i}(\boldsymbol{A})$ denotes the $i^{\text {th }}$ largest singular value and the $i^{\text {th }}$ largest eigenvalue of $\boldsymbol{A}$, respectively. For the construction of the submatrix of $\boldsymbol{A},[\boldsymbol{A}]_{:, 1: M}$ denotes the first $M$ columns of $\boldsymbol{A}$. The sub-matrix $[\boldsymbol{A}]_{N: M, N: M}$ is formed from the $N^{\text {th }}$ row to the $M^{\text {th }}$ row and from the $N^{\text {th }}$ column to the $M^{\text {th }}$ column of $\boldsymbol{A}$, while $[\boldsymbol{A}]_{i, i}$ denotes the $i$ th diagonal element of $\boldsymbol{A}$. The symbol $\mathbb{E}\{\cdot\}$ denotes the statistcial expectation operator, while $\boldsymbol{A}^{\frac{1}{2}}$ is the Hermitian square root of the positive semi-definite matrix $\boldsymbol{A}$.

## II. System Model and Problem Formulation

As shown in Fig. 1 we consider the RIS-aided multipleuser multiple-input multiple-output (MU-MIMO) downlink of a base station (BS), a RIS and $K$ mobile terminals (MTs). The BS and MTs are all equipped with multiple antennas. At the BS, a hybrid antenna array is deployed, which can strike a balance between the hardware cost and system performance. At each compact MT, a fully digital antenna array is used. In order to further improve the performance, a THP is adopted at the BS.

The BS is equipped with $N_{t}$ antennas and $N_{\mathrm{RF}}$ RF chains for transmiting a data vector $\boldsymbol{d}^{\mathrm{T}}=\left[\boldsymbol{d}_{1}^{\mathrm{T}}, \ldots, \boldsymbol{d}_{K}^{\mathrm{T}}\right] \in \mathbb{C}^{K N_{d}}$, where $\boldsymbol{d}_{k}^{\mathrm{T}}$ is the signal destined for the $k^{\text {th }} N_{r_{k}}$-antenna user. We denote the number of data streams sent to each user by $N_{d}$. The data vector $d$ is first processed by a THP, where the vector passes through a successive interference pre-cancellation unit composed of a modulo operator MOD [.] and a feedback matrix $\boldsymbol{B}_{\mathrm{THP}} \in \mathbb{C}^{K N_{d} \times K N_{d}}$. Using a modulo operator can be seen as adding a perturbation vector $\boldsymbol{q} \in \mathbb{Z}^{K N_{d}}+j \mathbb{Z}^{K N_{d}}$ to the data vector $\boldsymbol{d}$ to create an effective data vector [1] of

$$
\begin{equation*}
s=\boldsymbol{d}+\boldsymbol{q} \tag{1}
\end{equation*}
$$

Furthermore, the effective data vector is first permuted by a $K N_{d} \times K N_{d}$ permutation matrix $L$ before passing through
the feedback matrix. Since $L$ is determined by the precoding order of data streams from different user, we can make the following definition:

$$
\begin{equation*}
\boldsymbol{L}=\widetilde{\boldsymbol{L}} \otimes \boldsymbol{I}_{N_{d}} \tag{2}
\end{equation*}
$$

where the arbitrary $K \times K$ permutation matrix $\widetilde{\boldsymbol{L}}$ denotes the user permutation order. The feedback matrix $\boldsymbol{B}_{\text {THP }}$ is a strictly lower triangular matrix. From the structure above, we can deduce that the output of the THP structure is

$$
\begin{equation*}
\boldsymbol{u}=\boldsymbol{C}_{\mathrm{THP}}^{-1} \boldsymbol{L} \boldsymbol{s} \tag{3}
\end{equation*}
$$

where

$$
\begin{equation*}
\boldsymbol{C}_{\mathrm{THP}}=\boldsymbol{B}_{\mathrm{THP}}+\boldsymbol{I}_{K N_{d}} . \tag{4}
\end{equation*}
$$

For an M-QAM constellation, the perturbation vector $\boldsymbol{q}$ is composed of elements whose real and imaginary parts are integer multiples of $M$, and the vector is specifically chosen for ensuring that $\boldsymbol{u}$ lies within the boundaries of a square whose side length is $2 \sqrt{M}$. As a result of the modulo operation, the elements of $\boldsymbol{u}$ are almost uncorrelated and uniformly distributed over the boundary region, see [20]. The covariance matrix of $\boldsymbol{u}$ is $\mathbb{E}\left\{\boldsymbol{u} \boldsymbol{u}^{H}\right\}=\sigma_{u}^{2} \boldsymbol{I}_{K N_{d}}$, where $\sigma_{u}^{2}=\frac{M}{M-1}$. When $M$ is large, $\sigma_{u}^{2}$ can be approximated by 1.

The signal model of the RIS-aided MU-MIMO downlink is given by

$$
\begin{align*}
\boldsymbol{y}_{k} & =\boldsymbol{H}_{k} \boldsymbol{F}_{\mathrm{A}} \boldsymbol{F}_{\mathrm{D}} \boldsymbol{u}+\boldsymbol{n}_{k} \\
& =\boldsymbol{H}_{k} \boldsymbol{F}_{\mathrm{A}} \boldsymbol{F}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{-1} \boldsymbol{L} \boldsymbol{s}+\boldsymbol{n}_{k} \tag{5}
\end{align*}
$$

where $\boldsymbol{y}_{k}$ is the signal received by the $k^{\text {th }}$ MT. The matrix $\boldsymbol{H}_{k}$ denotes the channel between the BS and the $k^{\text {th }}$ MT which is formulated as:

$$
\begin{equation*}
\boldsymbol{H}_{k}=\boldsymbol{H}_{\mathrm{D}, k}+\boldsymbol{H}_{\mathrm{R}, k} \boldsymbol{\Theta} \boldsymbol{H}_{\mathrm{T}}^{\mathrm{H}} \tag{6}
\end{equation*}
$$

where $\boldsymbol{H}_{\mathrm{D}, k}, \boldsymbol{H}_{\mathrm{R}, k}$ and $\boldsymbol{H}_{\mathrm{T}}^{\mathrm{H}}$ represent the channels between the BS and the $k^{\text {th }}$ MT, between the RIS and the $k^{\text {th }}$ MT as
well as between the BS and RIS, respectively. The diagonal matrix $\Theta$ is the phase adjusting matrix at the RIS [29], while $\boldsymbol{F}_{\mathrm{A}} \in \mathbb{C}^{N_{\mathrm{RF}} \times N_{t}}$ denotes the analog TPC at the BS. Furthermore, $\boldsymbol{F}_{\mathrm{D}} \in \mathbb{C}^{N_{\mathrm{RF}} \times K N_{d}}$ is the digital baseband TPC. Finally, $\boldsymbol{n}_{k} \in \mathbb{C}^{N_{r_{k}}}$ is the additive white Gaussian noise (AWGN) with zero mean and covariance of $\boldsymbol{R}_{\boldsymbol{n}_{k}}=\mathbb{E}\left\{\boldsymbol{n}_{k} \boldsymbol{n}_{k}^{H}\right\}=\sigma_{n_{k}}^{2} \boldsymbol{I}_{N_{r_{k}}}$, i.e., we have $\boldsymbol{n}_{k} \sim \mathcal{C N}\left(\mathbf{0}, \sigma_{n_{k}}^{2} \boldsymbol{I}_{N_{r_{k}}}\right)$. The BS obeys the maximum transmit power constraint of:

$$
\begin{equation*}
\mathbb{E}\left\{\operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}} \boldsymbol{F}_{\mathrm{D}} \boldsymbol{u} \boldsymbol{u}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\right)\right\}=\operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}} \boldsymbol{F}_{\mathrm{D}} \boldsymbol{F}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\right) \leq P . \tag{7}
\end{equation*}
$$

At the $k^{\text {th }}$ MT, the digital reciver characterized by $\boldsymbol{G}_{\mathrm{D}_{k}} \in$ $\mathbb{C}^{N_{r_{k}} \times N_{d}}$ is adopted. As a consequence, the desired signal recovered by the $k^{\text {th }}$ user is

$$
\begin{align*}
\boldsymbol{r}_{k} & =\boldsymbol{G}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{H}_{k} \boldsymbol{F}_{\mathrm{A}} \boldsymbol{F}_{\mathrm{D}} \boldsymbol{u}+\boldsymbol{G}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{n}_{k} \\
& =\boldsymbol{G}_{\mathrm{D}_{k}}^{H} \boldsymbol{H}_{k} \boldsymbol{F}_{\mathrm{A}} \boldsymbol{F}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{-1} \boldsymbol{L} \boldsymbol{s}+\boldsymbol{G}_{\mathrm{D}_{k}}^{H} \boldsymbol{n}_{k} . \tag{8}
\end{align*}
$$

The corresponding MSE matrix of the recovered signal equals

$$
\begin{align*}
\boldsymbol{\Phi}_{\mathrm{MSE}_{k}}= & \mathbb{E}\left\{\left(\boldsymbol{r}_{k}-\boldsymbol{s}_{k}\right)\left(\boldsymbol{r}_{k}-\boldsymbol{s}_{k}\right)^{\mathrm{H}}\right\} \\
= & \mathbb{E}\left\{\left(\boldsymbol{r}_{k}-\boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{u}\right)\left(\boldsymbol{r}_{k}-\boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{u}\right)^{\mathrm{H}}\right\} \\
= & \boldsymbol{G}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{H}_{k} \boldsymbol{F}_{\mathrm{A}} \boldsymbol{F}_{\mathrm{D}} \boldsymbol{F}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \boldsymbol{H}_{k}^{H} \boldsymbol{G}_{\mathrm{D}_{k}} \\
& -2 \Re\left\{\boldsymbol{G}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{H}_{k} \boldsymbol{F}_{\mathrm{A}} \boldsymbol{F}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}\right\} \\
& +\sigma_{n_{k}}^{2} \boldsymbol{G}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{G}_{\mathrm{D}_{k}}+\boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}, \tag{9}
\end{align*}
$$

where the first equality is based on $\boldsymbol{s}_{k}=\boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{u}$, with $\boldsymbol{A}_{k}$ being the data selection matrix obeying the following mathematical formula

$$
\boldsymbol{A}_{k}=\left[\begin{array}{lll}
\mathbf{0}_{N_{d} \times(k-1) N_{d}} & \boldsymbol{I}_{N_{d} \times N_{d}} & \mathbf{0}_{N_{d} \times(K-k) N_{d}} \tag{10}
\end{array}\right] .
$$

In order to eliminate the explicit effect of the power constraint, the digital TPC $\boldsymbol{F}_{\mathrm{D}}$ is transformed into the following formula [10]

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{D}}=\underbrace{\frac{\sqrt{P}}{\sqrt{\operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\right)}}}_{\triangleq_{\alpha}} \overline{\boldsymbol{F}}_{\mathrm{D}} \tag{11}
\end{equation*}
$$

where $\alpha$ is a scaling factor. Based on the definition of $\alpha$ in (11), the corresponding $\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}$ and $\overline{\boldsymbol{H}}_{k}$ satisfy

$$
\begin{equation*}
\boldsymbol{G}_{\mathrm{D}_{k}}=\frac{1}{\sigma_{n_{k}} \alpha} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}, \boldsymbol{H}_{k}=\sigma_{n_{k}} \overline{\boldsymbol{H}}_{k} \tag{12}
\end{equation*}
$$

for which the power constraint in (7) is always satisfied. By substituting (11) and (12) into the MSE matrix (9), the MSE matrix is equivalent to the following form

$$
\begin{align*}
\boldsymbol{\Phi}_{\mathrm{MSE}_{k}}= & \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \\
& -2 \Re\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}\right\} \\
& +\frac{1}{P} \operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\right) \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \\
& +\boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}} . \tag{13}
\end{align*}
$$

In a nutshell, the nonlinear transceiver optimization problem of weighted MSE minimization can be formulated as

$$
\text { P1: } \begin{aligned}
\min _{\substack{\boldsymbol{F}_{\mathrm{A}}, \overline{\boldsymbol{F}}_{\mathrm{D}},\left\{\boldsymbol{G}_{\mathrm{D}_{k}} \forall k\right\}, \boldsymbol{C}_{\mathrm{THP},}, \boldsymbol{\Theta}, \boldsymbol{L}}} & \sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k} \boldsymbol{\Phi}_{\mathrm{MSE}_{k}}\right) \\
\text { s.t. } & \left|\left[\boldsymbol{F}_{\mathrm{A}}\right]_{n, m}\right|=1,\left|[\boldsymbol{\Theta}]_{l, l}\right|=1, \forall n, m, l, \\
& {\left[\boldsymbol{C}_{\mathrm{THP}}\right]_{j, j}=1, \quad\left[\boldsymbol{C}_{\mathrm{THP}}\right]_{i, j}=0, i<j, }
\end{aligned}
$$

$$
\begin{equation*}
\boldsymbol{L} \text { is a perturbation matrix, }[\boldsymbol{\Theta}]_{l, p}=0, l \neq p \tag{14}
\end{equation*}
$$

where $\boldsymbol{W}_{k}$ represents positive semidefinite weighting matrices. It may be readily seen that the optimization variables in the problem (14) are coupled in a complex nonlinear manner, making the objective function non-convex. Moreover, both the permutation matrix constraint imposed on $L$ and the constantmodulus constraint on $\boldsymbol{F}_{\mathrm{A}}$ are non-convex. These facts make the problem P1 challenging to solve. In the following, we propose an alternating optimization algorithm for solving the nonlinear transceiver optimization problem P1.

Here, it is worth noting that although in this work we focus on the hybrid nonlinear optimization, the proposed algorithm can be directly extended to hybrid linear transceiver optimization. Specifically, when the matrices $\boldsymbol{C}_{\mathrm{THP}}$ and $L$ are set to identity matrices, upon adding some particular constant terms, the optimization problem (14) can be transformed into the following linear weighted MSE minimization:

P2: $\min _{\substack{\boldsymbol{W}_{k}, \boldsymbol{F}_{\mathrm{A}}, \overline{\boldsymbol{F}}_{\mathrm{D}},\left\{\boldsymbol{G}_{\mathrm{D}}, \forall k\right\}}} \sum_{k=1}^{K}\left[\operatorname{Tr}\left(\boldsymbol{W}_{k} \boldsymbol{\Phi}_{\mathrm{MSE}_{k}}\right)-\log \operatorname{det}\left(\boldsymbol{W}_{k}\right)-N_{d}\right]$ $\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \forall k\right\}, \boldsymbol{\Theta}$

$$
\begin{array}{ll}
\text { s.t. } & \left|\left[\boldsymbol{F}_{\mathrm{A}}\right]_{n, m}\right|=1, \forall n, m \\
& \left|[\boldsymbol{\Theta}]_{l, l}\right|=1,\left|[\boldsymbol{\Theta}]_{l, p}\right|=0, l \neq p \tag{15}
\end{array}
$$

In $\mathbf{P 2}$, when the positive semidefinite weighting matrices $\boldsymbol{W}_{k}$ are also optimization variables, the optimization problem (15) aims for maximizing the sum capacity of the MIMO downlink [32]. On the other hand, when the weighting matrices $\boldsymbol{W}_{k}$ are identity matrices, the optimization problem (15) is equivalent to a standard MSE minimization based linear transceiver design. Again, although only fully digital receivers are used at each MT, our solution can be readily extended to the case in which each MT is equipped with an analog-digital hybrid receiver.

## III. Optimization of the Digital TPC $\overline{\boldsymbol{F}}_{\mathrm{D}}$

In this section, we first focus on the optimization of the digital TPC $\overline{\boldsymbol{F}}_{\text {D }}$. Since no constraints in problem P1 are imposed on $\overline{\boldsymbol{F}}_{\mathrm{D}}$, the corresponding optimal solution in the alternating optimization algorithm can be derived based on the complexvalued matrix derivative. By keeping the other variables fixed and ignoring the irrelevant terms in the objective function
of problem (14), the subproblem with respect to $\overline{\boldsymbol{F}}_{\mathrm{D}}$ can be formulated as

$$
\text { P1-D: } \begin{align*}
\min _{\overline{\boldsymbol{F}}_{\mathrm{D}}} & \operatorname{Tr}
\end{aligned} \begin{aligned}
& \left\{\sum_{k=1}^{K} \boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right. \\
& +\frac{1}{P} \operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\right) \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \\
& \left.-2 \Re\left\{\sum_{k=1}^{K} \boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{A}_{k}^{\mathrm{H}}\right\}\right\}, \tag{16}
\end{align*}
$$

whose optimal solution can be derived in the following closedform:

$$
\begin{align*}
\overline{\boldsymbol{F}}_{\mathrm{D}}= & {\left[\sum_{k=1}^{K} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}}\right.} \\
& \left.+\frac{1}{P} \operatorname{Tr}\left(\sum_{k=1}^{K} \boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}\right]^{-1} \\
& \times\left(\sum_{k=1}^{K} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \boldsymbol{W}_{k}^{\mathrm{H}} \boldsymbol{A}_{k} \boldsymbol{C}_{\mathrm{THP}}\right) \tag{17}
\end{align*}
$$

In contrast to the classical WMMSE algorithm used for the digital TPC optimization [32], there is no need to search for the Lagrange multiplier, because the power constraint is implicitly incorporated in the formulation.

## IV. Optimization of Feedback matrix $\boldsymbol{C}_{\text {ThP }}$, <br> Permutation Matrix $L$, and Digital Receivers $\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right\}$

In this section, we focus our attention on the optimization of the lower triangular feedback matrix $C_{\text {THP }}$, the permutation matrix $\boldsymbol{L}$, and the digital receivers $\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right\}$.

## A. Optimization of Digital Receivers $\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right\}$

For given $\boldsymbol{C}_{\mathrm{THP}}, \boldsymbol{F}_{\mathrm{A}}$ and $\boldsymbol{F}_{\mathrm{D}}$, the optimization of the digital receive equalizer of the $k^{\text {th }}$ user is a convex unconstrained optimization problem. The optimal solution can be derived by taking the derivative of the cost function in problem (14) with respect to $\bar{G}_{D_{k}}$ and setting it to zero. Then, the optimal solution of $\overline{\boldsymbol{G}}_{D_{k}}$ may be derived in the following form:

$$
\begin{equation*}
\overline{\boldsymbol{G}}_{D_{k}}=\boldsymbol{\Pi}_{k} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}, \forall k, \tag{18}
\end{equation*}
$$

where the positive definite matrix $\boldsymbol{\Pi}_{k}$ is defined as follows:

$$
\begin{equation*}
\boldsymbol{\Pi}_{k}=\left(\overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}}+\frac{1}{P} \operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\right) \boldsymbol{I}\right)^{-1} . \tag{19}
\end{equation*}
$$

## B. Optimization of the Lower Triangular Matrix $\boldsymbol{C}_{\mathrm{THP}}$

Given the digital TPC, we substitute the optimal solution of the digital receiver in (18) into the MSE expression (13), and reformulate the weighted MSE minimization problem P1 with respect to $\boldsymbol{C}_{\mathrm{THP}}$ as
P1-C: $\min _{\boldsymbol{C}_{\mathrm{THP}}} \sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k} \boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{M}_{k} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}\right)$

$$
\text { s.t. }\left[\boldsymbol{C}_{\mathrm{THP}}\right]_{j, j}=1, \quad\left[\boldsymbol{C}_{\mathrm{THP}}\right]_{i, j}=0, \quad i<j, \quad(20)
$$

where the positive definite matrix $\boldsymbol{M}_{k}$ is defined as

$$
\begin{align*}
\boldsymbol{M}_{k}= & \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \boldsymbol{\Pi}_{k}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \boldsymbol{\Pi}_{k} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \\
& -2 \Re\left\{\overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \boldsymbol{\Pi}_{k}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}}\right\}+\boldsymbol{I} \\
& +\frac{1}{P} \operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \overline{\boldsymbol{F}}_{\mathrm{A}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \boldsymbol{\Pi}_{k}^{\mathrm{H}} \boldsymbol{\Pi}_{k} \overline{\boldsymbol{H}}_{k} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} .\right. \tag{21}
\end{align*}
$$

Based on the Cholesky decomposition, $\boldsymbol{W}_{k}$ can be written in the following form:

$$
\begin{equation*}
\boldsymbol{W}_{k}=\boldsymbol{L}_{\boldsymbol{W}_{k}}^{\mathrm{H}} \boldsymbol{L}_{\boldsymbol{W}_{k}} \tag{22}
\end{equation*}
$$

where $L_{W_{k}}$ is a lower triangular matrix. Note that this decomposition is different from the traditional Cholesky decomposition in which $L_{W_{k}}$ is an upper triangular matrix. The detailed derivation is given in Appendix A. For the objective function of P1-C the following equalities hold:

$$
\begin{align*}
& \operatorname{Tr}\left(\boldsymbol{W}_{k} \boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{M}_{k} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}\right) \\
= & \operatorname{Tr}\left(\boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}} \boldsymbol{W}_{k} \boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{M}_{k} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}}\right) \\
= & \operatorname{Tr}\left(\boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}} \boldsymbol{L}_{\boldsymbol{W}_{k}}^{\mathrm{L}} \boldsymbol{L}_{\boldsymbol{W}_{k}} \boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{M}_{k} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}}\right) \\
= & \operatorname{Tr}\left(\boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}} \boldsymbol{L}_{\boldsymbol{W}_{k}}^{\mathrm{H}} \boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}} \boldsymbol{L}_{\boldsymbol{W}_{k}} \boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{M}_{k} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}}\right), \tag{23}
\end{align*}
$$

where the final equality comes from the facts that $\boldsymbol{L}^{\mathrm{H}} \boldsymbol{L}=\boldsymbol{I}$ and $\boldsymbol{A}_{k} \boldsymbol{A}_{k}^{\mathrm{H}}=\boldsymbol{I}$. Based on (23) and defining the following lower triangular matrix

$$
\begin{equation*}
\boldsymbol{L}_{\boldsymbol{D}_{k}}=\boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}} \boldsymbol{L}_{\boldsymbol{W}_{k}} \boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}} \tag{24}
\end{equation*}
$$

the optimization problem P1-C can be equivalently rewritten as

$$
\begin{array}{cl}
\min _{\boldsymbol{C}_{\mathrm{THP}}} & \sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{M}_{k} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L}_{\boldsymbol{D}_{k}}^{\mathrm{H}}\right) \\
\text { s.t. } & {\left[\boldsymbol{C}_{\mathrm{THP}}\right]_{j, j}=1, \quad\left[\boldsymbol{C}_{\mathrm{THP}}\right]_{i, j}=0, \quad i<j .} \tag{25}
\end{array}
$$

By taking the Cholesky decomposition of $\boldsymbol{M}_{k}$,

$$
\begin{equation*}
\boldsymbol{M}_{k}=\boldsymbol{L}_{\boldsymbol{M}_{k}} \boldsymbol{L}_{\boldsymbol{M}_{k}}^{\mathrm{H}} \tag{26}
\end{equation*}
$$

we obtain a lower triangular matrix $L_{M_{k}}$ having positive diagonal elements. Since $\boldsymbol{C}_{\mathrm{THP}}$ is a lower triangular matrix, $\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{L}_{\boldsymbol{M}_{k}}$ is also a lower triangular matrix. Thus we have

$$
\begin{equation*}
\operatorname{Tr}\left(\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{M}_{k} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L}_{\boldsymbol{D}_{k}}^{\mathrm{H}}\right)=\left\|\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{L}_{\boldsymbol{M}_{k}}\right\|_{\mathrm{F}}^{2} \tag{27}
\end{equation*}
$$

Based on the results in [33], we have the following inequalities

$$
\begin{align*}
\left\|\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{L}_{\boldsymbol{M}_{k}}\right\|_{\mathrm{F}}^{2} & =\sum_{i=1}^{N_{d}} \sigma_{i}^{2}\left(\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{L}_{\boldsymbol{M}_{k}}\right) \\
& \geq \sum_{i=1}^{N_{d}} \lambda_{i}^{2}\left(\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{L}_{\boldsymbol{M}_{k}}\right) \\
& =\sum_{i \in \mathcal{S}_{k}}\left[\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{L}_{\boldsymbol{M}_{k}}\right]_{i, i}^{2} \tag{28}
\end{align*}
$$

where the index set $\mathcal{S}_{k}$ in the final equality is defined as

$$
\begin{equation*}
\mathcal{S}_{k}=\left\{i \mid\left[\boldsymbol{L}_{\boldsymbol{D}_{k}}\right]_{i, i} \neq 0\right\} \tag{29}
\end{equation*}
$$

The equality in the second line in (28) holds when $\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{L}_{\boldsymbol{M}_{k}}$ is normal. We would like to point out that a lower triangular matrix is normal if and only if it is diagonal [23], [24], [34, pp 132]. Therefore, $\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{L}_{\boldsymbol{M}_{k}}$ equals

$$
\begin{align*}
& \boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}} \boldsymbol{L}_{\boldsymbol{M}_{k}}=\boldsymbol{\Lambda}_{k}, \\
& {\left[\boldsymbol{\Lambda}_{k}\right]_{i, i}= \begin{cases}{\left[\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{L}_{\boldsymbol{M}_{k}}\right]_{i, i},} & i \in \mathcal{S}_{k}, \\
0, & \text { otherwise }\end{cases} } \tag{30}
\end{align*}
$$

Thus we have

$$
\begin{equation*}
\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{C}_{\mathrm{THP}}=\boldsymbol{\Lambda}_{k} \boldsymbol{L}_{\boldsymbol{M}_{k}}^{-1} \tag{31}
\end{equation*}
$$

By taking the sum on the both sides of (31), we have

$$
\begin{equation*}
\left(\sum_{k=1}^{K} \boldsymbol{L}_{\boldsymbol{D}_{k}}\right) \boldsymbol{C}_{\mathrm{THP}}=\left(\sum_{k=1}^{K} \boldsymbol{\Lambda}_{k} \boldsymbol{L}_{\boldsymbol{M}_{k}}^{-1}\right) \tag{32}
\end{equation*}
$$

Note that according to the definition of $\boldsymbol{L}_{\boldsymbol{D}_{k}}, \sum_{k=1}^{K} \boldsymbol{L}_{\boldsymbol{D}_{k}}$ is of full rank. Therefore, the optimal solution of the feedback matrix $\boldsymbol{C}_{\mathrm{THP}}$ can be derived in the following form:

$$
\begin{equation*}
\boldsymbol{C}_{\mathrm{THP}}=\left(\sum_{k=1}^{K} \boldsymbol{L}_{\boldsymbol{D}_{k}}\right)^{-1}\left(\sum_{k=1}^{K} \boldsymbol{\Lambda}_{k} \boldsymbol{L}_{\boldsymbol{M}_{k}}^{-1}\right) \tag{33}
\end{equation*}
$$

## C. Optimization of the Permutation Matrix $L$

Based on the inequality (28), the minimum value of the objective function in (20) equals

$$
\begin{equation*}
\operatorname{Tr}\left(\boldsymbol{W}_{k} \boldsymbol{\Phi}_{\mathrm{MSE}_{k}}\right)=\sum_{k=1}^{K} \sum_{i \in \mathcal{S}_{k}}\left[\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{L}_{\boldsymbol{M}_{k}}\right]_{i, i}^{2} \tag{34}
\end{equation*}
$$

By exploiting the definition of $L$ in (2), we optimize the $K \times K$ user-level permutation matrix $\widetilde{\boldsymbol{L}}$ instead of the original $\boldsymbol{L}$. We define the sequence of nonzero indices in each column of $\widetilde{\boldsymbol{L}}$ as $s_{1}, \ldots, s_{K}$. According to the properties of the permutation matrix, $s_{1}, \ldots, s_{K}$ are chosen from $1, \ldots, K$ without repetition. Moreover, based on the definition of $\boldsymbol{L}_{\boldsymbol{D}_{k}}=\boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}} \boldsymbol{L}_{\boldsymbol{W}_{k}} \boldsymbol{A}_{k} \boldsymbol{L}^{\mathrm{H}}, \boldsymbol{L}_{\boldsymbol{D}_{k}}$ is a block-diagonal matrix with $\boldsymbol{L}_{\boldsymbol{W}_{k}}$ being its $s_{k}{ }^{\text {th }}$ diagonal block. Therefore, $\sum_{i \in \mathcal{S}_{k}}\left[\boldsymbol{L}_{\boldsymbol{D}_{k}} \boldsymbol{L}_{\boldsymbol{M}_{k}}\right]_{i, i}^{2}$ can be calculated as

$$
\begin{align*}
Q_{k}= & {\left[\boldsymbol{L}_{\boldsymbol{W}_{k}}\right]_{1,1}^{2}\left[\boldsymbol{L}_{\boldsymbol{M}_{k}}\right]_{\left(s_{k}-1\right) N_{d}+1,\left(s_{k}-1\right) N_{d}+1}^{2}+\ldots } \\
& +\left[\boldsymbol{L}_{\boldsymbol{W}_{k}}\right]_{N_{d}, N_{d}}^{2}\left[\boldsymbol{L}_{\boldsymbol{M}_{k}}\right]_{s_{k} N_{d}, s_{k} N_{d}}^{2} \tag{35}
\end{align*}
$$

The problem becomes that of rearranging the sequence $1, \ldots, K$ for minimizing the value of $\sum_{k=1}^{K} Q_{k}$ and assign this sequence to $s_{1}, \ldots, s_{K}$, which can be solved by employing a greedy strategy.

## V. Optimization of the Analog TPC $\boldsymbol{F}_{\mathrm{A}}$

In this section, we focus our attention on the optimization of the analog TPC $\boldsymbol{F}_{\mathrm{A}}$ under constant modulus constraints. It is worth noting that since the constant modulus constraints are
nonconvex, the optimization of $\boldsymbol{F}_{\mathrm{A}}$ is challenging. By defining the function

$$
\begin{align*}
\mathcal{F}\left(\boldsymbol{F}_{\mathrm{A}}\right)= & \operatorname{Tr}\left[\boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\left(\sum_{k=1}^{K} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}\right) \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}}\right. \\
& +\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\right) \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \\
& \left.-2 \Re\left\{\boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L}\left(\sum_{k=1}^{K} \boldsymbol{A}_{k}^{\mathrm{H}} \boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}}^{H} \overline{\boldsymbol{H}}_{k}\right)\right\}\right], \tag{35}
\end{align*}
$$

we can fix the other variables and rewrite the weighted MSE minimization problem $\mathbf{P} 1$ w.r.t. $\boldsymbol{F}_{\mathrm{A}}$ as

$$
\begin{align*}
\text { P1-A: } & \min _{\boldsymbol{F}_{\mathrm{A}}} \mathcal{F}\left(\boldsymbol{F}_{\mathrm{A}}\right) \\
& \text { s.t. }\left|\left[\boldsymbol{F}_{\mathrm{A}}\right]_{n, m}\right|=1, \forall n, m . \tag{36}
\end{align*}
$$

In this problem, the analog matrix $\boldsymbol{F}_{\mathrm{A}}$ is optimized based on the MM framework of [35]. However, the implementation of the MM-based algorithms has high complexity of the majorization operation. Hence, in order to reduce the complexity, an MM-based reconfigurable optimization algorithm is proposed, in which the analog matrix variables are partitioned into a series of blocks. Moreover, the algorithm can adjust the number of iterations for each block based on its performance improvement in the previous iterations. For the analog matrix $\boldsymbol{F}_{\mathrm{A}}$, the MM-based reconfigurable algorithms can be designed according to its general blocks, e.g., its columns, its rows, or even its elements. This block-oriented MM-based reconfigurable algorithm is more general in terms of its mathematical description, but the column-oriented and row-oriented MMbased reconfigurable algorithms have clearer physical interpretation. Each column of the analog precoder matrix $\boldsymbol{F}_{\mathrm{A}}$ corresponds to phase shifters connected with a particular RF chain, and each row of $\boldsymbol{F}_{\mathrm{A}}$ corresponds to phase shifters connected with a particular antenna. In the following, these three specific cases are investigated one by one. Moreover, a simplified block-oriented MM-based reconfigurable algorithm is conceived, in which the elements of each block have the same phase. As a result, the corresponding computational complexity can be significantly further reduced, albeit at the cost of some performance degradation.

## A. Block-Oriented MM-Based Reconfigurable Algorithm

In order to strike a balance between the computational complexity and system performance, we hereby discuss a general case, when $\boldsymbol{F}_{\mathrm{A}}$ is divided into arbitrary number of blocks as:

$$
\boldsymbol{F}_{\mathrm{A}}=\left[\begin{array}{ccc}
\boldsymbol{F}_{\mathrm{A}, 1,1} & \ldots & \boldsymbol{F}_{\mathrm{A}, 1, L_{\mathrm{C}}}  \tag{37}\\
\vdots & \ddots & \vdots \\
\boldsymbol{F}_{\mathrm{A}, L_{\mathrm{R}}, 1} & \cdots & \boldsymbol{F}_{\mathrm{A}, L_{\mathrm{R}}, L_{\mathrm{C}}}
\end{array}\right]
$$

where $\boldsymbol{F}_{\mathrm{A}, i, j}$ is an $N_{\mathrm{R}, i} \times N_{\mathrm{C}, j}$ block, while $L_{\mathrm{C}}$ and $L_{\mathrm{R}}$ denote the number of partitions in the columns and rows, respectively. By introducing

$$
\begin{align*}
& \boldsymbol{N}_{\mathrm{R}}=\sum_{k=1}^{K} \overline{\boldsymbol{H}}_{k}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}, \\
& \boldsymbol{N}_{\mathrm{T}}=\overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \\
& \boldsymbol{N}_{\mathrm{L}}=\overline{\boldsymbol{F}}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L}\left(\sum_{k=1}^{K} \boldsymbol{A}_{k}^{\mathrm{H}} \boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{H}}_{k}\right), \tag{38}
\end{align*}
$$

the objective function of P1-A can be constructed with respect to the blocks of $\boldsymbol{F}_{\mathrm{A}}$ as (39), as shown at the bottom of the page, where $\boldsymbol{N}_{\mathrm{R}, i, j} \in \mathbb{C}^{N_{\mathrm{R}, i} \times N_{\mathrm{R}, j}}, \boldsymbol{N}_{\mathrm{T}, i, j} \in \mathbb{C}^{N_{\mathrm{C}, i} \times N_{\mathrm{C}, j}}$ and $\boldsymbol{N}_{\mathrm{L}, i, j} \in \mathbb{C}^{N_{\mathrm{C}, i} \times N_{\mathrm{R}, j}}$ are defined as

$$
\begin{align*}
& \boldsymbol{N}_{\mathrm{R}}=\left[\begin{array}{ccc}
\boldsymbol{N}_{\mathrm{R}, 1,1} & \ldots & \boldsymbol{N}_{\mathrm{R}, 1, L_{\mathrm{C}}} \\
\vdots & \ddots & \vdots \\
\boldsymbol{N}_{\mathrm{R}, L_{\mathrm{C}}, 1} & \ldots & \boldsymbol{N}_{\mathrm{R}, L_{\mathrm{C}}, L_{\mathrm{C}}}
\end{array}\right], \\
& \boldsymbol{N}_{\mathrm{T}}=\left[\begin{array}{ccc}
\boldsymbol{N}_{\mathrm{T}, 1,1} & \ldots & \boldsymbol{N}_{\mathrm{T}, 1, L_{\mathrm{R}}} \\
\vdots & \ddots & \vdots \\
\boldsymbol{N}_{\mathrm{T}, L_{\mathrm{R}}, 1} & \ldots & \boldsymbol{N}_{\mathrm{T}, L_{\mathrm{R}}, L_{\mathrm{R}}}
\end{array}\right], \\
& \boldsymbol{N}_{\mathrm{L}}=\left[\begin{array}{ccc}
\boldsymbol{N}_{\mathrm{L}, 1,1} & \ldots & \boldsymbol{N}_{\mathrm{L}, 1, L_{\mathrm{R}}} \\
\vdots & \ddots & \vdots \\
\boldsymbol{N}_{\mathrm{L}, L_{\mathrm{C}}, 1} & \ldots & \boldsymbol{N}_{\mathrm{L}, L_{\mathrm{C}}, L_{\mathrm{R}}}
\end{array}\right] \tag{40}
\end{align*}
$$

For the block $\boldsymbol{F}_{\mathrm{A}, i, j}$, when the other blocks of $\boldsymbol{F}_{\mathrm{A}}$ are fixed as constant terms, the optimization problem with respect to the block $\boldsymbol{F}_{\mathrm{A}, i, j}$ can be formulated as

$$
\begin{align*}
\min _{\boldsymbol{F}_{\mathrm{A}, i, j}} \operatorname{Tr} & {\left[\left(\boldsymbol{N}_{\mathrm{R}, i, i}+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{I}\right) \boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right.} \\
& \left.-2 \Re\left\{\boldsymbol{M}_{\mathrm{B}, i, j}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}, i, j}\right\}\right] \\
\text { s.t. } & {\left[\boldsymbol{F}_{\mathrm{A}, i, j}\right]_{m, n} \mid=1, \forall m, n, } \tag{41}
\end{align*}
$$

where the matrix $\boldsymbol{M}_{\mathrm{B}, i, j}$ is defined as

$$
\begin{align*}
\boldsymbol{M}_{\mathrm{B}, i, j}= & \boldsymbol{N}_{\mathrm{L}, j, i}^{\mathrm{H}}-\sum_{p=1}^{L_{\mathrm{R}}} \sum_{q=1}^{L_{\mathrm{C}}} \boldsymbol{N}_{\mathrm{R}, i, p} \boldsymbol{F}_{\mathrm{A}, p, q} \boldsymbol{N}_{\mathrm{T}, q, j}+\boldsymbol{N}_{\mathrm{R}, i, i} \boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j} \\
& -\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \sum_{q=1, q \neq j}^{L_{\mathrm{C}}} \boldsymbol{F}_{\mathrm{A}, i, q} \boldsymbol{N}_{\mathrm{T}, q, j} \tag{42}
\end{align*}
$$

Upon defining

$$
\begin{align*}
& \widetilde{\boldsymbol{N}}_{\mathrm{R}, i}=\lambda_{\max }\left(\boldsymbol{N}_{\mathrm{R}, i, i}\right) \boldsymbol{I} \\
& \widetilde{\boldsymbol{N}}_{\mathrm{T}, i}=\lambda_{\max }\left(\boldsymbol{N}_{\mathrm{T}, i, i}\right) \boldsymbol{I} \tag{43}
\end{align*}
$$

with $\lambda_{\max }\left(\boldsymbol{N}_{\mathrm{R}, i, i}\right)$ being the maximum eigenvalue of $\boldsymbol{N}_{\mathrm{R}, i, i}$, we can conclude that (44) and (45) hold for arbitrary $\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}$, as shown at the top of the next page, where $C_{1}$ and $C_{2}$ are terms irrelevant to $\boldsymbol{F}_{\mathrm{A}, i, j}$, which can be omitted from the optimization problem. The derivation of (44) and (45) can be found in Appendix B. The equalities hold if and only if $\boldsymbol{N}_{\mathrm{R}, i, i}=\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}, \quad \boldsymbol{N}_{\mathrm{T}, j, j}=\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}$.

Via exploiting the inequality (44), the framework of majorization-minimization can be exploited for solving the optimization problem (41). At the $t^{\text {th }}$ iteration, the problem to be solved is shown as (46) at the top of the next page, where $\boldsymbol{F}_{\mathrm{A}, i, j}^{(t-1)}$ is the optimal solution of the problem in the $(t-1)^{\text {st }}$ iteration, $\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}$ is a chosen constant matrix. The term $\operatorname{Tr}\left(\left(\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{I}\right) \boldsymbol{F}_{\mathrm{A}, i, j} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right)$ is a constant value due to the constant-modulus constraints on $\boldsymbol{F}_{\mathrm{A}, i, j}$.

Upon defining

$$
\begin{align*}
\boldsymbol{U}_{\mathrm{B}, i, j}= & \left(\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{I}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{(t-1)}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \\
& +\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{(t-1)}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right)-\boldsymbol{M}_{\mathrm{B}, i, j} \tag{47}
\end{align*}
$$

the optimization problem at the $t^{\text {th }}$ iteration in the MM process can be reformulated as

$$
\begin{align*}
\min _{\boldsymbol{F}_{\mathrm{A}}, i, j} & \Re\left\{\operatorname{Tr}\left(\boldsymbol{U}_{\mathrm{B}, i, j}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}, i, j}\right)\right\} \\
\text { s.t. } & \left|\left[\boldsymbol{F}_{\mathrm{A}, i, j}\right]_{m, n}\right|=1, \forall m, n \tag{48}
\end{align*}
$$

In order to derive the optimal solutions, the elements in $\boldsymbol{F}_{\mathrm{A}, i, j}$ and $\boldsymbol{U}_{\mathrm{B}, i, j}$ are rewritten in the following form:

$$
\begin{align*}
{\left[\boldsymbol{F}_{\mathrm{A}, i, j}\right]_{m, n} } & =e^{j \vartheta_{i, j, m, n}} \\
{\left[\boldsymbol{U}_{\mathrm{B}, i, j}\right]_{m, n} } & =\left|b_{i, j, m, n}\right| e^{j \varpi_{i, j, m, n}}, \forall m, n \tag{49}
\end{align*}
$$

based on which, the optimization problem (48) becomes equivalent to

$$
\begin{equation*}
\min _{\left\{\vartheta_{i, j, m, n}, \forall m, n\right\}} \sum_{m=1}^{N_{\mathrm{R}, i} N_{\mathrm{C}, j}} \sum_{n=1}\left|b_{i, j, m, n}\right| \cos \left(\vartheta_{i, j, m, n}-\varpi_{i, j, m, n}\right) \tag{50}
\end{equation*}
$$

$$
\begin{align*}
\mathcal{F}\left(\boldsymbol{F}_{\mathrm{A}}\right)= & \sum_{i=1}^{L_{\mathrm{R}}} \sum_{j=1}^{L_{\mathrm{C}}} \operatorname{Tr}\left(\boldsymbol{N}_{\mathrm{T}, j, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}} \boldsymbol{N}_{\mathrm{R}, i, i} \boldsymbol{F}_{\mathrm{A}, i, j}\right)+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \sum_{i=1}^{L_{\mathrm{R}}} \sum_{j=1}^{L_{\mathrm{C}}} \operatorname{Tr}\left(\boldsymbol{N}_{\mathrm{T}, j, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}, i, j}\right)-2 \Re\left\{\sum_{i=1}^{L_{\mathrm{R}}} \sum_{j=1}^{L_{\mathrm{C}}} \operatorname{Tr}\left(\boldsymbol{N}_{\mathrm{L} j, i} \boldsymbol{F}_{\mathrm{A}, i, j}\right)\right\} \\
& +\sum_{i=1}^{L_{\mathrm{R}}} \sum_{j=1}^{L_{\mathrm{C}}} \sum_{\substack{(p, q)=(1,1),(p, q) \neq(i, j)}}^{\left(L_{\mathrm{R}}, L_{\mathrm{C}}\right)} \operatorname{Tr}\left(\boldsymbol{N}_{\mathrm{T}, q, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}} \boldsymbol{N}_{\mathrm{R}, i, p} \boldsymbol{F}_{\mathrm{A}, p, q}\right)+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \sum_{i=1}^{L_{\mathrm{R}}} \sum_{j=1}^{L_{\mathrm{C}}} \sum_{q=1, q \neq j}^{L_{\mathrm{C}}} \operatorname{Tr}\left(\boldsymbol{N}_{\mathrm{T}, q, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}, i, q}\right)+C_{\boldsymbol{F}_{\mathrm{A}}}, \tag{39}
\end{align*}
$$

$$
\begin{align*}
\operatorname{Tr}\left(\boldsymbol{N}_{\mathrm{R}, i, i} \boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right) \leq & \operatorname{Tr}\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i} \boldsymbol{F}_{\mathrm{A}, i, j} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}+2 \Re\left\{\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right.\right. \\
& \left.\left.+\widetilde{\boldsymbol{N}}_{\mathrm{R}} \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}+\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right\}\right]+C_{1}, \tag{44}
\end{align*}
$$

$$
\begin{equation*}
\operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right) \leq \operatorname{Tr}\left[\boldsymbol{F}_{\mathrm{A}, i, j} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}+2 \Re\left\{\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right\}\right]+C_{2} \tag{45}
\end{equation*}
$$

$$
\begin{align*}
& \min \operatorname{Tr}\left[\left(\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{I}\right) \boldsymbol{F}_{\mathrm{A}, i, j} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}+2 \Re\left\{\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{(t-1)} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right\}\right. \\
& \left.\quad+2 \Re\left\{\left(\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{I}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{(t-1)}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right\}-2 \Re\left\{\boldsymbol{M}_{\mathrm{B}, i, j}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}, i, j}\right\}\right] \\
& \text { s.t. }\left|\left[\boldsymbol{F}_{\mathrm{A}, i, j}\right]_{m, n}\right|=1, \forall m, n, \tag{46}
\end{align*}
$$

The optimal solution of the optimization problem (50) is

$$
\begin{equation*}
\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(n)}\right]_{m, n}=e^{j\left(\varpi_{i, j, m, n}+\pi\right)}, \forall m, n . \tag{51}
\end{equation*}
$$

It is worth noting that if we set $L_{\mathrm{C}}=N_{\mathrm{RF}}$ and $L_{\mathrm{R}}=N_{t_{k}}$, the majorization step (44) can be neglected, since the quadratic term in (41) is already a constant value due to the constantmodulus constraints.

In the previous discussions, each element of the block $\boldsymbol{F}_{\mathrm{A}, i, j}$ has different phases. To further reduce the computational complexity, the number of variables can be substantially reduced by letting the elements in the same block share the same phase. With this new constraint attached to problem (48), the cost function can be recast as

$$
\begin{align*}
\Re\left\{\operatorname{Tr}\left(\boldsymbol{U}_{\mathrm{B}, i, j}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}, i, j}\right)\right\} & \left.=\Re\left\{\sum_{m=1}^{N_{\mathrm{R}, i} \sum_{n=1}^{N_{\mathrm{C}, j}}\left(\left[\boldsymbol{U}_{\mathrm{B}, i, j}\right]_{m, n}^{\mathrm{H}}\right.}\left[\boldsymbol{F}_{\mathrm{A}, i, j}\right]_{m, n}\right)\right\} \\
& =\Re\{\underbrace{\sum_{m=1}^{N_{\mathrm{R}, i}} \sum_{n=1}^{N_{\mathrm{C}, j}}\left(\left[\boldsymbol{U}_{\mathrm{B}, i, j}\right]_{m, n}^{\mathrm{H}}\right)}_{\left|u_{i, j}\right| e^{j \iota_{i, j}}} e^{j \zeta_{i, j}}\}, \tag{52}
\end{align*}
$$

where $\zeta_{i, j}$ is the phase of the elements in $\boldsymbol{F}_{\mathrm{A}, i, j}$. The problem can thus be transformed into

$$
\begin{equation*}
\min _{\zeta_{i, j}}\left|u_{i, j}\right| \cos \left(\zeta_{i, j}-\iota_{i, j}\right) \tag{53}
\end{equation*}
$$

whose optimal solution is of the following form

$$
\begin{equation*}
\zeta_{i, j}=\iota_{i, j}+\pi \tag{54}
\end{equation*}
$$

In the following subsections, some special cases of the blockoriented MM-based reconfigurable algorithm are investigated in further depth with much clearer physical interpretations.

## B. Column-Oriented MM-Based Reconfigurable Algorithm

In this subsection, each subbolck of $\boldsymbol{F}_{\mathrm{A}}$ only consists of a fraction of the columns in $\boldsymbol{F}_{\mathrm{A}}$. Specifically, the analog matrix $\boldsymbol{F}_{\mathrm{A}}$ is divided into the following submatrices:

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{A}}=\left[\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, 1}, \ldots, \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, L_{\mathrm{C}}}\right] \tag{55}
\end{equation*}
$$

where $\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, l}$ denotes the $l^{\text {th }}$ submatrix consisting of $N_{\mathrm{C}, l}$ columns of $\boldsymbol{F}_{\mathrm{A}}$, and there are a total of $L_{\mathrm{C}}$ submatrices. Accordingly, $\boldsymbol{N}_{\mathrm{L}}$ defined in (38) is also partitioned as

$$
\begin{equation*}
\boldsymbol{N}_{\mathrm{L}}=\left[\boldsymbol{N}_{\mathrm{L}_{\mathrm{R}}, 1}^{\mathrm{T}} \ldots, \boldsymbol{N}_{\mathrm{L}_{\mathrm{R}}, L_{\mathrm{C}}}^{\mathrm{T}}\right]^{\mathrm{T}} \tag{56}
\end{equation*}
$$

where $\boldsymbol{N}_{\mathrm{L}_{\mathrm{R}}, i}$ is a $N_{\mathrm{C}, i} \times N_{t}$ block in $\boldsymbol{N}_{\mathrm{L}}$. Based on the discussions of our block-oriented MM-based reconfigurable algorithm, similar to (41) when the submatrices $\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, l}$ for $l \neq i$ are fixed, the optimization problem P1-A with respect to $\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}$ can be reformulated as follows

$$
\begin{align*}
\min _{\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}} & \operatorname{Tr}\left(\boldsymbol{N}_{\mathrm{T}, i, i} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}^{\mathrm{H}} \boldsymbol{N}_{\mathrm{R}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}-2 \Re\left\{\boldsymbol{M}_{\mathrm{C}, i}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}\right\}\right. \\
+ & \left.\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{N}_{\mathrm{T}, i, i} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}\right) \\
\text { s.t. } & \left|\left[\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}\right]_{m, n}\right|=1, \forall m, n \tag{57}
\end{align*}
$$

where the matrix $\boldsymbol{M}_{\mathrm{C}, i}$ is defined as

$$
\begin{align*}
\boldsymbol{M}_{\mathrm{C}, i}= & \boldsymbol{N}_{\mathrm{L}_{\mathrm{R}}, i}^{\mathrm{H}}-\sum_{j=1, j \neq i}^{L_{\mathrm{C}}} \boldsymbol{N}_{\mathrm{T}, i, j} \boldsymbol{N}_{\mathrm{R}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, j} \\
& -\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \sum_{j=1, j \neq i}^{N_{\mathrm{RF}}} \boldsymbol{N}_{\mathrm{T}, i, j} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, j} . \tag{58}
\end{align*}
$$

Upon defining

$$
\begin{equation*}
\widetilde{\boldsymbol{N}}_{\mathrm{R}}=\lambda_{\max }\left(\boldsymbol{N}_{\mathrm{R}}\right) \boldsymbol{I} \tag{59}
\end{equation*}
$$

and denoting the optimal solution of $\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}$ in the $(t-1)^{\text {st }}$ iteration of the proposed MM algorithm by $\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}^{(t-1)}$, similar
to (48) the optimization problem at the $t^{\text {th }}$ iteration of the proposed MM algorithm becomes:

$$
\begin{align*}
\min _{\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}} & \Re\left\{\operatorname{Tr}\left(\boldsymbol{U}_{\mathrm{C}, i}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}\right)\right\} \\
\text { s.t. } & \left|\left[\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}\right]_{m, n}\right|=1, \forall m, n \tag{60}
\end{align*}
$$

where we have

$$
\begin{align*}
\boldsymbol{U}_{\mathrm{C}, i}= & \left(\widetilde{\boldsymbol{N}}_{\mathrm{R}}+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{I}\right) \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}^{(t-1)}\left(\boldsymbol{N}_{\mathrm{T}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, i}\right) \\
& +\left(\boldsymbol{N}_{\mathrm{R}}-\widetilde{\boldsymbol{N}}_{\mathrm{R}}\right) \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}^{(t-1)}\left(\boldsymbol{N}_{\mathrm{T}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, i}\right) \\
& +\left(\boldsymbol{N}_{\mathrm{R}}-\widetilde{\boldsymbol{N}}_{\mathrm{R}}\right) \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}^{(t-1)} \widetilde{\boldsymbol{N}}_{\mathrm{T}, i}-\boldsymbol{M}_{\mathrm{C}, i} \tag{61}
\end{align*}
$$

By recasting $\boldsymbol{U}_{\mathrm{C}, i}$ as

$$
\begin{equation*}
\left[\boldsymbol{U}_{\mathrm{C}, i}\right]_{m, n}=\left|c_{i, m, n}\right| e^{j \phi_{i, m, n}}, \forall m, n \tag{62}
\end{equation*}
$$

the optimal solution of the optimization problem (60) is obtained as

$$
\begin{equation*}
\left[\boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, i}^{(n)}\right]_{m, n}=e^{j\left(\phi_{i, m, n}+\pi\right)}, \forall m, n \tag{63}
\end{equation*}
$$

## C. Row-Oriented MM-Based Reconfigurable Algorithm

In order to reduce hardware cost and computational complexity, in practical communication systems the number of antennas is typically much larger than the number of RF chains. Therefore, $\boldsymbol{F}_{\mathrm{A}}$ is a tall and skinny matrix. If we divide $\boldsymbol{F}_{\mathrm{A}}$ into rows, the computational complexity can be further reduced compared to dividing $\boldsymbol{F}_{\mathrm{A}}$ into columns. The matrix $\boldsymbol{F}_{\mathrm{A}}$ can be partitioned as

$$
\begin{equation*}
\boldsymbol{F}_{\mathrm{A}}=\left[\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, 1}^{\mathrm{T}}, \ldots, \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, L_{\mathrm{R}}}^{\mathrm{T}}\right]^{\mathrm{T}} \tag{64}
\end{equation*}
$$

where $\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, l}$ consists of the $N_{\mathrm{C}, l}$ rows in $\boldsymbol{F}_{\mathrm{A}}$. Accordingly, $\boldsymbol{N}_{\mathrm{L}}$ in (38) is divided as

$$
\begin{equation*}
\boldsymbol{N}_{\mathrm{L}}=\left[\boldsymbol{N}_{\mathrm{L}_{\mathrm{C}}, 1} \ldots, \boldsymbol{N}_{\mathrm{L}_{\mathrm{C}}, L_{\mathrm{R}}}\right] \tag{65}
\end{equation*}
$$

where $\boldsymbol{N}_{\mathrm{L}_{\mathrm{C}}, i}$ is an $N_{\mathrm{RF}} \times N_{\mathrm{R}, i}$ block in $\boldsymbol{N}_{\mathrm{L}}$.
Setting the other submatrices $\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, l}$ for $l \neq i$ to constants, the optimization problem $\mathbf{P} 1-\mathbf{A}$ with respect to $\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}$ can be rewritten as

$$
\begin{align*}
\min _{\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}} \operatorname{Tr} & {\left[\left(\boldsymbol{N}_{\mathrm{R}, i, i}+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{I}\right) \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i} \boldsymbol{N}_{\mathrm{T}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}^{\mathrm{H}}\right.} \\
& \left.-2 \Re\left\{\boldsymbol{M}_{\mathrm{C}, i}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}\right\}\right] \\
\text { s.t. } & \left|\left[\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}\right]_{m, n}\right|=1, \forall m, n \tag{66}
\end{align*}
$$

where

$$
\begin{align*}
\boldsymbol{M}_{\mathrm{C}, i}= & \boldsymbol{N}_{\mathrm{L}_{\mathrm{C}}, i}^{\mathrm{H}}-\sum_{j=1, j \neq i}^{\mathrm{L}_{\mathrm{R}}} \boldsymbol{N}_{\mathrm{R}, i, j} \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, j} \boldsymbol{N}_{\mathrm{T}} \\
& -\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \sum_{j=1, j \neq i}^{\mathrm{L}_{\mathrm{R}}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{C}}, j} \boldsymbol{N}_{\mathrm{T}} \tag{67}
\end{align*}
$$

Upon defining

$$
\begin{equation*}
\widetilde{\boldsymbol{N}}_{\mathrm{T}}=\lambda_{\max }\left(\boldsymbol{N}_{\mathrm{T}}\right) \boldsymbol{I} \tag{68}
\end{equation*}
$$

and after replacing the cost function in the original problem (66) by its upper bound, similar to (48) at the $n^{\text {th }}$ iteration in the proposed MM algorithm, the optimization problem (66) is reduced to the following optimization problem having a linear objective function

$$
\begin{align*}
\min _{\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}} & \Re\left\{\operatorname{Tr}\left(\boldsymbol{U}_{\mathrm{R}, i}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}\right)\right\} \\
\text { s.t. } & \left|\left[\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}\right]_{m, n}\right|=1, \forall m, n, \tag{69}
\end{align*}
$$

where the coefficient matrix $\boldsymbol{U}_{\mathrm{R}, i}$ in (69) equals to

$$
\begin{align*}
\boldsymbol{U}_{\mathrm{R}, i}= & \left(\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}+\sum_{k=1}^{K} \frac{1}{P} \operatorname{Tr}\left(\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right) \boldsymbol{I}\right) \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}^{(n-1)}\left(\boldsymbol{N}_{\mathrm{T}}-\widetilde{\boldsymbol{N}}_{\mathrm{T}}\right) \\
& +\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right) \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}^{(n-1)}\left(\boldsymbol{N}_{\mathrm{T}}-\widetilde{\boldsymbol{N}}_{\mathrm{T}}\right) \\
& +\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right) \boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}^{(n-1)} \widetilde{\boldsymbol{N}}_{\mathrm{T}}-\boldsymbol{M}_{\mathrm{C}, i} \tag{70}
\end{align*}
$$

Upon defining the $(m, n)^{\text {th }}$ elements in $\boldsymbol{U}_{\mathrm{R}, i}$ as

$$
\begin{equation*}
\left[\boldsymbol{U}_{\mathrm{R}, i}\right]_{m, n}=\left|r_{i, m, n}\right| e^{j \varphi_{i, m, n}}, \forall m, n \tag{71}
\end{equation*}
$$

the optimal solution of the optimization problem (69) becomes:

$$
\begin{equation*}
\left[\boldsymbol{F}_{\mathrm{A}_{\mathrm{R}}, i}^{(n)}\right]_{m, n}=e^{j\left(\varphi_{i, m, n}+\pi\right)}, \forall m, n \tag{72}
\end{equation*}
$$

## VI. Optimization of the RIS Phase Shifting Matrix $\Theta$

In this section, we investigate the optimization of the phase shifting matrix $\Theta$ of the RIS in our hybrid nonlinear transceiver optimization. The MSE matrix of (13) can be rewritten with respect to $\Theta$ as

$$
\begin{align*}
\boldsymbol{\Phi}_{\mathrm{MSE}_{k}}= & \frac{1}{\sigma_{n}^{2}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{H}_{\mathrm{R}_{k}} \boldsymbol{\Theta} \boldsymbol{H}_{\mathrm{T}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \boldsymbol{H}_{\mathrm{T}} \boldsymbol{\Theta}^{\mathrm{H}} \boldsymbol{H}_{\mathrm{R}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \\
& +\Re\left\{\frac{2}{\sigma_{n}^{2}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{H}_{\mathrm{R}_{k}} \boldsymbol{\Theta} \boldsymbol{H}_{\mathrm{T}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \boldsymbol{H}_{\mathrm{D}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right. \\
& \left.-\frac{2}{\sigma_{n}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{H}_{\mathrm{R}_{k}} \boldsymbol{\Theta} \boldsymbol{H}_{\mathrm{T}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}\right\}+C_{\boldsymbol{\Theta}} . \tag{73}
\end{align*}
$$

By exploiting the structure of the diagonal matrix $\Theta$, we can reconstruct $\boldsymbol{H}_{\mathrm{R}_{k}} \boldsymbol{\Theta} \boldsymbol{H}_{\mathrm{T}}^{\mathrm{H}}$ as

$$
\begin{equation*}
\boldsymbol{H}_{\mathrm{R}_{k}} \boldsymbol{\Theta} \boldsymbol{H}_{\mathrm{T}}^{\mathrm{H}}=\sum_{l} \theta_{l} \boldsymbol{h}_{\mathrm{R}_{k}, l} \boldsymbol{h}_{\mathrm{T}, l}^{\mathrm{H}} \tag{74}
\end{equation*}
$$

where $\theta_{l}$ denotes the $l^{\text {th }}$ diagonal element of $\boldsymbol{\Theta}, \boldsymbol{h}_{\mathrm{R}_{k}, l}$ and $\boldsymbol{h}_{\mathrm{T}, l}$ denote the $l^{\text {th }}$ column of the channel matrices $\boldsymbol{H}_{\mathrm{R}_{k}}$ and $\boldsymbol{H}_{\mathrm{T}}$, respectively, i.e.,

$$
\begin{equation*}
\theta_{l}=[\boldsymbol{\Theta}]_{l, l}, \quad \boldsymbol{h}_{\mathrm{R}_{k}, l}=\left[\boldsymbol{H}_{\mathrm{R}_{k}}\right]_{;, l}, \quad \boldsymbol{h}_{\mathrm{T}, l}=\left[\boldsymbol{H}_{\mathrm{T}}\right]_{;, l} \tag{75}
\end{equation*}
$$

$$
\begin{align*}
& {\left[\boldsymbol{\Omega}_{g}\right]_{l, m}=\frac{1}{\sigma_{n}^{2}} \sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{h}_{\mathrm{R}_{k}, l} \boldsymbol{h}_{\mathrm{T}, l}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \boldsymbol{h}_{\mathrm{T}, m} \boldsymbol{h}_{\mathrm{R}_{k}, m}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right),} \\
& {\left[\boldsymbol{\omega}_{g}\right]_{l}=\frac{1}{\sigma_{n}} \sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{h}_{\mathrm{R}_{k}, l} \boldsymbol{h}_{\mathrm{T}, l}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}\right)} \\
& -\frac{1}{\sigma_{n}^{2}} \sum_{k=1}^{K} \operatorname{Tr}\left[\boldsymbol{W}_{k} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{h}_{\mathrm{R}_{k}, l} \boldsymbol{h}_{\mathrm{T}, l}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}}\left(\boldsymbol{H}_{\mathrm{D}_{k}}+\sum_{n=1, n \notin \mathcal{S}_{g}}^{N_{S}} \boldsymbol{h}_{\mathrm{R}_{k}, n} \boldsymbol{h}_{\mathrm{T}, n}^{\mathrm{H}}\right)^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right] . \tag{81}
\end{align*}
$$

By substituting (74) into (73), the MSE matrix of (73) can be reexpressed as

$$
\begin{align*}
& \boldsymbol{\Phi}_{\mathrm{MSE}_{k}} \\
& =\frac{1}{\sigma_{n}^{2}} \sum_{l=1}^{N_{s}} \sum_{m=1}^{N_{s}} \theta_{l} \theta_{m}^{*} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{h}_{\mathrm{R}_{k}, l} \boldsymbol{h}_{\mathrm{T}, l}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \boldsymbol{h}_{\mathrm{T}, m} \boldsymbol{h}_{\mathrm{R}_{k}, m}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}} \\
& \quad+\Re\left\{\sum_{l=1}^{N_{s}} \frac{2 \theta_{l}}{\sigma_{n}^{2}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{h}_{\mathrm{R}_{k}, l} \boldsymbol{h}_{\mathrm{T}, l}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \overline{\boldsymbol{F}}_{\mathrm{D}}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}}^{\mathrm{H}} \boldsymbol{H}_{\mathrm{D}_{k}}^{\mathrm{H}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}\right. \\
& \left.\quad-\sum_{l=1}^{N_{s}} \frac{2 \theta_{l}}{\sigma_{n}} \overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{\mathrm{H}} \boldsymbol{h}_{\mathrm{R}_{k}, l} \boldsymbol{h}_{\mathrm{T}, l}^{\mathrm{H}} \boldsymbol{F}_{\mathrm{A}} \overline{\boldsymbol{F}}_{\mathrm{D}} \boldsymbol{C}_{\mathrm{THP}}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{A}_{k}^{\mathrm{H}}\right\}+C_{\boldsymbol{\Theta}} \cdot \tag{76}
\end{align*}
$$

In order to simultaneously optimize the multiple diagonal elements of $\Theta$, we introduce the following vector

$$
\begin{equation*}
\boldsymbol{\theta}=\left[\theta_{1}, \ldots, \theta_{N_{s}}\right]^{\mathrm{T}} \tag{77}
\end{equation*}
$$

and reconstruct the cost function of the weighted MSE minimization problem as a standard quadratic function. This new problem can be solved by relying on our MM-based reconfigurable optimization framework, which we propose for optimizing the analog TPC. It is worth noting that, a RIS can be extremely large in practical settings. In order to reduce the computational complexity in the procedure of finding the largest eigenvalue of a square matrix, the vector $\boldsymbol{\theta}$ is divided into $G$ subarrays as follows:

$$
\begin{equation*}
\boldsymbol{\theta}=\left[\boldsymbol{\theta}_{1}^{\mathrm{T}}, \ldots, \boldsymbol{\theta}_{G}^{\mathrm{T}}\right]^{\mathrm{T}} \tag{78}
\end{equation*}
$$

Without loss of generality, the length of $\boldsymbol{\theta}_{g}$, the $g^{\text {th }}$ subvector of $\boldsymbol{\theta}$, is denoted as $L_{g}$. The following set is defined as well

$$
\begin{equation*}
\mathcal{S}_{g}=\left\{l \mid L_{1}+\ldots+L_{g-1}<l \leq L_{1}+\ldots+L_{g}, l \in \mathbb{Z}\right\} \tag{79}
\end{equation*}
$$

Then, when the other partitions are fixed, the optimization problem of the $g^{\text {th }}$ partition can be written in the following form:

$$
\begin{align*}
& \min _{\boldsymbol{\theta}_{g}} \boldsymbol{\theta}_{g}^{\mathrm{T}} \boldsymbol{\Omega}_{g} \boldsymbol{\theta}_{g}^{*}-2 \Re\left\{\boldsymbol{\theta}_{g}^{\mathrm{T}} \boldsymbol{\omega}_{g}\right\} \\
& \text { s.t. }\left|\left[\boldsymbol{\theta}_{g}\right]_{l}\right|=1, \forall l \in \mathcal{S}_{g}, \tag{80}
\end{align*}
$$

where we have (81) at the top of this page.
Upon defining the following upper bound matrix of $\boldsymbol{\Omega}_{g}$

$$
\begin{equation*}
\tilde{\boldsymbol{\Omega}}_{g}=\lambda_{\max }\left(\boldsymbol{\Omega}_{g}\right) \boldsymbol{I} \tag{82}
\end{equation*}
$$

and exploiting the inequality (44) again, an upper bound of the cost function of (80) in the $n^{\text {th }}$ iteration of the proposed MM algorithm may be formulated as

$$
\begin{equation*}
\boldsymbol{\theta}_{g}^{\mathrm{T}} \widetilde{\boldsymbol{\Omega}}_{g} \boldsymbol{\theta}_{g}^{*}+2 \Re\left\{\boldsymbol{\theta}_{g}^{\mathrm{T}}\left(\boldsymbol{\Omega}_{g}-\widetilde{\boldsymbol{\Omega}}_{g}\right) \boldsymbol{\theta}_{g}^{(n-1)^{*}}-\boldsymbol{\theta}_{g}^{\mathrm{T}} \boldsymbol{\omega}_{g}\right\} \tag{83}
\end{equation*}
$$

where $\boldsymbol{\theta}_{g}^{(n-1)}$ is the optimal solution of the problem in the $(n-$ $1)^{\text {st }}$ iteration, and the initial vector $\boldsymbol{\theta}_{g}^{(0)}$ is a chosen constant vector. Moreover, upon defining

$$
\begin{equation*}
\boldsymbol{v}_{g}=\left(\boldsymbol{\Omega}_{g}-\widetilde{\boldsymbol{\Omega}}_{g}\right) \boldsymbol{\theta}_{g}^{(n-1)^{*}}-\boldsymbol{\omega}_{g} \tag{84}
\end{equation*}
$$

the problem (80) can be recast as

$$
\begin{align*}
\min _{\boldsymbol{\theta}_{g}} & \Re\left\{\boldsymbol{v}_{g}^{\mathrm{H}} \boldsymbol{\theta}_{g}^{*}\right\} \\
\text { s.t. } & \left|\left[\boldsymbol{\theta}_{g}\right]_{l}\right|=1, l=1, \ldots, L_{g} \tag{85}
\end{align*}
$$

where the vectors $\boldsymbol{\theta}_{g}$ and $\boldsymbol{v}_{g}$ are defined as

$$
\begin{align*}
\boldsymbol{\theta}_{g} & =\left[e^{j \vartheta_{i, 1}}, \ldots, e^{j \vartheta_{i, N_{t_{k}}}}\right]^{\mathrm{T}} \\
\boldsymbol{v}_{g} & =\left[\left|v_{g, 1}\right| e^{j \psi_{g, 1}}, \ldots,\left|v_{g, L_{g}}\right| e^{j \psi_{g, L_{g}}}\right]^{\mathrm{T}} \tag{86}
\end{align*}
$$

Consequently, the optimization problem (83) becomes equivalent to

$$
\begin{equation*}
\min _{\left\{\vartheta_{g, l}, \forall l\right\}} \sum_{l=1}^{L_{g}}\left|v_{g, l}\right| \cos \left(\vartheta_{i, l}+\psi_{i, l}\right) \tag{87}
\end{equation*}
$$

The optimal solution of the optimization problem (87) can be readily given by

$$
\begin{equation*}
\boldsymbol{\theta}_{g}^{(n)}=\left[e^{j\left(\pi-\psi_{g, 1}\right)}, \ldots, e^{j\left(\pi-\psi_{g, L_{g}}\right)}\right] \tag{88}
\end{equation*}
$$

Based on the update steps of the subproblems above, we can summarize the overall RIS-aided hybrid nonlinear transceiver optimization procedure in Algorithm 1.

## VII. Simulations and Discussions

In this section, several numerical simulations are carried out for quantifying the performance of the proposed nonlinear transceiver designs for RIS aided MU-MIMO downlink communications. In the simulations the BS is equipped with $N_{\mathrm{RF}}=8 \mathrm{RF}$ chains and $N_{t}=32$ antennas, and it transmits its signals to $K=4$ mobile terminals, each of which is equipped with $N_{r_{k}}=2$ antennas. Moreover, the BS transmits $N_{d_{k}}=2$ data streams to each MT. A RIS having $N_{s}=32$ elements is deployed to facilitate the communications between the BS and

```
Algorithm 1 Proposed algorithm for RIS-aided hybrid non-
linear transceiver design.
    Objective: Minimize the weighted MSE in the objective
    function of P1.
    Initialize: Initial linear TPC \(\boldsymbol{F}_{\mathrm{D}}^{(0)}\) and \(\boldsymbol{F}_{\mathrm{A}}^{(0)}\); MT receivers
    \(\left\{\boldsymbol{G}_{\mathrm{D}_{k}}^{(0)}\right\}\); triangular feedback matrix \(\boldsymbol{C}_{\mathrm{THP}}^{(0)}\); permutation
    matrix \(\boldsymbol{L}^{(0)}\); RIS phase shifting matrix \(\boldsymbol{\Phi}^{(0)}\); weighting
    matrices \(\boldsymbol{W}_{k}\); convergence thredhold \(\epsilon\).
    Calculate the initial \(\overline{\boldsymbol{F}}_{\mathrm{D}}^{(0)}\) and \(\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{(0)}\right\}\) according to defi-
    nitions in (11) and (12). Calculate \(\boldsymbol{\theta}^{(0)}\) according to (74)
    and (77).
    repeat
        Calculate the linear digital TPC \(\overline{\boldsymbol{F}}_{\mathrm{D}}^{(n+1)}\) according to
        (17).
    6: Jointly calculate \(\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{(n+1)}\right\}, \boldsymbol{C}_{\mathrm{THP}}^{(n+1)}\) and \(\boldsymbol{L}^{(n+1)}\) :
        (Calculate the MT receivers \(\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{(n+1)}\right\}\) according to
        (18).
        Substitute \(\left\{\overline{\boldsymbol{G}}_{\mathrm{D}_{k}}^{(n+1)}\right\}\) into the objective function of
        P1, and jointly calculate the triangular feedback
        matrix \(\boldsymbol{C}_{\mathrm{THP}}^{(n+1)}\) and the permutation matrix \(\boldsymbol{L}^{(n+1)}\)
        according to (33) and the greedy strategy illustrated
        in section-IV-C.
7: According to the complexity requirements, partition \(\boldsymbol{F}_{\mathrm{A}}^{(n+1)}\) in an element-by-element, column-by-column, row-by-row or block-by-block form, and calculate \(\boldsymbol{F}_{\mathrm{A}}^{(n+1)}\) by an MM-based method following the steps in section-V.
8: Rewrite the weighted MSE in P1 w.r.t. \(\boldsymbol{\theta}^{(n+1)}\). Divide \(\boldsymbol{\theta}^{(n+1)}\) into \(G\) parts and calculate them according to (88).
9: until \(\left|\sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k} \boldsymbol{\Phi}_{\mathrm{MSE}_{k}}^{(n+1)}\right)-\sum_{k=1}^{K} \operatorname{Tr}\left(\boldsymbol{W}_{k} \boldsymbol{\Phi}_{\mathrm{MSE}_{k}}^{(n)}\right)\right| \leq \epsilon\).
10: Retrieve \(\boldsymbol{F}_{\mathrm{D}}\) and \(\left\{\boldsymbol{G}_{\mathrm{D}_{k}}\right\}\) according to (11) and (12).
Retrieve \(\Theta\) according to (74) and (77).
11: Output: \(\boldsymbol{F}_{\mathrm{D}}, \boldsymbol{F}_{\mathrm{A}},\left\{\boldsymbol{G}_{\mathrm{D}_{k}}\right\}, \boldsymbol{C}_{\mathrm{THP}}, \boldsymbol{L}\) and \(\boldsymbol{\Phi}\).
```

MTs. The relative positions of the BS, the MTs and the RIS are represented via Cartesian coordinate system, while the BS is located at the origin of $(0,0,0) \mathrm{m}$. The MTs are randomly distributed inside a circle with $(30,0,0) \mathrm{m}$ being the center and $r=5 \mathrm{~m}$ being the radius. The RIS is located at $(30,0,2) \mathrm{m}$. The widely used Rician fast-fading channel is given by [24]

$$
\begin{equation*}
\boldsymbol{H}_{x}=\sqrt{\frac{\beta K_{R}}{1+K_{R}}} \boldsymbol{H}_{x}^{\mathrm{LoS}}+\sqrt{\frac{\beta}{1+K_{R}}} \boldsymbol{H}_{x}^{\mathrm{NLoS}} \tag{89}
\end{equation*}
$$

where $x$ is selected from $\mathrm{D}, k, \mathrm{R}, k$ or T , while $K_{R}$ is the Rician $K$ factor, $\beta=\beta_{0} d^{-\alpha_{y}}$ is the pathloss coefficient. The reference pathloss at the unit distance is given by $\beta_{0}=-30 \mathrm{~dB}$. The parameter $\alpha_{x}$ is defined as the pathloss exponent, where $\alpha_{\mathrm{D}, k}=3.6, \alpha_{\mathrm{R}, k}=1.6$ and $\alpha_{\mathrm{T}}=1.9$. The matrices $\boldsymbol{H}_{x}^{\mathrm{LoS}}$ and $\boldsymbol{H}_{x}^{\mathrm{NLoS}}$ denote the line-of-sight and the non-line-of-sight component of the corresponding channel $\boldsymbol{H}_{x}$, respectively. Specifically, $\boldsymbol{H}_{x}^{\mathrm{LoS}}$ is usually described as the product of two steering vectors, while the elements of $\boldsymbol{H}_{x}^{\mathrm{NLoS}}$ follow the Rayleigh distribution having zero mean and


Fig. 2. The convergences of the proposed nonlinear transceiver design and the benchmark algorithm in the case of signal power $=10 \mathrm{dBm}$, noise power $=-60 \mathrm{dBm}, K=4, N_{t}=32, N_{r_{k}}=8, N_{d_{k}}=2$, and without RIS.
unit variance. For simplicity, in the simulations the weighting matrices $\boldsymbol{W}_{k}$ in (14) are selected as identity matrices. In the following figures, each curve is an average of 100 random channel realizations.

Firstly, the optimization of the triangular matrix $\boldsymbol{C}_{\mathrm{THP}}$ and the permutation matrix $L$ investigated is significantly different from the existing MU-MIMO downlink solutions of [10]. The most straightforward strategy for optimizing $\boldsymbol{C}_{\mathrm{THP}}$ is based on partial matrix derivatives. The disadvantage of this strategy is that it requires iterations between $\boldsymbol{C}_{\mathrm{THP}}$ and the MT receivers. Moreover, the permutation matrix is determined by the channels characterized in [10], and its complex envelope does not change during an iteration. However, in our algorithm, $\boldsymbol{C}_{\mathrm{THP}}, \boldsymbol{L}$ and the MT receivers are jointly optimized. In order to clearly demonstrate the performance advantages of the optimization of $\boldsymbol{C}_{\mathrm{THP}}$, all the irrelevant terms are neglected. Then, the fully digital settings are chosen in which both the BS and MTs use fully digital transceivers. Additionally, the RIS is not taken into account in this setting either. As shown in Fig. 2, the proposed algorithm has significant performance gains over the straightforward benchmark algorithm based on the partial matrix derivatives. The performance gain comes from the fact that in our algorithm the triangular matrix and the receivers are jointly optimized instead of being optimized in an alternating manner.

In Fig. 3, the performance gaps between the proposed nonlinear hybrid transceiver and its nonlinear fully digital counterpart are quantified. In the procedures of optimizing the analog TPC $\boldsymbol{F}_{\mathrm{A}}$ and the phase adjusting matrix $\boldsymbol{\Theta}$, the MMbased reconfigurable algorithms are implemented. Specifically, in order to optimize the analog matrix, the proposed MMbased reconfigurable algorithm is implemented on a matrixoriented manner. However, for the phase adjusting matrix optimization, the RIS is divided into 4 subarrays and the MMbased reconfigurable algorithm is implemented in a subarray-by-subarray fashion. It can be observed that the performances


Fig. 3. The performance comparisons between the proposed hybrid nonlinear transceiver optimization and the fully digital counterpart in the case of $K=4, N_{r_{k}}=8, N_{d_{k}}=2$, with 32-antenna RIS, which is divided into 4 subarrays uniformly.
of the proposed hybrid transceivers and those of their corresponding fully digital counterparts are close. Moreover, when the BS is equipped with fewer antennas with respect to RF chains, the performance gap between the hybrid and fully digital schemes becomes much smaller. A fully digital TPC having 32 antennas can be well approximated by a hybrid TPC having 8 RF chains. The results demonstrate that the proposed hybrid nonlinear transceiver designs strike an attractive performance vs. complexity tradeoff, and satisfactory performances can be achieved at the cost of negligible performance losses.

Fig. 4 shows the performance of the proposed algorithms when computing the analog TPC via using the MM-based reconfigurable optimization algorithm at different granularity. When $\boldsymbol{F}_{\mathrm{A}}$ is optimized on an element-by-element basis, we keep all other elements fixed and follow the process of Section V-A. Since the coefficients of quadratic terms are scalars, the majorization step can be omitted without affecting the performance. Observe that from a performance oriented perspective, the matrix- and column-oriented MM-based reconfigurable algorithms have much better performance than their element-byelement oriented counterparts. Moreover, the column-oriented reconfigurable algorithm has almost the same performance as its matrix-oriented counterpart. It can be concluded that the column-oriented reconfigurable algorithm strikes a convenient performance vs. complexity tradeoff.

Our performance comparisons between the proposed hybrid nonlinear transceiver designs operating with and without RIS are demonstrated in Fig. 5. In this case, the MM-based reconfigurable analog TPC optimization is also implemented on a matrix-oriented manner, i.e., $\boldsymbol{F}_{\mathrm{A}}$ is optimized as a whole. Additionally, the MM-based reconfigurable algorithm used for the phase shifting matrix optimization at the RIS is implemented on a subarray-by-subarray basis. It can be concluded that the optimization of the phase adjusting matrix at the RIS attains significant bit error rate (BER) gains at


Fig. 4. The convergence behaviors of the proposed reconfigurable MM-based algorithms. $K=4, N_{t}=32, N_{\mathrm{RF}}=8, N_{r_{k}}=8, N_{d_{k}}=2$, with 32antenna RIS, which is divided into 4 subarrays uniformly.


Fig. 5. The performance comparisons between the transceiver designs with and without RIS. $K=4, N_{\mathrm{RF}}=8, N_{r_{k}}=8, N_{d_{k}}=2$, with 32-antenna RIS, which is divided into 4 subarrays uniformly.
high SNRs compared to the system operating without RISs. This conclusion demonstrates the performance advantage of the RIS technology. Although the optimization under constantmodulus constraints requires sophisticated optimization, it attains substantial gains.

In terms of the complexity analysis, since the optimal $\boldsymbol{F}_{\mathrm{A}}$ and $\Theta$ emerge from two layers of iteration, the computational cost of the whole algorithm is dominated by these two parts. Let us assume that the numbers of inner iterations required for optimizing $\boldsymbol{F}_{\mathrm{A}}$ and $\boldsymbol{\Theta}$ are given by $I_{\mathrm{A}}$ and $I_{\Theta}$, respectively. When $\boldsymbol{F}_{\mathrm{A}}$ is computed as a whole, the complexity is on the order of $\mathcal{O}\left(I_{\mathrm{A}} N_{t}^{2} N_{\mathrm{RF}}+I_{\mathrm{A}} N_{t} N_{\mathrm{RF}}^{2}\right)$. When a reconfigurable optimization over rows (or columns) of $\boldsymbol{F}_{\mathrm{A}}$ is employed, the complexity can be reduced to $\mathcal{O}\left(I_{\mathrm{A}} N_{t}^{2} N_{\mathrm{RF}}\right)$ (or $\mathcal{O}\left(I_{\mathrm{A}} N_{t} N_{\mathrm{RF}}^{2}\right)$ ). The minimum complexity of $\boldsymbol{F}_{\mathrm{A}}$ is as low
as $\mathcal{O}\left(I_{\mathrm{A}} N_{t} N_{\mathrm{RF}}\right)$, when an element-wise approach is adopted. Similarly, the complexity order of directly optimizing $\Theta$ is given by $\mathcal{O}\left(I_{\Theta} N_{s}^{2}\right)$. When the RIS is divided into $G$ parts, the complexity order degrades to $\mathcal{O}\left(I_{\Theta} G L_{g}^{2}\right)$. The lowest complexity order is $\mathcal{O}\left(I_{\Theta} N_{s}\right)$ when the RIS is optimized in an element-by-element manner. Therefore, each iteration of the algorithm enjoys a flexible complexity order, with the range spanning from $\mathcal{O}\left(I_{\mathrm{A}} N_{t}^{2} N_{\mathrm{RF}}+I_{\mathrm{A}} N_{t} N_{\mathrm{RF}}^{2}+I_{\Theta} N_{s}^{2}\right)$ to $\mathcal{O}\left(I_{\mathrm{A}} N_{t} N_{\mathrm{RF}}+I_{\Theta} N_{s}\right)$.

## VIII. Conclusions

In a nutshell, we investigated the hybrid nonlinear transceiver optimization of the RIS-aided MU-MIMO downlink. Specifically, a RIS was deployed to facilitate communications between a BS and multiple MTs. A nonlinear TPC was adopted at the BS, while the THP and the analog TPC of the BS were jointly optimized both with the phase adjusting matrix at the RIS and with the linear MT receivers. For the THP, the triangular feedback matrix is designed beneficially, where the corresponding optimal solution is derived in closed form. Moreover, in order to tackle the nonconvexity of the constantmodulus constraints imposed on the analog TPC, a MM-based reconfigurable optimization framework was proposed, which can strike an attractive balance between complexity and performance. The MM-based reconfigurable optimization framework is capable of optimizing the analog TPC on a block-by-block, column-by-column, row-by-row or even element-by-element basis. Moreover, an MM-based reconfigurable optimization algorithm was also proposed for the optimization of the phase adjusting matrix at the RIS, which also has to satisfy constantmodulus constraints. We concluded by providing numerical results for quantifying the performance advantages of the proposed nonlinear hybrid transceiver optimizations over several benchmark algorithms. The numerical results verified the accuracy of the theoretical analysis.

## Appendix A

## Cholesky Decomposition in an Upper-Triangular VERSION

For a positive semi-definite matrix $\boldsymbol{A}$, we can construct a matrix $\boldsymbol{B}=\boldsymbol{P} \boldsymbol{A} \boldsymbol{P}^{\mathrm{H}}$, where $\boldsymbol{P}$ is a permutation matrix defined as

$$
\boldsymbol{P}=\left[\begin{array}{lll} 
& & 1  \tag{90}\\
& . & \\
1 & &
\end{array}\right]
$$

Based on the traditional definition of Cholesky decomposition [34], we have

$$
\begin{equation*}
\boldsymbol{B}=\boldsymbol{L} \boldsymbol{L}^{\mathrm{H}}=\boldsymbol{L} \boldsymbol{P} \boldsymbol{P}^{\mathrm{H}} \boldsymbol{L}^{\mathrm{H}} \tag{91}
\end{equation*}
$$

where $L$ is a lower-triangular matrix, and the second equality holds because $\boldsymbol{P} \boldsymbol{P}^{\mathrm{H}}=\boldsymbol{I}$. From (91), we have

$$
\begin{equation*}
\boldsymbol{A}=\boldsymbol{P}^{\mathrm{H}} \boldsymbol{B} \boldsymbol{P}=\boldsymbol{P}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{P} \boldsymbol{P}^{\mathrm{H}} \boldsymbol{L}^{\mathrm{H}} \boldsymbol{P}=\boldsymbol{U} \boldsymbol{U}^{\mathrm{H}} \tag{92}
\end{equation*}
$$

where $\boldsymbol{U}=\boldsymbol{P}^{\mathrm{H}} \boldsymbol{L} \boldsymbol{P}$ is an upper-triangular matrix.

## Appendix B

The Derivation of (44) And (45)

The inequality (44) is derived as follows:

$$
\begin{align*}
& \operatorname{Tr}\left(\boldsymbol{N}_{\mathrm{R}, i, i} \boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right) \\
&= \sum_{m=1}^{N_{\mathrm{C}, j}} \operatorname{Tr}\left(\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j}^{\frac{1}{2}}\right]_{:, m}^{\mathrm{H}} \boldsymbol{N}_{\mathrm{R}, i, i}\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j}^{\frac{1}{2}}\right]_{:, m}\right) \\
& \stackrel{(a)}{\leq} \sum_{m=1}^{N_{\mathrm{C}, j}} \operatorname{Tr}\left(\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j}^{\frac{1}{2}}\right]_{:, m}^{\mathrm{H}} \widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j}^{\frac{1}{2}}\right]_{:, m}\right. \\
&+2 \Re\left\{\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, i, i}^{\frac{1}{2}}\right]_{:, m}^{\mathrm{H}}\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right)\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \boldsymbol{N}_{\mathrm{T}, i, i}^{\frac{1}{2}}\right]_{:, m}\right\} \\
&\left.+\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \boldsymbol{N}_{\mathrm{T}, i, i}^{\frac{1}{2}}\right]_{:, m}^{\mathrm{H}}\left(\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}-\boldsymbol{N}_{\mathrm{R}, i, i}\right)\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \boldsymbol{N}_{\mathrm{T}, i, i}^{\frac{1}{2}}\right]_{:, m}\right) \tag{93}
\end{align*}
$$

$$
\begin{align*}
& \stackrel{(b)}{\leq} \sum_{n=1}^{N_{\mathrm{R}, i}} \operatorname{Tr}\left(\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}^{\frac{1}{2}} \boldsymbol{F}_{\mathrm{A}, i, j}\right]_{n,:} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}^{\frac{1}{2}} \boldsymbol{F}_{\mathrm{A}, i, j}\right]_{n,:}^{\mathrm{H}}\right. \\
&+2 \Re\left\{\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}^{\frac{1}{2}} \boldsymbol{F}_{\mathrm{A}, i, j}\right]_{n, i}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right)\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}^{\frac{1}{2}} \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\right]_{n,:}^{\mathrm{H}}\right\} \\
&\left.+\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}^{\frac{1}{2}} \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\right]_{n,:}\left(\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}-\boldsymbol{N}_{\mathrm{T}, j, j}\right)\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}^{\frac{1}{2}} \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\right]_{n,:}^{\mathrm{H}}\right) \\
&+\sum_{m=1}^{N_{\mathrm{C}, j}}\left(2 \Re\left\{\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, i, i}^{\frac{1}{2}}\right]_{:, m}^{\mathrm{H}}\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right)\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \boldsymbol{N}_{\mathrm{T}, i, i}^{\frac{1}{2}}\right]_{:, m}\right\}\right. \\
&\left.+\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \boldsymbol{N}_{\mathrm{T}, i, i}^{\frac{1}{2}}\right]_{:, m}^{\mathrm{H}}\left(\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}-\boldsymbol{N}_{\mathrm{R}, i, i}\right)\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \boldsymbol{N}_{\mathrm{T}, i, i}^{\frac{1}{2}}\right]_{:, m}\right) \\
&= \operatorname{Tr}\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i} \boldsymbol{F}_{\mathrm{A}, i, j} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right. \\
&+2 \Re\left\{\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \boldsymbol{N}_{\mathrm{T}, j, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right. \\
&\left.\left.+\widetilde{\boldsymbol{N}}_{\mathrm{R}, i} \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right\}\right]+C_{1} \\
&= \operatorname{Tr}\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i} \boldsymbol{F}_{\mathrm{A}, i, j} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right. \\
&+2 \Re\left\{\left(\boldsymbol{N}_{\mathrm{R}, i, i}-\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right. \\
&+\widetilde{\boldsymbol{N}}_{\mathrm{R}} \boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}(\boldsymbol{N} \\
&+\left(\boldsymbol{N}_{\mathrm{T}, j, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}  \tag{94}\\
& \mathrm{R}, i \\
&\left.\left.\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\left(\boldsymbol{N} \boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right\}\right]+C_{1},
\end{align*}
$$

where the inequality $(a)$ comes from the fact that $\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}-\boldsymbol{N}_{\mathrm{R}, i, i} \succeq 0$. By exploiting the properties of positive semi-definite matrices, we have $\boldsymbol{x}^{\mathrm{H}}\left(\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}-\boldsymbol{N}_{\mathrm{R}, i, i}\right) \boldsymbol{x} \geq 0$ for an arbitrary vector $\boldsymbol{x}$. Upon substituting $\left(\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j}^{\frac{1}{2}}\right]_{:, m}-\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)} \boldsymbol{N}_{\mathrm{T}, j, j}^{\frac{1}{2}}\right]_{:, m}\right)$ by $\boldsymbol{x}$ and rearranging the inequality, $(a)$ is obtained. If we recast the first term in (93), $\sum_{m=1}^{N_{\mathrm{C}, j}} \operatorname{Tr}\left(\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j}^{\frac{1}{2}}\right]_{:, m}^{\mathrm{H}} \widetilde{\boldsymbol{N}}_{\mathrm{R}, i}\left[\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j}^{\frac{1}{2}}\right]_{:, m}\right)$ to $\quad \sum_{n=1}^{N_{\mathrm{R}, i}} \operatorname{Tr}\left(\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}^{\frac{1}{2}} \boldsymbol{F}_{\mathrm{A}, i, j}\right]_{n,:} \boldsymbol{N}_{\mathrm{T}, j}\left[\widetilde{\boldsymbol{N}}_{\mathrm{R}, i}^{\frac{1}{2}} \boldsymbol{F}_{\mathrm{A}, i, j}\right]_{n,:}^{\mathrm{H}}\right)$,
can be obtained for the same reason as $(a)$ by exploiting the positive semi-definite nature of $\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}-\boldsymbol{N}_{\mathrm{T}, j, j}$.

The inequality (45) is derived from

$$
\begin{align*}
& \operatorname{Tr}\left(\boldsymbol{F}_{\mathrm{A}, i, j} \boldsymbol{N}_{\mathrm{T}, j, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right) \\
\stackrel{(c)}{N_{\mathrm{R}, i}} & \sum_{n=1}\left(\left[\boldsymbol{F}_{\mathrm{A}, i, j}\right]_{n,:} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\left[\boldsymbol{F}_{\mathrm{A}, i, j}\right]_{n,:}^{\mathrm{H}}\right. \\
& +2 \Re\left\{\left[\boldsymbol{F}_{\mathrm{A}, i, j}\right]_{n,:}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right)\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\right]_{n,::}^{\mathrm{H}}\right\} \\
& \left.+\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\right]_{n,:}\left(\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}-\boldsymbol{N}_{\mathrm{T}, j, j}\right)\left[\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\right]_{n,:}^{\mathrm{H}}\right) \\
= & \operatorname{Tr}\left[\boldsymbol{F}_{\mathrm{A}, i, j} \widetilde{\boldsymbol{N}}_{\mathrm{T}, j} \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}+2 \Re\left\{\boldsymbol{F}_{\mathrm{A}, i, j}^{(0)}\left(\boldsymbol{N}_{\mathrm{T}, j, j}-\widetilde{\boldsymbol{N}}_{\mathrm{T}, j}\right) \boldsymbol{F}_{\mathrm{A}, i, j}^{\mathrm{H}}\right\}\right] \\
& +C_{2}, \tag{95}
\end{align*}
$$

where the inequality $(c)$ holds for the same reason as $(b)$.
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