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Single-frame 3D lensless microscopic imaging via deep learning
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Abstract: Since the pollen of different species varies in shape and size, visualizing the 3-dimensional structure of a pollen grain can aid in its characterisation. Lensless sensing is useful for reducing both optics footprint and cost, while the capability to image pollen grains in 3-dimensions using such a technique could be truly disruptive in the palynology, bioaerosol sensing and ecology sectors. Here, we show the ability to employ deep learning to generate 3-dimensional images of pollen grains using a series of 2-dimensional images created from 2-dimensional scattering patterns. Using a microscope to obtain 3D Z-stack images of a pollen grains and a 520 nm laser to obtain scattering patterns from the pollen, a single scattering pattern per 3D image was obtained for each position of the pollen grain within the laser beam. In order to create a neural network to transform a single scattering pattern into different 2D images from the Z-stack, additional Z-axis information is required to be added to the scattering pattern. Information was therefore encoded into the scattering pattern image channels, such that the scattering pattern occupied the red channel, and a value indicating the position in the Z-axis occupied the green and blue channels. Following neural network training, 3D images were formed from collated generated 2D images. The volumes of the pollen grains were generated with a mean accuracy of ~ 84 %. The development of airborne-pollen sensors based on this technique could enable the collection of rich data that would be invaluable to scientists for understanding mechanisms of pollen production climate change and effects on the wider public health.

1. Introduction

Pollen can lead to allergic rhinitis, with individuals being susceptible to different types of pollen, such as tree, grass or weed [1,2]. In addition, the morphology of pollen can also play an important role as an indicator of the environment and climate [3,4], being affected by ecological conditions [5], including soil fertility [6], moisture [7,8] and temperature [9]. Since pollen can vary in shape and size [10], having a sensor that could determine the 3D structure of the pollen grain at a specific location, in real-time, would not only aid in identification of the species (owing to extra degrees of information), but would be useful for understanding the environment that they were created in or have existed in. Such sensor capability would also aid in diagnosing the species that is causing individuals the most severe hay fever symptoms, allowing them to take steps to mitigate exposure at times and locations where that specific species is most prevalent.

Although pollen grain sensors do exist, these optical counters generally only output a value for the number of particulates per unit of volume sampled (broken down into specific size ranges) and species identification is limited [11], or they are relatively large [12] and potentially unsuitable for mass distribution. Although more accurate methods of species determination exist via collection using traps [13], such techniques require the collected samples to be examined in a laboratory [14,15], which causes an unavoidable time-lag between pollen levels...
in the environment and species-specific pollen count data, while 3D imaging can require laboratory microscopes that can be bulky and expensive [16–18]. Therefore, a sensor that can image and identify the pollen in 3D in real-time in the outdoor environment would be beneficial both to individuals and the scientific community. Furthermore, making such sensors as small and low-cost as possible would allow wider distribution and therefore higher geographic resolution to be obtained. Small footprint optical sensors can be achieved by minimising the number and complexity of elements, i.e., by making them lensless by removing imaging lenses [19]. In the method we describe here, light is scattered from pollen directly onto a CMOS camera sensor, and its scattering pattern (recorded as a computer image file) contains, encoded within it, details of its size and shape [20–23].

Since most cameras only record the intensity of the scattered light, information regarding the phase is lost, meaning an exact description of the object’s size and shape is not directly possible. Therefore, creating an inverse function to transform a scattering pattern into an image of the object is challenging. Phase retrieval algorithms offer a solution through object oversampling, via ensuring that the object has no intensity outside a certain region [24,25], or via collection of multiple scattering patterns (e.g., ptychography) [26]. These algorithms can be time consuming and so alternative more efficient deep learning methods have recently been explored [27,28].

Deep learning has gained great interest in the past few years, owing to its application in rapid object detection [29], such as for classification of sport videos [30] or related to this field of work, pollen species identification in microscopy [31]. Deep learning has also been used for rapid image-to-image translation [32], such as for transforming an image of a sketch to a photograph [33], and relevant to palynology, for transforming a visible light microscope image of pollen to a scanning electron microscope image [34]. In the domain of phase retrieval, deep learning has been used for image reconstruction using multiple scattering patterns [35] and ptychography [36]. Deep learning has also been used for phase retrieval in digital holography, such as using the interference between two coherent beams to obtain holograms that can be converted into highly accurate reconstructed depth profiles using physics-generalization-enhanced neural networks [37]. Other applications of deep learning methods for volumetric imaging include improving light-sheet fluorescence microscopy [38], in which the image reconstruction was achieved at 100 times the speed of a traditional method, hence proving invaluable in real-time imaging of biological behaviour. Our work aims to extend deep learning methods to lensless sensing, to enable the potential for small-footprint devices.

Although 2D image generation of pollen grains from their three-wavelength scattering patterns has been accomplished using deep learning [39], since a pollen grain’s size and shape vary in 3D depending on their species, age and hydration level, being able to produce 3D images of these particulates would provide additional information that could be highly beneficial in determining such parameters. Here, scattering patterns were obtained by illuminating pollen grains of different species with a laser beam, and the data was then used to train a deep learning neural network to generate 2D images that could be collated to form 3D images of the pollen grains, which was then used to test on scattering patterns previously unseen by the neural network. The method involves using a single scattering pattern replicated into multiple scattering patterns corresponding to different Z-axis depths (by encoding depth into the green and blue channel via different intensity values), which are then fed into a neural network to generate multiple 2D images, corresponding to different Z-axis depths of a 3D image.

2. Method

2.1 Sample fabrication

*Antirrhinum majus* pollen grains were obtained from garden flowers, *Narcissus* pollen grains were collected from the University of Southampton grounds, and *Populus deltoides* pollen grains were purchased from Sigma Aldrich. For ease of location under the microscope, the
pollen grains were dispersed onto different regions of 25 mm × 75 mm × 1 mm fused silica glass slides. The size of the pollen grains ranged from ~ 10 µm to ~ 50 µm.

2.2 Scattering pattern collection setup

The beam of light from a laser diode operating at 520 nm and < 1 mW output power was focussed down by a Nikon Eclipse microscope with a 50× objective lens onto individual pollen grains (see Fig. 1(a)). During the experiment, back-reflection optical microscope images of the pollen grains were simultaneously recorded via the 50× objective lens and a colour camera (1280 × 1024 pixels, Thorlabs Inc., DCC1645C), where the live view from this camera allowed accurate alignment of the laser beam focus with respect to the pollen grain for scattering pattern collection (see Fig. 1(b) for example of a scattering pattern). The pollen covered glass slide remained attached to a motorised 3-axis translation stage, which enabled accurate positioning of the pollen grains within the focus of the laser beam. In order to capture the forward scattered laser light from the pollen, a colour camera sensor (1280 × 1024 pixels, Thorlabs Inc., DCC1645C) was positioned ~ 1 mm behind the substrate and operated with a 5 ms integration time. Whilst higher resolution scattering patterns could have been obtained by placing the camera sensor at a larger distance, due to the size of the sensor and the desire to capture the information in a single frame, the 1 mm distance was chosen so that high frequency information (i.e., from large angles) could be collected on a single camera sensor in a single frame. The white light used to obtain optical microscope images was turned off during scattering pattern collection. The microscope slide was translated by ± 5 µm in X, Y and Z directions about a central position. Scattering patterns were recorded at each of these positions, giving a total of 27 different scattering patterns for each pollen grain.

2.3 Imaging

Rather than implementing the 50× objective that was used for the scattering part of this experiment and for pollen alignment, we employed direct wide-field imaging using a 100× objective for collection of Z-stack images that would be used to create the 3D profile. Here, the 100× objective offered a narrower depth of field than the 50× objective, thus improving depth resolution when imaging the pollen grains at multiple heights. Such a setup was employed for ease of collection, but it is potentially feasible that our neural network approach could be extended to using other imaging methods, such as a confocal microscope to collect the Z-stack images for the training data set. The pollen sample substrate was translated along the Z-axis using a 3-axis motorized stage to obtain a Z-stack of microscope images (with 35 steps of 2 µm in the Z direction). Fig. 1(c) shows an example of a maximum intensity projection of a Z-stack of images taken in the XY plane, formed by taking the brightest pixel in the Z-axis to form a single 2D image for an Antirrhinum majus pollen grain [40].

Whilst the maximum intensity projection images in Fig. 2 show defocusing, the 2D slices used for training were thresholded (via contrast enhancement and binarizing to produce black and white images where the in-focus information was white, and the out-of-focus information was black) to ensure only in-focus structures were present for reconstructing the 3D structure (since the most intense pixels corresponded to the in-focus information). The 2D slices were collated into a 3D array, which was resized so that each 3D pixel (voxel) in the volume was of equal length of ~ 0.5 µm to form 128 × 128 × 128 pixels with 8-bit grayscale values. A 3D blur function (smooth3 in Matlab) with a width of 5 pixels was applied to the 3D array to aid in interpolation between the expanded Z-stack layers. Each pollen grain was then artificially translated within its 3D volume to form 27 different volumes of data, each corresponding to the position where an experimental scattering pattern was obtained (i.e., [-5, 0, +5] in XYZ).

Fig. 2 gives three examples of cropped scattering patterns, maximum intensity projection microscope images and the corresponding 3D plots of the pollen grains, as used in the training of the neural network. The images show the variety of shapes and sizes of the pollen, and in turn, the variations in the scattering patterns.
Fig. 1. (a) Diagram showing the experimental setup, which includes a laser beam that was focussed onto pollen grains present on a glass slide. The light scattered in the forward direction from the pollen grains was collected by a camera sensor placed ~ 1 mm away from the glass slide. The pollen grains were imaged via back-reflection of white light onto a separate camera sensor. (b) *Antirrhinum majus* experimental scattering pattern and (c) corresponding maximum intensity projection microscope image.

Fig. 2. Examples of (a) *Antirrhinum majus*, (b) *Populus deltoides* and (c) *Narcissus* pollen grains, showing the experimental scattering pattern (top) with corresponding maximum intensity projection image (middle) and 3D image of pollen in 128 × 128 × 128-pixel volume (bottom). Here, each XYZ pixel in the 3D volume is ~ 0.5 µm in length.
2.4 Data organization

In order to use a 2D image generation neural network for the task of creating 3D images, the data first had to be collated into a suitable format. Each Z-stack image slice was associated with a scattering pattern recorded from the corresponding position. However, this meant that the same, single, scattering pattern would be associated with each slice in the Z-stack (even though the Z-stack microscope images vary significantly with Z position). If no additional information were supplied, the neural network would struggle to learn the relationship between the scattering pattern and the Z-stack image structure, which varies in the Z-axis. Therefore, additional information is needed to indicate to the neural network the Z-axis position of each scattering pattern within the Z-stack. This information is encoded by replicating each scattering pattern 128 times (since there are 128 associated Z-stack images) and reformatting them, such that the scattering pattern (formed from green light) occupies the red channel, and a value representing the position in the Z-axis occupies the green and blue channels (value of 0-255, in steps of 2 for each slice), as demonstrated in Fig. 3. All of the scattering patterns were cropped and resized to $128 \times 128 \times 3$ pixels. The associated single channel $128 \times 128$ pixels Z-stack image was also transformed into 3 channels, such that the same 8-bit greyscale image occupied each RGB channel to also give a $128 \times 128 \times 3$ pixels image. Each pollen grain, in each position, therefore had 128 sets of image pairs to use as training data (scattering pattern and corresponding image slice from the reformatted Z-stack).

![Fig. 3. Examples of the experimental scattering pattern with a colour gradient in the green and blue channels (GB), indicating different heights for Z-axis information related to the Z-stack images from the corresponding 3D image of a Populus deltoides pollen grain.](image)

2.5 Neural network training and implementation

The deep learning neural network was trained and tested in Matlab, using the Deep Learning Toolbox, with code openly available from GitHub (https://github.com/matlab-deep-learning/pix2pix.git). All training and testing were carried out using an Intel® Core™ i7-6700 CPU @ 3.40 GHz desktop computer with 64 GB RAM and an NVIDIA GeForce RTX 2080 Ti graphics processing unit (GPU) with 11 GB GDDR6 RAM. The image generation neural network utilizes the pix2pix model [41], which is based on a U-Net architecture [42], and is displayed as a simplified diagram in Fig. 4. As shown in the figure, the input to the neural network was a 2D scattering pattern and the output was a 2D image. The architecture of the generator has a contracting path (left) and expanding path (right), with the downscaling and upsampling operations represented by the green and orange arrows, respectively. The contracting path consist of convolutional layers and the expansive path consists of transposed convolutional layers. The rectangular boxes (yellow for contraction and blue for expansion) represent multi-channel feature maps of each layer, where the number of channels of each feature map is indicated in text in each box. Skip connections, which concatenate the feature maps from the contracting path with the corresponding feature maps from the expanding path, are represented by the black dotted-line arrows. Concatenation allows the neural network to utilise information...
from the layers in the contracting path through layers in the expansive path. The output of the generator is passed to the discriminator to provide feedback on the image generation accuracy.

Overall, 8 sets of scattering patterns and Z-stack microscope images were used for training the image generation neural network. These include 3 sets of data for Antirrhinum majus, 2× Populus deltoides, 2× Narcissus, and a set of data recorded with the laser beam scatter but without any pollen grains present. This gave a total of 27648 image pairs that were fed into the neural network for training, with each pair containing a scattering pattern and a Z-stack image slice. The neural network training lasted for a total of 10 epochs, with a learn rate of 0.0002, a minibatch of 2 and implemented the adaptive moment estimation (ADAM) optimizer. The L1 loss (least absolute deviations) between the generated images and the actual experimental images was desired to be as small as possible for higher accuracy image generation. During testing, the trained neural network took ~ 0.04 seconds to generate an image.

3. Results and discussion

Following training, data sets from 2 pollen grains not used in training were used for testing the neural network. The 2D scattering patterns, with Z information encoded in the green and blue channels (as per the training), were fed into the neural network to produce predictions of the 2D image that would be expected at each Z slice. These 2D image predictions were then compiled into a Z-stack and processed to produce a 3D image. The 3D images generated by the neural network from scattering patterns previously unseen by the neural network are shown in Fig. 5, with image pixels of zero intensity corresponding to empty 3D space in the plots. Here, test data from (a) Populus deltoides (b) Antirrhinum majus pollen grains are shown, with the actual 3D image (1st row) and generated 3D image (2nd row) presented using azimuth = -37.5° and vertical elevation = 30° (1st column), and corresponding X-Y plane (2nd column) and X-Z plane (3rd column) for each 3D image in (a) and (b). Although there is some inaccurate generation towards in the edge of the volume in (a) at X = 20 and Y = 40, it is evident that the spheroidal shape of Populus deltoides has been generated successfully, while the elongated shape of Antirrhinum majus has also been generated successfully.

The volume of each pollen grain for both the actual (Z-stack of binarized slices created in the same way as the neural network input training data) and the generated 3D images was calculated via summing the pixels of all slices for each grain, then converting pixels to microns (1 voxel = 0.14 µm³). For the actual pollen grain images, the pollen grain volume was calculated to be (a) 5629 µm³ and (b) 4662 µm³, while the volume of the pollen grains in the generated images was calculated to be (a) 4458 µm³ and (b) 3799 µm³, meaning the volumes were

![Fig. 4. Simplified diagram of the neural network.](image-url)
generated with a mean accuracy of ~ 84%. These volume metrics, as well as the accuracy of
the generated images compared with the actual experimental images, are detailed in Table 1.
The table includes the absolute difference in the distance between two largest separated points
in the X-axis, Y axis and Z-axis (indicated by the green, red and blue dashed lines in Fig. 5,
respectively) of the actual and generated pollen grain images shown in Fig. 5.

Fig. 5. The capability of the image neural network for (a) *Populus deltoides* and (b) *Antirrhinum majus*. In each case a comparison between actual experiment images (1st row) and generated images (2nd row) of the pollen grains is provided. From left to right, the columns represent a 3D view (1st column), X-Y plane (2nd column) and X-Z plane (3rd column). Here, 1 pixel is ~ 0.5
μm in length. The maximum sizes of the pollen grains in X, Y and Z are indicated by the dashed lines and arrows.
The table shows that the largest difference was 4 pixels (~2 µm). In addition, the mean Structural Similarity Index Measurement (SSIM), which is a measurement of three values, namely the luminance, contrast and structure [43], was calculated for all generated slices, where the closer the value is to 1, the greater the accuracy of the image generation. The ground truth for the SSIM for each pollen grain was obtained via using the grain’s actual experimentally obtained images that had been binarized using the same method employed for creating the input data used in training the neural network. The SSIM values are (a) 0.9358 ± 0.0748 and (b) 0.9301 ± 0.0979. Errors likely occur due to the resolution and accuracy of the experimentally measured 3D structures used in training. The number of pollen grains included in the training data also affects the accuracy of generation, and so adding more data could provide the neural network with a greater understanding of the scattering dynamics, further improving accuracy of the predicted 3D shape.

Table 1. Accuracy of the generated images shown in Fig. 5.

<table>
<thead>
<tr>
<th>Sample</th>
<th>Actual volume (µm³)</th>
<th>Generated volume (µm³)</th>
<th>SSIM</th>
<th>X difference (pixels)</th>
<th>Y difference (pixels)</th>
<th>Z difference (pixels)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>5629</td>
<td>4662</td>
<td>0.9358 ± 0.0748</td>
<td>2</td>
<td>3</td>
<td>2</td>
</tr>
<tr>
<td>(b)</td>
<td>4458</td>
<td>3799</td>
<td>0.9301 ± 0.0979</td>
<td>3</td>
<td>1</td>
<td>4</td>
</tr>
</tbody>
</table>

To understand the neural network image generation, we cropped the scattering patterns by using a circular mask centred on the centre of the scattering pattern, such that any intensity outside a certain radius was set to zero. The results are shown in Fig. 6, for various radii, (i) 20, (ii) 37 and (iii) 61 pixels for (a) *Populus deltoides* and (i) 20, (ii) 38, (iii) 51 pixels for (b) *Antirrhinum majus*, with the total volume of each generated pollen grain (calculated via summing all pixels) and an L1 comparison (sum of the absolute difference between each masked scattering pattern generated volume and generated volume from scattering pattern without a circular mask) displayed by the blue line and orange line, respectively. The results show that by restricting the scattering pattern, the less accurate the image generation and lower the resolution. Up to a 32-pixel mask radius, the scattering signal is fairly uniform and hence there is little change in the volume of the generated image. However, for greater than a 32-pixel mask radius, more variation and structure is visible on the scattering pattern within the circle. Indeed, a low L1 at 41-pixel mask radius for both (a) and (b) corresponds to Bragg scattering angles and thus scattering resolution of ~2.4 µm. This size potentially indicates the minimum resolution of the object reconstruction. After this point, the L1 comparison likely increases due to the contribution of the signal of the hard boundary of the circular mask, as such structures were not present in the training. However, as the circle radius increases and extends beyond the scattering pattern image (128 × 128 pixels), this contribution decreases again.

Increasing the signal-to-noise at higher angles and increasing the resolution of the scattering patterns would increase the amount of information in the captured scattering patterns and could improve the accuracy of the 3D image generation. To be able to acquire enough training data to allow for interpolation of more accurate 3D structures, a significant amount of varied data would need to be obtained. In addition, it would be advisable to use small and large particulates, and a variety of shapes and materials. This could be very time consuming and would require a heavily automated data collection setup. Training in a virtual environment (often referred to as an AI gym [44]) could aid in speeding up this process, as it would bypass using physical stages and samples, hence reducing training time and allowing for a much more varied training data set. Furthermore, employing physics-enhanced neural networks [45] could enable the creation of a model that could describe a wide variety of objects and thus negate the need for training on large variety of data. Improving the accuracy of the experimentally collected 2D slices, and thus the 3D volumetric images, could allow for a more accurate neural network to be developed. This could also be achieved using deep learning methods, as demonstrated by Bai et al. [46], in which deep learning enabled optical-sectioned imaging to be achieved with less data, and also...
enabled greater imaging depth at much faster processing speeds, potentially allowing real-time 3D imaging [47].

Fig. 6. Generated 3D images of pollen using masked scatterings patterns and corresponding graphs of total volume and L1 comparison (sum of the absolute difference between volume of unmasked generated and volume of masked generated) for (a) *Populus deltoides* and (b) *Antirrhinum majus*, where (i-iii) are volumes for different mask radii, indicated in the graphs.

4. Conclusion

In conclusion, deep learning has been used to demonstrate the ability to generate 3D images of pollen grains from their scattering patterns, where each volume was generated using a single scattering pattern. More specifically, we were able to generate images of *Populus deltoides* and *Antirrhinum majus* pollen grains with similar size and shape to the actual experimental images, with the volumes being generated having a mean accuracy of ~ 84%. Future work should focus on imaging pollen grains in 3D at higher resolution, which could entail obtaining the 3D structure using alternative methods of microscopy, such as structured illumination microscopy, allowing both greater resolution and image generation accuracy. Additional work should also look at applying the technique to scattering patterns obtained from in-flight pollen. The ability to apply such a technique to airborne monitoring of pollen, as well as other bioaerosols would be invaluable for remote environmental sensing in real-time.
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