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Abstract: In classical general relativity described by Einstein-Hilbert gravity, black

holes behave as thermodynamic objects. In particular, the laws of black hole mechanics

can be interpreted as laws of thermodynamics. The first law of black hole mechanics

extends to higher derivative theories via the Noether charge construction of Wald. One

also expects the statement of the second law, which in Einstein-Hilbert theory owes

to Hawking’s area theorem, to extend to higher derivative theories. To argue for this

however one needs a notion of entropy for dynamical black holes, which the Noether

charge construction does not provide. We propose such an entropy function for the

family of Lovelock theories, treating the higher derivative terms as perturbations to the

Einstein-Hilbert theory. Working around a dynamical black hole solution, and making

no assumptions about the amplitude of departure from equilibrium, we construct a

candidate entropy functional valid to all orders in the low energy effective field theory.

This entropy functional satisfies a second law, modulo a certain subtle boundary term,

which deserves further investigation in non-spherically symmetric situations.
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1 Introduction

On general grounds, upon taking the low energy limit of any UV complete quantum

theory of gravity, we expect to generate higher derivative corrections to the leading

two-derivative Einstein-Hilbert action with matter:

I =
1

16πG
(d)
N

∫
ddx

√−g (R + Lmatter) . (1.1)

The precise form of the higher derivative corrections depend on the nature of the UV

completion. While it is expected that string theory provides the desired UV complete

description, we do not yet know how these are organized. Therefore, it is in principle

useful, if using general principles, we could constrain the space of admissible low energy

theories. This strategy has previously been employed with some success both in non-

gravitational [1], and gravitational [2] settings.

The second law of thermodynamics is one such principle that we can test on low

energy solutions of gravity. As is well known, black holes are thermodynamic objects

[3–6]. We can associate extensive parameters, such as energy, and other conserved

charges, in terms of asymptotic data, while intensive parameters such as temperature

and chemical potential refer to properties of the horizon. In the Einstein-Hilbert theory

Eq. (1.1) we associate a notion of entropy, given by the area of the event horizon.

Thanks to Hawking’s famous area theorem, which states that the horizon area is non-

decreasing in any physical process (for matter satisfying suitable energy conditions),

this notion of entropy satisfies the second law of thermodynamics (see e.g., [7]).

A natural question then is how does this picture extend to higher derivative the-

ories. This question is especially salient since a study of higher derivative black hole

dynamics in the non-linear regime could help us constrain such terms via gravitational

wave observations. Thus, the question of whether higher derivative black holes are sen-

sible endpoints of dynamics in a second law sense is an interesting question to answer.

The question of extending black hole thermodynamics to higher derivative gravity was

first tackled by various people more than two decades ago, and culminated in a beauti-

ful application of the Noether procedure in the covariant phase space formalism [8, 9].

In particular, Wald argued that for stationary black hole solutions of higher derivative

gravity theories, the entropy is a Noether charge associated with time translations along

the horizon generating Killing field. This Wald entropy was constructed to explicitly

satisfy the first law of thermodynamics, which being an equilibrium statement, can be

understood in the stationary solution.

An open question since then has been whether there is a notion of second law

of black hole mechanics in higher derivative gravity. This question was addressed in
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various guises over the years, [9–17]. We will say more about these works below, but

first let us appreciate the issues involved.

The second law involves dynamics. In its crudest version it says that, in a physical

process in which a system evolves from one equilibrium configuration to another, the

total entropy must increase. Whilst this is a non-local statement, comparing only the

initial and final configurations, one can ensure this by simply exhibiting a function of

the system variables, the entropy function, which is monotone under time evolution,

and reduces in equilibrium to the familiar notion of entropy. These requirements, per

se, seem quite unrestrictive, for we make no demand of uniqueness.

Constructing an entropy function in a higher derivative theory will convince us of

the validity of the second law. On the contrary, if we can show that no such entropy

function exists, then we would be forced to conclude that the higher derivative theory

is physically unacceptable.1 All told, we wish to basically examine whether dynami-

cal black holes in higher derivative theories can indeed be viewed as thermodynamic

objects.

In gravity, a configuration in thermal equilibrium, translates to geometry with a

Killing horizon. Recall that the event horizon is a null surface, ruled by null geodesics.

The equilibrium configuration is one where the null generators are along a Killing di-

rection. In Einstein-Hilbert theory Eq. (1.1), the area of the horizon provides a suitable

entropy function, thanks to the aforementioned area increase theorem. Assuming the

existence of a Killing horizon, Wald derived the Wald entropy function [8, 9], which

gives us a notion of equilibrium entropy in higher derivative theories. We then need to

find its extension to the dynamical setting, satisfying the desired monotonicity condi-

tions.

Let us try to organize the discussion in a useful manner. Firstly, higher derivative

terms come with characteristic length scales (to soak up dimensions). Let us assume

that these are all calibrated against a single ‘string’ scale ℓs, so that we have a bunch

of dimensionless couplings, collectively denoted as α, which parametrize the higher

derivative theory. We pick a stationary black hole in this theory, which will determine

the initial equilibrium configuration. To study the second law, we should now be

perturbing away from equilibrium, which itself can be parametrized by a) the amplitude,

a, of the departure from equilibrium, and b) the characteristic frequency, ω, of the

1 We do not wish to suggest that the existence of the entropy function is the most stringent condition

one could impose. Demanding causality and unitarity may imply stronger constraints, which may rule

out a vaster swathe of the higher derivative landscape. It is nevertheless interesting to ask if the

entropy function itself serves to give us interesting constraints on the admissible higher derivative

terms.
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disturbance.2 A putative entropy function should, at the very least, carry information

about these three parameters. The following summarizes what is known to date:

• The Wald entropy can be constructed for arbitrary α with a = 0.

• In [10, 12] the authors construct entropy functions for theories where the higher

derivative Lagrangian is written solely in terms of the Ricci scalar (the so-called

f(R) theories), for a finite range of α, and arbitrary a and ω.

• In recent years, [13] first constructed an entropy functional that was valid for

higher derivative interactions of the Lovelock form (see below) for small ampli-

tude departures from equilibrium a ≪ 1. This was generalized subsequently to

f(Lovelock) theories in [14].

• These constructions were further examined in [15] who showed that by fixing

various ambiguities associated with foliations of the event horizon, one could

construct an entropy function for four-derivative theories of gravity (in spherically

symmetric situations). Again the range of validity was a ≪ 1.

• In a more interesting development, [16] showed that for any higher derivative

theory of gravity, a particular correction to the Wald functional due to [18–20],

which construct functions for computing entanglement entropy in the holographic

context, provides an entropy function to linear order in amplitudes a ≪ 1.

• While, there is no explicit discussion in the literature, the explicit construction

of an entropy current [21] in the fluid/gravity correspondence [22, 23], is strongly

suggestive of an entropy function in higher derivative gravity perturbatively in the

couplings and the frequency, α ≪ 1, ωℓs ≪ 1, but valid for arbitrary amplitudes.3

In this note, we shall construct entropy function for the Lovelock family of higher

derivative Lagrangians. We will work perturbatively in higher derivative interactions,

treating, as one should, the corrections to Einstein-Hilbert theory in a gradient expan-

sion. The effective small parameter governing our perturbation theory is going to be

ω ℓs which is dimensionless. We however will make no assumption about the amplitude

2 We assume for the moment that the frequency scale is commensurate with spatial momenta in

the case of non-compactly generated horizons.
3 In the hydrodynamic regime, the transport coefficients become unphysical, e.g., the shear viscosity

goes negative, for finite values of the higher derivative coupling [24]. A negative value of viscosity leads

to entropy destruction, but this constraint, one must remark, is far weaker than demanding that the

theory respect causality, either in the effective field theory sense [24], or from a fundamental perspective

[2].

– 4 –



a of the perturbation away from equilibrium. In fact, we allow arbitrary time evolution

away from equilibrium; our only proviso is that this time evolution be sensibly captured

by the low energy effective field theory. In geometric terms, we will allow fluctuations

of the black hole horizon which, at the horizon scale, are small enough, so that the

leading Einstein-Hilbert term dominates over the higher derivative terms.

Despite the two-derivative theory dominating on the horizon scale, we will need to

modify the entropy to respect the second law. This follows because, while the leading

area contribution is per se large, it remains possible that under evolution, the area

variation is anomalously small. This can then be overwhelmed by the higher derivative

O(ωℓs) contributions, spoiling the monotonicity of the entropy. To ensure that this

does not happen we will need to shift the entropy function away from the Wald form

with suitable corrections.

The outline of this paper is as follows. We begin in §1.1 with a basic statement of the

problem we study, and a complete summary of our results. We will then describe in §3
a construction of an all-order entropy function for Gauss-Bonnet theory. Our analysis

will give an entropy function with monotonicity properties in spherically symmetric

configurations, but we note an interesting obstruction (in the form of a total derivative),

which precludes us form making a general statement. We elaborate on this in the course

of our discussion. We then show in §4 how to extend the construction to higher Lovelock

terms, once again encountering a total derivative term. The final result for an arbitrary

combination of Lovelock terms can be compactly packaged in terms of a variations of

the gravitational Lagrangian with respect to the curvatures, see Eq. (1.7). In general,

as long as the total derivative obstruction term4 is negative definite (or vanishes as in

spherical symmetry), we have our desired entropy function. Finally, in §5 we comment

on potential generalizations and open issues. The various appendices collect some useful

technical information relating to the computations.

1.1 Statement of the problem

Let us first define the problem we tackle more precisely. We consider higher derivative

corrections to Eq. (1.1). Schematically, suppressing all indices, these corrections will be

of the form αk ℓ
k
s D

k R. ℓs here is the length scale at which higher derivative corrections

appear. Rather than focusing on all possible corrections of this form, we will restrict

4 This term also can be expressed in terms of the variation of the Lagrangian with respect to

curvatures, multiplying a certain tensor built out of the extrinsic curvatures, cf., Eq. (4.26).
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attention to the family of Lovelock theories, whose action can be written as:5

I =
1

4π

∫
ddx

√
−g

(
R +

∞∑

m=2

αm ℓ2m−2
s Lm + Lmatter

)

Lm = δµ1ν1···µmνm
ρ1σ1···ρmσm

Rρ1
µ1

σ1
ν1 · · · Rρm

µm

σm
νm .

(1.2)

We have written the Lovelock action in terms of the generalized Kronecker symbol

δµ1ν1···µmνm
ρ1σ1···ρmσm

.6 In particular, the first non-trivial contribution at the four-derivative order

is given by the Gauss-Bonnet theory

L2 ≡ LGB = R2 − 4RµνR
µν +RµναβR

µναβ , (1.3)

The matter Lagrangian Lmatter will play a peripheral role in our analysis. The only

assumption we make is that the matter we include satisfies the null energy condition

(NEC), Tmatter
µν kµkν ≥ 0 for any null kµ. For the initial part of the paper we will

explain the construction in the case of the Gauss-Bonnet theory §3, and only thence

generalize to the Lovelock case §4.
As we are interested in analyzing black hole geometries we will assume that we

have been handed a solution to a spacetime metric gµν which has a regular horizon.

We pick a coordinate chart for this geometry which manifests regularity at the horizon

(similar to the ingoing Eddington-Finkelstein chart), and parameterize the metric as7

ds2 = 2 dv dr − f(r, v,x) dv2 + 2 kA(r, v,x) dv dxA + hAB(r, v,x) dx
AdxB . (1.4)

The null hypersurface of the horizon H+ is the locus r = 0 where several of these

functions vanish, e.g.,

f(r, v,x)
∣∣
H+ = kA(r, v,x)

∣∣
H+ = ∂rf(r, v,x)

∣∣
H+ = 0 . (1.5)

In §2.1 we shall see that such a coordinate choice is always possible if the spacetime

contains a null hypersurface. From Eq. (1.4) it follows that the horizon is at r = 0,

with ∂v being the affinely parametrized null generators of the horizon. This choice is

quite natural from the fluid/gravity intuition (it was also previously employed in [16]).

Spatial sections of the horizon at constant v slices are denoted as Σv.

5 To keep the expressions readable we have chosen to work in natural entropy units by setting

G
(d)
N = 1

4 . Thus an overall dimensionful dependence on the Planck scale is suppressed in our analysis,

which however, can be restored easily if desired.
6 δ

µ1µ2···µm
ν1ν2···νm is the determinant of an m × m matrix whose (ij)th element is given by δµi

νj
. Hence

δ
µ1ν1···µmνm
ρ1σ1···ρmσm

is completely antisymmetric both in all its upper and lower indices.
7 We thank Shiraz Minwalla for numerous discussions on the structure of the entropy function, and

setting up useful coordinate charts to construct candidate functions.
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Our goal is to construct an entropy function, Stotal, in terms of the derivatives of

metric components evaluated on the horizon, subject to the following conditions:

• Condition 1 (C1): ∂vStotal ≥ 0: on every black hole solution captured by metric

of the form Eq. (1.4), and for every finite value of v.

• Condition 2 (C2): Stotal reduces to Wald entropy SWald in equilibrium (whence

∂v is a Killing vector).

As indicated our analysis will be carried out in a gradient expansion, with the

perturbation parameter being ω ℓs, consistent with the rules of effective field theory. ℓs
is some UV (string) scale where the higher derivative corrections start to dominate.

1.2 Summary of results

We record here the final results of our analysis for quick reference. We find a param-

eterization of our entropy functional in terms of a scalar function evaluated on spatial

sections of the future horizon, denoted s. To wit,

Stotal =

∫

Σv

dd−2x
√
h
(
1 + s

)
. (1.6)

Our parameterization is such that the equilibrium contribution from the Wald analysis

is subsumed into s. In particular, s = sWald + scor, where scor denotes the correction

terms we add which involve a series of gradient corrections suppressed by ℓsω, as will

be made more explicit below.8 We will derive the following results:

1. The general answer for the entropy function to all orders in ℓsω for Lovelock

theories can be expressed as (stotal = 1 + s)

stotal =
δLgrav

δRv
v
r
r

∣∣∣∣
R→R

+

∞∑

n=0

κn

[
ℓns∂

n
v

(
1

2

δ2Lgrav

δRA
A1

C1
v δRv

B1
D1

B

∣∣∣∣
R→R

KC1

A1
KD1

B1

)]2

(1.7)

Lgrav is the purely geometric part of the action comprising only of the metric

contributions. The replacement rule R → R indicates that once we vary the

Lagrangian, we replace all the curvature tensors of the spacetime with those

intrinsic to the hypersurface Σv (see Eq. (1.10) below).

8 While this is still a gradient expansion, it is valid as long as the low energy effective field theory

makes sense. It differs from the fluid/gravity regime in that the frequencies are only constrained to

be smaller than the UV scale set by ℓs and not an IR scale like temperature, which is set by local

thermal equilibrium.
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The coefficients κn are some arbitrary O(1) constants satisfying the following

recursive inequalities9

An = 2 κn −
κ2
n−1

An−2
≤ 0 , for n = −2,−1, 0, · · · .

initial condition : κ−2 = −1

2
, κ−1 = −2 .

(1.8)

By construction, it satisfies C2. Furthermore, for SO(d−1) spherically symmet-

ric, time dependent geometries, it also satisfies C1.

2. In general Eq. (1.7) is an entropy function satisfying C1, provided a particular

total derivative term (see Eq. (4.26)), which we call the obstruction term can be

bounded to be negative semidefinite. We find that the obstruction vanishes for

spherically symmetric configurations but have not been able to gain control of

this term efficiently.

3. The first term in Eq. (1.7) is just the Dong-Camps (or Jacobson-Myers functional)

appearing in the holographic entanglement entropy computations, see [18–20].

This owes to our replacement of the spacetime curvatures by the intrinsic ones on

the codimension-2 hypersurface.10 As noted earlier, [16] has earlier demonstrated

that this functional serves to uphold the second law to linear order in amplitudes,

in arbitrary higher derivative theories. Thus to leading order in the expansion

our result is consistent with [16].

4. More generally, the structure of Dong functional also has contributions that re-

semble the second term of Eq. (1.7). They involve two variations of the La-

grangian with respect to the curvature, contracted with the extrinsic curvatures.

However, despite superficial similarities, there are some subtle differences, espe-

cially in the index structure of correction term (and, in particular, the fact that

we organize it in the form of a negative semidefinite quadratic form). Neverthe-

less, given the result of [16], it is interesting to further consider whether one can

find another entropy function based on the Dong functional.

5. To exemplify the answer, we can restrict to Gauss-Bonnet theory, where we pro-

vide an explicit expression for s2 to all orders in ℓsω. Explicitly, our solution

9 A particular solution is provided by auxiliary parameters A−4 = 1
3 , A−3 = − 1

12 , so that A−2 =

−4, An = −1 for n 6= −1 which leads to the values of the parameters κn being: κ−2 = − 1
2 , κ−1 =

−2, κn = −1 for n ≥ 0 (and κ−3 = −1 for consistency).
10 As noted first by [10] this also works for the stationary black holes where the extrinsic curvatures

vanish on the bifurcation surface of the horizon.
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reads11

s2 = 2α2 ℓ
2
s δ

A1B1

C1D1
RC1

A1

D1

B1
+

∞∑

n=0

κn ℓ2ns ∂n
v

(
h

2(0)

)A
B

∂n
v

(
h

2(0)

)B
A

(1.9)

This is written in terms of data on the surface Σv (see §1.3 for a summary of our

notation):

RABCD = intrinsic Riemann tensor on Σv (associated with hAB) ,
(
h

2(0)

)A
B
= α2 ℓ

2
s δ

AA1A2

BB1B2
KB1

A1
KB2

A2
,

KAB =
1

2
∂vhAB|r=0, KAB =

1

2
∂rhAB|r=0

(1.10)

The first term in Eq. (1.9) agrees with the expression for Wald entropy in the

Gauss-Bonnet theory in equilibrium.

6. When the evolution breaks SO(d−1) spherical symmetry, we find that Stotal still

satisfies C1 to all order in ℓsω, provided the following total derivative term can

be bounded to be negative semidefinite:

(∂2
vs2)∇ = 4α2 ℓ

2
s ∇A∇B

[
KKAB −KA

CKBC − hAB

2

(
K2 −KCDKCD

)]
. (1.11)

Here ∇A is the covariant derivative with respect to the spatial metric hAB on

Σv and K = KC
C . Curiously, this obstruction term only appears to enter at the

leading order in the gradient expansion O(ω ℓs).
12

1.3 Notation

• Spacetime indices: Lowercase Greek {α, β, · · · , µ, ν, · · · }.

• Spacetime metric: gµν and spacetime covariant derivative Dα.

• Indicies on co-dimension two surfaces: Uppercase Latin {A,B, · · · }.

• Horizon generator: tµ, tµ tµ = 0. We fix tµ =
(

∂
∂v

)µ
, and abbreviate to ∂v.

• Normalizer of horizon generator nµ, nµnµ = 0 and nµtµ = 1. We fix nµ =
(

∂
∂r

)µ
,

and abbreviate to ∂r.

11 For the most part we will work in a coordinate space representation where ∂v will play the role

of the frequency ω.
12 It is also worth remarking that the term is quadratic in the amplitude away from equilibrium,

and thus is invisible to the earlier linearized analysis, e.g., [16]. We are also agnostic to the particular

black hole background about which we perturb in contrast to the discussion of [14, 17].
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• Horizon tangent space generated by e
µ
A ≡

(
∂

∂xA

)µ
and abbreviated to ∂A.

• Intrinsic metric on the horizon hAB and associated covariant derivative ∇A

• Extrinsic curvatures of the horizon:

KB
A eνB = e

µ
ADµt

ν , KB

A eνB = e
µ
ADµn

ν , ωA eνA = nµ Dµn
ν (1.12)

Note that KAB vanishes in equilibrium. For the Lovelock theories we do not find

a role for the Háj́ıček one-form ωA.

2 Set-up and strategy

We begin with a general discussion of coordinate choices adapted to a black hole space-

time with a regular event horizon. Specifically, we aim to establish our choice of the

metric Eq. (1.4) as the most general form admissible. We then explain the strategy we

employ, in abstract, for the construction of an entropy function.

2.1 Horizon adapted coordinates

Our interest is in dynamical black hole spacetimes, which admit a regular event hori-

zon. The horizon is a distinguished codimension-1 null hyperspace, H+, which is the

boundary of the casual past of future null infinity. Being the boundary of a casual

set, it is null, and is ruled by null geodesics. Our interest is when this hypersurface is

dynamical, evolving non-trivially under dynamics governed by the action Eq. (1.2).

We first choose coordinates, so thatH+ lies on a constant coordinate locus, w.l.o.g.,

say r = 0. The null generators of the horizon will be taken to be the vector field

tµ = (∂v)
µ. This in turn implies that ∂v is normal to every tangent vector field on

the horizon, including ∂v itself. We choose the coordinate v such that it is the affine

parameter along these null generators. Then constant v slices on the horizon are a

(d − 2) dimensional spatial manifold, denoted Σv. On this spacetime codimension-2

hypersurface we choose (d − 2) vector fields e
µ
A = (∂A)

µ to span the tangent space.

Integral curves for ∂A give us the spatial coordinates xA along Σv. The vectors ∂A are

orthogonal to ∂v, so the metric on H+ takes the following degenerate form, appropriate

for a null hypersurface:

ds2|H+ = eAµ eBµ hAB dxµdxν = hAB(v,x) dx
AdxB , (2.1)

Now that we have the geometry of the future event horizon, we can construct the

spacetime metric in its vicinity. To define the coordinate r, we construct a congruence

of null geodesics piercing through H+, at an angle fixed by the choices of the inner

– 10 –



products between the vector field nµ = (∂r)
µ and the tangent vectors of the horizon,

(i.e., ∂v and ∂A). We make the following choice:

nµtµ = (∂r, ∂v)
∣∣∣
H+

= 1 , nµe
µ
A = (∂r, ∂A)

∣∣∣
H+

= 0 (2.2)

With this choice, the spacetime metric gµν in the vicinity of the horizon takes the form:

ds2 = 2 j(r, v,x) dv dr + 2 JA(r, v,x) dr dx
A − f(r, v,x) dv2

+ 2 kA(r, v,x) dv dx
A + hAB(r, v,x) dx

AdxB ,

j(r, v,x)
∣∣
H+ ≡ 1 , JA(r, v,x)

∣∣
H+ = f(r, v,x)

∣∣
H+ = kA(r, v,x)

∣∣
H+ = 0 . (2.3)

By construction we have chosen ∂r to be a null vector in Eq. (2.3). Further imposing

that null geodesics along ∂r be affinely parametrized, demands that the r derivative of

j(r, v,x) and JA(r, v,x) vanish everywhere, implying

j(r, v,x) = 1 , JA(r, v,x) = 0 . (2.4)

Finally, we make the choice that v be the affine parameter along the null geodesics with

tangent ∂v. Consequently, we set ∂rf(r, v,x)|H+ = 0. Upon imposing all these choices,

we arrive at the metric as described earlier in Eq. (1.4), which we summarize here for

convenience:

ds2 = 2 dv dr − f(r, v,x) dv2 + 2 kA(r, v,x) dv dxA + hAB(r, v,x) dx
AdxB ,

f(r = 0, v,x) = kA(r = 0, v,x) = ∂rf(r = 0, v,x) = 0 .
(2.5)

The detailed steps leading to the above constraints are given in Appendix A.

2.2 Strategy of the proof

As it has been already mentioned in §1.1, we would like to prove the existence of an

entropy function satisfying
∂Stotal

∂v
≥ 0 ,

for all finite v. While this a-priori only requires that we present a quantity which can

be evaluated on different Σv slices, we are going assume this is in turn defined in terms

of a local density function Θ.13 We write:

∂Stotal

∂v
=

∫

Σv

dd−2x
√
h Θ . (2.6)

13 We might actually have desired the existence of local entropy current, a much stronger require-

ment, based on the fluid/gravity intuition. The dual of the entropy current would be a (d − 2)-form

which we could have integrated over arbitrary slices of the horizon, without a-priori picking a foliation

as we have done. See §5 for further comments.
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In Einstein-Hilbert theory Θ is the the expansion of the null congruence along ∂v.

At this point, we simply need to show Θ ≥ 0. However, in analogy with the proof of

the area increase theorem in Einstein-Hilbert theory, we are going to follow a different

strategy. Rather than bound Θ, we are going to show that within the validity of our

higher derivative perturbation scheme, we have

∂vΘ ≤ 0 , (2.7)

up to the required order in derivative expansion. Thus Θ is a monotonically decreasing

function of the horizon time, v. Further, assuming that in the future the spacetime

approaches an equilibrium configuration, and hence Θ vanishes, i.e.,

lim
v→∞

Θ(v) → 0 , (2.8)

we shall conclude that Θ is positive at every finite v. Thence Eq. (2.6) implies that the

rate of change of total entropy, ∂vStotal, is monotone non-decreasing. We therefore can

conclude that Stotal increases with time.

Let us recall how this strategy works in Einstein-Hilbert theory Eq. (1.1) to prove

the area theorem. Firstly, one constructs Stotal =
∫
Σv

dd−2x
√
h and obtains therefrom

ΘEinstein = KA
A =

∂ logArea(Σv)

∂v
,

KAB =
1

2
tµDµhAB =

1

2
∂vhAB .

(2.9)

Note that KAB is the Lie drag of the horizon spatial metric along the null generators

and therefore it vanishes in equilibrium.14

From here it is a simple geometric computation to show that the rate of change of

Θ is given by (see e.g., [26])

∂vΘEinstein = −KABKAB − Rvv ,

= −K〈AB〉K〈AB〉 − 1

d− 2
K2 − Rvv ,

(2.10)

14 An equilibrium black hole is a stationary solution. By virtue of stationarity, a compactly generated

horizon is also a Killing horizon, generated by a Killing vector field, tµ. Furthermore, this field has a

vanishing locus on a spacetime codimension-2 surface, the bifurcation surface which lies on the horizon.

This has the advantage that we can evaluate various quantities on the bifurcation surface and then

Lie drag them along tµ, which leaves them unchanged everywhere else on slices of H+. We should also

hasten to add that stationarity alone does not imply that the horizon is Killing when the horizon is

non-compact, as exemplified by black funnel solutions (see [25] for a review and references). This will

not bother us since we start from an equilibrium configuration where the horizon will be stationary

and Killing, even if non-compactly generated.
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where Rvv = Rµν(∂v)
µ(∂v)

ν . All indices are raised and lowered with the metric hAB

on Σv which is defined in Eq. (2.1). The reader will recognize this to be the fa-

mous Raychaudhuri equation; we have split the extrinsic curvature tensor KAB into a

symmetric-traceless shear K〈AB〉, and a scalar expansion K, via:

KAB ≡ K〈AB〉 +
1

d− 2
hAB K . (2.11)

Up to now we have not made use of the actual dynamical equations of motion.

Using Einstein’s equations, we can express the result in terms of the matter energy-

momentum tensor:

Tµν ≡ − 1√−g

δ (
√−gLmatter)

δgµν
. (2.12)

∂vΘEinstein = −KABKAB − Tvv, (2.13)

where we accounted for gvv|H+ = 0. We will assume that the matter is sensible, and

in particular, the energy-momentum tensor satisfies the null energy condition (NEC),

viz.,

Tµνξ
µξν ≥ 0 , for gµνξ

µ ξν = 0 =⇒ Tvv ≥ 0 . (2.14)

With the assumption of the null energy condition, we can immediate see that

∂vΘEinstein = −KAB KAB − Tvv ≤ 0 , (assuming NEC) (2.15)

which is the result we seek. This then implies the area theorem as detailed above.

The obvious obstacle in extending this result to higher derivative theories lies in

exchanging Rvv, via the equations of motion, with the energy momentum tensor. In

general Eq. (2.15) will have higher order terms proportional to α, the coupling constants

of the higher derivative action (and we have to also correct for the equilibrium entropy).

At this point, the reader might be lulled into thinking that since we are working

in ωℓs perturbation theory, so as long as the leading terms contained in the r.h.s. of

Eq. (2.15) are non-zero, the higher derivative corrections should be irrelevant. Naively,

the argument goes, that lower order terms in perturbation theory should continue to

dominate. However, this logic is fallacious, for it can happen that under the course of

evolution, the r.h.s. of Eq. (2.15) can become of O(ω2ℓ2s), or worse still, vanish. Recall

that KAB vanishes in equilibrium, so it is at least of O(ωℓs), but it could indeed be

smaller, depending on the particularities of the evolution.

A simple illustration of this scenario is provided by linear (in amplitude a) depar-

tures from equilibrium. Then the r.h.s. of Eq. (2.15) is O(a2), but higher derivative

terms can, and do, contribute at linear order O(a). In fact, demanding that such
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linear terms vanish, fixes some ambiguities in the Wald functional, called the JKM

ambiguities after [11], as has been described in [14–16].15

Working then to quadratic order in a, we also have contributions from the r.h.s. of

Eq. (2.15) and this generically dominates over all higher derivative corrections. How-

ever, there are still exceptions, for in course of evolution, at a given point of time KAB

can become of order O (aωℓs), but its derivatives remain unsuppressed. To exemplify

the situation, consider a hypothetical case where for Wald entropy (with appropriate

corrections to handle the terms linear in a), we find

∂vΘWald = −hAA′

hBB′KA′B′

(
KAB + α ℓ2s ∂r∂vKAB

)
− Tvv .

In the above equation, the O(αℓ2s) correction term can dominate over the original KAB

term, if at a given point of time and in its neighborhood, KAB ∼ O(αℓ2s) ∂r∂vKAB.

Such a situation is not forbidden from appearing under evolution, and could clearly

overwhelm the leading order Einstein-Hilbert contribution.

Our goal is to find a way to handle such situations. We need to correct the Wald

entropy so that situations as those sketched above, do not pertain. The strategy will

be to add the minimal set of corrections necessary so that the net contribution of all

terms ensures non-negative definite entropy production. We will do this by suitably

combining the correction terms and contributions from the Wald entropy, so that ∂vΘ

can be expressed as a sum of perfect squares with an overall negative sign.16

Before getting into the details, let us record a few salient points of our method:

1. Our construction will be perturbative in ωℓs, which is a natural parameter for

the gradient expansion. We make no assumption about the amplitude of the time

dependent perturbation. It therefore is not an expansion around any given static

or stationary background solution of the full higher derivative theory. Conse-

quently, there is no way that the form of our corrections, or their coefficients,

could depend on any details of a particular background solution.

2. Note that what we really want to prove is just ∂vStotal ≥ 0. The strategy we

are employing in fact demands something much stronger. In a nutshell, we are

demanding

• ∂2
vStotal ≤ 0 or ∂vStotal to be monotonically decreasing

15 In particular, [16] demonstrates how one can always ensure the absence of such linear entropy

production contributions by working with the Wald-Dong functional.
16 This strategy, as the astute reader might appreciate, precisely follows the logic for construction

of an entropy current in hydrodynamics, cf., [21].
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• Assuming ∂vStotal vanishes as v → ∞, this implies that ∂vStotal is positive

for all finite v.

3. While this proof-method is standard (owing, in part, to the way the area theorem

is proved), we must nevertheless admit that our inability to find such a function

is by no means a counter-example to an entropy increase theorem. After all, it is

possible for a function to be positive definite, but still not monotonically decreas-

ing. In other words, although the monotone decrease of ∂vStotal is a sufficient

condition for entropy increase, it is definitely not a necessary one. This fact is

a bit frustrating since it precludes us from making strong statements about the

nature of low energy effective field theory. We cannot rule out a class of higher

derivative terms, and thus place constraints on the low energy limits of quantum

gravity, just on the basis that our proof-method fails to construct an entropy

function for them.

3 Analysis for Gauss-Bonnet theory

We will begin our discussion with the Gauss-Bonnet theory,

I =
1

4π

∫
ddx

√−g
(
R + α2 ℓ

2
s L2 + Lmatter

)
,

L2 = R2 − 4RµνR
µν +RµναβR

µναβ = δµ1ν1µ2ν2
ρ1σ1ρ2σ2

Rρ1
µ1

σ1

ν1
Rρ2

µ2

σ2

ν2
.

(3.1)

The generalized Kronecker symbol is defined in §1.2 (below Eq. (1.9)), and its use will

help us to generalize easily to Lovelock gravity in §4.
As explained in §1, we would like to construct an expression for total entropy

Stotal such that in equilibrium it reduces to Wald entropy, SWald, and once we move

away from equilibrium the inequality Eq. (2.7) is satisfied. We work in the coordinate

system described in §2.1. This will suffice to illustrate the general ideas, though we

could equally phrase the computation in a more natural geometric language (as will be

clear from the final answer).

We will separate the discussion into two parts. Firstly, in §3.1, we shall compute the

Wald entropy for Gauss-Bonnet action and we shall see that it does not satisfy Eq. (2.7)

once we depart from equilibrium. From this analysis, we shall conclude that we need to

correct the Wald entropy. Then in the second part, in §3.2, we shall give our proposal

for the correction, and show how, in the course of time evolution, the corrected entropy

function does satisfy the inequality Eq. (2.7), provided a very particular total derivative

term vanishes. We will then explain the circumstances in which this obstruction term

does not pose a problem and the lessons to be gleaned from it.
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3.1 Part I: Time variation of Wald entropy

Let us first compute the time derivative of Wald entropy along spatial sections of the

horizon, assuming that the black hole is dynamical (i.e., ∂v is not a Killing vector). The

expression for the equilibrium Wald entropy follows from Eq. (3.1), using the technique

of [8, 9]. This reads:

SWald =

∫

Σv

dd−2x
√
h (1 + α2 ℓ

2
s s2,eq) . (3.2)

For the Gauss-Bonnet theory this evaluates to (see e.g., [10])

s2,eq = 2 δA1B1

C1D1
RC1

A1

D1

B1

equilibrium
= 2 δA1B1

C1D1
RC1

A1

D1

B1
. (3.3)

In the above equation, all the Riemann tensors are projected on the spatial sections

Σv. For stationary solutions, the projection will result in the intrinsic Riemann tensor

of Σv
17, and therefore the second equality follows.

We recall that in equilibrium, ∂v is a Killing vector field, which guarantees that

motion between two slices Σv and Σv′ is achieved by Lie drag along a symmetry direc-

tion, which results in no changes. Let us now turn to the case where ∂v is no longer

a Killing vector. The second equality of Eq. (3.3) does not hold anymore and there is

always an ambiguity of how to lift the equilibrium Wald entropy to the non-equilibrium

situation [11].

However, s2,eq is only the starting point of our construction. In a time-dependent

situation we anyway have to add some corrections to s2,eq; these corrections will neces-

sarily vanish in equilibrium. While the form of the correction depends on the starting

point, it is clear that we can w.l.o.g. start with Eq. (3.3). Having obtained a correction

from this particular starting point, we can always finesse the end result, to begin from a

different initial guess for the entropy. As explained in §1.2, we are therefore effectively

starting with the Dong functional, which we know satisfies the second law to linear

order in amplitudes, thanks to the result of [16].

With this in mind, let us assume, as our ansatz, that s2,eq is given by the last

expression of Eq. (3.3) even outside equilibrium, i.e., in s2,eq all the Riemann tensors

will be intrinsic:

s2,eq ≡ 2 δA1B1

C1D1
RC1

A1

D1

B1
. (3.4)

Following Eq. (2.6), we define the equilibrium value of Θ through the temporal deriva-

tive of the Wald entropy:

∂SWald

∂v
=

∫

Σv

dd−2x
√
h Θeq . (3.5)

17 It is important to distinguish between an intrinsic quantity, denoted by an italicized symbol like

RA1B1C1D1
, and the non-intrinsic RA1B1C1D1

which depends on the full spacetime data.
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The explicit expression for Θeq for the present case takes the form

Θ2,eq = K (1 + α2 ℓ
2
s s2,eq)− 2α2 ℓ

2
s

(
δs2,eq

δhAB

)
KAB . (3.6)

where KAB is defined in Eq. (2.9), and indices are raised/lowered by hAB, since we view

all data as being defined on Σv.

Next we compute

∂s2,eq

∂hAB
= 2 δA1B1

C1D1

∂hD1F1

∂hAB
RC1

A1F1B1
+ 2 δA1B1

C1D1
hD1F1

∂

∂hAB

(
RC1

A1F1B1

)
. (3.7)

The second term on the r.h.s is a total derivative. As long as the horizon is compactly

generated, i.e., spatial sections Σv are compact, we can safely discard this term. For

non-compactly generated horizons (e.g., planar AdS black holes) we should impose a

suitable fall-off condition along the spatial directions. In any event, dropping this term,

we find that we can write:

Θ2,eq = K + 2α2 ℓ
2
s KC

A δAA1B1

CC1D1
RC1

A1

D1

B1
, (3.8)

Taking another time derivative we finally arrive at:

∂vΘ2,eq = ∂vK︸︷︷︸
Term 1

+2α2 ℓ
2
s ∂vKC

A δAA1B1

CC1D1
RC1

A1

D1

B1︸ ︷︷ ︸
Term 2

+2α2 ℓ
2
s KC

A δAA1B1

CC1D1
∂vRC1

A1

D1

B1︸ ︷︷ ︸
Term 3

(3.9)

We will now explicitly evaluate each of the three terms on the r.h.s of Eq. (3.9).

The reader is directed to Appendix C for further details of this calculation (and also

for the intermediate steps leading to Eq. (3.9) itself). We find

Term 1 = −KABKAB − Tvv − 2α2 ℓ
2
s δ

A1A2B2

D1C2D2

(
∂KD1

A1

∂v
+KA1CKD1C

)
RC2

A2

D2

B2

+ 4α2 ℓ
2
s δ

A1A2B2

D1C2D2
∇A2

KD1

A1
∇D2KC2

B2
, (3.10a)

Term 2 = 2α2 ℓ
2
s δ

A1A2B2

D1C2D2
∂vKD1

A1
RC2

A2

D2

B2
, (3.10b)

Term 3 = −4α2 ℓ
2
s δ

A1A2B2

D1C2D2

[
KD1

A1
KD2F2RC2

A2F2B2
+∇A2

KD1

A1
∇D2KC2

B2

]
+∇AXA .

(3.10c)

where we introduce the obstruction term:

XA = 4α2 ℓ
2
s δ

A1AB2

D1C2D2
KD1

A1
∇D2KC2

B2
(3.11)

We will explain the issues with this term at the end of our analysis which should

clarify its implications. It is worth remarking that the first term has been manipulated
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using the equations of motion of the Gauss-Bonnet theory. We, in particular, need to

make use of the component of the equation projected onto H+ (the vv-component), see

Eq. (C.11).

Adding up the three terms we obtain

∂vΘ2,eq = −KABKAB − Tvv +∇AXA

− 2α2 ℓ
2
s δ

A1A2B2

D1C2D2

{
∂vKD1

A1

[
RC2

A2

D2

B2
−RC2

A2

D2

B2

]
+KA1CKD1CRC2

A2

D2

B2

− 2KD1

A1
KD2F2RC2

A2F2B2

}
. (3.12)

The last term on the r.h.s of Eq. (3.12) can be further simplified using the following

geometric identity

δA1A2B2

D1C2D2

[
RC2

A2

D2

B2
−RC2

A2

D2

B2

]
= −2KD2

A2
KC2

B2
δA1A2B2

D1C2D2
. (3.13)

In writing this expression we have introduced the second extrinsic curvature of the

codimension-2 surface Σv, this time along the normal nµ = (∂r)
µ (the first, KAB, was

defined earlier in Eq. (2.9)) ):

KAB =
1

2
nµDµhAB =

1

2
∂rhAB (3.14)

We give a detailed derivation of Eq. (3.13) in Appendix B. There we also list the

curvature tensors (evaluated on the horizon) for the metric coordinatized as in Eq. (1.4).

Finally, when all the dust settles, we find that Eq. (3.12) can be written in the

following form

∂vΘ2,eq = −KABKAB − Tvv︸ ︷︷ ︸
L1

+∇AXA

︸ ︷︷ ︸
O

−2α2 ℓ
2
s δ

A1A2B2

D1C2D2
KA1CKD1CRC2

A2

D2

B2
− 4α2 ℓ

2
s δ

A1A2B2

D1C2D2
KD1

A1
KD2F2RC2

A2F2B2︸ ︷︷ ︸
L2

+4α2 ℓ
2
s δ

A1A2B2

D1C2D2
KD2

A2
KC2

B2
∂vKD1

A1︸ ︷︷ ︸
L3

(3.15)

We now want to show that the r.h.s. of Eq. (3.15) is negative semidefinite. Let us

analyze this expression term-wise to get some intuition. The first term being a perfect

square is negative semidefinite owing to the explicit sign. So is the second term, once

we assume the NEC Eq. (2.14). This is indeed unsurprising, since these two terms are

the only ones that show up in the proof of the area theorem, cf., §2.2. The remaining
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four terms in the second and third lines are of order O(ℓ2s), and naively, each of them

could have either sign. The obstruction term (O), we set aside for now.

Let us unpack the O(ℓ2s) terms. We will first show that the terms in the second line

of Eq. (3.15) are always negligible compared to those in the first line. To appreciate

this, consider grouping the terms, to write the first two lines as

L1+ L2 = −KP1P2
KQ1Q2

[
hP1Q1hP2Q2 + α2 ℓ

2
s M

P1Q1P2Q2
]
− Tvv

MP1Q1P2Q2 = 2 δA1A2B2

D1C2D2

(
δP1

A1
hQ1D1hQ2P2RC2

A2

D2

B2
+ 2 δP2

A1
hP1D1hD2Q1RC2

A2

Q2

B2

)
.

(3.16)

The r.h.s. of Eq. (3.16) can be viewed as a quadratic form built out of hAB and

the curvature tensor ,defined on the d2-dimensional space of two-tensors KAB. Let us

pass to a coordinate gauge where hAB = δAB, so that the quadratic form in question

is a combination of the identity and another symmetric matrix M . A further linear

orthogonal basis transformation brings M to its diagonal form diag{λ(1)
M , · · · , λ(d2)

M },
without affecting the identity part. In sum, by a bit of linear algebra we can diagonalize

the quadratic form, whose components then behave as:

1 + α2 ℓ
2
s λ

k
M , k = 1, 2, · · · d2 .

While generically λk
M are all of O(1), but the pre-multiplicative factor of ℓ2s suppresses

them, in our gradient expansion. This ensures that the quadratic form is close to

the identity in this basis, and hence, we conclude that the second term (L2) remains

sub-dominant to the leading piece (L1).

This then leaves us with the term L3. While it is also generally suppressed, being

as it is of O(ℓ2s), it differs from the terms in L1, by involving an explicit factor of ∂vKD
C .

This is dangerous; there are configurations where KB
A gets anomalously small locally,

without a compensating suppression of ∂vKD
C . It is even possible that this term ends up

dominating with the wrong sign, leading to non-monotone decrease of Stotal. In other

words, the problematic regime is one where locally

KB2

C2
∼ α2 ℓ

2
s δ

A1A2B2

D1C2D2
KD2

A2
∂vKD1

A1
,

or, KABKAB ∼ 4α2 ℓ
2
s δ

A1A2B2

D1C2D2
∇A2

(
KD1

A1
∇D2KC2

D2

)
.

(3.17)

Should this come to pass, then L3 could potentially dominate over L1 in Eq. (3.15) and

change the overall sign of the expression. This would lead to a violation of Eq. (2.7).

To ensure positivity in such situations we need to correct SWald, which we do by adding

a correction term Scor.
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The contributions to Scor will be engineered to be such that terms of the form

L3, as well as, potential non-negligible contributions form Scor itself, combine with L1

of Eq. (3.15), to produce a sum of squares with a negative semidefinite coefficient.

Furthermore, it will be required to vanish for a stationary geometry, so that each term

in Scor, by construction, will have at least one ∂v.

A couple of comments about our strategy for determining Scor are in order:

1. We make no claim regarding the uniqueness of Scor. While we have found a

particular choice, based on its efficacy in generating all order corrections (in α2),

other choices are possible. Indeed, as presaged in §1 there is no requirement for

the entropy function to be unique.

2. Our construction has an obstruction in the form of the total derivative term in

Eq. (3.15) (labeled as O). We have not been able to bound this term, so we can

make a statement in the circumstances where this term vanishes. We will say

more about this in due course (see also §5).

3. We will also see some curious similarities between the analysis herein and that in

hydrodynamics [27–29]. This is despite the perturbative scheme being different,

as well as, the fact that one deals with a local entropy current instead of the total

entropy in the latter context.

3.2 Part II: Temporal gradient corrections to Wald entropy

We now turn to the determination of Scor for the Gauss-Bonnet theory. The final result

has already been quoted in Eq. (1.9), which we rewrite here for convenience:

Stotal = SWald + Scor

SWald =

∫

Σv

dd−2x
√
h
(
1 + α2 ℓ

2
s s2,eq

)
, s2,eq ≡ 2 δA1B1

C1D1
RC1

A1

D1

B1

Scor =

∫

Σv

dd−2x
√
h s2,cor , s2,cor =

∞∑

n=0

κn ℓ
2n
s ∂n

v

(
h

2(0)

)A
B

∂n
v

(
h

2(0)

)B
A
.

(3.18)

We have written the correction terms in a gradient expansion, where the perturbation

parameter is ℓs∂v as explained earlier. The tensors
(
h

2(0)

)A
B

are defined below. The

coefficients κn are taken to be O(1) numbers. Our task to infer whether a suitable

choice of these can be made to render ∂vΘ ≤ 0.
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In the process, we have introduced some notation which we will adhere to in the

future to keep the expressions from getting cluttered. We define:

(
h

2(−1)

)B
A
≡ ℓ2S KB

A
(
h

2(0)

)A
B
= α2 ℓ

2
s δ

AA1A2

BB1B2
KB1

A1
KB2

A2
,

(
h

2(n)

)A
B
= ∂n

v

(
h

2(0)

)A
B
.

(3.19)

Recalling that KA
B has an explicit v-derivative Eq. (2.9), it is O(ω), as is KAB in the

gradient counting. By suitably suppling powers of ℓs we have ensured that
(
h

2(n)

)
has

mass dimension n. This uniform notation is useful in the perturbation scheme, since

ℓns
(
h

2(n)

)
is a term that contributes at nth order in our gradient perturbation theory.

Indeed, note that we can write:

s2,cor =

∞∑

n=0

κn ℓ
2n
s

(
h

2(n)

)2
,

(
h

2(n)

)2 ≡
(
h

2(n)

)A
B

(
h

2(n)

)B
A
. (3.20)

With these definitions in place, we are ready to do the computation. We need

Θ = Θ2,eq +Θ2,cor , Θ2,cor =
1√
h
∂v

(√
h s2,cor

)
(3.21)

In Eq. (3.8) and Eq. (3.15) we already have the contributions to Θ2,eq and ∂vΘ2,eq,

respectively. All that remains is obtaining similar expressions for Θ2,cor and its time

derivative. At an abstract level this is easy, for by explicit differentiation:

∂vΘ2,cor = s2,cor ∂vK +K ∂vs2,cor + ∂2
vs2,cor . (3.22)

Using our ansatz for s2,cor in Eq. (3.18), each term in Eq. (3.22) can be separately

computed

K ∂vs2,cor = 2K
∞∑

n=0

κn ℓ
2n
s

(
h

2(n+1)

)A
B

(
h

2(n)

)B
A

s2,cor ∂vK = ∂vKC
C

∞∑

n=0

κn ℓ
2n
s

(
h

2(n)

)2

∂2
vs2,cor = 2

∞∑

n=0

κn ℓ
2n
s

{(
h

2(n+1)

)2
+
(
h

2(n)

)A
B

(
h

2(n+2)

)B
A

}
.

(3.23)
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Putting together the contributions to Eq. (3.23) and Eq. (3.15) we finally obtain

an expression for ∂vΘ:

dΘ

dv
= −KABKAB − Tvv +∇AXA

− 4 ℓ−2
s

(
h

2(1)

)A2

C2

(
h

2(−1)

)C2

A2
+ 4 κ̃0 ℓ

−2
s

(
h

2(0)

)2

+
∞∑

n=0

2 κn ℓ
2n
s

{(
h

2(n+1)

)2
+
(
h

2(n)

)A
B

(
h

2(n+2)

)B
A

}
+ (∂vΘ)neg

(3.24)

where

(∂vΘ)neg = −4 κ̃0 ℓ
−2
s

(
h

2(0)

)2 − 2α2 ℓ
2
s δ

A1A2B2

D1C2D2

{
KA1CKD1C RC2

A2

D2

B2

+ 2KD1

A1
KD2F2RC2

A2F2B2
− 2KD1

A1
KC2

A2
∂vK

D2

B2

}

+ ∂vKC
C

∞∑

n=0

κn ℓ
2n
s

(
h

2(n)

)2

+ 2K
∞∑

n=0

κn ℓ
2n
s

(
h

2(n+1)

)A
B

(
h

2(n)

)B
A

(3.25)

Various simple algebraic manipulations have been performed in the process of get-

ting to Eq. (3.24). Firstly, we simplified the L3 term of Eq. (3.15) using the identity

−L3 = 4α2ℓ
2
s

(
∂vKD1

A1

)
δA1A2B2

D1C2D2
KD2

B2
KC2

A2

= 4
(
h

2(1)

)A2

C2
KC2

A2
− 4α2 ℓ

2
s δ

A1A2B2

D1C2D2
KD1

A1
KC2

A2
∂vK

D2

B2
.

(3.26)

We then supplied and removed a term proportional to κ̃0 in the expression. One part

we have left explicit in Eq. (3.24), and the other part we subsumed into (∂vΘ)neg. This

will be helpful to write the final expression in a neat form.

Let us understand some of the structure here, especially the rationale for intro-

ducing (∂vΘ)neg. We claim these are terms that can be neglected in our analysis as

they will never dominate in the (ωℓs) perturbation theory over terms that we explicitly

retain in Eq. (3.24). The rationale for dropping these is as follows:

1. All terms in the first two lines of Eq. (3.25) have at least two powers of KAB

multiplying other tensors. As such, they are negligible compared to the leading

KABKAB for reasons elaborated in §3.1, and so can safely be dropped.
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2. The terms in the third line proportional to ∂vK are controlled as follows. Let us

contrast them against the term proportional to
(
h

2(n+1)

)2
in Eq. (3.24). Juxta-

posing these two terms together we would have a contribution

∞∑

n=1

ℓ2n−2
s

(
2 κn−1 + κn ℓ

2
s ∂vK

) (
h

2(n)

)2
+ κ0 ∂vK

(
h

2(0)

)2
. (3.27)

In the infinite sum, each term is dominated by the κn−1 term which is the one we

have retained. The isolated piece involving κ0 ∂vK
(
h

2(0)

)2
has again two powers

of KB
A in the tensor

(
h

2(0)

)
, and therefore is negligible in our expansion scheme.

3. The terms in the last line which contain K
(
h

2(n+1)

)A
B

(
h

2(n)

)B
A
need more care,

but they too can in the end be neglected. To appreciate this let us contrast them

against the first term, −KAB KAB. Isolating just these two terms we have the

sub-expression T1 of Eq. (3.24)

T1 ≡ −KB
A

[
KA

B − δAB

∞∑

n=0

κn ℓ
2n
s

(
h

2(n+1)

)C
D

(
h

2(n)

)D
C

]
(3.28)

It is then is clear that a term in the infinite sum will dominate only when the

leading KB
A becomes of order one of the term in the parenthesis. At this point we

can combine them and learn that

KA
B ∼ δAB κn ℓ

2n
s

(
h

2(n+1)

)C
D

(
h

2(n)

)D
C

=⇒ T1 ∼ κ2
n ℓ

4n
s

((
h

2(n+1)

)A
B

(
h

2(n)

)A
B

)2 (3.29)

However, now this term is subdominant to the
(
h

2(n)

)2
term which we have re-

tained, and thus may be safely neglected.

The remaining terms which we have left explicit in Eq. (3.24) are all the ones which

we should examine closely. While some are naively suppressed in powers of ωℓs, they

have the potential to reverse the sign of the entropy production by dominating over the

leading order terms. Let us collect these terms into a useful form, which will enable us

to bring them to a sum of perfect squares. Let us use Eq. (3.19) to write the leading

KAB KAB contribution in terms of
(
h

2(−1)

)
. Dropping (∂vΘ)neg we have the temporal

variation of entropy production being given now by

dΘ

dv
= −Tvv +∇AXA − ℓ−4

s

(
h

2(−1)

)A
B

(
h

2(−1)

)B
A
− 4 ℓ−2

s

(
h

2(1)

)A
B

(
h

2(−1)

)B
A

+ 4 κ̃0 ℓ
−2
s

(
h

2(0)

)2
+ 2

∞∑

n=1

κn−1 ℓ
2n−2
s

(
h

2(n)

)2
+ 2

∞∑

n=0

κn ℓ
2n
s

(
h

2(n)

)A
B

(
h

2(n+2)

)B
A

(3.30)
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Furthermore, introduce

κ−2 = − 1

2
, κ̃0 = −1 , κ−1 = −2 . (3.31)

After a bit more manipulation it is possible to cast the final expression for ∂vΘ as

dΘ

dv
= −Tvv + J +∇AXA

J = 2

∞∑

n=−1

ℓ2n−2
s

[
κn−1

(
h

2(n)

)2
+ κn ℓ

2
s

(
h

2(n)

)B
A

(
h

2(n+2)

)A
B

]
.

(3.32)

We have now successfully isolated the contributions of the
(
h

2(n)

)
into J defined above.

Importantly, in obtaining Eq. (3.32), we have succeeded in getting a quadratic polyno-

mial in the tensor
(
h

2(n)

)B
A
. The quadratic form is given by a matrix, M, which matrix

is band-diagonal in its coefficients, since we have links between
(
h

2(n)

)
and

(
h

2(n+2)

)
at

most (and n ≥ −1). We have

• the diagonal entries of M given by the first term on the r.h.s of J in Eq. (3.32),

viz., 2 κn−1 ℓ
2n−2
s ,

• the off-diagonal entries ofM are in the second term on the r.h.s of J in Eq. (3.32),

viz., 2κn ℓ
2n
s , for n = −1, 0, 1, 2, · · · .

The matrix M can thus be explicitly constructed

M =




2κ−2 ℓ
−4
s 0 κ−1 ℓ

−2
s 0 0 0 0 · · ·

0 2κ−1ℓ
−2
s 0 κ0 0 0 0 · · ·

κ−1ℓ
−2
s 0 2κ0 0 κ1ℓ

2
s 0 0 · · ·

0 κ0 0 2κ1ℓ
2
s 0 κ2ℓ

4
s 0 · · ·

0 0 κ1ℓ
2
s 0 2κ2ℓ

4
s 0 κ3ℓ

6
s · · ·

0 0 0 κ2ℓ
4
s 0 2κ3ℓ

6
s 0 · · ·

0 0 0 0 κ3ℓ
6
s 0

. . . · · ·
...

...
...

...
...

...
...

. . .




. (3.33)

As long as we can exhibit a choice of κn such that the matrix M is a negative

definite quadratic form, and thus J ≤ 0, we can declare victory. This can be done by

suitably grouping terms as follows:

J =

∞∑

n=−2

ℓ2ns An

[(
h

2(n+1)

)
+

κn+1

An

ℓ2s
(
h

2(n+3)

)]2
(3.34)
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where An is defined through a pair of continued fractions18

A2p = 2 κ2p −
κ2
2p−1

2κ2p−2 −
κ2
2p−3

2κ2p−4−
####

####−

κ2
1

2κ0−
κ2
−1

2κ
−2

,

A2p−1 = 2κ2p−1 −
κ2
2p−2

2κ2p−3 −
κ2
2p−4

2κ2p−5−
####

####−

κ2
2

2κ1−
κ2
0

2κ
−1

.

(3.35)

It is also useful to note that they satisfy recursion relations

An = 2κn −
κ2
n−1

An−2
, for n = −2,−1, 0, · · · . (3.36)

Therefore, the constraints we need are obtained demanding that

An ≤ 0 , for n ≥ −2 . (3.37)

These will suffice to ensure that J ≤ 0. Furthermore, once we assume the NEC to

guarantee Tvv ≥ 0, we see that ∂vΘ in Eq. (3.32) is negative semidefinite, modulo the

total derivative term ∇AXA. As long as we can control this term, we have achieved

our stated goal of constructing a suitable entropy function for Gauss-Bonnet theory.

The total derivative term, which is our obstruction from giving a clean proof, can

be re-expressed as follows:

∇AXA = ∇A∇BYAB

YAB = 2α2 ℓ
2
s

[
2KKAB − 2KA

CKBC − hAB
(
(KC

C)
2 −KCDKCD

)] (3.38)

As long as we can control this total derivative term, we have managed to construct an

entropy function for Gauss-Bonnet gravity.

We require this obstruction term, ∇AXA, to be negative semidefinite. An easy way

to achieve this is to in fact make it vanish. This happens, for instance, if we consider

SO(d−1) spherically symmetric solutions, where time evolution preserves the spherical

symmetry. Owing then to the spatial symmetry, the geometric structures on Σv are

constrained. In particular, YAB ∝ hAB and thus the gradient term vanishes.

More generally, for compact horizon topology, with shear-free null generators,

K〈AB〉 = 0, we can infer that vanishing of ∇AXA in Eq. (3.38), is equivalent to demand-

ing that K2 be a harmonic function on Σv. Since all harmonic functions on compact

18We would like to thank Dileep Jatkar for useful discussions about this point.
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spaces are constants, it then follows that as long as the horizon is generated by shear-

free generators tµ with constant expansion, we would have an entropy function, since

∇AXA = 0.

We find it curious that the term of interest XA appears exactly only at the linear

order in the gradient expansion. It would be interesting to characterize the solution

space to ∇AXA ≤ 0 more generally, a task we leave for future investigation.

4 Higher order Lovelock terms

Having explained how to construct an entropy function for Gauss-Bonnet gravity in

some detail, we now turn to higher order Lovelock terms. The action for these theories

is given by

Im ≡ 1

4π

∫ √
−g

[
R + αm ℓ2m−2

s Lm + Lmatter

]

Lm = δµ1ν1···µmνm
ρ1σ1···ρmσm

Rρ1
µ1

σ1
ν1 · · ·Rρm

µm

σm
νm .

(4.1)

where δµ1ν1···µmνm
ρ1σ1···ρmσm

, the generalized Kronecker symbol, is defined below Eq. (1.9). While

§3 focuses on m = 2, we now explain how to extend these considerations for m > 2. We

will first work out the story for a single Lovelock term and then consider the general

theory Eq. (4.19).

Modulo some additional tensor structures, this will work in a very similar vein, so

our discussion will be brief.

4.1 Part I: Time variation of Wald entropy

The Wald entropy function for Lovelock theories of gravity evaluates to

S
(m)
Wald ≡

∫

Σv

dd−2x
√
h
(
1 + αm ℓ2m−2

s sm,eq

)

sm,eq = mδ
A1B1···Am−1Bm−1

C1D1···Cm−1Dm−1
RC1

A1

D1
B1

· · ·RCm−1
Am−1

Dm−1
Bm−1

(4.2)

Defining Θm,eq through the derivative of S
(m)
Wald as in Eq. (3.5), we find after a simple

series of manipulations

Θm,eq = K(1 + αm ℓ2m−2
s sm,eq)− 2αm ℓ2m−2

s

(
δsm,eq

δhAB

)
KAB

= K +mαm ℓ2m−2
s KC

A δ
AA1B1···Am−1Bm−1

CC1D1···Cm−1Dm−1

(
RC1

A1

D1
B1

· · ·RCm−1
Am−1

Dm−1
Bm−1

)
.

(4.3)

As in §3.1 we will take this result which is written in terms of the intrinsic data on

Σv as our seed ansatz for the entropy function. This functional will satisfy the second
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law to linear order in amplitudes [16]. We now wish to find corrections to it, so as to

have a second law for arbitrary amplitude departure away from equilibrium within the

remit of effective field theory.

In the following we will make use of some abbreviations to declutter notation. In

particular, let us introduce the shortcuts19

(
Rm−1

)A
C
≡ δ

AA1B1···Am−1Bm−1

CC1D1···Cm−1Dm−1

(
RC1

A1

D1
B1

· · ·RCm−1
Am−1

Dm−1
Bm−1

)
,

(
Rm−2

)AA1B1

CC1D1
≡ δ

AA1B1···Am−1Bm−1

CC1D1···Cm−1Dm−1

(
RC2

A2

D2
B2

· · ·RCm−1
Am−1

Dm−1
Bm−1

)
,

(
Rm−3

)AA1B1A2B2

CC1D1C2D2
≡ δ

AA1B1···Am−1Bm−1

CC1D1···Cm−1Dm−1

(
RC3

A3

D3
B3

· · ·RCm−1
Am−1

Dm−1
Bm−1

)
.

(4.4)

Using this shorthand notation, we can take one more derivative of Eq. (4.3):

∂vΘm,eq = ∂vK︸︷︷︸
Term 1

+mαm ℓ2m−2
s ∂vKC

A

(
Rm−1

)A
C︸ ︷︷ ︸

Term 2

+m(m− 1)αm ℓ2m−2
s KC

A

(
∂vRC1

A1

D1
B1

) (
Rm−2

)AA1B1

CC1D1︸ ︷︷ ︸
Term 3

.
(4.5)

The there different terms can again be simplified in pretty much the same fashion

as before. We have:

Term 1 = −KAC KAC − Tvv + αm ℓ2m−2
s E (m)

vv (4.6a)

Term 2 = mαm ℓ2m−2
s ∂vKC

A

(
Rm−1

)A
C
, (4.6b)

Term 3 = −2m(m− 1)αm ℓ2m−2
s

[(
∇A1

KC
A

) (
∇D1KC1

B1

)
+KC

A KD1

D RC1
A1

D
B1

]

×
(
Rm−2

)AA1B1

CC1D1
+∇AX̃A

(m) , (4.6c)

We have made several simplifications in writing the final form of these terms. For

one, in the first term we have used the temporal components of the Lovelock equations

of motion (see Appendix D for details). This reads:20

αm ℓ2sE (m)
vv = −mαm ℓ2m−2

s

(
Rm−2

)AA1B1

CC1D1

×
[(
∂vKC

A +KE
A KC

E

)
RC1

A1

D1
K1

− 2 (m− 1)
(
∇A1

KC
A

) (
∇D1KC1

B1

)]
,

(4.7)

19 As one might expect since the Lovelock terms comprise of Euler forms in even dimensions this

notation should be naturally suggestive of the differential form structure in terms of the curvature

2-form.
20 By writing the equations of motion in this form, we are assuming m ≥ 3. If m = 2, we can revert

back to the Gauss-Bonnet case, which only differs in that the product of curvatures in the first line of

Eq. (4.7) is not present.

– 27 –



The tensors like (Rm−2)
AA1B1

CC1D1
are defined as in Eq. (4.4), but with the projected cur-

vature tensor, RABCD, instead of the intrinsic one, RABCD.

For another, to evaluate the third term, we employ a strategy analogous to the

discussion around Eq. (3.10c). This leads to the total derivative piece, where the

vector field X̃A
(m) now has the expression:

X̃A1

(m) ≡ 2m (m− 1)αm ℓ2m−2
s KC

A

(
∇D1KC1

B1

) (
Rm−2

)AA1B1

CC1D1
. (4.8)

Again, this total derivative term will be an obstruction to our proof aiming at giving a

clean result for an entropy function.

Adding up the contributions from the three terms given above, we find in total

∂vΘm,eq = −Tvv −KAC KAC +∇AX̃A
(m) −mαm ℓ2m−2

s

{
∂vKC

A

[(
Rm−1

)A
C
−
(
Rm−1

)A
C

]

− 2(m− 1)
(
∇A1

KC
A

) (
∇D1KC1

B1

) [(
Rm−2

)AA1B1

CC1D1
−
(
Rm−2

)AA1B1

CC1D1

]

+KE
A KG

F

[
δFEδ

C
G RC1

A1

D1
B1

(
Rm−2

)AA1B1

CC1D1

+ 2(m− 1) δCEδ
D1

G RC1
A1

F
B1

(
Rm−2

)AA1B1

CC1D1

]}
. (4.9)

We can further simplify this expression, we first note that the last two terms contain

explicit factors of two extrinsic curvature tensors, and therefore remain suppressed

relative to the leading KACKAC term (see the discussion around Eq. (3.16)). This

leaves us with simplifying the two terms in the first two lines which involve differences

of powers of the projected and intrinsic curvature tensors. We expand them using

standard geometric identities in terms of extrinsic curvatures and then argue that all

but the leading term are irrelevant. Explicitly,

(
Rm−1

)A
C
−
(
Rm−1

)A
C

= δ
AA1B1···Am−1Bm−1

CC1D1···Cm−1Dm−1

[
RC1

A1

D1
B1

· · ·RCm−1
Am−1

Dm−1
Bm−1

−RC1
A1

D1
B1

· · ·RCm−1
Am−1

Dm−1
Bm−1

]

= −2(m− 1)KD1

A1
KC1

B1
δ
AA1B1···Am−1Bm−1

CC1D1···Cm−1Dm−1
RC2

A2

D2
B2

· · ·RCm−1
Am−1

Dm−1
Bm−1

+O(KABKCD)
2

= −2(m− 1)KD1

A1
KC1

B1

(
Rm−2

)AA1B1

CC1D1
+O(KABKCD)

2 . (4.10)

Using this formula (and a similar one for the term involving m−2 powers of curvature)
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we can bring Eq. (4.9) to the form:

∂vΘm,eq = −Tvv −KAC KAC +∇AX̃A
(m)

+ 2m(m− 1)αm ℓ2m−2
s

(
Rm−3

)AA1B1A2B2

CC1D1C2D2

×
{
∂vKC

A KD1

A1
KC1

B1
RC2

A2

D2
B2

− 2(m− 2)
(
∇A1

KC
A

) (
∇D1KC1

B1

)
KD2

A2
KC2

B2

}

+O
(
αm ℓ2m−2

s K2
AC

)
. (4.11)

Here, we discarded higher order terms which are at least of the order indicated as they

are always suppressed compared to the bare −KACKAC contribution, which is negative

semidefinite.

Finally, we can rewrite the second term in the curly bracket in Eq. (4.11) as a total

derivative by observing that

(
Rm−3

)AA1B1A2B2

CC1D1C2D2

{(
∇A1

KC
A

) (
∇D1KC1

B1

)
KD2

A2
KC2

B2

}

=
1

2
∇A1

{(
Rm−3

)AA1B1A2B2

CC1D1C2D2
KC

A

(
∇D1KC1

B1

)
KD2

A2
KC2

B2

}
+O(K2

AC) ,
(4.12)

This means we can ignore it in the analysis at the expense of amending our ob-

struction from X̃A
(m) 7→ XA

(m). All told, we find that Eq. (4.11) can be simplified to

∂vΘm,eq = −Tvv −KAC KAC +∇AXA
(m)

+ 2m(m− 1)αm ℓ2m−2
s

(
Rm−2

)AA1B1

CC1D1

{
∂vKC

A KD1

A1
KC1

B1

} (4.13)

where the total derivative term now reads

XA1

(m) ≡ 2m (m− 1)αm ℓ2m−2
s

×
(
Rm−3

)AA1B1A2B2

CC1D1C2D2
KC

A

(
∇D1KC1

B1

) (
RC2

A2

D2
B2

− (m− 2)KD2

A2
KC2

B2

)
.

(4.14)

In this boundary term, the piece proportional to (m − 2) is new compared to the

Gauss-Bonnet analysis and has resulted from Eq. (4.12).

4.2 Part II: Temporal gradient corrections to Wald entropy

In writing the final expression for ∂vΘm,eq in Eq. (4.13), we have already discarded

terms which are subleading relative to the leading contribution −KACKAC (which is

manifestly negative semidefinite). However, as discussed at length earlier, this term

can be overwhelmed by the contribution from the second line of Eq. (4.13). Therefore

as in §3.2 we are going to add corrections to the Wald entropy to construct an entropy

function.
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Our candidate entropy function is given as:

S
(m)
total ≡ S

(m)
Wald + S(m)

cor ≡
∫

Σv

dd−2x
√
h

[ (
1 + αm ℓ2m−2

s sm,eq

)
+ sm,cor

]

sm,eq = m δ
A1B1···Am−1Bm−1

C1D1···Cm−1Dm−1
RC1

A1

D1
B1

· · ·RCm−1
Am−1

Dm−1
Bm−1

,

sm,cor =
∞∑

n=0

κn ℓ
2n
s

(
h

m(n)

)A
B

(
h

m(n)

)B
A

(4.15)

where once again we introduce some shorthand notation with

(
h

m(−1)

)A
C
≡ ℓ2s KA

C ,

(
h

m(0)

)A
C
≡ 1

2
m(m− 1)αm ℓ2m−2

s KC1

A1
KD1

B1

(
Rm−2

)AA1B1

CC1D1
,

(
h

m(n)

)A
C
= ∂n

v

(
h

m(0)

)A
C
.

(4.16)

Our task is to determine κn so as to ensure that the resulting entropy function has the

right monotonicity properties.

Given this expression, we compute the temporal derivatives of sm,cor and combine

it with the result in Eq. (4.13) to obtain the answer for Θ(m) = Θm,eq +Θm,cor. We will

already write this in a compact form for further analysis:

∂vΘ
(m) = −Tvv −KAC KAC +∇AXA

(m)

− 4 ℓ−2
s

(
h

m(1)

)A
C

(
h

m(−1)

)C
A
+ 4 κ̃0 ℓ

−2
s

(
h

m(0)

)2

+
∞∑

n=0

κn ℓ
2n
s

{
2
(
h

m(n+1)

)2
+
(
h

m(n)

)A
B

(
h

m(n+2)

)B
A

}

+
∞∑

n=0

κn ℓ
2n
s

{
2K

(
h

m(n)

)A
B

(
h

m(n+1)

)B
A
+ ∂vK

(
h

m(n+1)

)2 }

(4.17)

The first term in the second line stems from rewriting Eq. (4.13) up to terms of

order O(αmK2
AC(ωℓs)

p) for some p ≥ 0 (c.f. the similar discussion around Eq. (3.26)).

We have again included a subleading term (proportional to κ̃0) to put the final answer in

a useful form. The terms in the last line may be ignored within our gradient expansion;

the arguments for these is exactly as in the Gauss-Bonnet case, so we won’t repeat

ourselves here. All told, we can write the final expression in a compact form:

∂vΘ
(m) = −Tvv + J +∇AXA

(m)

J = 2

∞∑

n=−1

ℓ2n−2
s

{
κn−1

(
h

m(n)

)2
+ κn ℓ

2
s

(
h

m(n)

)A
B

(
h

m(n+2)

)B
A

} (4.18)
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Note that we have set specific values κ−2 = −1
2
, κ−1 = −2 and κ̃0 = −1 to bring the

expression into the structure of a well-defined quadratic form.

At this point we are done. Structurally, Eq. (4.18) is identical to the analogous

expression obtained for the Gauss-Bonnet theory, so the very same argument given in

§3.2 will suffice to demonstrate that the result is negative semidefinite.

Of course, we still have to tackle the boundary term involving the vector XA
(m)

which is given in Eq. (4.14). Once again the comments made at the end of §3 continue

to apply, owing to the occurrence of the KC
A ∇D1KC1

B1
in the expression for XA

(m) (with

appropriate contractions). We however do not discern as yet a structure which ensures

that this boundary contribution also remains negative, thereby preventing us from

presenting a clean entropy function.

4.3 Generalizations: Sums of Lovelock theories

If we view higher derivative theories of gravity as toy models for the subleading effects

in a UV complete theory of quantum gravity, it is natural to consider not just isolated

Lovelock terms for a given m. In this section we will argue that our analysis for isolated

Lovelock terms can be generalized to this case with only minor modifications. The main

insight will be a formula for the entropy functional in terms of the Lagrangian.

Let us consider an arbitrary Lovelock combination of the form

I =
1

4π

∫
ddx

√
−g (Lgrav + Lmatter)

Lgrav ≡ R +

∞∑

m=2

αm ℓ2m−2
s Lm ,

≡ R +

∞∑

m=2

αm ℓ2m−2
s δµ1ν1···µmνm

ρ1σ1···ρmσm
Rρ1

µ1

σ1
ν1 · · · Rρm

µm

σm
νm .

(4.19)

We start with the observation that the objects appearing in the proposed Lovelock

entropy functional Eq. (4.15) can be written in terms of derivatives of the corresponding

Lagrangian:

δLm

δRv
v
r
r

= mαm ℓ2m−2
s δ

A1B1···Am−1Bm−1

C1D1···Cm−1Dm−1
RC1

A1

D1
B1

· · ·RCm−1
Am−1

Dm−1
Bm−1

. (4.20)

Define also the general expression for
(
h

m(0)

)
which is our basic building block:

(
h

m(0)

)A
B
≡ −1

2
αmℓ

2m−2
s

δ2Lgrav

δRA
A1

C1
v δRv

B1
D1

B

∣∣∣∣
R→R

KC1

A1
KD1

B1
(4.21)
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We can use this observation to suggest a natural entropy functional for theories

which involve several Lovelock terms:

Stotal =

∫

Σv

√
h

{
1 +

∞∑

m=2

αm ℓ2m−2
s

δLm

δRv
v
r
r

∣∣∣∣
R→R

+

∞∑

n=0

κn

[
ℓns ∂

n
v

(
∞∑

m=2

1

2
αmℓ

2m−2
s

δ2Lm

δRA
A1

C1
v δRv

B1
D1

B

∣∣∣∣
R→R

KC1

A1
KD1

B1

)]2}
.

(4.22)

In this expression, we recognize the first line as Wald entropy. Since our analysis in §4
was linear in its use of the equations of motion, we would expect that the Wald entropy

term in the first line (which is linear in Lm) is reasonable. The second line provides

the corrections in our perturbative framework, now expressed directly in terms of the

Lagrangian. More succinctly, we can rewrite Eq. (4.22) as

Stotal =

∫

Σv

√
h

{
δLgrav

δRv
v
r
r

∣∣∣∣
R→R

+

∞∑

n=0

κn

[
ℓns∂

n
v

(
1

2

δ2Lgrav

δRA
A1

C1
v δRv

B1
D1

B

∣∣∣∣
R→R

KC1

A1
KD1

B1

)]2}

(4.23)

This equation should be viewed as the most compact and general result in our analysis.

Let us now understand more explicitly why Stotal as defined in Eq. (4.23) satisfies

the second law. By superposing Lovelock terms from our previous analysis, we find

that Eq. (4.23) leads to the following:

∂vΘ = −Tvv −KA
CKC

A +∇AXA
sum

− 4 ℓ−2
s

(
h

sum(1)

)A
C

(
h

sum(−1)

)C
A
+ 4 κ̃0

(
h

sum(0)

)2

+
∞∑

n=0

κn ℓ
2n
s

{
2
(
h

sum(n+1)

)2
+
(
h

sum(n)

)A
C

(
h

sum(n+2)

)C
A

}

+
∞∑

n=0

κn ℓ
2n
s

{
2K

(
h

sum(n)

)A
C

(
h

sum(n+1)

)C
A
+ ∂vK

(
h

sum(n)

)2 }

+O(αK2
AC(ωℓs)

p) ,

(4.24)

where p ≥ 0. We define here the tensors:

(
h

sum(−1)

)A
C
≡ ℓ2s KA

C ,
(
h

sum(n≥0)

)A
C
≡

∞∑

m=2

(
h

m(n)

)A
C
. (4.25)
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The boundary term can also be understood in terms of the Lagrangian:

XA1

sum
= −

∞∑

m=2

2m(m− 1)αm ℓ2m−2
s

(
Rm−3

)AA1B1A2B2

CC1D1C2D2

KC
A

(
∇D1KC1

B1

)

×
(
RC2

A2

D2

B2
− (m− 2)KD2

A2
KC2

B2

)

=

[
δ2Lgrav

δRA
A1

C1
v δRv

B1

D1
B

− δ3Lgrav

δRA
A1

C1
v δRv

B1

D1
B δRC2

A2

D2
B2

KD2

A2
KC2

B2

]

R→R

KB
A

(
∇D1KC1

B1

)

(4.26)

As far as the second law is concerned, it is immediately clear that the expression

Eq. (4.24) can be assembled into a sum of squares with negative coefficients (up to

negligible terms) in exactly the same way as we did in the case of a single Gauss-

Bonnet or Lovelock term. The only difference lies in the more complicated building

blocks Eq. (4.25).

With regard to the obstruction term, one notes a general pattern, but it has not

yet proven illuminating to see a useful bound. What remains clear is that one should

perhaps try to control the tensor KB
A

(
∇D1KC1

B1

)
on Σv. Modulo this issue, we have

exhibited as before, a general entropy function for an arbitrary Lovelock theory.

5 Discussion

We have constructed one entropy function for Lovelock theories of gravity. This entropy

function by construction always increases under every such time evolutions where the

horizon remains spherically symmetric.

It is possible to drop the assumption of spherical symmetry, provided we can control

the total derivative obstruction term, requiring it to be negative semidefinite. While we

do not, as yet, have the general solution to this constraint, we think it is plausible that

one can indeed construct such an entropy function. We now turn to describing a few

subtleties regarding our construction, and also sketch out some potential extensions of

the analysis herein.

Metric redefinition: If we take low energy limit of any UV complete theory of

gravity, the classical action will generically have higher derivative corrections to all

orders in the ℓs expansion. As is well known there exists a freedom of metric redefinition

by terms of order O(ℓns ), n > 0, which will rearrange the form of the action. For

example, we know that by a metric redefinition of the form

gµν → g̃µν = gµν + ℓ2s (ã1Rµν + ã2R gµν)
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we can transform any four derivative pure gravity action to Gauss-Bonnet. This, in

turn, implies that in a gravity action, where terms of all order in O(ℓ2s) are allowed,

at four-derivative order there could at most be one free coefficient which is of physi-

cal significance; the remaining two could always be absorbed in an appropriate field

redefinition (in the absence of matter).21

The situation is less clear at higher orders in ℓs; at six-derivative order it appears

that by field redefinitions one can reduce the number of independent data to two func-

tional forms. One of these is the Lovelock term L3, but the other is a quasi-topological

form involving a different index contraction of curvatures [30–32]. It is clear from this

analysis that with increasing derivative order, more tensor structures are possible (see

[33] for related comments). So within effective field theory, we should a-priori allow

other possible forms of the gravitational interactions, differing from the Lovelock terms

considered herein.

Now, under an arbitrary metric redefinition, a null hypersurface embedded in a

dynamical spacetime might not remain null. Our analysis heavily used the fact that

the horizon is a null surface throughout the time evolution. In other words, we have

chosen to fix our field redefinitions so as to ensure that the metric which appears in

the action is the very same one that imposes the causal structure on the spacetime.

We require the horizon to be a null hypersurface with respect to this choice. It is an

interesting open question, as to how to properly assign an entropy functional to an ac-

tion, without a-priori fixing a field redefinition frame. Such a viewpoint would be really

useful in ascertaining an entropy function for arbitrary higher derivative interactions,

an ambitious task whose surface we have barely scratched.

Coordinate choice: Throughout our analysis we have chosen a very special gauge

adapted to the horizon. The spacetime is foliated by constant r slices such that the

event horizon is at r = 0. But our choice does not fix the coordinate transformation

freedom completely. For example, a simple constant scaling (see [16]) of v → ṽ = λ v

and r → r̃ = r
λ
, coupled with a change f(r, v) → f̃(r̃, ṽ) = f(r,v)

λ2 keeps the form of the

metric invariant (see Eq. (1.4)). In particular, since f(r = 0, v) = 0, on horizon one

does not even need to change any of the metric components and the metric is exactly

invariant at r = 0. However, the corrected entropy density, though defined only on the

horizon, is not automatically invariant under this transformation unless we also scale

the κn’s appropriately.

21 However, this metric-redefinition freedom does not exist, if we demand that our gravity action

truncates at four-derivative order which, one suspects, does not give rise to a consistent quantum

theory [2].
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It would be interesting to classify all such transformations that keep the form of the

metric invariant and to see how the formula of ∂vΘ changes as we change the foliation

of the spacetime.

Another potential drawback is that we have had to pick a particular foliation of the

horizon, with leaves given by Σv, and thence construct a scalar function on these leaves.

A more covariant procedure, suggested by the fluid/gravity analogy, would have been

to construct directly a spacetime codimension-2 form, which could then be integrated

on any arbitrary spatial section of H+. Rather curiously, we were unable to construct

such an entropy-form (whose dual would be the entropy current). While we do not

have a formal no-go result, indications are that such a covariant object does not exist,

a fact that we find rather surprising.22

Total derivative terms: We have seen that if we depart from spherical symmetry,

then for Lovelock theories our entropy function works provided a very particular term,

which is of the form of a total derivative, is either vanishing or always non-negative.

Note that though we have assumed that our horizon is a compact hypersurface and we

are concerned only with the total entropy, this particular total derivative term cannot be

removed since it appears in the v derivative of the integrand of ∂vStotal (see Eq. (3.15)).

Note also that this particular term occurs at the same order in the gradient expansion

where the higher derivative terms first start contributing to the rate of entropy change.

It would be very interesting to know whether this term has any physical significance

and says something important about the theories of gravity. It is also possible that

by doing some re-adjustment in our construction we could absorb this term also in a

sum of full square pieces. Perhaps some redefinition in the foliation of the spacetime

(as mentioned in the previous paragraph) along with the addition of another infinite

series in the expression of entropy will suffice to construct a function with a negative

semidefinite second derivative.

Other possible methods: Another possibility is that instead of proving ∂vΘ ≤ 0,

we could try to prove ∂v(ZΘ) ≤ 0 with Z being a positive function. As we review in

Appendix E, the standard proof of second law in f(R) theories by [12] proceeds exactly

by this method. More generally, while we have found an obstruction to proving second

law using usual Raychaudhuri equation, our work does not preclude that there might

be some other way of proving second law. We hope our work will be a stepping stone

and an inspiration for an eventual proof.

22 For instance, using the fluid/gravity map in asymptotically AdS spacetimes [23], we could have

pushed forward the entropy current onto the horizon. We thank Shiraz Minwalla for numerous dis-

cussions regarding this issue.
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Future directions: Other future directions include to examine our results in the

regime of fluid/gravity [23], or in the context of large D black holes dual to membrane

dynamics [34]. In particular, it would be interesting to examine the total derivative

obstruction term in these contexts to see whether we can actually use it to engineer

entropy destruction in generic solutions. We leave these studies for future work.
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A Coordinate choice and near-horizon metric

We argue here that the metric used in the main text Eq. (2.5) is the most general such,

justifying the statements made in §2.1.
Let us w.l.o.g. start with the metric in Eq. (2.3). In writing this we have only as-

sumed that we have a spacetime codimension-1 null hypersurface, foliated by spacetime

codimension-2 slices Σv whose null normals are tµ and nµ coordinatized as explained

earlier. The inverse metric components are

grr =
f + k2

∆
, grv =

j − (J · k)
∆

, gvv =
J2

∆

grA = −
(
grrJA + grvkA

)
, gvA = −

(
grvJA + gvvkA

)

gAB = hAB + grrJAJB + gvvkAkB + grv
(
JAkB + kAJB

)
(A.1)

where ∆ = [j − (J · k)]2−J2(f+k2) and hAB is the inverse metric on Σv. All indices are

raised/lowered as everywhere else in the text with the metric hAB, e.g., J
A = hABJB.
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Also, we have used the following definitions

J · k ≡ hABJAkB, J2 ≡ hABJAJB, k2 ≡ hABkAkB. (A.2)

Consider the vector ∂r = nµ∂µ, such that nr = 1 , nvniA = 0. In order to make it

an affinely parametrized null generator we need to impose

nµDµn
ν = 0 , (A.3)

which is evaluated to be

nµ∇µn
r = Γr

rr = grv∂rJ(r, v,x) + grA∂rJA(r, v,x) ,

nµ∇µn
v = Γv

rr = gvv∂rJ(r, v,x) + gvA∂rJA(r, v,x) ,

nµ∇µn
A = ΓA

rr = gAv∂rJ(r, v,x) + gAB∂rJB(r, v,x).

(A.4)

Using Eq. (A.4) and the expressions of inverse metric as given in Eq. (A.1) it is easy

to verify that

JA Γr
rr + kA Γv

rr + ΓA
rr = hAB∂rJB(r, v,x) = 0 (A.5)

which immediately reduces to the condition

∂rJB(r, v,x) = 0 . (A.6)

Plugging this back in Eq. (A.4) it is straightforward to obtain

∂rj(r, v,x) = 0. (A.7)

From Eq. (A.6) and Eq. (A.7) it follows that j(r, v, x) and JA(r, v, x) are actually

independent of r and functions of v and xA alone.

j(r, v,x) = φ(v,x)

JA(r, v,x) = ΦA(v,x)
(A.8)

Now the third line of Eq. (2.3) specifies the angle at which the ∂r geodesics are

piercing through the horizon (r = 0), and thereby sets the initial condition Eq. (A.8).

It simply implies that

φ(v,x) = j(r = 0, v,x) = 1, for all {v,x}
ΦA(v,x) = JA(r = 0, v,x) = 0, for all {v,x}

(A.9)

This is the statement of Eq. (2.4).
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Before we move to discussing the constraint that follows from demanding the other

null vector ∂v = tµ∂µ (with tv = 1 and tr = tA = 0), let us write the metric incorporating

the constraints in Eq. (2.4),

ds2 = 2dv dr − f(r, v, x)dv2 + 2 kA(r, v, x)dvdx
A + hAB(r, v, x)dx

AdxB ,

such that f(r = 0, v, x) = 0, kA(r = 0, v, x) = 0 .
(A.10)

The fact that tµ is an affinely parametrized null generator requires that tµDµt
ν = 0,

when evaluated on the horizon. This condition reduces to

tµDµt
v|r=0 = Γv

vv =
1

2
∂rf |r=0 (A.11)

Therefore, demanding that ∂v is an affinely parametrized null generator on the horizon

leads us to the constraint that ∂rf |r=0 = 0. Hence, we have now justified our claims in

§2.1.

B Curvature tensors for stationary metric

In this appendix we will first work out the curvature tensors for the metric Eq. (A.10).

Its inverse is easily obtained:

grr = f + k2, grv = 1, grA = −kA ,

gvv = 0, gvA = 0, gAB = hAB ,
(B.1)

with

hAB = (h−1)AB, kA = hABkB, k2 = hABkAkB .
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The Christoffel symbols are also easily computed to be:

Γµ
rr = 0, Γv

rµ = 0

Γr
vr = −1

2
∂rf − kA

2
∂rkA, Γr

Ar =
1

2
∂rkA − 1

2
kB∂rhAB

Γr
vv =

1

2
(f + k2)∂rf − 1

2
∂vf − kA

(
∂vkA +

1

2
∂Af

)

Γr
AB = −kC Γ̂

C
AB − 1

2
(f + k2)∂rhAB +

1

2
(∂AkB + ∂BkA − ∂vhAB)

Γv
vv =

1

2
∂rf, Γv

vA = −1

2
∂rkA, Γv

AB = −1

2
∂rhAB

ΓA
rv =

1

2
hAB∂rkB, ΓA

rB =
1

2
hAC∂rhBC

ΓA
vv = −kA

2
∂rf + hAB

(
∂vkB +

1

2
∂Bf

)

ΓA
vB =

kA

2
∂rkB − hAC

2
[∂CkB − ∂BkC − ∂vhBC ]

ΓA
BC =

kA

2
∂rhBC + Γ̂A

BC

(B.2)

where Γ̂A
BC is the Christoffel symbol for the spatial metric hAB.

Before we proceed let us record some more notation:

∂rhAB = 2KAB, ∂vhAB = 2KAB, ∂rkA = 2ωA, ∂rf = 2 T. (B.3)

Let us also use Eq. (1.5) to record the non-zero Christoffel symbols on the horizon H+

Γr
Ar

∣∣
H+ = ωA , Γr

AB

∣∣∣
H+

= −KAB , Γv
Av

∣∣∣
H+

= −ωA , Γv
AB

∣∣∣
H+

= −KAB

ΓA
rv

∣∣∣
H+

= ωA , ΓA
rB

∣∣∣
H+

= KA

B , ΓA
vB

∣∣∣
H+

= KA
B , ΓA

BC

∣∣∣
H+

= Γ̂A
BC .

(B.4)

Using these we find the non-zero components of the Riemann curvature tensor to be
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given by the following:

Rrvrv =
1

2
∂2
rf + ω2

RrvrA = −∂rωA + ωBKAB

RrvvA = −∂vωA − ωBKAB

RrArB = −∂rKAB +KACK
C

B

RrAvB = −∂rKAB +∇BωA − ωAωB +KBCKC
A

RvAvB = −∂vKAB +KACKC
B

RABvC = ∇BKAC −∇AKBC

RABrC = (∇B − ωB)KAC − (∇A − ωA)KBC

RABCD = RABCD +KACKBD +KACKBD −KADKBC −KADKBC

(B.5)

where ∇A is the covariant derivative with respect to the metric hAB. Furthermore, the

Ricci tensor evaluated at the horizon takes the form:

Rrr = −∂rK −KABK
AB

Rrv =
1

2
∂2
rf − ∂rK −KABKAB +∇AωA

RrA = ∂vωA +KB

AωB + (∇B − ωB)K
B

A − (∇A − ωA)K
Rvv = −∂vK −KABKAB

RvA = −∂vωA +KB
AωB +∇BKB

A −∇AK
RAB = RAB − 2∂rKAB + (∇BωA +∇AωB − 2ωAωB)

+ 2(KACKC
B +KBCKC

A)−KKAB −KKAB

(B.6)

Note that the trace of KAB and KAB are denoted as K and K, respectively K =

KABh
AB, K = KABh

AB.

Derivation of Eq. (3.13): With the expressions for the curvature tensors, as in

Eq. (B.5), at our disposal we shall now give the procedure to derive Eq. (3.13). To this

end let us focus on the last equation in the set of Eq. (B.5) and rewrite it in terms of

the codimension-2 Gauss-Coddazi equation:

RC1
A1

D1

B1
−RC1

A1

D1

B1
= KA1B1

KC1D1 +KA1B1
KC1D1 −KD1

A1
KC1

B1
−KC1

B1
KD1

A1
. (B.7)

From Eq. (B.7) it is straightforward to conclude that

δA1A2B2

D1C2D2

[
RC2

A2

D2

B2
−RC2

A2

D2

B2

]
= −2δA1A2B2

D1C2D2
KD2

A2
KC2

B2
, (B.8)

where δA1A2B2

D1C2D2
is the now familiar generalized Kronecker symbol (see §1.2). This then

leads to the expression Eq. (3.13) which we used in the text.
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C Computational details: Gauss-Bonnet theory

In this appendix we shall fill in some of the intermediate steps for the calculations

described in §3.

C.1 Derivation of Θ2,eq

We start with SWald as given in Eq. (3.2) and then compute

∂vSWald = ∂v

[∫

Σv

dd−2x
√
h (1 + α2 ℓ

2
s s2,eq)

]

=

∫

Σv

dd−2x
[
K(1 + α2 ℓ

2
s s2,eq) + α2 ℓ

2
s ∂vs2,eq

]

=

∫

Σv

dd−2x

[
K(1 + α2 ℓ

2
s s2,eq)− 2α2 ℓ

2
s

(
δs2,eq

δhAB

)
KAB

]
.

(C.1)

and hence from Eq. (2.6) we get

Θ2,eq = K(1 + α2s2,eq)− 2α2

(
δs2,eq

δhAB

)
KAB . (C.2)

Using the expression of s2,eq from Eq. (3.4), and the variational identity Eq. (3.7), we

arrive at

∂s2,eq

∂hAB
= 2δA1B1

C1D1

∂hD1D̃1

∂hAB
RC1

A1D̃1B1
= −δDA1B1

BC1D1
RC1

A1

D1

B1
hAD , (C.3)

In writing this expression we have dropped the total derivative term where we vary the

curvature tensor. This last equality has been simplified using the following relations:

∂hD1D̃1

∂hAB
= δD1

A δD̃1

B , δAA1B1

CC1D1
= δACδ

A1B1

C1D1
− δAC1

δA1B1

CD1
+ δAD1

δA1B1

CC1
. (C.4)

Finally, using Eq. (C.3) back in Eq. (C.2) we derive Eq. (3.8).

C.2 Gauss-Bonnet equation of motion

Let us now turn to the equation of motion for Gauss-Bonnet gravity. The action for

the Gauss-Bonnet theory is given in Eq. (3.1). Varying the action with respect to the

spacetime metric gµν we get the equations of motion

Rµν −
1

2
gµνR + α2 ℓ

2
sEµν = Tµν , (C.5)
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where the matter stress tensor was defined in Eq. (2.12). We have included the contri-

bution of the Gauss-Bonnet term in Eµν separately since it occurs at higher orders in

our gradient expansion. This term is evaluated as follows:

Eµν =
δL2

δgµν
− gµν

2
L2

= 2δµ1ν1µ2ν2
ρ1σ1ρ2σ2

[
δRρ1

µ1αν1g
ασ1

δgµν

]
Rρ2

µ2

σ2

ν2
− gµν

2
L2

= 2δµ1ν1µ2ν2
ρ1σ1ρ2σ2

[
Rρ1

µ1(µν1δ
σ1

ν) + gασ1

(
Dα

δΓρ1
µ1ν1

δgµν
−Dν1

δΓρ1
µ1α

δgµν

)]
Rρ2

µ2

σ2

ν2
− gµν

2
L2 .

(C.6)

In Eq. (C.6) the part that involves the variation of the Christoffel symbols can be

manipulated to be written as total derivatives and hence will not appear in the equations

of motion. We shall now demonstrate this explicitly

δµ1ν1µ2ν2
ρ1σ1ρ2σ2

gασ1
(
DαδΓ

ρ1
µ1ν1

−Dν1Γ
ρ1
µ1α

)
Rρ2

µ2

σ2

ν2

= − δµ1ν1µ2ν2
ρ1σ1ρ2σ2

gασ1
(
Dν1δΓ

ρ1
µ1α

)
Rρ2

µ2

σ2

ν2

= δµ1ν1µ2ν2
ρ1σ1ρ2σ2

gασ1δΓρ1
µ1α

(
Dν1R

ρ2
µ2

σ2

ν2

)

= −1

2
δµ1ν1µ2ν2
ρ1σ1ρ2σ2

[
Dµ1

δgρ1σ1 −Dρ1δgσ1

µ1
+Dσ1δgρ1µ1

] (
Dν1R

ρ2
µ2

σ2

ν2

)

= −δµ1ν1µ2ν2
ρ1σ1ρ2σ2

[
Dσ1δgρ1µ1

]
(Dν1R

ρ2
µ2

σ2

ν2
) .

(C.7)

Note that in the second equality we have discarded a total derivative term, and in the

third equality we have used the relation

gασ1δΓρ1
µ1α

= −1

2

[
Dµ1

δgρ1σ1 −Dρ1δgσ1

µ1
+Dσ1δgρ1µ1

]
. (C.8)

We can use the Bianchi identity to show that D[ν1R
[ρ2

µ2

σ2]

ν2]
vanishes:

D[ν1R
[ρ2

µ2

σ2]

ν2]
= −D[ν1

(
R[ρ2σ2]

ν2µ2] +R[ρ2
ν2µ2]

σ2]
)

= −D[ν1

(
R[ρ2

ν2µ2]
σ2]
)
= −D[ν1R

[ρ2
µ2

σ2]

ν2]
= 0 .

(C.9)

Therefore we conclude that

Eα
β = 2δµ1ν1µ2ν2

ρ1βρ2σ2
Rρ1

µ1

α
ν1
Rρ2

µ2

σ2

ν2
−

δαβ

2
L2

= −1

2
δ
αµ1ν1µ2ν2
βρ1σ1ρ2σ2

[
Rρ1

µ1

σ1

ν1
Rρ2

µ2

σ2

ν2

]
.

(C.10)
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In the last line we have used the fact that δµ1ν1µ2ν2
ρ1σ1ρ2σ2

is a determinant and therefore could

be expanded in terms of cofactors as written below

δµ1ν1µ2ν2
ρ1σ1ρ2σ2

= δµ1

ρ1
δν1µ2ν2
σ1ρ2σ2

− δµ1

σ1
δν1µ2ν2
ρ1ρ2σ2

+ δµ1

ρ2
δν1µ2ν2
ρ1σ1σ2

− δµ1

σ2
δν1µ2ν2
ρ1σ1ρ2

.

Projecting onto the horizon H+ in the geometry Eq. (1.4), we obtain the temporal

component that we need:

Evv = 2(RRvv − 2RvαR
α
v − 2RαβRvαvβ +Rv

αβρRvαβρ)

= −2 δA1A2B2

D1C2D2

[(
dKD1

A1

dv
+KA1CKD1C

)
RC2

A2

D2

B2
− 2∇A2

KD1

A1
∇D2KC2

B2

]
.
(C.11)

This form of the equation has been used in §3 to simplify Term 1 in Eq. (3.9).

C.3 Simplifying Wald entropy change

We provide some details regarding the derivation of Eq. (3.10c). We are looking at the

third term in Eq. (3.9), labeled Term 3, which is of the form 2α2 ℓ
2
s KC

Aδ
AA1B1

CC1D1
∂vRC1

A1

D1

B1
.

In order to proceed we need to calculate derivative of the intrinsic Riemann tensor

RC1
A1

D1

B1
with respect to v

∂vRC1
[A1

D1

B1]
= −hCD1∇[B1

∂vΓ
C1

A1]C
− 2RC1

[A1

D

B1]
KD1

D

= −∇B1

(
∇A1

KC1D1 +∇D1KC1

A1
−∇C1KD1

A1

)
− 2RC1

[A1

D

B1]
KD1

D .
(C.12)

Using Eq. (C.12) and the property of δAA1B1

CC1D1
that it is antisymmetric in both in its

upper and lower indices, it is easy to obtain

KC
Aδ

AA1B1

CC1D1
∂vRC1

A1

D1

B1
= 2 δA1A2B2

D1C2D2
∇A2

(
KD1

A1
∇D2KC2

B2

)

− 2 δA1A2B2

D1C2D2

[
KD1

A1
KD2D̃2RC2

A2D̃2B2
+∇A2

KD1

A1
∇D2KC2

B2

]
.

(C.13)

The first term in Eq. (C.13) is a total derivative. However, it plays a crucial role as an

obstruction to our analysis being complete and we can not ignore it. The remaining

terms are described in the text following Eq. (3.10c).

D Equations of motion in Lovelock theories

We present a quick derivation of the equations of motion in Lovelock theories described

by the action Eq. (4.1). Since the derivation is almost identical to the Gauss-Bonnet

case (see §C.2), we will be very brief.
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Consider the contribution to the gravitation equations of motion from a particu-

lar Lovelock term. By varying the action mth Lovelock Lagrangian Lm, we find the

following:

E (m)
µν =

δLm

δgµν
− gµν

2
Lm

= mδµ1ν1···µmνm
ρ1σ1···ρmσm

[
Rρ1

µ1(µν1δ
σ1

ν) + gασ1

(
Dα

δΓρ1
µ1ν1

δgµν
−Dν1

δΓρ1
µ1α

δgµν

)]

× Rρ2
µ2

σ2

ν2
· · ·Rρm

µm

σm

νm
− gµν

2
Lm ,

(D.1)

where the factor m comes from the variation of a product of m Riemann tensors. As

before, the part involving variations of Christoffel symbols is zero (up to total derivative

terms, which do not contribute):

δµ1ν1···µmνm
ρ1σ1···ρmσm

gασ1
(
DαδΓ

ρ1
µ1ν1

−Dν1Γ
ρ1
µ1α

)
Rρ2

µ2

σ2

ν2
· · ·Rρm

µm

σm

νm

= (m− 1)δµ1ν1···µmνm
ρ1σ1···ρmσm

[
Dσ1δgρ1µ1

]
(Dν1R

ρ2
µ2

σ2

ν2
)Rρ3

µ3

σ3

ν3
· · ·Rρm

µm

σm

νm

= 0 .

(D.2)

where we used the Bianchi identity, Eq. (C.9). Therefore the equations of motion take

the form

(E (m))αβ = mδ
µ1ν1···µmνm
ρ1β···ρmσm

Rρ1
µ1

α
ν1
Rρ2

µ2

σ2

ν2
· · ·Rρm

µm

σm

νm
−

δαβ

2
Lm

=

(
mδασ1

δσ̃1

β δ
µ1ν1···µmνm
ρ1σ̃1···ρmσm

− 1

2
δαβ δ

µ1ν1···µmνm
ρ1σ1···ρmσm

)
Rρ1

µ1

σ1

ν1
· · ·Rρm

µm

σm

νm

= −1

2
δ
αµ1ν1···µmνm
βρ1σ1···ρmσm

[
Rρ1

µ1

σ1

ν1
· · ·Rρm

µm

σm

νm

]
.

(D.3)

From here, one can evaluate the temporal component E (m)
vv to obtain Eq. (4.7).

E Analysis for f(R) theory

In this appendix, we review the proof of second law for f(R) theories given by [12] in

our notation. In Gauss-Bonnet and Lovelock theory to prove that Θ ≥ 0, what we have

attempted to show is the following

∂vΘ+ Evv ≤ 0

where the equation of motion: Eµν − Tµν = 0
(E.1)

However for our purpose proving the following inequality would have been enough

∂v(Z1Θ) + Z2Evv ≤ 0 , (E.2)
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where Z1 and Z2 are any two functions that are strictly positive within the validity

regime of our approximation. The proof of ‘Wald entropy increase’ in [12] could be

recast in this language with a certain choice of Z1 and Z2.

For the case of f(R) theories, the Lagrangian is of the form

I =
1

4π

∫
ddx

√
−g f(R) (E.3)

From this, it can be shown that, see [12],

SWald =

∫

Σv

dd−2x
√
h f ′(R) . (E.4)

By taking one more derivative, we find

Θ =
1√
h
∂v

[√
hf ′(R)

]
= K f ′(R) + ∂vf

′(R) . (E.5)

In such theories the (vv) component of the equation of motion takes the following form:

Evv = f ′(R)Rvv − ∂2
vf

′(R)

= f ′(R)

[
Rvv −

∂2
vf

′(R)

f ′(R)

]

= f ′(R)

[
Rvv − ∂2

v log[f
′(R)]−

(
∂vf

′(R)

f ′(R)

)2
]
.

(E.6)

Now define Z1 = Z2 =
1

f ′(R)
and substitute in the LHS of equation Eq. (E.2):

∂v

(
Θ

f ′(R)

)
+

Evv
f ′(R)

= ∂vK + ∂2
v log[f

′(R)] +

[
Rvv − ∂2

v log[f
′(R)]−

(
∂vf

′(R)

f ′(R)

)2
]

= Rvv + ∂vK −
(
∂vf

′(R)

f ′(R)

)2

= −KABKAB −
(
∂vf

′(R)

f ′(R)

)2

≤ 0 .

(E.7)

Here in the second line we have used equations Eq. (E.5) and Eq. (E.6). In the final

step we have used the fact that

Rvv

∣∣∣∣
Horizon

= −∂vK −KABKAB

Now in our case, f ′(R) = 1+O(ω2 ℓ2s). Hence both Z1 and Z2 are strictly positive.
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