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Abstract

The current work aims to examine how the nature of cellular instabilities controls the re-initiation capability and
dynamics of a gaseous detonation transmitting across a layer of inert (or non-detonable) gases. This canonical
problem is tackled via computational analysis based on the two-dimensional, reactive Euler equations. Two differ-
ent chemical kinetic models were used, a simplified two-step induction-reaction model and a detailed model for
hydrogen-air. For the two-step model, cases with relatively high and low activation energies, representing highly
and weakly unstable cellular detonations, respectively, are considered. For the weakly unstable case, two distinct
types of re-initiation mechanisms were observed. (1) For thin inert layers, at the exit of the layer the detonation
wave front has not fully decayed and thus the transverse waves are still relatively strong. Detonation re-initiation
in the reactive gas downstream of the inert layer occurs at the gas compressed by the collision of the transverse
waves, and thus is referred to as a cellular-instability-controlled re-initiation. (2) If an inert layer is sufficiently
thick, the detonation wave front has fully decayed to a planar shock when it exits the inert layer, and re-initiation
still occurs downstream as a result of planar shock compression only, which is thus referred to as a planar-shock-
induced re-initiation. Between these two regimes there is a transition region where the wave front is not yet fully
planar, and thus perturbations by the transverse waves still play a role in the re-initiation. For the highly unstable
case, re-initiation only occurs via the cellular-instability-controlled mechanisms below a critical thickness of the
inert layer. Additional simulations considering detailed chemical kinetics demonstrate that the critical re-initiation
behaviors of an unstable stoichiometric mixture of hydrogen-air at 1 atm and 295 K are consistent with the finding
from the two-step kinetic model for a highly unstable reactive mixture.

Keywords: Detonation re-initiation; inert layer; cellular instabilities; detonation in non-uniform media; gap test for gaseous
detonation
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1. Introduction

The phenomena of gaseous detonation waves prop-
agating in a spatially non-uniform medium containing
pockets of inert or non-detonable gases can be found
in numerous real-world scenarios. One such example
is in the combustion chamber of an RDE (Rotating
Detonation Engine) [1], where separate fuel and oxi-
dizer injection may lead to incomplete mixing, thus,
giving rise to regions with low detonability. Another
example is in the event of an explosion of acciden-
tally released fuel clouds. Due to the incomplete mix-
ing between the released fuel and ambient air, regions
of detonable mixtures are surrounded or separated by
non-detonable gases. In order to understand the com-
plex dynamics of a detonation propagating in such
environments with spatially non-uniform detonabil-
ity, the core questions as to whether and how a det-
onation can transmit across a pocket of inert gases
must be addressed. A canonical set-up as illustrated
in Fig. 1—an incident gaseous detonation wave prop-
agating across a finite-width (δi) gap of inert gases
embedded in an otherwise homogeneous detonable
mixture—can be used to probe the transmission be-
haviors of gaseous detonations.

Experimental efforts were made, particularly in the
1980s-90s, to examine the transmission of gaseous
detonations across an inert layer [2–6]. However, ob-
taining a reproducible inert layer with abrupt bound-
aries is difficult in practice. Concerning the uncer-
tainties in the experimental studies, it is perhaps more
convenient to tackle this problem using computational
analysis. One-dimensional benchmark scenarios of a
detonation wave transmitting over a discontinuity in
density and temperature [7] and across an inert gap [8]
have previously been studied by the authors. For a
planar incident detonation, a critical inert-layer thick-
ness, δi,cr, beyond which the incident detonation can-
not be re-initiated in the downstream reactive region,
can be identified for sufficiently unstable mixtures,
i.e., with chemical kinetics characterized by a suffi-
ciently high activation energy [8]. Although this find-
ing is limited to one dimension, it indicates that the
temperature sensitivity of the induction and reaction
rates influences the critical re-initiation behaviors of
a detonation wave being subjected to the perturbation
of an inert gap.

In realistic gaseous detonations, temperature-
dependent chemical kinetics are coupled with the
complex of multi-dimensional hydrodynamics. This
coupling manifests itself as a multi-dimensionally un-
stable detonation structure featuring triple-point in-
teractions between transversely propagating shock
waves and a non-planar leading shock front. For a
highly unstable mixture characterized by a relatively
high global activation energy, e.g., in undiluted fuel-
air and fuel-oxygen mixtures, the detonation wave
exhibits an irregular cellular structure; for a weakly
unstable mixture with a relatively low activation en-
ergy, e.g., argon-diluted mixtures, the cellular deto-
nation structure is regular. Previous studies have re-

vealed that highly and weakly unstable detonations
behave very differently in various critical phenomena,
including transmission into an unconfined space [9]
and propagation with lateral expansions or mass di-
vergence [10–12]. A common finding of these stud-
ies is that, for highly unstable detonations while sub-
jected to losses or perturbations, the intrinsic cellular
instabilities play a more significant role in control-
ling the propagation and re-initiation capabilities of
the detonation wave. The question, thus, arises as to
how highly and weakly unstable detonations differ-
ently respond to the perturbation of an inert gap. In
other words, how does the nature of cellular instabili-
ties affect the capability and mode of re-initiation of a
gaseous detonation transmitting across an inert gap?

This present work is a computational effort in seek-
ing an answer to the aforementioned questions. Two-
dimensional simulations with simplified two-step ki-
netic models representing highly and weakly unsta-
ble mixtures are performed to (1) examine whether a
critical inert-gap thickness for re-initiation exists and
(2) elucidate in detail the failure and re-initiation pro-
cesses downstream from the inert gap in both mix-
tures. In addition, a set of simulations with detailed
chemical kinetics is performed to demonstrate the
transmission behaviors across an inert pocket embed-
ded in a stoichiometric mixture of hydrogen and air,
which is a typical fuel-oxidizer mixture used in air-
breathing pressure-gain combustors [13].

Fig. 1: Schematic illustration showing the problem of an in-
cident cellular detonation wave propagating towards a layer
of inert gas with a thickness of δi.

2. Model description

The detonation is initiated by a high pressure re-
gion with a sinusoidal perturbation and the initiation
is sufficiently far upstream such that a fully estab-
lished cellular CJ (Chapman-Jouguet) detonation is
obtained prior to encountering the inert layer of thick-
ness, δi in Fig. 1. Diffusive and viscous effects are
ignored, such that the system is governed by the two-
dimensional reactive Euler equations, i.e.,

∂U

∂t̃
+

∂F(U)

∂x̃
+

∂G(U)

∂ỹ
= S(U) (1)

with conserved variables U, convective fluxes F(U)
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and G(U), and source terms S(U) given by,

U = (ρ̃, ρ̃ũ, ρ̃ṽ, ρ̃ẽ, ρ̃Yn)
T

F(U) = (ρ̃ũ, ρ̃ũ2 + p̃, ρ̃ũṽ, ũ(ρ̃ẽ+ p̃), ρ̃ũYn)
T

G(U) = (ρ̃ṽ, ρ̃ũṽ, ρ̃ṽ2 + p̃, ṽ(ρ̃ẽ+ p̃), ρ̃ṽYn)
T

S(U) = (0, 0, 0, 0, ω̃n)
T .

(2)

Here ρ̃, ũ, ṽ, p̃, ẽ are the density, particle velocities in
x and y directions, pressure and specific total energy,
respectively. The chemical species are represented by
subscript n, where Yn are their mass fractions, and ω̃n

their production rates. Two chemical kinetic models
were used.

2.1. Two-step chemical kinetic model

As the first step, the heat release was described by a
two-step chemical kinetic model. The reaction is split
into a thermally neutral induction stage and a reac-
tion stage. Both stages have a temperature-sensitive
Arrhenius form of the reaction rate. The system of
equations is,

d(ρξ)

dt
= H(1− ξ)ρkI exp

[
EI

(
1

TvN
− 1

T

)]
,

d(ρλ)

dt
= (1−H(1− ξ))ρkR(1− λ) exp

(
−ER

T

)
(3)

with the step function,

H(1− ξ) =

{
1 ξ < 1

0 ξ ≥ 1.
(4)

Here ξ is progress variable, so that at the end of the in-
duction process all of the fuel is converted to radicals
instantaneously. Then λ can be thought of as the mass
fraction of product. The parameters kI and kR are rate
constants, and EI and ER are activation energies for
the induction and reaction steps, respectively.

In the above equations, the activation energies have
been non-dimensionalized by RT0, where R and T0

are the gas constant and the temperature of the un-
burnt gas, respectively. However, an alternate non-
dimensionalization which is commonly used in the
literature (see for example [14]) has been introduced.
The modified activation energies, ϵI and ϵR, are non-
dimensionalized by RTvn, where Tvn is the von Neu-
mann shock temperature. The activation energy of the
induction process, ϵI was either 7 or 9. The smaller
value of ϵI = 7 corresponds to a weakly unstable
wave, whereas the larger value of ϵI = 9 corresponds
to a highly unstable wave. In one-dimension, the sta-
bility limit is at ϵI = 9. It should also be noted that
further increase and decrease in the activation energy
has been performed and does not change the qualita-
tive behaviors reported in this paper. Therefore, the
present results encompass the full range of behavior.

The induction length of the corresponding steady
ZND detonation, ∆I, is set to unity. The chemical ki-
netic model, non-dimensionalization of state and flow
variables, and the scaling of rate constants are de-
tailed in [15]. For simplicity, the initial temperature
and pressure were prescribed to be constant through-
out the domain. Thus, from the reactive to inert gas
there is a change in the energetics only.

The simulation was based upon a uniform Carte-
sian grid, and the Strang splitting method was adopted
to treat separately the hydrodynamic process and the
reactive process. The MUSCL-Hancock scheme with
the van Leer non-smooth slope limiter and a Harten-
Lax-van Leer-contact (HLLC) approximate solver
was used [16]. To optimize the simulation efficiency,
the entire flow solver [17–19] was implemented by
the parallel computing platform Compute Unified De-
vice Architecture (CUDA), enabled by Nvidia Tesla
V100 graphics processing units (GPU). The resolu-
tion was 10 grid points per ∆I, but a resolution test
was performed at 20 grid points per ∆I. Some results
from the resolution test are given in the supplemen-
tary material. The domain width, W , was 300 ∆I.
A periodic boundary condition was applied to the top
and bottom of the domain, and the left boundary was
transmissive. Numerical soot foils were generated by
tracking the maximum pressure in the domain.

2.2. Detailed chemical kinetic model

A more detailed chemical kinetic model was also
used. The kinetic mechanism is a hydrogen-air
kinetic mechanism developed by Westbrook [20],
where nitrogen is treated as a dilutent. There are
17 elementary reactions and 9 species, including H2,
O2, H, O, OH, H2O, HO2, H2O2 and N2. The re-
active mixture was stoichiometric hydrogen-air, i.e.,
2H2 + O2 + 3.76N2, and the inert gas was air, i.e., O2
+ 3.76N2. The gases were both initially at ambient
pressure and temperature, i.e., 1 atm and 295 K. In
this case since there is a difference in mixture molec-
ular weight between the reactive and inert gases, there
is a corresponding difference in density under the
constant ambient pressure and temperature constraint.
That is, there is a change in density across the bound-
aries of the inert layer, with the layer being more
dense than the surrounding reactive gas.

The simulation employs the AMROC framework
(adaptive mesh refinement in object-oriented C++),
detailed in [21–23]. The domain width was 30 mm,
which corresponds to about 150 ZND induction
lengths, 150 ∆I. The coarsest grid was 8 cells per
mm, and three additional levels of refinement were
allowed, with refinement factors of 2, 4 and 4, re-
spectively. The resolution at the highest level was
therefore (8 × 2 × 4 × 4 =) 256 cells per mm,
or ∆x = 3.9 µm. A resolution test was also per-
formed at double the base resolution, i.e. 16 cells
per mm. Some results from the resolution test are
given in the supplementary material. The top and bot-
tom boundaries of the domain were reflective, and the
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left boundary was transmissive. Numerical soot foils
were generated by tracking the maximum vorticity in
the domain.

3. Results and discussion

3.1. Transmission into inert medium; analysis of the
transmitted wave

In this section, results with the two-step chemical
kinetic mechanism are presented. First, consider the
transmission of the detonation wave from the reac-
tive to inert gas only. This will describe the transmit-
ted wave at the exit of the inert layer for any given
inert thickness, δi. The process is shown in Fig. 2
via numerical soot foils, where Figs. 2(a) and (b) are
for the highly unstable ϵI = 9 and weakly unstable
ϵI = 7 cases respectively. The vertical dashed line
indicates the boundary between the reactive and in-
ert gas which is at x = 0. The intrinsic cellular
structure of the incident detonation is more regular
for the weakly unstable, lower activation energy case,
i.e. ϵI = 7 in Fig. 2(b). By contrast, the incident det-
onation structure is irregular for the highly unstable
case, i.e. ϵI = 9 in Fig. 2(a). When the detonation
enters the inert layer, there is a reduction in the en-
ergy release from chemical reactions. The detonation
decays; the strength of the shock front decreases over-
all, including the transverse waves, thus the pressure
behind the detonation decreases. Eventually, a trans-
mitted shock wave with constant velocity is obtained.

Fig. 2: Numerical soot foils for the detonation transmission
from reactive to inert gas for the (a) highly unstable, ϵI = 9,
and (b) weakly unstable, ϵI = 7 cases. The vertical dashed
line at x = 0 indicates the initial boundary between the
reactive and inert gases.

The goal is to represent quantitatively the transient
decay process. To begin, this two-dimensional pres-
sure field was reduced to an average one-dimensional
pressure field by averaging across the vertical y-axis
as follows,

p̄ =

∫
p dy

W
. (5)

The average shock location, xshock, was defined to be
where p̄ becomes greater than some threshold pres-
sure, and its location was calculated by interpolation.
When repeated throughout the decay, xshock was ob-
tained as a function of time, and the average shock
speed Mshock can be calculated. Finally, the average
shock pressure pshock was found from Mshock with
the Rankine-Hugoniot relations.

Also of interest is the distribution of pressure near
the shock front. Consider the region around xshock,
which extends 25 induction lengths, 25 ∆I in front
of xshock, and 25 ∆I behind xshock. The pres-
sure at each computational cell within the region
was recorded, and used to calculate a PDF (proba-
bility density function) of pressure. When repeated
throughout the decay, the PDF shows how the pres-
sure distribution near the shock changes. Finally, the
pressure analysis was repeated for five runs, and an
ensemble average was taken. that from run to run the
location of the inert layer was varied, so that the struc-
ture of the incident detonation changes. The results
are shown in Fig. 3. The x-axis is the shock location
xshock, and the y-axis is the pressure. Again, the ver-
tical dashed line indicates the reactive-inert boundary
at x = 0. The solid black line is the average shock
pressure, pshock. For the incident detonation, pshock
fluctuates around pvn, the von Neumann shock pres-
sure which is shown by a horizontal dashed line. After
the detonation enters the inert gas, pshock decreases.
Eventually, the final shock with pressure, pf in Fig. 3
will be obtained. The coloured contour shows the
PDF of pressure near the shock front, where the color
indicates the recurrence of that pressure value, or the
probability that the pressure is the indicated value.
For example, for the incident detonation the pressure
near the front ranges from p < 20 to p > 80, and
there are many points with p ≈ pvn and very few
points with p = 80. After the detonation enters the
inert gas, the pressure range narrows, and in particu-
lar the maximum pressure obtained near the front de-
creases.

Large pressure fluctuations above pvn remain until
about xshock = 150–200, which corresponds roughly
to the disappearance of the cellular structure in the
soot foils of Fig. 2. Therefore, after this point there
has been significant damping of the transverse waves.
The smaller pressure fluctuations above pf die off by
about xshock = 500–600. After this point, pshock ≈
pf and the transmitted wave is no longer changing.

3.2. Transmission across inert layer; detonation
re-initiation

3.2.1. Two-step chemistry; highly unstable mixture

Now consider a layer of inert gas with finite thick-
ness, δi. Typical numerical soot foils for the highly
unstable case, i.e. ϵI = 9 are shown in Fig. 4, where
the inert layer thicknesses are δi = 100, 150, 200, and
500, respectively. The vertical dashed lines show the
two boundaries of the inert layer. When δi ≤ 150, the
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Fig. 3: The average shock pressure, pshock and the PDF
(probability density function) of pressure plotted against the
shock location, xshock for the (a) highly unstable, ϵI = 9,
and (b) weakly unstable, ϵI = 7 cases. The vertical dashed
line at x = 0 indicates the initial boundary between the re-
active and inert gases; the horizontal dashed lines are the von
Neumann shock pressure, pvn and the final shock pressure,
pf .

detonation is successfully transmitted downstream of
the inert layer. On the other hand, when δi ≥ 200, the
detonation cannot be re-initiated downstream. There-
fore, the critical thickness, δi,cr is 175± 25.

The re-initiation occurs at the collision of the trans-
verse waves in the reactive gas downstream of the in-
ert layer. The gas which is compressed by the col-
lision of the transverse waves reacts more rapidly,
and this rapid release of energy strengthens the sub-
sequent Mach stem. Therefore, the re-initiation
mechanism is referred to as the cellular-instability-
controlled mechanism. This type of re-initiation is
consistent with Figs. 2(a) and 3(a), in that the deto-
nation cellular structure, i.e. some stronger transverse
waves or large fluctuations on the PDF survive up to
about xshock = 200. Thus, for these inert thicknesses
of δi < 200 the transmitted wave at the exit of the
inert layer is still significantly cellular.

A re-initiation distance, lr, was defined to be the
distance between the downstream boundary (i.e. exit)
of the inert layer and the point where the average
shock pressure pshock becomes ≥ pvn. The results are
plotted in Fig. 5 for the five runs. The re-initiation dis-
tance, lr increases as the inert thickness, δi increases

up until failure. However, there is some variation
from run to run in the lr measured at each δi. This
is likely due to the irregularity of the cellular struc-
ture of the incident detonation. The critical thickness,
δi,cr also varied between runs, ranging from 125–225
as shown by the vertical dashed lines and shaded re-
gion.

3.2.2. Two-step chemistry, weakly unstable mixture

Now consider the weakly unstable mixture, i.e.
ϵI = 7. Typical numerical soot foils are shown in
Fig. 6, where the inert layer thickness ranges from
δi = 50–600. In this case there is no critical thick-
ness, i.e., the detonation is always re-initiated down-
stream. In a similar way, in Fig. 7 the re-initiation
length, lr is plotted for the five runs.

When δi ≲ 150, some strong transverse waves are
still present on the transmitted wave when the wave
exits the inert layer, as was seen on the soot foil of
Fig. 2(b) and by the large fluctuations on the PDF of
Fig. 3(b). Thus, the re-initiation mechanism is simi-
lar to that for the highly unstable, ϵI = 9 case from
before. The cellular-instability-controlled type of re-
initiation occurs at the collision of transverse waves.
In addition, the re-initiation length, lr increases with
increased inert thickness, δi as before.

On the other hand, when δi ≥ 500, the transmitted
wave at the exit of the inert layer is no longer chang-
ing as was seen on the PDF of Fig. 3(b). The major-
ity of the pressure fluctuations have died out and the
wave front is essentially a planar shock with shock
pressure pf . Therefore, the re-initiation downstream
is induced by compression of a planar shock wave,
and thus, referred to as the planar-shock-induced
mechanism. As can be seen on the last two soot foils
in Figs. 6(g) and (h) for δi = 500 and 600, the re-
initiation occurs uniformly across the channel width.
Excerpts of the flow field showing further details of
this re-initiation process are given in the supplemen-
tary material. In addition, the re-initiation length, lr
in Fig. 7 does not change. In fact, lr plateaus to a con-
stant value which is equal to that for one-dimensional
planar shock initiation with shock pressure pf . This
limit is shown by the horizontal line in Fig. 7.

Between these two regimes, i.e. for 200 < δi <
400, there is a transition region where the transmitted
shock is not yet fully planar. The transverse waves
are weakened but still contribute to the ignition in the
downstream gas. Thus, the re-initiation on the soot
foils of Fig. 6 is still somewhat spotty. In addition, the
shock pressure pshock is still greater than pf . There-
fore, the re-initiation length is shorter than that for
the planar shock with shock pressure pf (the limit in
Fig. 7 shown by the horizontal line).

Note that there is less variation from run to run in
the re-initiation lengths as compared to the highly un-
stable, ϵI = 9 case from before. For comparison, the
standard deviation of the re-initiation length, σlr is
plotted against the inert thickness, δi in Fig. 8 for both
cases. Where the cellular-instability-controlled type
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Fig. 4: Numerical soot foils for the detonation transmission across an inert layer for the highly unstable case with ϵI = 9,
and inert thicknesses (a) δi = 100, (b) 150, (c) 200, and (d) 500. The vertical dashed lines indicate the initial upstream and
downstream boundaries of the inert layer.
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Fig. 5: The re-initiation length, lr, plotted against the in-
ert thickness, δi, for the highly unstable ϵI = 9 case. The
vertical dashed lines and a shaded region show the range of
values measured for the critical thickness, δi,cr.

of re-initiation exists, i.e. for δi ≤ ∼150, the stan-
dard deviation is always higher for the highly unstable
ϵI = 9 case than that for the weakly unstable ϵI = 7
case. This is because the incident detonation cellular
structure is more irregular. In addition, for ϵI = 7
the standard deviation starts to decrease afterward as
the inert thickness increases. This is because the
re-initiation mechanism transitions from the cellular-
instability-controlled type of re-initiation, where the
cyclic nature of the cellular structure plays a key role,
to the one-dimensional planar-shock-induced type of
re-initiation.

Finally, note that this absence of a critical thickness
is unrealistic. This seemingly illogical result could
be explained by two factors. In general, a detona-
tion wave is followed by an expansion wave called
the Taylor wave which further expands the detonation
products. Then, given an infinitely long inert layer,
the final transmitted shock would not be constant at
pf , but this shock would further decay to an acoustic
wave. Therefore, failure would occur for some inert
thickness that gives a transmitted shock with shock
pressure lower than pf . In addition, in general there

will be energy and momentum losses that are not ac-
counted for in the present study. Such losses would
hamper the re-initiation, particularly as the length
scales, i.e. the inert thickness and re-initiation length
increase. Nevertheless, detecting this limit is not the
goal of the present study.

3.2.3. Detailed chemistry

Finally, consider the simulations with the detailed
kinetic mechanism for hydrogen-air. Figure 9 shows
the numerical soot foils for inert thicknesses δi =
0.06 cm and 0.08 cm. The detonation is successfully
re-initiated when δi = 0.06 cm, but fails to re-initiate
when δi = 0.08 cm. Therefore, the critical thickness,
δi,cr = 0.07 ± 0.01 cm. The re-initiation mecha-
nism can again be classified as the cellular-instability-
controlled type of re-initiation, with detonation onset
for δi = 0.06 occurring at the collision of the trans-
verse waves near the top of the domain. Thus, the re-
sult is qualitatively similar to that for the highly unsta-
ble detonation. This is compatible with experimental
evidence that suggests that such undiluted hydrogen-
air detonations are relatively unstable [24, 25].

4. Concluding remarks

In this study, the dynamics of the perturbation of
cellular detonations by a layer of inert gas is explored
via two-dimensional computational simulations. In
particular, the role of the cellular instabilities and
modes of re-initiation of a gaseous detonation trans-
mitting across an inert gap are demonstrated. Two
types of mixtures are considered, namely, a highly un-
stable and a weakly unstable mixture in which highly
irregular and regular cellular detonations occur, re-
spectively.

For the highly unstable reactive mixture, results
from the present study clarified the role of the trans-
verse wave instabilities in both the existence of a
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Fig. 6: Numerical soot foils for the detonation transmission across an inert layer, for the weakly unstable case with ϵI = 7, and
inert thicknesses (a) δi = 50, (b) 100, (c) 150, (d) 200, (e) 300, (f) 400, (g) 500, and (h) 600. The vertical dashed lines indicate
the initial upstream and downstream boundaries of the inert layer.
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Fig. 7: The re-initiation length, lr, plotted against the in-
ert thickness, δi, for the weakly unstable ϵI = 7 case.
The horizontal line shows the re-initiation length for a one-
dimensional planar shock with shock pressure, pf . The
regions of the cellular-instability-controlled type and the
planar-shock-induced type of re-initiation are labelled, along
with a transition region between the two.

critical inert-gap thickness and the downstream re-
initiation, at which the detonation onset occurs at
the gas compressed by the collision of the transverse
waves. This re-initiation mechanism was called the
cellular-instability-controlled type of re-initiation. In
addition, the detonation fails to re-initiate if the trans-
verse waves are not sufficiently strong, and therefore
if the inert layer is too thick. Thus, a critical in-
ert thickness can be defined. These salient observa-

0 100 200 300 400 500 600 700
0

100

200

300

δi,cr for ϵI = 9

Fig. 8: The standard deviation of the re-initiation length, σlr ,
plotted against the inert thickness, δi for the highly unstable,
ϵI = 9 and weakly unstable, ϵI = 7 cases. The shaded
region shows the range for the critical thickness, δi,cr for
the highly unstable, ϵI = 9 case.

tions captured by the results using the simplified two-
step model agree closely with those using the detailed
chemical kinetic model for a realistic unstable stoi-
chiometric mixture of hydrogen-air.

Another important finding is that for the weakly
unstable reactive mixture, the detonation is always re-
initiated downstream of the inert layer, i.e. no critical
thickness exists, and a second mode of re-initiation
occurs. When the inert layer is thin, the re-initiation is
of the cellular-instability-controlled type where trans-
verse waves are still relatively strong and dominate
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Fig. 9: Numerical soot foils for the detonation transmission across an inert layer, for the detailed chemical kinetic model with
stoichiometric hydrogen-air at 1 atm and 295 K, and inert thicknesses (a) δi = 0.06 cm, and (b) 0.08 cm. The vertical dashed
lines indicate the initial upstream and downstream boundaries of the inert layer.

the re-initiation process. As the inert layer becomes
thicker, the transverse waves are weaker when the
wave exits the layer, and the wave transmitted into the
downstream reactive gas becomes more and more pla-
nar. The re-initiation mechanism transitions to that of
planar-shock ignition, and is therefore called a planar-
shock-induced re-initiation. Therefore, weakly un-
stable mixtures are found to be less reliant on the
transverse wave instabilities of the detonation cellu-
lar structure for re-initiation. This result of the non-
existence of a critical thickness for sufficiently stable
mixtures is consistent with the authors’ previous one-
dimensional simulations [8]. It was postulated that
in order to define a critical thickness, the purely one-
dimensional far field decay of the transmitted shock
could be considered.

This study thus shows conclusively that the critical
thickness is mainly the result of the residual effects of
the intrinsic cellular instabilities of the incident det-
onation on the downstream reactive mixture. Alto-
gether, the present results are consistent with those
for other critical phenomena [10–12, 26, 27], where
in general detonation propagation and re-initiation for
more stable mixtures are more closely approximated
by a one-dimensional model, and for highly unstable
mixtures the intrinsic cellular instabilities play a more
significant role.
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