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Abstract 
Interest in Maritime Autonomous Surface Ships (MASS) is increasing as it is predicted that 
they can bring improved safety, performance and operational capabilities. However, their 
introduction is associated with a number of enduring Human Factors challenges (e.g., 
difficulties monitoring automated systems) for human operators, with their ‘remoteness’ in 
shore-side control centres exacerbating issues. This paper aims to investigate underlying 
decision-making processes of operators of uncrewed vehicles using the theoretical 
foundation of the Perceptual Cycle Model (PCM). A case study of an Unmanned Aerial 
Vehicle (UAV) accident has been chosen as it bears similarities to the operation of MASS 
through means of a ground-based control centre. Two PCMs were developed; one to 
demonstrate what actually happened and one to demonstrate what should have happened. 
Comparing the models demonstrates the importance of operator situational awareness, 
clearly defined operator roles, training and interface design in making decisions when 
operating from remote control centres.  
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Practitioner Summary: 
To investigate underlying decision-making processes of operators of uncrewed vehicles 
using the Perceptual Cycle Model, by using an UAV accident case study. The findings 
showed the importance of operator situational awareness, clearly defined operator roles, 
training and interface design in making decisions when monitoring uncrewed systems from 
remote control centres. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



1. Introduction 
Interest in Maritime Autonomous Surface Ships (MASS) is rapidly growing as they bring 
many benefits including improvements to safety and reducing operational costs by removing 
the need for onboard operators (Ahvenjärvi 2016; Burmeister et al. 2014b; Chang et al. 
2021; Kretschmann, Burmeister, and Jahn 2017; Thieme and Utne 2017). Uncrewed ships 
would also bring benefits to the operators by giving them a better and safer working 
environment from a shore-based or host-ship Remote Control Centre (RCC; Wahlström et 
al. 2015). Their introduction may also reduce the number of operators required for each ship 
and operators may be able to monitor multiple MASS from the RCC (Mackinnon et al. 2015). 
MASS applications include search and rescue (Mendonça et al. 2016), recovery of oil spills 
(Wang et al. 2016), hydrographic surveys (Dobref et al. 2018; Giordano et al. 2016) and 
military operations (Deng et al. 2018; Osga and McWilliams 2015).  
 
The International Maritime Organisation (IMO) has outlined four degrees of autonomy for 
MASS (International Maritime Organisation 2021): 

• Degree one: ships with automated systems and decision support systems that are 
used by onboard personnel.  

• Degree two: the ships are remotely controlled with seafarers still onboard. 

• Degree three: the ships are uncrewed and remotely controlled. 

• Degree four: full autonomous ships where the system will make decisions on its own 
and choose the appropriate action. 

Within these degrees of autonomy different levels of automation may be used ranging from 
the operator manually controlling the ship to the ship’s systems acting autonomously without 
the human operator’s input, these levels are not necessarily hierarchical and a MASS may 
use multiple levels during a voyage (International Maritime Organisation 2021). However, 
these degrees of autonomy do not necessarily fully describe the human involvement in the 
system, the European Defence Agency’s Safety and Regulations for European Unmanned 
Maritime Systems (SARUMS) group have defined six levels of control (see Table 1) which 
could be used operating a MASS with degree three of autonomy. These levels of control 
could range from level one (directly operated by a human operator) to level five (the system 
operates autonomously with no human involvement) (Maritime UK 2020). However, it is 
expected that to meet regulatory requirements that there will still need to be a human in the 
system, the operator would then be responsible for monitoring the automated systems and 
intervening if required (Huang et al. 2020; Ramos, Utne, and Mosleh 2019).  
 
Table 1 - Levels of Control for MASS operation (Maritime UK 2020). 

Level  Name  Description  

0  Manned  MASS is controlled by operators aboard  

1  Operated  Under Operated control all cognitive functionality is within the human 
operator. The operator has direct contact with the MASS over e.g., 
continuous radio and/or cable. The operator makes all decisions, directs 
and controls all vehicle and mission functions.  

2  Directed  Under Directed control some degree of reasoning and ability to respond 
is implemented into the MASS. It may sense the environment, report its 
state and suggest one or several actions. It may also suggest possible 
actions to the operator, such as e.g., prompting the operator for 
information or decisions. However, the authority to make decisions is 
with the operator. The MASS will act only if commanded and/or 
permitted to do so.  

3  Delegated  The MASS is now authorised to execute some functions. It may sense 
environment, report its state and define actions and report its intention. 
The operator has the option to object to (veto) intentions declared by the 



MASS during a certain time, after which the MASS will act. The initiative 
emanates from the MASS and decision-making is shared between the 
operator and the MASS.  

4  Monitored  The MASS will sense environment and report its state. The MASS defines 
actions, decides, acts and reports its action. The operator may monitor 
the events.  

5  Autonomous  The MASS will sense environment, define possible actions, decide and 
act. The Unmanned Vessel is afforded a maximum degree of 
independence and self-determination within the context of the system 
capabilities and limitations. Autonomous functions are invoked by the on-
board systems at occasions decided by the same, without notifying any 
external units or operators. 

 
 
The level of control used is important as it describes the system’s ability to operate without 
human input, showing that at higher levels of control or automation the operator may be less 
involved in the decision-making process as the systems are more highly automated (Scharre 
2015; Vagia, Transeth, and Fjerdingen 2016). Whether the intention is for the MASS 
decision-making to have a high potential impact (e.g. collision avoidance navigation) or as 
an operator aid (e.g. proposing actions for a human operator to approve) it is critical to 
ensure that the information available to the operator is appropriate (Scharre 2015). It will be 
necessary to consider the level of automation of a ship when designing its systems, as it will 
affect the information required by human operators to maintain their situational awareness 
and what their responsibilities within the system are (Man et al. 2018). It has been found that 
automating decision-making functions can have a detrimental effect on a system's 
performance (Parasuraman 2000).  
 
Whilst uncrewed MASS are expected to bring many benefits (e.g., Norris 2018; Wahlström 
et al. 2015), there are also Human Factors challenges related to their operation (Hoem 
2020; Man et al. 2018; Wahlström et al. 2015). For instance, the introduction of MASS has 
the potential to reduce operator workload (Porathe, Prison, and Man 2014; Wahlström et al. 
2015). However, MASS may increase operator workload due to the vast amounts of data 
that will become available from all the ship’s sensors (Porathe, Prison, and Man 2014; 
Wahlström et al. 2015). Further, an operator’s workload may also be affected by the usability 
of the automated systems, and so it will be important that they are designed to support 
operators’ decision-making (Karvonen and Martio 2019). As MASS will be remotely operated 
or monitored from a shore-side or host ship RCC, operators may have limited situational 
awareness due to no longer being on board affecting their ability to make appropriate 
decisions (Mackinnon et al. 2015; Porathe, Prison, and Man 2014).  
 
Another issue for decision-making could be less time for operators to make decisions at an 
RCC due to the potential delay in receiving information from the ship (Ramos et al. 2020). 
There may be a delay in the transmission of information from the ship because of the 
distance between the ship and the RCC and the time taken for the systems to process data 
transmitted from the onboard sensors (Wahlström et al. 2015). It has been suggested that 
the human-machine interface (HMI) will be critical for performance and safety, ensuring the 
operator maintains their situational awareness and, in the loop, should they need to take 
over (Ahvenjärvi 2016). There may be challenges in supporting the operator monitor the 
MASS’ automated systems if they do not have an appropriate level of reliance on the 
automation (Parasuraman and Riley 1997). Human operators may rely on the automated 
system too heavily if they believe the automated system is more capable and/or reliable than 
it actually is, so they may believe that the system does not have to be monitored as 
rigorously (Parasuraman and Riley 1997). 
 



It is envisaged that automated systems will be more reliable and can respond more quickly 
to situations than their human counterparts (Ahvenjärvi 2016; Norris 2018; Ramos et al. 
2020). However, despite uncrewed systems having the potential to reduce error as the 
onboard human operator is removed, there is some concern that automation may create 
new avenues for error (e.g., Ahvenjärvi 2016; Burmeister, Bruhn, et al. 2014). This is 
because the role of the human operator is not entirely removed from the system, it is simply 
changed from an active operator to a supervisor of the system (Ahvenjärvi 2016; Hoem 
2020). The errors that might be introduced may be new and potentially more complex, due 
to the complexity of the automated systems involved (Ahvenjärvi 2016; Burmeister et al. 
2014b; Hoem 2020). This may have safety implications for MASS as it may then be harder 
for the human operator to diagnose and respond appropriately to a system failure or 
unexpected situation, so it may not be as simple as removing the human element from 
onboard to make systems safer (Sandhåland, Oltedal, and Eid 2015). 
 
Similar challenges and issues have already been seen in Unmanned Aerial Vehicles (UAVs) 
operation due to their similar operation to MASS (Wahlström et al. 2015). MASS and UAV 
have various operational similarities: 

• The uncrewed vehicles are operated from RCCs, ground RCCs for UAVs and shore-
side or host-ship RCCs for MASS (Ahvenjärvi 2016; Gregorio et al. 2021; Man, 
Lundh, and MacKinnon 2018; Skjervold 2018) 

• There is a lack  of proximity between the uncrewed vehicle and the operator, 
operators rely on sensor feedback (Karvonen and Martio 2019; Pietrzykowski, 
Pietrzykowski, and Hajduk 2019)  

• The vehicles are operated and monitored through HMIs (Liu, Aydin, et al. 2022; 
Zhang, Feltner, et al. 2021) 

• At higher levels of automation, operators will be in a supervisory role (Man, Lundh, 
and MacKinnon 2018; Zhang, Guo, et al. 2021)  
 

However, there are also differences between the aviation and maritime domains such as: 

• Slower speeds in the maritime domain versus aviation, so decisions are less time 
critical (Praetorius et al. 2012) 

• Maritime navigational decisions need to be made earlier due to the high inertia of 
ships and because they are underactuated as they have fewer inputs than degrees 
of freedom (Reyhanoglu 1997; Veitch and Andreas Alsos 2022) 

• The aviation domain navigation is in the three dimensions and in maritime only in two 
dimensions (Praetorius et al. 2012)  

These differences may limit the applicability of insights from UAV operations for MASS. 
Even though there are differences in operating MASS and UAVs from RCCs, the similarities 
in their operation mean that it is useful to consider the remote operating problems already 
experienced with UAVs and understand what lessons could be learnt for MASS. 
  
It is expected that there will be multiple operator roles in the RCC, such as an operator 
monitoring the ship, an engineer and other team members, however, this would depend on 
the type of mission being carried out and the complexity of the MASS (Burmeister et al. 
2014b; Mackinnon et al. 2015; Man et al. 2015; Saha 2021). Multiple operator teams are 
also used in the operation of UAVs, such as multiple pilots, sensor/payload operators, an 
operation commander and other support personnel depending on the type of missions and 
complexity of the systems in use (Armstrong, Izzetoglu, and Richards 2020; Giese, Carr, 
and Chahl 2013; Gregorio et al. 2021; Man et al. 2015; Ruiz et al. 2015). For example, for 
the operation of surveillance UAVs teams of two are often used, a pilot and a video feed 
operator (Helton et al. 2015). It has also been suggested that there are three main roles in 
UAV operation, an operations director (for planning and coordination), a pilot and a mission 
specialist (in charge of operating the onboard sensors) (Peschel and Murphy 2015). As 
technological capabilities advance, it is expected that single operators will be responsible for 



monitoring multiple uncrewed MASS (Andersson et al. 2021; Fan et al. 2020; Ramos, Utne, 
and Mosleh 2019). Similarly, the use of a single operator to control multiple UAVs is being 
investigated as the automated systems become more advanced leaving operators to 
supervise the UAVs (Jessee et al. 2017; Lim et al. 2021; Silva et al. 2017). Currently, the 
use of UAV swarms monitored by a single operator is being explored (Hocraffer and Nam 
2017).  
 
In aviation, there have been numerous accidents involving UAVs (Giese, Carr, and Chahl 
2013). A study reviewed 68 US military UAV accidents between 2011 and 2014, it was found 
that 38% of the casual factors were categorised as unsafe acts and 53% of those unsafe 
acts were due to judgment and decision errors (Oncu and Yildiz 2014). It is important to note 
that human error should not be used to explain the cause of an accident it should be the 
starting point for an investigation into why the error occurred (Dekker 2006). Due to the 
similarities in the operation of both UAVs and MASS, similar decision errors could likely be 
seen in the operation of MASS from RCC. It shows the importance of investigating the 
decision-making process in the operation of uncrewed systems, to understand why these 
decision errors were made and what can be done in terms of system design to better 
support operator decision-making. It has been highlighted that operators will still play an 
important part in the performance of the whole system, as they will be a backup if the 
automated systems fail and will need to be able to make appropriate decisions in potentially 
safety-critical situations (Kari and Steinert 2021; Man et al. 2015).  

 
This paper aims to investigate decision-making in uncrewed vehicle operation to understand 
the issues associated with operating uncrewed vehicles from RCCs. This will be achieved by 
using a UAV accident as a case study to develop a Perceptual Cycle Model (PCM; Neisser, 
1976) of the operator’s decision-making process. This will enable us to explore how the 
operators came to their decisions in the context of the system and environment, rather than 
just looking at their erroneous decisions. It is important to consider why these decisions 
made sense to the operators at the time they were made and what were the underlying 
mechanisms supporting their decisions. The analysis of the decision-making model 
developed will then be used to infer potential design recommendations for MASS systems, 
to better support the decision-making of the human operators. It will also be used to 
investigate what lessons could be learnt from operating UAVs from ground-based RCCs and 
how their design influenced the human-machine team decision-making process, to gain 
insights for the design of MASS RCCs. 
 
2. The Perceptual Cycle Model 
The PCM is a naturalistic decision-making model developed by Neisser (1976), which links 
the decision-maker's thoughts with information available within the world (or environment), 
which goes on to influence their behaviour and actions. The concept of ‘schema’ is used to 
describe organized mental templates of a decision maker's thoughts or behaviours based on 
their past experience and world knowledge (Plant and Stanton 2012). The PCM is a cyclical 
model (see Figure 1) in which world information that is available to the decision-maker 
modifies their perception of the environment and as a result may trigger their schema (Plant 
and Stanton 2012). This then directs the actions they take and then more information about 
the situation may be available to them as a result of their actions or due to the dynamic 
situation and the cycle begins again (Plant and Stanton 2012). Their schema is activated by 
bottom-up processing as the decision-maker uses the world information to match their past 
experience, which then modifies their perception of the situation and leads them to potential 
actions they may take (top-down processing) (Banks, Plant, and Stanton 2018). One feature 
of naturalistic decision-making is that decisions are constantly being made due to the 
developing dynamic situation, the decision-maker will go round the PCM multiple times as 
the situation evolves. The decision-maker's schema may be adapted, or an alternative 
schema may be triggered. As the situation develops, the decision-maker's potential actions 
may also be altered (Revell et al. 2020).  



  

 
 

Figure 1 - The Perceptual Cycle Model (Neisser, 1976; Plant and Stanton, 2012). 
 

The PCM will be used to explore decision-making in a UAV accident to investigate human-
system relationships in the operation of uncrewed vehicles. To understand what can affect 
operators’ decision-making processes when operating uncrewed vehicles from RCCs and 
gain insights into how MASS operators’ decision-making could be supported. Even though at 
higher levels of autonomy the MASS operator’s main responsibilities will be to monitor the 
ship’s automated systems, their decision-making will still be important in the safe operation 
of MASS, as they will need to handle alerts given by the automated systems and intervene 
when the systems cannot handle a situation (Man et al. 2015). For example, the operator 
may need to be involved in navigation decisions due to the complexity of a situation or in the 
event of a component or system failure (Burmeister et al. 2014a; Liu, Chu, et al. 2022; 
Ramos et al. 2020). Therefore, it will be necessary to investigate how the decision-making 
process of MASS operators can be supported to promote the safe operation of MASS.  
 
This decision-making model has been chosen as it has been previously used to investigate 
incidents involving human-system interactions using case studies such as the Kegworth 
Plane crash (Plant and Stanton 2012), the Kerang rail crash (Salmon et al. 2013) and the 
Ladbroke Grove rail crash (Stanton and Walker 2011). Also, studies such as Banks et al. 
(2018) have used the PCM framework to investigate an accident involving other another 
automated system, an automated vehicle accident. The accident which occurred on the 7th 
May 2016 involved a Telsa Model S which was being operated in Auto-pilot mode that 
crashed into a trailer that was crossing an intersection on a highway west of Williston, 
Florida (Banks, Plant, and Stanton 2018). In this case, the PCM framework was used to 
show how internally held schema can influence a decision-maker's actions and how 
potentially inappropriate schema of automated systems and their reliability can lead to fatal 
accidents (Banks, Plant, and Stanton 2018). This accident highlighted the issue of 



responsibility when humans use automated systems and how task allocation between the 
human and the system needs to be clear so humans are aware of their responsibility 
(Banks, Plant, and Stanton 2018). However, Banks et al., (2018) also demonstrated that 
vehicle manufacturers also have a degree of responsibility to support and facilitate the 
development of appropriate schema, so that appropriate levels of trust are developed for the 
automated systems they design.  
 
As shown by others (e.g., Plant and Stanton, 2012; Banks et al., 2018), the PCM framework 
can be used to explore system error in the human-system relationships, as it puts the human 
decision-makers thought process into the system context. The PCM framework shows how 
their decisions made sense at the time based on the information available and their 
interactions with the automated system (Plant and Stanton 2012). Plant and Stanton (2014) 
proved the validity and re-test reliability of the PCM by showing that it is valid for 
representing real-life data using the example of rotary wing pilots. By exploring system 
errors in this way, it can show what led the decision-makers to their decisions, to understand 
how their decision-making can be further supported in the context of the system they are 
operating. The application of a UAV case study to the PCM will be used to investigate the 
system errors that occurred in this case, to understand how similar issues might be 
prevented in the operation of MASS from RCCs and how MASS operator decision-making 
could be supported.  

 
3. Case study of an Unmanned Aerial Vehicle accident  
3.1 WK050 accident synopsis 
The Watchkeeper (WK) is a UAV which is used for intelligence surveillance reconnaissance 
and is operated from a Ground Control Station (GCS; (Defence Safety Authority 2019). On 
13th June 2018, a team of pilots were completing their Captaincy Development training at 
West Wales Airport. Each pilot was required to complete three flights in the first pilot role 
(pilot 1; who’s in charge of monitoring the UAV’s systems) and three in the second pilot role 
(pilot 2; who focuses on the reconnaissance mission). Six test flights were planned, however 
on the fourth flight, an accident occurred during the landing attempt. A comprehensive 
accident investigation was led by the Defence Safety Authority to establish the root cause of 
the accident, culminating in the publication of an accident report in February 2019 (Defence 
Safety Authority 2019). Whilst the training exercise took place there were five team 
members in the GCS, the two pilots, an aircrew instructor, a spare pilot and a flight 
execution log author, see Figure 2 for the control room layout.  
 

 
 

Figure 2 – Line drawing of the Ground Control Station setup. 
 



According to the accident report, the first pilot (pilot 1) had decided to land the UAV earlier 
than planned due to high crosswind gusts, as it was anticipated the high crosswinds may 
lead to several go-arounds before the UAV landed successfully. The accident report outlines 
that during the UAV’s landing, the UAV’s Automatic Take-Off and Landing System (ATOLS) 
did not sense ground contact when it touched down on the runway. As it had not sensed 
ground contact, the ATOLS decided to auto-abort the landing attempt and perform a go-
around. However, during the landing attempt, the UAV had deviated from the runway’s 
centreline and after the UAV touched down it continued to deviate onto the grass. The pilots 
had observed this deviation onto the grass from the UAV video feed and tried to manually 
abort the landing. This was four seconds after the UAV’s ATOLS had made the decision to 
abort the landing (see Figure 3), so when the pilot tried to manually abort the landing there 
was no response from the UAV. Two seconds later the pilot decided to cut the UAV’s 
engine. The cause of the accident was found to be the pilot cutting the engine and the GCS 
crew losing situational awareness was found to be one of the causal factors in the accident 
(Defence Safety Authority 2019). Figure 3 shows a summary of the UAV accident showing 
the path of the UAV during the landing attempt, the landing stages and the points at which 
the system and manual commands were given. Figure 4 shows a summarised timeline of 
the events leading to the accident, which has been broken down into four phases: landing 
initiated, landing approach, ground touch window and emergency handling (Defence Safety 
Authority 2019). It is important to understand the limited time sampling window the GCS 
crew had at each stage during the landing attempt. Figure 4 shows that pilot 1 decided to 
manually abort the landing four seconds after the ATOLS had already made the decision to 
abort the landing, then decided to cut the engine two seconds later. The decision to cut the 
engine had only been made nine seconds after the UAV had been seen deviating from the 
runway. The emergency handling stage was only six seconds long, showing the short time in 
which, the decision was made.  

 
 
Figure 3 – UAV’s path on the runway, the system alerts and manual commands given during 
the landing attempts. See Figure for the timeline of each of the landing stages. 
 



 
Figure 4 - Timeline of the WK050 accident (Defence Safety Authority, 2019). Note: 
Automatic Take-off and Landing System (ATOLS). 

 
Often in the case of accidents like the WK050, the operators of these systems are found to 
be at fault and ‘human error’ is the cause of the accident (Dekker 2001; Woods 2010). 
However, it is important to consider the wider system context in these cases to understand 
why the accident occurred and why the operators made the decisions that they did, rather 
than just looking at the decisions they made (Dekker 2001). In the maritime domain “human 
error” is often sighted as the cause of accidents but it is necessary to understand the root 
cause of why these errors were made (Chang et al. 2021; Kaptan et al. 2021; Luo and Shin 
2019). Although MASS are expected to remove some avenues of human error due to the 
change in the role of the human operator there is potential for new errors to emerge and it 
will be necessary to consider how higher levels of automation could affect the safety of 
operating MASS (Chang et al. 2021). 
 
In the WK050 accident, it is necessary to investigate the thought processes of the pilots to 
understand why the decision was made to cut the engine. By analysing the accident from 
the point of view of the decision-makers it can show why these decisions made sense to the 
operators in that situation (Dekker 2006; Plant and Stanton 2012). The decisions made by 
the operator are dependent on their understanding of the situation based on the information 
that was available to them at the time and their goals (Dekker 2006; Dekker 2011). 
Operators often experience competing goals in complex socio-technical systems, in which 
safety has to be weighed up against (Dekker 2006). When investigating the cause of 
accidents it is necessary to consider organisational norms, operational pressure and 
regulations to understand the conflicting goals of the environment the operator is making 
decisions within (Dekker 2006; Woods 2010). By analysing decision-making in accidents 
and incidents using a systemic approach, different contributing factors at each level of the 
system can be shown (Woods 2010). The risks identified using a systemic approach may 
then be used to investigate ways to mitigate these risks in the similar operation of future 
uncrewed MASS at RCCs. 
 
3.2 Perceptual Cycle Model of the WK050 crash 
 
3.2.1. Model Development  
The PCM was developed by a team of human factors practitioners and subject matter 
experts (SMEs) in an iterative cycle using the Defence Safety Authority (2019) accident 
report as a basis for discussion. SMEs were defined as members of the uncrewed system 
community with experience in UAV operations including academic and industrial 



stakeholders, for further details of the four SMEs' roles and their number of years of 
experience in the domain see Table 2. Information from the accident report was coded into 
one of three categories from the PCM framework: ‘Schema’ (based on their individual 
cognitive map of the world based on their experience); ‘World’ (the world information that 
was available to them) and; ‘Action’ (the actions they then took) and structured against the 
accident timeline. The data was then put into a model for analysis for uncrewed system 
operation recommendations. 
 
 
Table 2 - Subject Matter Expert roles and number of years’ experience in the domain. 

Industrial/Academic Role Number of Years 
Domain Experience 

Technical Uncrewed Aerial Systems Director and Accountable 
Manager (Military Flying) 

30 

Visiting and Adjunct Professor 40 

Project Design Authority for Uncrewed Aerial Systems/Remotely 
Piloted Aerial Systems 

24 

Head of Human Factors and User Experience 18 
 
3.2.2. What happened during the landing attempt – “work-as-done” 
Figure 5 shows the analysis of the accident using the PCM framework. The PCM developed 
(Figure 5) predominantly follows an iterative cycle from ‘World’ to ‘Schema’ to ‘Action’ and 
can be followed using the step numbering shown in the model. There was a pre-mission 
briefing for the GCS crew before the training exercise, typically this would include allocation 
of roles, local weather conditions and routes. As part of this briefing, it may have also been 
discussed that in other landing attempts at West Wales Airport there had been deviations 
from the runway centreline, so this may have become an expected behaviour for that 
particular runway in certain weather conditions.  
 
The landing-initiated stage began when pilot 1 saw the crosswind gusts of up to 15 kts and 
made the decision to land the UAV. Pilot 1 then initiated the recovery and pre-landing 
checks, which included locating the manual abort button for landing. Pilot 1 also briefed pilot 
2 for the landing, informing him that there would be no intentional manual aborts during the 
landing. At this stage, both pilots would have activated schema based on their past 
experiences of landing a UAV during crosswinds with no expected manual aborts. This 
experience may have been from previous flights or simulator training. During the landing 
approach, the UAV’s system reported the landing stages on the Air Vehicle Display 
Computer (AVDC) as expected. This was being monitored by pilot 1 who then read out each 
landing stage. Pilot 2 was monitoring the warning, cautions and advisories as requested by 
pilot 1 during the pre-landing brief. Pilot 2 was also monitoring the full motion video from the 
UAV to check the runway was clear. The landing progressed as normal, and it could be seen 
from the video feed that the UAV was visibly crabbing left but was still tracking the 
centreline. This led the pilots to believe that the landing was still progressing as would be 
expected for a UAV landing in crosswinds. Pilot 2 then stowed away the camera for landing, 
turning it to face rearwards. This is a standard procedure used to protect the camera from 
any insects or debris during landing. The UAV system continued to report the landing stages 
(‘semi-flare’ and ‘de-crab’), and these were read out by pilot 1. These were as the GCS crew 
expected for a crosswind UAV landing. 
 
The ground touch window then began, with the video feed showing that the UAV had started 
to drift right off the centreline. This was recognised by pilot 2 but was incorrectly reported to 
other members of the GCS crew (i.e., pilot 2 called out that the UAV had drifted left of the 



centreline). This may have been a perceptual mistake as the camera was now facing 
rearwards. The deviation at this point was not unusual during landing at West Wales airport 
and may have become expected behaviour. Air Traffic Control (ATC) then reported that the 
AV had touched down, but it was long from the touch down point. This message may have 
activated the GCS crew’s ‘landed’ schema, as touch down normally meant that the UAV had 
landed. Pilot 2 then corrected his previous call of UAV left of the centreline to UAV right of 
the centreline, which was then confirmed in a call from ATC. At this point, the deviation of 
the UAV from the runway centreline was not unexpected as the UAV had deviated in flights 
at that airport previously. This deviation may have supported the crew’s mental model of 
landing.  
 

 
Figure 5 - Analysis of the Watchkeeper accident using the PCM framework (Neisser, 1976). 
Note: Pilot 1 (P1), Pilot 2 (P2), Unmanned Air Vehicle (UAV), Full Motion Video (FMV), Flight 
Reference Cards (FRCs), Warnings Cautions Advisories (WCA), Air Vehicle Display 
Computer (AVDC), Air Traffic Control (ATC) and Above Ground Level (AGL).  

 
However, the video feed then showed that the UAV had left the runway and had deviated 
onto the grass, which was reported by pilot 2. The GCS crew then believed that the UAV 
had landed on the grass. At this point the emergency handling stage began, the mental 
model that the UAV had actually landed could have further been reinforced by the message 
from ATC that the UAV was right of the centreline. As the GCS crew now perceived the 
situation as UAV had landed on the grass, pilot 2 said the emergency code words to abort 
the landing. The video feed showed the grass beneath the UAV which appeared to the GCS 
crew as stationary. The GCS crew had the existing knowledge from the WK’s landing trials 



that the UAV lost speed much faster than on the runway, so the engine cut needed to be 
activated quickly. Pilot 1 verbalised the intention to abort and engine cut, immediately 
followed by the spare pilot saying, “engine cut”. Pilot 1 then manually aborted the landing 
attempt two seconds later than the UAV had auto aborted the landing. Pilot 1 pressed the 
engine cut button twice in quick succession. This then led to the UAV falling from 40 ft and 
gliding across a road into a tree. The GCS crew only had a six-second sampling window 
after ground contact had not been established and before the decision was made to cut the 
engine. This shows how compelling the video feed was to the GCS crew in deciding a 
course of action for their perceived situation. 

 
3.2.3 What was supposed to happen during the landing attempt – “work-as-imagined” 
The WK has an Automatic Take-off and Landing System (ATOLS), which controls take-off 
and landing. ATOLS reports the stages in the landing cycle to the pilots through an Air 
Vehicle Display Computer (AVDC) so its progress can be monitored. One of the stages of 
the landing cycle is called ‘Ground Contact’ referred to as the ground contact window in 
Figure 3. If the ATOLS fails to detect ground contact during a specified window, it 
automatically aborts the landing attempt and begins to conduct a go-around so that another 
landing can be attempted. When the ATOLS decides to automatically abort the landing 
attempt, an auto-abort alert is shown to the pilots on the AVDC display. However, the 
system is designed so that the pilot can also step in and manually abort a landing attempt as 
a safety measure.  



 
 
Figure 6 - Analysis of what could have happened in the Watchkeeper accident using the 
PCM framework (Neisser, 1976). Note: Pilot 1 (P1), Pilot 2 (P2), Unmanned Air Vehicle 
(UAV), Flight Reference Cards (FRCs), Warnings Cautions Advisories (WCA), Air Vehicle 
Display Computer (AVDC), Full Motion Video (FMV) and Air Traffic Control (ATC). 
 
A PCM cycle has been developed to show what should have happened in this instance (see 
Figure 6). The ‘UAV had landed’ schema may have been activated by the message from 
ATC that the UAV had touched down (step 24 in Figure 6). This would have led to the 
expectation that the next landing mode shown on the AVDC would be ‘ground contact’ and 
then ‘free roll’. This would have meant that the UAV had established ground contact during 
the ground contact window, and it was now in free roll as would be expected during the 
landing phase. However, if the pilots had monitored the AVDC display they would have seen 
an auto-abort alert due to a land status time out and other indicators that the UAV was going 
around (e.g., the flight mode, climb rate, altitude, artificial horizon), rather than ‘ground 
contact’. This would have informed them that the UAV had not established ground contact 
and that the UAV was going to attempt another landing.  

 
3.2.4 Comparison of the “work-as-done” and “work-as-imagined” PCMs 



The PCM analysis indicates that the key difference between what actually happened in the 
WK050 accident (Figure 5) and what should have happened (Figure 6) is that the pilots’ 
attention was not on the AVDC and monitoring it for the expected landing stages ‘ground 
contact’ and ‘free roll’. It appears that the pilots were distracted by the video feed of the UAV 
on the grass. This distraction led to the misperception that the UAV had landed on the grass 
if the pilots’ attention was on the AVDC the erroneous decision to cut the UAV’s engine may 
have been prevented. If the pilots had seen the auto-abort alert on the AVDC, it may have 
prevented pilot 1 from cutting the engine. However, the auto-abort alert on the AVDC display 
was not seen due to the distraction of the video feed and the minimal visible indication of the 
alert (Defence Safety Authority 2019). It was found that the AVDC interface was a 
contributing factor in the accident report (Defence Safety Authority 2019).  
 
The purpose of conducting a comparison between “work-as-imagined” versus “work-as-
done” is that it enables us to highlight other potential weaknesses within the system. For 
instance, it may be that the auto-abort alert requires greater levels of saliency and pilots may 
need training on the use of the video feed in different scenarios. Also, pilots may need 
further training for unexpected situations to develop their emergency handling skills. It shows 
the importance of interface design in supporting pilots in maintaining their situation 
awareness, including their awareness of an automated system’s mode. For MASS this 
suggests that the design of MASS HMIs and their associated alerts will be important in 
helping operators maintain their situational awareness. It also suggests that the video feeds 
in RCCs should be considered carefully as their use could cause operator distraction in 
certain scenarios. Another issue highlighted was remote operator’s training for emergency 
scenarios to support their understanding and give them experience using the automated 
systems, to help them decide an appropriate course of action in the event of an alert or 
abnormal scenario.  

 
4 Discussion 
Automation is often used as a tool to try and overcome errors from occurring however, it 
simply changes the type and nature of the errors that can occur as there is still a human 
monitoring the automated system (Dekker 2006; Hoem 2020). For uncrewed systems, it is 
still important to consider the human who will be monitoring the automated systems to 
ensure their safe operation (Woods 2010). This is because whilst humans are no longer on 
board, they still play a key role in the safe operation of the system (Ahvenjärvi 2016; Hoem 
2020). For instance, if there is a system failure or unexpected situation, operators at RCCs 
will have to decide a course of action and make appropriate decisions for the situation to 
mitigate any risks involved (Wahlström et al. 2015). It will therefore be important that human 
operators have the necessary information to maintain their situational awareness to make 
informed decisions to ensure system safety (Endsley and Kiris 1995; Onnasch et al. 2014; 
Porathe, Prison, and Man 2014). If the operator does not have situational awareness it can 
lead to erroneous decisions being made and potentially lead to incidents and accidents 
(Endsley 1995). 
 
In the WK050 case, it was a loss of situational awareness of pilot 1 and the rest of the GCS 
crew, which was identified as a causal factor in the accident report (Defence Safety Authority 
2019). This led to the formation of a mode error (Norman 1983; Sarter and Woods 1995), 
which can occur when an operator loses awareness of the system’s mode, leading them to 
make potentially inappropriate decisions as they may believe the system to be in a different 
mode than it is. In this case, the pilots were no longer aware of what mode the UAV was in 
and had believed it had landed. Figure 5 shows how the pilot’s mental models affected their 
view of the situation leading to their belief that the UAV had landed. It also shows how the 
world information, the video feed and the messages from ATC confirmed their belief that the 
UAV had landed on the grass. The pilots may have been distracted by the UAV’s video feed 
during the landing. However, the camera was not designed to be used as a decision support 
system. Instead, it was intended to be used for intelligence, surveillance, and 



reconnaissance only. It may be that the video feed needs to be switched off during landing 
or pilots may need to be trained when it is appropriate to use the video feed, as it may not 
always be clear what is actually happening. For instance, the camera is turned to face 
rearwards during landing to protect the lens, so pilots would only have a partial view of the 
situation.  
 
This finding shows the importance of supporting operators to maintain their situational 
awareness when operating highly automated systems (Endsley and Kiris 1995; Onnasch et 
al. 2014; Porathe, Prison, and Man 2014). It also suggests that the types of feedback 
implemented for uncrewed systems need to be considered, as both visual and auditory 
feedback has been suggested for RCCs but the different types of feedback may distract 
operators from other important information in high workload and high-stress situations 
(Ahvenjärvi 2016; Mackinnon et al. 2015). The use of video feeds will also be relevant for 
MASS as their systems and systems designs include the use of onboard cameras providing 
feedback to operators at RCCs, which suggests that the video feed from the MASS could 
distract operators in high-stress and workload situations (Balbuena et al. 2017; Dobref et al. 
2018; Giordano et al. 2016; Stateczny and Burdziakowski 2019; Wang et al. 2016; Wu et al. 
2022). Osga and Williams (2015) found that the addition of visual and audio feedback in the 
design of a MASS HMI improved task performance in a range of different tasks, such as 
collision avoidance, alarm response, system controls and waypoint reports tasks. Although 
initial investigations into the design of the MASS HMI highlighted the high risk of mode errors 
occurring due to the operators becoming distracted, suggesting a similar situation to this 
case study could occur in the operation of MASS (Osga and McWilliams 2015). It was also 
found that in the design of the MASS HMI that the rear camera view from the MASS could 
be distracting to operators whilst carrying out visual tasks (Osga and McWilliams 2015). This 
further suggests that the use of visual feedback will be an important factor in helping MASS 
operators maintain their situational awareness, however, there is a need to consider how 
this visual feedback is implemented to not cause distraction and it has also been suggested 
that as MASS will be operated at slower speeds than UAVs the video may not always be 
necessary (Wahlström et al. 2015). 
 
The pilots missed the auto-abort given by the UAV’s ATOLS on the AVDC, this highlights the 
need to consider how interfaces and alert systems are designed for operation from an RCC. 
It has been found that deficiencies in the design of UAV HMIs have contributed to many 
UAV accidents (Friedrich and Lieb 2019; Hobbs and Lyall 2016; Wild et al. 2017). It may 
have been that the alert needs to be larger or its position on the interface needs to be more 
prominent (Phansalkar et al. 2010). An audio alert could also be added to the auto-abort 
alert to get the pilots’ attention, as their workload may be high during landing, and they could 
be distracted by the video feed and not looking directly at the AVDC (Morris and Montano 
1996; Nakashima and Crébolder 2010; Olmos, Wickens, and Chudy 2000).  
 
Due to the similarities in their operation, the HMI will also be an important factor in the 
operation of MASS as it connects the human operator to the uncrewed vehicle (Hobbs and 
Lyall 2016; Liu, Aydin, et al. 2022; Terwilliger et al. 2014). The design of interfaces at RCCs 
will affect the operator’s ability to maintain their situational awareness and therefore their 
ability to make appropriate decisions, for MASS novel ways of supporting the operator to 
maintain their situational awareness will be required (Chen, Haas, and Barnes 2007; 
Endsley 1995; Endsley 2003; Miller and Parasuraman 2007). It has been shown that for 
MASS collision avoidance the HMI will need to be designed appropriately to allow operators 
to interpret the information correctly, alert them to possible collisions and allow them to take 
the necessary actions (Ramos, Utne, and Mosleh 2019). The design of these alert systems 
for MASS will need to be carefully considered to ensure they are effective in gaining the 
operator's attention and then that the HMI supports them to take the action to avoid 
collisions, as this case has shown it may be necessary to have audio alerts associated with 
visual alerts and ensure that any visual alerts are prominent on the HMI. Virtual Reality (VR) 



and 3D HMIs have also been suggested to improve an operator’s situational awareness at 
RCCs (Andersson et al. 2021; Karvonen and Martio 2019; Lager, Topp, and Malec 2019). It 
has been found that VR and 3D human-machine interfaces improved participants’ situational 
awareness and improved their ability to detect collisions (Lager, Topp, and Malec 2019). 
Also, the use of a virtual environment simulating the audio from an engine room has been 
suggested to allow engineers at RCCs to better diagnose engine failures (Michailidis et al. 
2020).  
 
Typically, PCM models follow an iterative cycle from ‘World’ to ‘Schema’ to ‘Action’ and then 
back to ‘World’ and so on. However, Revell et al., 2020 recognised that it is possible 
decision-making can be bi-directional between model components (e.g., World-Action 
relationships). The analysis of the WK050 suggests such interactions were also present. 
World-Action relationships can be seen in step four to five and step twelve to thirteen in 
Figure 5, where the world information directed the pilots’ behaviour. For example, pilot 1 
initiated the pre-landing checks in accordance with the flight reference cards and pilot 2 
monitored both the video feed to check the runway was clear and checked to see whether 
the UAV was following the centreline of the runway. These World-Action examples show 
skill-based behaviour whereby the decision maker recognises and understands information 
available within the world. This would immediately trigger a response by the decision maker 
(Plant and Stanton 2015; Revell et al. 2020). In the case of UAV flight, pilots follow set 
landing procedures, perform landing checks and monitor the video feed enabling the 
schema node to be skipped as pilots are already aware of the action, they need to take 
(Plant and Stanton 2015; Revell et al. 2020). 
 
Pilot training and experience have also been highlighted as contributory factors to the 
WK050 incident (Defence Safety Authority 2019). Training has also been found to be a 
factor in many maritime accidents as well (Chauvin et al. 2013) and it has been highlighted 
as an important factor in the safe operation of MASS (Jo, D’agostini, and Kang 2020; 
Sharma and Kim 2021; Yoshida et al. 2020). In the case of WK050, the pilots had not 
experienced a UAV deviating off the runway and the flight simulator was not capable of 
generating a scenario depicting a land status time out combined with a UAV departing from 
the runway and a video feed (Defence Safety Authority 2019). This meant that the GCS 
crew faced a unique situation in which they were not equipped with the knowledge of the 
correct emergency procedure to follow or an accurate mental model of the situation. This 
suggests that training simulators need to be more representative of a larger number of 
emergency/system failure scenarios, to support pilots in developing accurate mental models. 
There are approximately 71 simulated emergencies on the WK simulators for the emergency 
procedure training (Defence Safety Authority 2019). However, there are 760 failures and 
alerts on the WK system (Defence Safety Authority 2019). Although it would not be feasible 
to expect all these scenarios to be covered, it might suggest that the pilots require more 
training scenarios to reduce the likelihood of another unique situation occurring.  
 
This also has potential implications for MASS operators as they are expected to act as a 
backup to the automation and it has been suggested that simulator training may be used, so 
it will be necessary to consider the fidelity of those simulators and the range of scenarios 
that can be simulated (Hwang and Youn 2022; Yoshida et al. 2020). It was also found that in 
the WK050 accident, the GCS crew lacked knowledge about the ATOLS which would be an 
important part of the GCS crew’s expectations relating to each stage of the landing and the 
system’s auto-abort (Defence Safety Authority 2019). Simulator training has been found to 
give users a greater awareness of how a system works and could give remote operators 
greater experience working with the MASS’ automated systems (Koustanaï et al. 2012). 
Simulator training for abnormal situations has also been highlighted as a way to mitigate 
risks and allow operators to develop appropriate mental models in other domains such as 
rail (Tichon 2007), medicine (Baker et al. 2006), manual road vehicles (Roenker et al. 2003) 
and automated road vehicles (Ebnali et al. 2019; Krampell, Solís-Marcos, and Hjälmdahl 



2020). For MASS it will be necessary that operators have the required knowledge of the 
ship’s automated system to allow them to make appropriate decisions, suggesting that 
appropriate simulator training may be a way to achieve this (Jo, D’agostini, and Kang 2020; 
Sharma and Kim 2021).  
 
There were other factors involved in the accident, for example, the GCS was manned by five 
personnel in this case because it was part of a training exercise. However, the pilots were 
only used to three personnel (the two pilots and an aircrew instructor) being present in the 
small GCS unit. This caused communication confusion inside the GCS. At one point the 
spare pilot had a said engine cut but the pilots were unable to distinguish who had said this, 
as the other three personnel were behind them in the GCS (Defence Safety Authority 2019). 
As the flight was part of captaincy training there was not a clear command structure, as the 
aircrew instructor had said pilot 1 should take ownership and lead the flight, but it may have 
been that pilot 1 should have checked for agreement with the aircrew instructor before 
cutting the UAV’s engine (Defence Safety Authority 2019). This highlights the need for clear 
command structures in the operation of uncrewed systems, so the role and responsibilities 
of each team member are clear (Voshell, Tittle, and Roth 2016). There were also 
environmental factors, strong crosswinds and the slope of the runway at West Wales Airport 
which also contributed to the accident (Defence Safety Authority 2019).  
 
For the operation of MASS, this accident highlights the need to carefully consider the 
training requirements for operators and ensure that operators are trained for abnormal 
scenarios as well as normal operations. The accident showed the importance of the RCC 
HMI requirements and a need to consider how warning systems are designed to inform 
operators. It also showed the need to consider how individual subsystem components may 
be used in MASS operation and to use human factors methods early in their design lifecycle 
to identify potential errors early on, so the risk of these errors can be mitigated. This 
example has shown the need for clearly defined roles of the operators working in an RCC, 
such as a shore-side control centre or host-ship for MASS operation and how the individual 
roles relate to the rest of the human-machine team. It will be necessary that MASS operators 
have appropriate pre-mission briefs so that operators are aware of any relevant information 
related to previous missions, such as the ship’s behaviour at a specific location or 
environmental conditions.  
 
The analysis of the accident using the PCM showed how decision errors can occur due to 
the difficulties in operators maintaining their situational awareness when operating uncrewed 
vehicles from RCCs. Further, it demonstrates the potential for technology to be used in 
unanticipated ways that may go on to affect how decisions are made, showing that human 
factors methods need to be applied early in a system’s design lifecycle. In this case, the 
video feed appears to have had a distracting effect leading to the pilots losing situational 
awareness, which also could happen when operating MASS as operators will also have 
video feeds at RCCs and could potentially have a restricted view of the situation. It showed 
how learnt behaviours can influence expectations of uncrewed system operation, such as 
the pilots becoming used to the deviation during landing at an airport. This accident 
highlighted the importance of the operator’s mental models, it has been suggested that 
simulator training of different MASS system failures could be used to support operators in 
developing appropriate mental models, by giving them a greater awareness of what to 
expect in these situations. The accident also showed that the HMI is an important system 
component as it supports the operator in maintaining their situational awareness and making 
appropriate decisions. It will be necessary to consider each of these factors could influence 
the operation of MASS from RCCs, as similar difficulties in decision-making may be 
encountered due to the similarity’s operations between MASS and UAVs. Further work is 
needed to investigate decision-making specifically for MASS operation, to understand how it 
may be supported, what potential errors may occur and how these can be mitigated. Further 
work is also required to understand how MASS HMIs can be designed to support operator 



decision-making and to develop novel ways of supporting operators in maintaining their 
situational awareness at RCC. The use of simulator training for MASS operators should also 
be investigated further to understand how appropriate mental model development can be 
supported. 
 
 
4.1 Evaluation 
A limitation of using this approach is that it relied on the completeness and methods used in 
generating the Defence Safety Authority’s accident report, but this was also supplemented 
with the discussions with SMEs. There are also the effects of hindsight bias to consider 
when analysing accidents after they have occurred and the subjectivity of developing the 
decision-making models from the reports. However, the PCM has been used previously to 
investigate single case study accidents, such as an automated vehicle accident (Banks, 
Plant, and Stanton 2018) and an aviation accident (Plant and Stanton 2012), to understand 
why errors occurred in highly complex socio-technical systems and gain insights into what 
can be learnt from these accidents. Another limitation is the differences in the operation of 
UAVs and MASS from RCCs as MASS are operated at slower speeds and only navigate in 
two dimensions, which may limit the ability to generalise the findings to MASS (Praetorius et 
al. 2012). However, both uncrewed vehicles are operated from RCCs, so operators 
experience the same lack of proximity to the vehicles and difficulties in maintaining their 
situational awareness and both are safety-critical domains (Ahvenjärvi 2016; Gregorio et al. 
2021; Kari and Steinert 2021; Man, Lundh, and MacKinnon 2018; Man et al. 2015; Skjervold 
2018). 
 
5 Conclusions 
As automation technology is becoming more intelligent, uncrewed systems are now being 
used more widely such as MASS in the maritime domain (Ahvenjärvi 2016; Norris 2018; 
Porathe, Prison, and Man 2014). The introduction of these uncrewed systems is changing 
the role of the human operator to supervisors (Mallam, Nazir, and Sharma 2020; Nahavandi 
2017), which has the potential to introduce new avenues of failure in the system (Ahvenjärvi 
2016). This change brings certain challenges for decision-making as operators are now 
working with highly automated systems, which are also making decisions of their own, 
coupled with a reduction in situation awareness from working beyond their line of sight 
(Mackinnon et al. 2015; Man et al. 2018; Porathe, Prison, and Man 2014). The PCM has 
been used to investigate the decision-making process of pilots operating a UAV from a 
ground RCC, to understand how decision failures can occur during uncrewed vehicle 
operations at RCCs. Using the PCM in this way is beneficial as it shows the operator’s 
decision making process in the context of the system they are working with so that the 
breakdown in the human-machine relationship can be seen (Banks, Plant, and Stanton 
2018; Plant and Stanton 2012). The PCM highlights how the schemata of the decision-
makers (the pilots) and the environmental information they had from the world led to the 
decision to cut the engine (Plant and Stanton 2012). It is necessary to use such an approach 
to explore system failures in order to provide a causal explanation of why decisions were 
made, rather than just what decisions were made, to then be able to understand how 
accidents might be predicted or prevented in future (Banks, Plant, and Stanton 2018; Plant 
and Stanton 2012). By understanding why a decision was made, possible mitigation 
strategies can be suggested, to better support operators’ decision-making processes when 
operating uncrewed vehicles such as MASS.  
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