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We have observed details of the internal motion and dissociation channels in photoexcited carbon disulfide
(CS2) using time-resolved X-ray scattering (TRXS). Photoexcitation of gas-phase CS2 with a 200 nm laser
pulse launches oscillatory bending and stretching motion leading to dissociation of atomic sulfur in under
a picosecond. During the first 300 fs following excitation we observe significant changes in the vibrational
frequency as well as some dissociation of the C-S bond leading to atomic sulfur in the both 1D and 3P states.
Beyond 1400 fs the dissociation is consistent with primarily 3P atomic sulfur dissociation. This channel-
resolved measurement of the dissociation time is based on our analysis of the time-windowed dissociation
radial velocity distribution, which is measured using the temporal Fourier transform of the TRXS data aided
by a Hough transform that extracts the slopes of linear features in an image. The relative strength of the
two dissociation channels reflects both their branching ratio and differences in the spread of their dissociation
times. Measuring the time-resolved dissociation radial velocity distribution aids the resolution of discrepancies
between models for dissociation proposed by prior photoelectron spectroscopy work.

I. INTRODUCTION

The interplay between nuclear motion and electronic
character in photoexcited molecules continues to chal-
lenge our understanding of the dynamics governing chem-
ical reactions. The Born-Oppenheimer approximation
makes use of the separation of timescales for electronic
and nuclear motion to obtain effective equations of mo-
tion for the nuclei and electrons separate from one an-
other. This approximation breaks down, however, in the
presence of nonadiabatic or spin-orbit coupling. Such
additional coupling terms induce changes in electronic
state via spin-allowed internal conversion (IC) and spin-
forbidden intersystem crossing (ISC)1–4. These effects
are of critical importance in photochemistry and pho-
tophysics, governing product formation and branching
ratios5–7 as well as providing the mechanism for ultra-
fast electronic relaxation in molecules8,9.

Carbon disulfide (CS2) is a triatomic molecule that
is linear in the ground state equilibrium geometry. De-
spite its structural simplicity it is an important model
system for studying complex non-Born-Oppenheimer dy-
namics in chemical reactions. Immediately following
200 nm photoexcitation, CS2 undergoes coupled bending
and stretching motions followed by IC and ISC processes

that lead to dissociation of both singlet and triplet atomic
sulfur. This vibrational mode coupling is essential to the
molecule achieving its observed singlet/triplet product
ratio as well as the observed lifetimes of the intermedi-
ate states10–17. It was suggested in Ref.11 that the rapid
bending and stretching facilitate IC to states with high
barriers to dissociation, preventing singlet dissociation
after 200 fs while allowing triplet production via ISC to
proceed. More recent work has disagreed, suggesting the
reaction proceeds through a single intermediate state18.
Understanding the vibrational mode coupling that occurs
leading to these two distinct product states is therefore
crucial to building a complete picture of the reaction.

Experimental techniques used to study this
CS2 reaction cover a wide range. Photoelectron
spectroscopies11,12,14,18–21 are generally sensitive to
the instantaneous electronic state of the system. Ion
momentum imaging with state-selective resonance-
enhanced multi-photon ionization (REMPI) has yielded
information on the dissociation velocity distribution of
the various breakup channels22,23. Structural probes
such as ultrafast electron diffraction24,25 are sensitive
to the changing nuclear geometry but currently have
insufficient temporal resolution to view vibrational
dynamics and dissociation. Here we present structural
measurements by ultrafast time-resolved X-ray scatter-
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FIG. 1: Illustration of CS2 reaction potential energy diagrams, dataset, and theoretical signal. (a) Representation of
the potential energy surfaces for the states involved in this reaction. The ground-state (S0) molecular geometry is

linear, but the 1B2

(
1Σ+

u

)
excited state has energy minima at bent geometries that induce molecular vibration along

the bending coordinate. The nuclear wavepacket eventually couples to a manifold of dissociative states along the
asymmetric stretch coordinate. (Figure adapted from Ref.11.) (b) TRXS difference signal measured in our

experiment. Q is the scattering vector momentum transfer in Å
−1

and τ is the UV pump-X-ray probe delay in
femtoseconds. (c) Theoretical difference signal calculated from ensemble of surface-hopping trajectories (see Figure 3

and the Supplementary Material).

ing (TRXS) with sufficient time resolution to observe
the vibrational dynamics and differentiate distinct
dissociation channels.

TRXS is a well-proven technique for the measurement
of the evolution of molecular structure in photochem-
ical reactions26–38. In gas-phase TRXS experiments,
a hard X-ray pulse probes the electron charge density
distribution surrounding the nuclei following molecular
photoexcitation. The pump-probe delay-dependent scat-
tering pattern S(Q, τ) can be used to infer the evolu-
tion of the nuclear geometry. Time-domain analysis can

distinguish between types of vibrational motion, quan-
tify timescales of this motion, and support and validate
calculations of molecular dynamics30,33,39. Frequency-
resolved X-ray scattering (FRXS) provides an alternate
view of TRXS data that facilitates the measurement of
vibrational frequencies, dissociation velocities, and nu-
clear acceleration26,27,32,40,41. We employ both time-
and frequency-domain techniques to extract information
about the nuclear motion of UV-photoexcited CS2.
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II. EXPERIMENTAL DETAILS

Data were collected using X-ray scattering from UV-
excited CS2 molecules at the Coherent X-ray Imaging
(CXI) instrument at the Linac Coherent Light Source
(LCLS)42. The gas phase CS2 sample flowed through
a gas flow cell with a beryllium out-coupling window
to minimize absorption and rescattering of scattered X-
rays29. The sample was excited by a 200 nm, ∼1 µJ,
80 fs full-width at half-maximum (FWHM) laser pulse.
The sample was then probed by 9.8 keV (1.3 Å), 30 fs
X-ray pulses generated by the LCLS instrument after a
pump-probe delay τ .

The scattered X-rays were detected with a Jungfrau
hard X-ray pixel detector with a pixel size of 75 µm,
operating in a high-gain mode, situated approximately
8 cm behind the scattering cell. The raw detector images
were thresholded to eliminate detector noise, and X-ray
hits were then identified and localized within a 2×2 pixel
area. The images were then corrected for the scattering
geometry and for the variation of the Thomson scattering
cross section with respect to the X-ray polarization29.
The detector geometry was calibrated precisely by fitting
a static scattering signal from sulfur hexafluoride (SF6)
to the expected scattering pattern, including both elastic
and inelastic scattering effects29.

Pump-probe data were recorded by varying the delay
of the pump laser with respect to the X-rays. Individ-
ual shots taken in a pump-probe trace were then time
binned with the use of an X-ray/laser cross-correlation
time monitor, or “time tool,” to correct for the jitter be-
tween the arrival time of the X-ray and the pump laser
pulses43. The time tool was able to correct for the X-ray
arrival timing jitter with a resolution of better than 10 fs.
Approximately 18% of the shots were taken with the
pump laser delayed by several nanoseconds to obtain the
unpumped scattering signal Soff(Q) and used for back-
ground subtraction. Individual pump-probe shots were
excluded if the X-ray pulse energy was below 20% of the
mean as well as the quality of the time tool jitter cor-
rection fit. This excluded individual shots with technical
issues, which amounted to about 14% of all pump-probe
shots.

The time-resolved difference signal

∆S(Q, τ) =
S(Q, τ)− Soff(Q)

Soff(Q)
(1)

was obtained by sorting individual shots into 10 fs time
bins and then integrating with respect to the azimuthal
angle φ on the detector. The resulting time-resolved dif-
ference signal is shown in Figure 1b. The excitation frac-
tion was estimated to be 1.4% by fitting the expected
difference signal in Figure 1c to the experimental differ-
ence signal in Figure 1b. The number of shots varies
across the time bins due to apparatus failure before the
scan range could be filled uniformly, which accounts for
the variation in noise across the time delay axis. In par-
ticular, the region between 300 and 400 fs in Figure 1b

contains very few shots (between 26 and 100 shots per
time bin). This time delay region has large uncertainty
and so is excluded from our time-resolved analysis. It
is however included in our subsequent frequency analysis
as this considers a much wider range of time delays, of
which this region is a small subset.

III. VIBRATIONAL DYNAMICS FOLLOWING
PHOTOEXCITATION

Absorption of a 200 nm photon excites the
CS2 (X 1Σ+

g ) linear ground state (S0 in Figure 1a) to

a 1Σ+
u excited state. This excited state forms a poten-

tial energy surface that induces bending towards a 1B2

symmetry and stretching towards 1A′ symmetry44. Sub-
sequently, population may also transfer to one or more
triplet potential surfaces via ISC, as shown schematically
in Figure 1. In under a picosecond the molecule disso-
ciates to a CS molecule and a sulfur atom in the 3P or
1D state. Comparison of the first 300 fs of motion in the
excited CS2 molecule projected from theoretical surface-
hopping trajectories with the experimental data illumi-
nates these initial structural changes.

A. Theoretical Signal

Molecular motion of CS2 following photoexcitation
at 200 nm was simulated using a trajectory surface-
hopping code17,45. These simulations treat the nuclei
as an ensemble of classical particles moving adiabati-
cally on Born-Oppenheimer potential energy surfaces.
Nonadiabatic46 and spin-orbit interactions3 are taken
into account in regions of significant coupling by stochas-
tically hopping between surfaces. In the simulations, the
potential energy surfaces were calculated at the state-
averaged CASSCF(10,8)/SVP level of theory using the
electronic structure software MOLPRO17,47. The trajec-
tories were propagated with the SHARC surface-hopping
code48 interfaced with the MOLPRO potential energies
and couplings. Such trajectory ensembles for small-
to moderately-sized molecules has been successfully em-
ployed to approximate the true behavior of the full molec-
ular wavefunction25,49,50.

Here, an ensemble of 213 distinct trajectories is prop-
agated for a duration of 1 ps each. The trajectories are
sampled from a ground-state Wigner distribution and
then vertically excited to the 1B2

(
1Σ+

u

)
state and al-

lowed to evolve. This results in three families of product
states: singlet and triplet dissociation of one of the sulfur
atoms, along with a set of trajectories that remain bound
up to 1 ps17,

CS2 + hν(200nm)→ CS∗2 →

{
CS(X1Σ+) + S(1D)

CS(X1Σ+) + S(3P)

(2)



4

(a) (b) (c)

FIG. 2: Time-resolved difference signal for the first 300 fs, azimuthally integrated and binned in Q and τ . (a)
Predicted signal using the independent atom scattering model and an ensemble of 213 trajectories. (b) The
experimental percent difference signal from Figure 1b, zoomed into first 300 fs. (c) Black points: Lineout of

time-resolved difference signal between 3.0 < Q < 3.9 Å
−1

in (b). Red line: Corresponding lineout of theory in (a).
The time alignment (x-axis) is the best fit of theory to data ± 6 fs. Dashed vertical lines in (a) and (b) indicate

boundaries of the lineouts shown in (c).

Asymptotically, once a sulfur atom passes the dissocia-
tive limit (RCS � 3.4 Å) in either the singlet or triplet
state, the dissociation is propagated classically. Beyond
1 ps, the remaining bound trajectories are frozen in their
final geometry.

Each individual trajectory represents one of the many
possible pathways within an ensemble of quantum wave
packets. Wave packet interference is specifically ne-
glected, as each trajectory is presumed to move indepen-
dently. The X-ray scattering for each trajectory is cal-
culated with the rotationally averaged independent atom
model (IAM)29,51, which is given by

SIAM(Q) =

Nat∑
i,j

fi(Q)fj(Q)
sinQRij
QRij

+

Nat∑
i

SIAM
inel,i(Q) (3)

where fi(Q) is the scattering form factor of the ith atom,
the i and j indices run over the atoms in the molecule,
and Rij is the distance between atoms i and j. The
term SIAM

inel,i(Q) represents all inelastic contributions to
the scattering signal from each atom, i.e. Compton scat-
tering. The time-dependent IAM scattering patterns for
each trajectory are then added incoherently to obtain the
full ensemble time-dependent scattering difference signal
∆S(Q, τ), shown in Figure 1c.

B. Lineout Analysis

Comparison between the time-resolved data and the
corresponding expected signal from the ensemble of tra-
jectories can aid in confirming the presence of particular
modes of motion. Bending and stretching motion in par-
ticular have distinct vibrational frequencies and appear
as scattering signal in distinct regions of Q. The pre-
dominant initial motion in the trajectories is bending,

which appears most strongly as an oscillatory enhance-

ment signal in the range 3.0 < Q < 3.9 Å
−1

, shown in
Figure 2a. The corresponding experimental scattering
difference signal is shown in Figure 2b.

The time of excitation (“time zero”) was determined
with an uncertainty of ±6 fs by performing a nonlinear
least squares fit between the full 2D theoretical and ex-
perimental time-resolved difference signals shown in Fig-
ure 2. Following this fit, we sum the difference signal in
Q within the region mentioned above and plot the time-
resolved integrated difference signal in Figure 2c. The
corresponding lineout for the theoretical scattering sig-
nal is plotted alongside that for the data. The error bars
on the data are obtained via bootstrapping52 an uncer-
tainty in each (Q, τ) bin and then adding time binned
error bars in quadrature for the Q region lineout (see the
Supplementary Material for bootstrap details).

Figure 2c shows the presence of oscillatory signal in
the Q region associated with the initial bending of the
molecule following photoexcitation. This signal is sim-
ilar to the corresponding theoretical signal, exhibiting
an oscillation in roughly the expected frequency and Q
range for the predicted initial bending mode. Agreement
is good for the first three oscillations between 0 and 150 fs
and is best at 150 fs where the experimental error bars
are smallest. Agreement between data and theory dete-
riorates following the third oscillation after 150 fs.

The fourth oscillation around 225 fs appears to be
slowed significantly, indicating a change in the nature of
the oscillation after 200 fs. A similar change in the phase
and frequency of the vibration around the fourth oscil-
lation may have been observed by Karashima et al. in
previous time-resolved photoelectron spectroscopy mea-
surements on photoexcited CS2 (Ref.18, Figure 3d). This
change was not predicted by the exponentially decaying
oscillation model in that work, nor by our 213-trajectory
ensemble-averaged signal. This change in apparent fre-
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(a) (b)

FIG. 3: Radial velocity and dissociation time histograms characterizing calculated singlet and triplet dissociation
trajectories. Expectation values and associated uncertainties in these quantities for each channel are quoted in the
figures. (a) Asymptotic dissociation radial velocity distributions for singlet and triplet channels. Singlets dissociate
with lower mean velocity and narrower distribution than triplets. (b) Dissociation time distributions for singlet and

triplet channels. Dissociation time is defined as time after photoexcitation until a trajectory passes the no-return
carbon-sulfur bond distance of 3.4 Å. The singlet trajectories primarily reach the dissociation limit promptly within
the first 200 fs, after which further singlet dissociation is suppressed. The triplet trajectories dissociate over a much
broader time range. The rms spread in the dissociation times σrms is quoted in addition to the expectation value to

illustrate the non-exponential behavior of the dissociation process.

quency could be explained by a quantum beat between
the symmetric stretch (ν1) and bending (ν2) modes as
shown in Ref.18, Table 1.

IV. MOLECULAR FRAGMENTATION AND PRODUCT
FORMATION

Following the initial vibrational motion launched by
photoexcitation, vibrational mode coupling leads to dis-
sociation of atomic sulfur in either a triplet or singlet
state. The reaction dynamics of these competing chan-
nels cause them to play out on different timescales, and
the energy distributions of the final states involved in-
duce distinct dissociation velocity distributions. We use
our ensemble of surface-hopping trajectories to predict
the expected timescales and velocities of the singlet and
triplet dissociation channels. The predicted velocity dis-
tributions are then compared to those extracted from the
data to develop an understanding of the progression of
the reaction dynamics with time.

A. Fragmentation Channels of CS2

The singlet and triplet trajectories can be distin-
guished by the calculated distribution of their dissoci-
ation velocities as well as the times at which they oc-
cur. The velocity and dissociation time histograms for
the singlet and triplet trajectories are shown in Figure 3.
The singlet channel dissociates primarily within the first

200 fs, and the dissociation velocity distribution is nar-
row and peaked at 19.4 Å/ps. The triplet channel dis-
sociates over a much wider range of times and produces
a broader distribution of dissociation velocities that is
peaked at 28.4 Å/ps. The partitioning of the remain-
ing energy differs for the singlet and triplet channels as
well, and is discussed further in the Supplementary Ma-
terial. The mean time to dissociation 〈t〉 and the root
mean square (rms) spread σrms of the distribution shown
in Figure 3b do not coincide, as would be expected for a
simple exponential decay model. This demonstrates that
the dynamics governing the timescale to dissociation are
more complicated than can be captured by a single inter-
mediate state. These conclusions depart from previous
studies18 where a simple kinetic model for dissociation
was employed.

The velocity distribution prediction has been verified
in detail by experiments using a REMPI probe that are
sensitive to the state of the dissociated sulfur atom22. In
this work, it was shown that the S(1D) fragment emerges
with a mean velocity of 11 Å/ps and a full width at
half maximum (FWHM) of 5 Å/ps (see Figure 5.9 in
Ref.22). This corresponds to a radial velocity of 19 Å/ps
and a FWHM of 3.6 Å/ps, accounting for the recoil of
the CS fragment. The sum of the three triplet state ve-
locity distributions in22 is much broader and peaked at
15.9 Å/ps with a FWHM of 14 Å/ps (see Figure 6.12
in Ref.22). This corresponds to a radial velocity distri-
bution of 27.5 Å/ps and a FWHM of 22 Å/ps. These
measured velocity distributions agree within error with
the calculated distributions shown in Figure 3a.
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FIG. 4: FRXS representation of the TRXS data in the range 460 < τ < 2260 fs. (a) Real part of the FRXS data.
There is a clear dissociation with a velocity of around 28 Å/ps, illustrated with a green dashed line. (b) Imaginary
part of the FRXS data. The cyan circle illustrates a strong isolated signal at 500 cm−1. The secondary dissociation

line illustrated with green dashed line has same slope as line in Figure 4a. The negatively-sloped features may
correspond to dissociation of atomic sulfur from a rovibrationally excited CS fragment. (c) Power spectrum of the
FRXS data. The power spectrum is used in conjunction with a Hough transform in Section IV C to analyze the
distribution of dissociation velocities. (d) FRXS power spectrum for a single characteristic trajectory with a CS

fragment rotating at a frequency of 83 cm−1. This plot illustrates the displacement of secondary dissociation lines
by the frequency of the fragment rotation.

Estimates for the timescales of singlet and triplet dis-
sociation have been provided by ultrafast photoelectron
spectroscopy11,18, but some ambiguity remains with re-
spect to both the timescales and the mechanisms required
for production of singlet and triplet atomic sulfur. Minns
and coworkers suggested a model for dissociation that is
consistent with our calculated dissociation times in Fig-
ure 3b11,45: singlet dissociation is suppressed after 200 fs,
while the triplet channel continues to dissociate well past
500 fs. More recent work by Suzuki and coworkers18 sug-
gested a model that invoked a single intermediate state
leading to both singlet and triplet dissociation, and mea-
sured nearly indistinguishable rise times for both prod-
ucts. TRXS can provide insight into the dissociation ve-
locity distribution in distinct time ranges, thus providing
a measure of the singlet/triplet production ratio as the
reaction progresses.

B. Frequency-Resolved Analysis

To properly visualize the dissociation channels, we em-
ploy a family of techniques known as frequency-resolved
X-ray scattering (FRXS). The FRXS representation of
the data is obtained via a temporal Fourier transform
(FT) of the time-resolved scattering signal

S̃(Q, ν) = FT τ {S(Q, τ)} (4)

along the pump-probe delay axis τ . Molecular vibra-
tions and dissociations are mapped to sparse and easily
interpreted features in the FRXS representation26,32,41.
Vibrations appear as horizontal lines centered at the vi-
brational frequency, with the phase of these lines giving
information about the equilibrium bond distance of the
vibration41. Dissociations appear as slanted lines in the
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FRXS power spectrum |S(Q, ν)|2 where the radial disso-
ciation velocity v corresponds to the slope of the line:26

ν = Qv. The phase of these dissociation lines gives in-
formation about the dissociation time shift27,41 and the
initial period of acceleration32.

The FRXS representation of our data exhibits several
of the signatures of dissociation that are expected from
the theory trajectories. Figure 4 shows the FRXS repre-
sentation of the data for a Fourier transform taken over
the delay range 460 < τ < 2260 fs, the delay range with
the best statistics in our data set. The FRXS data has
been split into real part, imaginary part, and power spec-
trum to aid in visualizing the phases of the features as
well as where they overlap in the power spectrum.

The real part of the Fourier transform (Figure 4a) dis-
plays a dissociation with a speed of ∼28 Å/ps. The
dashed green line is placed on the top half of the plot to
aid in visualization of this dissociation signal. This dis-
sociation speed is consistent with the theoretical mean
triplet dissociation value of 28 ± 1 Å/ps (see Figure 3a)
as well as prior measurements of the same process using
a REMPI probe22. The consistency of the mean radial
velocity with the predicted triplet radial velocity implies
a lack of production of the lower-velocity singlet channel
in this time. Although the previously dissociated singlet
channel is also present in this time range, the most re-
cently produced dissociations are always the most visible
to FRXS since their scattering fringes still fall within the
finite Q range of the detector. The visibility of dissoci-
ations generated prior to the start of the FT domain is
suppressed by the fact that the scattering signal is con-
centrated at small scattering angles below our minimum
Q value. The measurement of primarily triplet dissocia-
tions after 460 fs is thus also consistent with the predic-
tion that the singlet channel is suppressed after 200 fs as
shown in Figure 3b.

The imaginary part of the Fourier transform (Fig-
ure 4b) contains two signals of interest. First, there
is an isolated island of signal well above the noise at

ν = 500 cm−1 and Q = 3.0 Å
−1

, which is indicated
with a cyan circle in the figure. This signal is spectrally
broad and is centered at a frequency consistent with the
initial bending motion following photoexcitation. The

signal is furthermore located in the 3.0 < Q < 3.9 Å
−1

range that was illustrated with the lineout in Figure 2c
and attributed to this initial motion. This could be evi-
dence of the same vibrational beats between the ν1 and
ν2 modes out past 1 ps measured in18.

The imaginary part also exhibits negatively sloped
lines that project back to ν = 500 cm−1 at Q = 0.
These appear to have a similar slope to the primary
dissociation lines in Figure 4a, but they cannot be pri-
mary dissociation lines since the do not project back to
ν0 = 0. Figure 4d illustrates a scenario in which these
“secondary” dissociation lines can appear: atomic sulfur
dissociation where the remaining CS fragment has been
rovibrationally excited. The presence of a secondary dis-
sociation line shifted by this amount indicates that there

could be rovibrational motion in the CS fragment with a
period of around 63 fs. The magnitude of the frequency
shift (∼500 cm−1) is inconsistent with the vibrational
(1333 cm−1) and rotational (84 cm−1) frequencies of the
CS radical (see the Supplementary Material). Since the
presence of a potential secondary dissociation line can-
not be adequately explained by vibrational or rotational
motion in the CS fragment, we simply note its apparent
presence here.

Visualization of a dissociation process with a wide ve-
locity distribution using FRXS is challenging because the
dissociation features in S̃(Q, ν) must be seen by eye.
In our case, while we see evidence for dissociation of
atomic sulfur centered at around 28 Å/ps, we cannot
conclude anything quantitative about the velocity dis-
tribution from Figure 4 alone. We now turn to the
Hough transform in order to quantitatively characterize
the measured dissociation velocity distributions.

C. Velocity Distribution Extraction: Hough Transform

The Hough transform H(v, ν0) is a slope- and
intercept-resolved integral transform of the power spec-
trum of the FRXS data53,54. It is defined as follows

Cv,ν0 : ν = ν0 +Qv

H(v, ν0) =

∮
Cv,ν0

|S(Q, ν)|2dQdν (5)

where Cv,ν0 is a line in (Q, ν) space over which the line
integral of the power spectrum is computed, v is the slope
of the line in (Q, ν) space corresponding to the dissocia-
tion velocity, and ν0 is the y-intercept of the line in (Q, ν)
space projected back to Q = 0.

The Hough transform maps bright lines from an input
image to bright points in the transformed representation.
Any primary dissociation lines with slope v present in
the FRXS plot will therefore manifest as bright points
in the Hough transform along the ν0 = 0 axis. Like-
wise, any secondary dissociation lines will manifest at
the same slope v and a nonzero ν0. In this fashion, the
Hough transform allows us to quantitatively compare the
strength of the various dissociation lines present in an
FRXS plot even in the presence of noise due to its sparse
representation of the dissociation lines.

We applied the Hough transform to the FRXS data
for Fourier transforms taken over two distinct time delay
ranges, 0 < τ < 600 fs and 1400 < τ < 2000 fs, in the

region Q < 3 Å
−1

. This range was needed to provide suf-
ficient scattering statistics for our analysis, particularly
in the earlier time bin. In addition, the 600 fs time win-
dow provides a sufficiently large time domain for FRXS
representations suitable for applying the Hough trans-
form. Meanwhile, restricting the Q range improves the
fidelity of the Hough transform by excluding a regime in
which the noise level becomes large enough to pollute the
results. Taking a lineout of the Hough transform along
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(a) (b)

FIG. 5: Hough transform feature strength plots for data and theory. (a) Velocity-resolved Hough transform feature
strength in our time-resolved data over a range of dissociation velocities for two separate time delay regions. Hough

transform lineout is taken for y-intercept ν0 = 0. The legend indicates the time delays over which the Fourier
transform for the Hough transform lineout is taken. The shaded region indicates the bootstrapped errorbar of the

Hough transform. The early-time transform (blue curve) shows a sharply peaked distribution around 24 Å/ps,
consistent with a mixture composed of the singlet and triplet channels. The late-time transform (red curve) shows a
much broader distribution of dissociation velocities and a maximum at higher velocity of 28 Å/ps, consistent with
the expected velocity distribution of the triplet channel. (b) Theoretical velocity-resolved Hough transform feature

strength for ensembles of singlet and triplet trajectories. These distributions peak at 19 Å/ps and 30 Å/ps,
respectively.

the ν0 = 0 axis shows the relative strength of dissociation
lines with particular velocities in the FRXS data. This
yields the plot shown in Figure 5a. For both time delay
ranges, there is a signal strength maximum between 20
and 30 Å/ps, indicating the presence of dissociations with
this velocity in the data. The shaded regions around both
curves represent the uncertainty obtained by bootstrap-
ping, where the bootstrap re-sampling was taken over
individual X-ray shots. See the Supplementary Material
for further details on our bootstrap method.

The Hough transforms across these two distinct time
ranges contrasts the dominant dissociation velocities that
occur at each time. For the early-time data (0-600 fs),
there is a maximum at 24 Å/ps with a relatively small un-
certainty and peak width. For the late-time data (1400-
2000 fs), the Hough transform is both broader and peaked
at a higher dissociation velocity of 28 Å/ps. Taken to-
gether, these two curves demonstrate that as the reaction
time progresses, CS2 tends to dissociate with progres-
sively higher dissociation velocity and broader distribu-
tion.

A comparison with the Hough transforms of the sim-
ulated singlet and triplet trajectories yields information
about the relative strengths of singlet and triplet disso-
ciation at each reaction time range. The Hough trans-
forms of the simulated singlet and triplet trajectory data
are shown in Figure 5b. The singlet curve is peaked at
21 Å/ps, while the triplet curve is peaked at 28 Å/ps

with a slightly broader velocity distribution. The Hough
transform of our data in Figure 5a can thus be interpreted
as follows. In the first 600 fs, CS2 dissociates into a mix-
ture of singlet and triplet sulfur in apparently roughly
equal quantities. Beyond 1400 fs, the dissociation that
occurs is primarily triplet in nature.

The velocity distribution measurements can provide
some extra evidence for resolving the discrepancy be-
tween the models for dissociation proposed in11 and18.
The analysis in18 suggested that both singlet and triplet
dissociation channels proceed from either a single in-
termediate state, or else from two distinct intermediate
states whose time dependence is indistinguishable. In
such a situation the ratio of singlet to triplet dissociation
should remain constant over time. We should therefore
observe a time-independent velocity distribution in the
Hough transform. In our analysis we clearly see a change
in velocity distribution with time which, due to the dif-
ferent velocity distributions associated with the two frag-
ment channels, is indicative of a change in branching ratio
towards a higher relative yield of triplet product states
as the pump-probe delay increases.

The observation of a changing velocity distribution is
consistent with the earlier work of11 as well as the tra-
jectory calculations used here. In both cases, the sug-
gestion is that after excitation the branching space is
defined by competition between singlet dissociation and
IC processes that trap population in the excited singlet
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manifold by relatively large barriers to dissociation. This
trapping suppresses further singlet dissociation after the
first few hundred femtoseconds following excitation. The
trapped bound singlet state population can then undergo
ISC which transfers population into the triplet manifold,
leading to the formation of the triplet state dissociation
fragments over an extended period of time. Such dy-
namics would lead to a change in the observed velocity
distributions as a function of the time as the relative im-
portance of the triplet state dissociation trajectories in
the measured velocity distribution increases with delay.
Our measurements and analysis suggest that the disso-
ciation velocity distribution shifts from being a mixture
of singlet and triplet state dissociation in the first 600 fs,
to being dominated by the triplet state dissociation after
1400 fs. In this sense, our data are more consistent with
the model suggested by Minns and coworkers11 than the
one suggested by Suzuki and coworkers18.

V. CONCLUSION

We performed time-resolved pump-probe X-ray scat-
tering in gas-phase photoexcited CS2 at the CXI instru-
ment at LCLS with the aim of measuring the coherent
nuclear motion that ensues. We observe strong evidence
for the expected bending motion following photoexcita-
tion at early time delays. We also observe signals at late
time delays that are consistent with atomic sulfur disso-
ciation into both singlet and triplet channels.

The observation of the bending mode that is ini-
tially excited shows reasonable agreement with theory
and shares some similarities with previously reported
photoelectron spectroscopy data. The vibrational fre-
quency decreases around the fourth oscillation, indicating
a change in the nature of the excited vibrational mode.
This change in frequency could be evidence for the vibra-
tional mode coupling that is necessary to achieve the ob-
served dissociation products. A comparison of the depth
of oscillation in the data and theory suggests that the
theory trajectories may underestimate the degree of vi-
brational coherence that is maintained beyond the third
oscillation.

The observed dissociation velocity distributions are
consistent with previous work on CS2. By utilizing
the Hough transform to extract the slopes of the domi-
nant features in the FRXS plot, we are able to observe
the distribution of dissociation radial velocities at early
and late time delays. The first 600 fs show strong ev-
idence for a mixture of singlet and triplet dissociation,
while later time delays between 1400 and 2000 fs show a
broader distribution consistent with the expected domi-
nant triplet dissociation channel. Our radial velocity dis-
tribution measurements and calculated trajectories sup-
port a multi-state model for the reaction pathways to sin-
glet and triplet sulfur dissociation11. This style of anal-
ysis, which relies on the experimental data alone, can
be used to characterize weak dissociation signals using

TRXS.
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