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Abstract 
A reconfigurable feedback controller based on a digital twin is illustrated using simulations of a system with 

a time-varying nonlinear backlash. The control system consists of a motor driving the position of a flexible 

structure through a lead screw subject to backlash, whose gap angle changes over time. An internal model 

control (IMC) approach is utilised as the feedback path to increase the linear controller robustness. When a 

backlash is considered in the model, it is shown that although the linear IMC remain asymptotically stable, 

its performance deteriorates. A nonlinear IMC (NIMC) approach improves the closed-loop system’s 

transient behaviour. When the backlash model used in the NIMC is exact, the NIMC can follow the reference 

model. However, residual vibrations are observed if the backlash model is not estimated precisely. A digital 

twin of the system is used to estimate the backlash gap angle and to re-design the backlash model for the 

NIMC via asynchronous communication, thus ensuring the stability of the feedback system. 

1 Introduction 

 

Figure 1: Block diagram of a feedback controller implemented using internal model control (IMC). The 

architecture of the complete feedback controller, 𝐶, is shown between the dashed line. 𝐺 detnotes the 

dynamical plant, 𝐺 its model, 𝑊 the prefilter. 𝑟 and 𝑦 are the reference and output signals, respectively, 𝑢 

the control signal, �̂� the predicted output, and 𝜀̂ the prediction error. 

Internal model control (IMC) [1]–[3], represented by the block diagram in Figure 1, is a well-established 

concept for the design of feedback controllers for internally stable systems [2]. The advantage of using an 

IMC for the reference tracking or position control problems is in the fact that when the plant model is 

accurate, so that 𝐺 = 𝐺, an open-loop feedforward filter can be designed, which in general is more 

straightforward than designing a feedback controller. However, unlike the feedforward control, the IMC can 

then be used to attenuate the effect of input and output disturbances. Also, based on the small-gain theorem 

mailto:v.yoav@soton.ac.uk


it is easy to design a filter that ensure the closed-loop stability as long as the modeling error can be bounded 

[1].  

Nonlinear IMC (NIMC) have also been discussed in the literature [4], and they can be combined in the 

adaptive control, where the internal model’s parameters and the prefilter are being estimated simultaneously 

in real-time [5], [6]. However, such approaches result in a complex-structure controller whose 

implementation is not straightforward. 

The novelty of the current work is to reconfigure the NIMC based on a digital twin of the system [7]. The 

digital twin defined here is a fusion of physical-based [8] and data-informed [9] models that can be realised 

on a remote server. The use of a digital twin gives rise to a simple-structure local NIMC and, at the same 

time, enables the use of nonlinear identification methods. Although different approaches may be already in 

use, where a physical model is being updated based on measured data [10], [11], followed by a design of a 

feedback controller [12], [13]. Most often, the model estimation and the controller design are performed by 

several experts. However, in the approach proposed here, the reconfiguration process is done automatically 

by pre-determine the controller’s architecture and utilising the digital twin.  

The digital twin reconfigurable NIMC idea is illustrated here based on a mechanical position control 

mechanism with a time-varying backlash. Initially, an IMC is designed to stabilise the otherwise not stable 

loop and obtain desired performance criteria. The nominal linear models of the system are used at this stage, 

allowing the exploitation of well understood linear controller design methods and ideas [12]. Then a time-

varying backlash is introduced between the actuator and the flexible structure being controlled. Its effect is 

minimised by updating the previously designed controller to include a backlash model, which is then tuned 

using a digital twin to ensure that the performance objectives are kept. 

Backlash is inherent to any mechanical motion transmission mechanism and can be modelled using a 

clearance, or a gap, between different parts of the mechanism [14]. Most often, passive solutions are used 

to minimize the backlash effects, an example is an anti-backlash nut that aims to reduce the clearance with 

a preloaded spring. However, a certain amount of play will always remain between different parts of the 

mechanism, and it is most likely to grow in time due to wear and tear effects. Active control of backlash 

was also previously considered [15]. But, when aimed at estimating the backlash parameters as part of the 

loop, such solutions result in a very complex controller, for example, see [16]. 

Here, based on a simulative case study, it is shown that the digital twin can be used to reconfigure a NIMC 

based controller, to maintain performance even for extremely rapid-growing backlash. The nonlinear 

optimisation performed using the digital twin allows for a relatively simple controller design, which can be 

combined in the future with other nonlinearities or time-varying parameters. In addition, the prediction error 

computed as part of the NIMC can be used to derive a novelty index [17] and consequently formulate a 

decision test of when to employ the digital twin and reconfigure the backlash model.  

The paper is organized as follows. The linear models of the systems and the design of the linear IMC are 

presented in Sections 2.1 and 2.2, respectively. The nonlinear backlash model is introduced in section 3.1, 

followed by a numerical simulation of the linear IMC closed-loop to time-varying backlash discussed in 

section 3.2, and the same simulation for a NIMC closed-loop with a constant backlash estimation. The digital 

twin and backlash estimation method are presented, and the performance of the reconfigurable NIMC is 

evaluated in Section 4.1. A novel index-based decision test is described and simulated in Section 4.2. 

Finally, conclusions are summarised in section 5  

 



2 Linear Modelling 

 

Figure 2: The model of the simulated three DOF system with an IMC based feedback controller (a), and the 

electromechanics system’s lumped element model (b). 

In this paper, a feedback controller is designed to control the position of a three DOF structure, similar to 

the one considered in [18], as shown in Figure 2(a). The bottom mass of the structure is connected to a dc 

electromechanics motor via a lead screw. A simplified dynamic system model is derived using lumped 

elements, as shown in Figure 2(b). The dc motor electrical model parameters are its inductance, 𝐿, and 

resistance, 𝑅, it is modelled as a lumped inertia, 𝐽, the two motor’s coefficients, 𝑘𝑇 and 𝑘𝐵 are the torque 

and back-emf gains, and the motor angular velocity and position are denoted 𝜔𝑚 and 𝜃𝑚, respectively. The 

three DOF structure is modelled as three equal lumped masses, each of mass 𝑚, connected in series via 

linear springs, 𝑘, and linear dampers, 𝑐. The lead screw is connected to the motor via a worm gear with a 

1:1 gear ratio. Its angular position is denoted as 𝜃𝑑 and its elongation (from rest) is denoted as 𝑑 such that 

𝑑 =  𝑝𝜃𝑑, where 𝑝 is the pitch of the lead screw. The absolute position of each of the structure’s platforms 

are denoted 𝑞𝑖 (𝑖 = 1,2,3). However, the worm gear is likely to developing backlash, and so the motor’s 

angle, 𝜃𝑚, does not necessarily equal that of the lead screw, 𝜃𝑑.  

2.1 Linear models derivation 

In the derivation of the nominal linear models, the following assumptions are used: The inertial loading of 

the structure is negligible compared to the motor’s torque; The lead screw is infinitely rigid, i.e., 𝑘𝑑 → ∞; 

The worm gear does not have any backlash, i.e., 𝜃𝑑 = 𝜃𝑚. 

Under these assumptions, the electromechanics-dynamical model of the motor is given by: 

 𝐿𝐼�̇� + 𝑅𝐼𝑚 = 𝑢 − 𝑉𝑏, (1) 

 𝐽�̇�𝑚 = 𝑇𝑚, (2) 

where 𝐼𝑚, 𝑢, and 𝑉𝑏 denote the motor’s electrical current, input voltage, and back-emf, respectively. 𝑇𝑚 

denote the mechanical torque that is proportional to the electrical current 

 𝑇𝑚 = 𝑘𝑇𝐼𝑚. (3) 

Also, the back-emf is proportional to the motor’s angular velocity 

 𝑉𝑏 = 𝑘𝐵𝜔𝑚. (4) 

Taking the Laplace transformation with zero initial conditions of Eq. (1) – (4) and performing algebraic 

manipulations results in the following relation: 

 𝜔𝑚(𝑠) =
𝑘𝑇

𝐽𝐿𝑠2+𝐽𝑅𝑠+𝑘𝐵𝑘𝑇
𝑢(𝑠). (5) 

Defining the transfer function between the input voltage to the angular position as 𝐺1(𝑠), it follows that: 

  𝐺1(𝑠) =
1

𝑠

𝑘𝑇

𝐽𝐿𝑠2+𝐽𝑅𝑠+𝑘𝐵𝑘𝑇
  (6) 



The free three DOF structure’s equations of motion (EOM) can be written using matrix notation as: 

 [
𝑚 0 0
0 𝑚 0
0 0 𝑚

] [

�̈�1

�̈�2

�̈�3

] + [
2𝑐 −𝑐 0
−𝑐 2𝑐 −𝑐
0 −𝑐 𝑐

] [

�̇�1

�̇�2

�̇�3

] + [
2𝑘 −𝑘 0
−𝑘 2𝑘 −𝑘
0 −𝑘 𝑘

] [

𝑞1

𝑞2

𝑞3

] = [
0
0
0

]. (7) 

Since we assumed that the lead screw is infinitely rigid, it follows that 𝑞1 = 𝑑 = 𝑝𝜃𝑑. After substituting 𝑞1 

into the EOM of Eq. (7), and reorganizing, the following set of equations is obtained: 

 [
𝑚 0
0 𝑚

] [
�̈�2

�̈�3
] + [

2𝑐 −𝑐
−𝑐 𝑐

] [
�̇�2

�̇�3
] + [

2𝑘 −𝑘
−𝑘 𝑘

] [
𝑞2

𝑞3
] = [

𝑐
0

] 𝑝�̇�𝑑 + [
𝑘
0

] 𝑝𝜃𝑑. (8) 

The transfer function from 𝜃𝑑 to 𝑞3, defined as 𝐺2(𝑠), is obtained by taking the Laplace transformation with 

zero initial conditions of Eq. (8), and solving the linear algebraic system such that: 

 𝐺2(𝑠) =
𝑐2𝑠2+2𝑐𝑘𝑠+𝑘2

𝑚2𝑠4+3𝑐𝑚𝑠3+(𝑐2+3𝑘𝑚)𝑠2+2𝑐𝑘𝑠+𝑘2 𝑝 (9) 

The numerical values used throughout the rest of the paper simulations are given in Table 1 

Table 1: Physical properties and values used in the numerical simulations 

Symbol Value, units Symbol Value, units Symbol Value, units 

𝒎 5.2, kg 𝑱 5 ⋅ 10−6, kg⋅m2 𝒑 2/2𝜋, mm/rad 

𝒌 1 ⋅ 104, N/m 𝑳 1 ⋅ 10−3, H 𝒌𝑻 0.8, (N⋅m)/A 

𝒄 36.9, N/(m⋅s) 𝑹 12, ohm 𝒌𝑩 0.1, V/(m/s) 

2.2 Linear controller design 

 

Figure 3: Block diagram showing the architecture of the controller designed based on IMC. 𝐺1 and 𝐺2 are 

the LTI systems defined in Eq. (6) and (9), 𝑊 denotes the prefilter to be designed, and 𝐾𝜃 the proportional 

feedback gain tuned to stabilize the motor’s dynamics. 𝐺1, 𝐺2, �̂�3, and 𝜀�̂� denote the sampled-data models 

of the motor and three DOF structure, the predicted output, and the prediction error, respectively. Once 

again the complete feedback controller is shown inside the dashed lines. 

A digital IMC based controller is proposed, as shown in Figure 3. The controller inputs are the reference 

signal, the measured motor’s angle, and the measured top platform position, and its output is the voltage 

input of the motor. When the internal model of the sampled-data systems is exact, the feedback is cancelled, 

and the controller is a feedforward controller. Thus, the IMC configuration cannot stabilise unstable poles 

of the system. In our case, the electrical motor contains an integrator, and therefore, an internal loop is 

introduced around it to ensure that the open-loop transfer function is stable. In the following sections, the 

stabilisation of the electrical motor is achieved via a proportional feedback gain tuned to achieve a settling 

time of 30msec. The feedback gain was, therefore, tuned to be: 

 𝐾𝜃 = 15 (10) 



The motor’s input is no longer the electric voltage when using the proportional feedback controller. Instead, 

it is a reference angle, which the feedback controller aims to follow. The open-loop transfer function, to be 

used in the IMC design, from the input reference angle to the top mass position denoted as G𝑜𝑙, is given by: 

 𝐺𝑜𝑙(𝑠) = 𝐺𝜃(𝑠)𝐺2(𝑠). (11) 

where 𝐺𝜃 denotes the equivalent transfer function of the inner feedback loop: 

 𝐺𝜃(𝑠) = 𝐾𝜃𝐺1(𝑠)/(1 + 𝐾𝜃𝐺1(𝑠)), (12) 

Since now the open-loop transfer function is stable, if a constant input is used, the steady state top mass 

position is given by the final value theorem as:  

 𝑞3(𝑡 → ∞) → 𝑊(𝑠 → 0)𝐺𝑜𝑙(𝑠 → 0) = 𝑊(0)𝐺𝜃(0)𝐺2(0)  (13) 

It follows that Gθ(0) = 1, which can be shown by substituting Eq. (6) and (10) into (12) and taking the limit 

s → 0. Similarly, substituting 𝑠 = 0 in equation (9) results in 𝐺2(0) = 𝑝. 

Therefore, the prefilter, 𝑊, is normalised by the lead screw’s pitch, such that: 

 𝑊(𝑠) = �̃�(𝑠)/𝑝 (14) 

For a chosen �̃� that holds, �̃�(0) = 1. 

 

Figure 4: The top platform position (a) and the motor’s input voltage (b) response to a step input in the 

reference signal for the linear system with the internal proportional feedback loop, no dynamical prefiltering 

and a perfect sampled-data model.  

Figure 4(a) shows the 1mm step responses for a perfect sampled-data model with no dynamical prefiltering, 

i.e., �̃�(𝑠) = 1. Figure 4(b) shows the control signal, that is, the motor’s input voltage, needed for the 

manoeuvre. It is noted that the overshoot is almost 100%, the settling time is about 3.5 seconds, and the 

required maximal input voltage is 47 Volts. Therefore, it is desirable to design a dynamical prefilter, �̃�, to 

obtained better transient and reduce the required input voltage (and power) supplied to the motor. 



2.2.1 Prefilter design – Model reference approach 

 

Figure 5: The open-loop with a prefilter block diagram (a), equivalent model of the open-loop with a prefilter 

for LTI 𝑊 and 𝐺2 (b), and the desired filtered plant structure (c). 

To improve the transient performance of the system, a dynamical prefilter, 𝑊, is used. For LTI systems, the 

order can be swapped between 𝐺𝜃 and 𝑊 as shown in Figure 5(b) compared to Figure 5(a). Figure 5(c) is 

then obtained by denoting the series interconnection of 𝑊 and 𝐺2 as 𝐺𝑟. If 𝐺𝑟 has a relative rank equal or 

larger to that of 𝐺2, and it contains all the non-minimum-phase zeros of 𝐺2, a stable 𝑊 can be designed 

𝑊 = 𝐺2
−1𝐺𝑟. However, in this work a different approach is taken. Since only one dominant mode is seen in 

the response of  Figure 4(a), we wish to filter only that dominant mode. The rational transfer function of Eq. 

(9) can be described with a balanced truncated reduced-order model [19] as a second-order system with a 

relative degree of 0. Therefore, neglecting the fast dynamic and choosing 𝐺𝑟 as a first-order filter with a 

time constant 𝜏𝑟, to minimize the effect of the fast modes;  �̃� can be designed as: 

 �̃� =
1

𝜏𝑟𝑠+1
𝐺𝑑

−1 (15) 

where 𝐺𝑑 is the part of the balanced truncated reduced-order model of the normalized transfer function 

𝐺2/𝐺2(0).  

 

Figure 6: The top platform position (a) and the motor’s input voltage (b) response to a step input in the 

reference signal for the linear system with the internal proportional feedback loop and dynamical prefiltering 

based on the balanced truncated reduced model of 𝐺2, and a perfect sampled-data model 

Figure 6 shows the results of the step input when using the dynamical prefiltered design based on the 

balanced truncated reduced-order model of 𝐺2, with a 𝜏𝑟 chosen as 1/6 to approximate a settling time of 

0.8 seconds. As shown in Figure 6(a), the desired settling time is obtained, and the overshoot is eliminated. 

The effect of the higher-order dynamics can be noted by the fact that the derivative at 𝑡 = 0 is not zero. The 

required input voltage peak, Figure 6(b), is now below 5 Volts. 



3 Nonlinear modelling 

So far, we have designed the IMC controller based on nominal linear models of the system. In the current 

section, a nonlinear backlash is introduced between the motor and the three DOF structure, and the combined 

effect of the sampled-data system and nonlinear time-varying backlash are simulated. 

3.1 Backlash models 

The worm gear’s backlash mechanism is modelled as a dead zone for the angular velocity. Each time the 

rotation direction changes, a new dead zone of a given backlash gap angle begins. 

The backlash nonlinear operator is given by 

 𝜔𝑑 = 𝑔(𝑧, 𝜎)𝜔𝑚 (16) 

where  

 𝑔(𝑧, 𝜎) =  {
1 (𝜎 > 0 &𝑧 ≥ 𝜃𝑏)|(𝜎 < 0 &𝑧 ≤ −𝜃𝑏 )

0 Otherwise
 (17) 

In the model 𝑧 = 𝜃𝑚 − 𝜃𝑑 denotes the difference between the motor and lead screw angles, 𝜎 = sign(�̇�𝑚) 

denotes the motor’s direction of rotation, and 𝜃𝑏 the backlash gap angle, or half-width. 

 

Figure 7: Input and output of the backlash model for a sinusoidal input with a growing amplitude versus 

time (a) and in state-space (b). 

Figure 7 shows the output of the backlash for 𝜃𝑏 = 20 deg, and a sinusoidal input with a growing amplitude:  

𝜃𝑚(𝑡) = (1 + 𝑡/10)sin (2𝜋𝑡). 

Figure 7 shows the effect of the velocity dead-zone on the lead screw’s angle. Each time the direction of 

rotation changes, 𝜃𝑑 remains constant until the backlash is transverse. Then, 𝜃𝑑 follows 𝜃𝑚 with a constant 

lag of 2𝜃𝑏. The former is best seen in Figure 7(a), while the latter in Figure 7(b).  

3.2 Time-varying backlash simulation 

A Simulink simulation with a time-varying backlash model was used to simulate the wear and tear effect on 

the digital IMC feedback system. The backlash gap angle is varied between 0 to 100 degrees based on a 

pre-designed S-curve profile. Thus, mimicking a highly accelerated wear and tear effect. The sampling time 

is set to 𝑇𝑠 = 1msec, which represents a sampling frequency of 𝐹𝑠 = 1000Hz. In the simulation a digital 



controller is realised, using the zero-order hold assumption to derive the sampled-data models of the 

different systems used in the controller (𝑊, 𝐺1, 𝐺2). The reference signal was chosen to be a unit (1mm) 

square wave with a period of 40 seconds, and the simulation run-time was chosen to be 200 seconds.  

 

Figure 8: The time-varying backlash simulation results with the linear IMC controller. The reference and 

output signals (a) and the backlash gap angle (b) versus time. 

Figure 8 shows the simulation results for the S-curve varying backlash gap angle of Figure 8(b). Based on 

Figure 8(a), it is noted that the sampling has a negligible effect on the feedback. Consequently, when the 

backlash is small (time<60 seconds), the transient behaviour is similar to the designed one shown in Figure 

6(a), with no overshoot and a settling time of less than a second. However, when the backlash gap angle 

becomes larger, a significant overshoot is observed, and the transient response is composed of decaying 

oscillations.  Therefore, to ensure that the transient behaviour is kept for a considerable backlash, a model 

of the backlash will be added to the IMC controller, rendering it nonlinear.  

3.3 Nonlinear controller 

 

Figure 9: Block diagram of the nonlinear internal model control (NIMC) controller’s architecture. A 

sampled-data model of the backlash is added to the internal feedback loop to compensate for the lead screw 

backlash. 𝜃𝑏 and  𝜃𝑏 denote the actual and estimated backlash gap angle, respectively. 

The proposed structure of the NIMC controller is shown in Figure 9. The idea is to control the predicted 

lead screw’s angle instead of the measured motor’s angle. This is achieved by adding a backlash model to 



the internal feedback. The modelled system used to obtain the predicted output, �̂�3, is also updated to 

represent the backlash between the motor and lead screw. The Simulink simulation of section 3.2 was rerun 

with the proposed NIMC and the same backlash gap angle profile. The motor’s angular velocity used as the 

input of the backlash is obtained by passing 𝑢 via a sampled-data model of the system 𝑠𝐺1(𝑠).  

 

Figure 10: The time-varying backlash simulation results with the NIMC controller. The reference and output 

signals (a) and the actual and estimated backlash gap angles (b) versus time. 

Figure 10 shows the simulation results with an estimated backlash gap angle of 50 degrees. It can be seen 

that when the backlash gap angle estimation is almost exact, at times between 80-120 seconds, the transient 

behaviour is similar to the designed one. Also, when the actual backlash is relatively small, the estimation 

error has a negligible effect on the transient. However, when the actual backlash is larger than the estimated 

one, the overshoot and decaying oscillations are again present in the transient response. Therefore, it is 

desired to reconfigure the backlash estimation, which can be done by employing a digital twin of the system. 

4 Digital Twin 

 

Figure 11: Block diagram of the architecture used to reconfigure the NIMC feedback controller using a 

digital twin. 

A digital twin is used to estimate the backlash gap angle and to reconfigure the feedback controller. The 

digital twin is assumed to be implemented remotely and can communicate asynchronously with the feedback 

controller via a network, as shown in Figure 11. The measured system states, 𝜃𝑚 and 𝑞3, are stored in local 

memory that is being sent to the digital twin when the reference signal value changes. The digital twin has 

pre-calibrated models that represent the different dynamical systems and can simulate the response of the 

nonlinear system at a faster than real-time rate, thus allowing to implement of a nonlinear identification 

technique to estimate the backlash gap angle. 



4.1 Backlash gap estimation 

 

Figure 12: Mixed linear–nonlinear simulation used in the digital twin estimation of the backlash gap angle. 

The backlash gap angle is estimated in the digital twin by minimising the residual mean square of an 

estimated error obtained from a numerical simulation that is realised using the digital twin at a high rate. A 

mixed linear-nonlinear approach is taken, as shown in Figure 12, to avoid the necessity to estimate the initial 

condition of the three DOF structure as part of the simulation.  

By designing a linear state observer [12] as the linear estimator, it is guaranteed that if the estimated lead 

screw’s angle, �̃�𝑑, is exact than the estimated response, �̃�3, will converge with an exponential rate to the 

measured response, 𝑞3. Therefore, the optimisation cost function is defined as: 

 min
�̂�𝑏,𝜃𝑑(0)

∑ (𝜀3̃(𝑡0 + 𝑘𝑇𝑠))
2𝑁−1

𝑘=𝑘𝑠
 (18) 

where 𝑘𝑠 is chosen based on the linear estimator settling time, and 𝑁 is the number of measured points 

stored in the buffer.  

The optimal solution of Eq. (18) can be obtained using many optimization methods [20]. In the current work, 

the unconstraint BFGS Quasi-Newton method with cubic line search was chosen to solve the optimization 

problem, which was realised using MATLAB’s fminunc() function. 

4.1.1 Numerical simulation of the digital twin reconfigurable controller 

A combined Simulink and MATLAB simulation was used to validate the proposed reconfigurable NIMC 

approach. A buffer of 1000 samples of 𝜃𝑚 and 𝑞3 was sent to the digital twin each time the reference signal 

changes its value (every 20 seconds). The backlash gap angle is estimated in the digital twin by minimizing 

Eq. (18). The linear estimator was designed to have a settling time of 0.25. This was done by designing an 

estimator with the following characteristic polynomial, 𝜒𝑜(𝜆) = (𝜆 + 40)4. The last 600 samples of the 

estimated output were then used in Eq. (18), i.e. 𝑘𝑠 = 401. After the identification had converged to its 

optimal solution, and the backlash gap angle was estimated, the NIMC controller was reconfigure with the 

newly estimated backlash gap angle. A 4 seconds delay was added to compensate for the transmission and 

nonlinear optimization time.  



 

Figure 13: The time-varying backlash simulation results with the digital twin reconfigurable NIMC 

controller. The reference and output signals (a) and the actual and estimated backlash gap angles (b) versus 

time. 

Figure 13 shows the simulation results when using the digital twin to estimate the backlash gap angle and 

reconfigure the NIMC controller. The introduction of the digital twin enables maintaining the desired 

transient behaviour, Figure 13(a), even though the reconfiguration of the controller is delayed by 4 seconds, 

as can be seen, best in Figure 13(b). Moreover, Figure 13(b) shows that the proposed backlash gap angle 

estimation is unbiased.  

It is noted that the acceleration rate of the backlash gap angle profile here is unrealistic fast and is used only 

for simulation purposes. In reality, the backlash will change over weeks or months, and thus the short delay 

is insignificant. Moreover, the prediction error, already computed as part of the feedback loop by the 

controller, can be used to formulate a decision test, which dictates when the estimation and reconfiguration 

are needed.  

4.2 Novelty index-based decision test 

The novelty index proposed in the current work is the instantaneous amplitude of the dominant structure 

mode in the prediction error, 𝜀�̂� , as shown in Figure 9. This was chosen instead of the instantaneous 

amplitude of 𝜀�̂�, since the latter is susceptible to any measurement noise, although this is not modelled in 

these simulations. Also as noted in the simulations, the transient oscillations vibrate with the dominant mode 

damped frequency, 𝜔𝑑.  

The instantaneous amplitude of the first mode is obtained by using a frequency lock-in filter. The lock-in 

filter enables the extraction of the in-phase and quadrature components, such that the dominant mode 

analytic function is given by: 

 �̂�(𝑡) = �̂�𝑟(𝑡) − i�̂�𝑖(𝑡), (19) 

where the in-phase component �̂�𝑟 , and quadrature component �̂�𝑖 are given by: 

 �̂�𝑟(𝑡) = LPF(2𝜀�̂�(𝑡) cos 𝜔𝑑𝑡), (20) 

 �̂�𝑖(𝑡) = LPF(2𝜀�̂�(𝑡) sin 𝜔𝑑𝑡), (21) 

and LPF is a lowpass filter designed to have its cutoff frequency at 𝜔𝑑/2. The instantaneous modal 

amplitude is thus given by the absolute value of the analytic function, �̂�(𝑡). 



 

Figure 14: The time-varying backlash simulation results with novelty index-based decision test and a digital 

twin reconfigurable NIMC controller. The reference and output signals (a) and the actual and estimated 

backlash gap angles (b) versus time. 

Figure 14 shows the simulation results when using the novelty index-based decision test combined with the 

digital twin. In the simulation, the novelty index was obtained using a numerically-controlled oscillator 

(NCO), a Cordic sin and cos generators and a third-order IIR LPF designed to have a stopband of 40dB at 

𝜔𝑑. An event was defined when the novelty index amplitude was larger than 0.1mm. In the case of an event, 

the conditions stored in the memory were sent to the digital twin, which estimated the backlash gap angle 

based on the nonlinear identification of Section 4.1 and reconfigured the NIMC feedback controller.  

The novelty index used in the decision test is shown in Figure 14(c). Whenever the value of |𝜂| is larger 

than the predefined tolerance, indicated by the grey line, the backlash gap angle is estimated using the digital 

twin, as shown in Figure 14(b). The backlash model is now estimated only three times during the simulation, 

compared to the nine times in Section 4.1. Still, the transient behaviour of Figure 14(a) does not differ much 

from the one of Figure 13(a). Therefore, the advantage of using the novelty index-based decision test over 

updating the model each time the input signals changes is portrait. Moreover, designing several novelty 

indexes can allow reconfiguring different subsystems using the digital twin. For example, if we track the 

change of 𝜔𝑑, we can decide if the dynamical model of the three DOF structure should be reestimated.  

5 Conclusions 

This paper presented the idea of utilising a digital twin in the position control of dynamical structures subject 

to time-varying nonlinear backlash. A linear IMC feedback controller with an internal feedback loop, was 

designed based on linear models of the system to stabilise it and to shape the transient system response. The 

effect of unmodelled time-varying backlash on the linear IMC design was investigated based on a numerical 

simulation. It was concluded that while the stability is kept, the transient behaviour is lost when the backlash 

becomes nonnegligible.  



A nonlinear IMC, NIMC, architecture was proposed by including the backlash model in the controller. 

Based on simulative results, it was concluded that the desired transient behaviour is retained if the backlash 

model is exact. Therefore, it was suggested to estimate the backlash model using a remotely-based digital 

twin. The advantage of the digital twin used in the manner portraited here versus an adaptive controller that 

estimates the nonlinear model in the loop is that the resulting controller architecture when using the digital 

twin is simpler, and its implementation is more straightforward. Moreover, the digital twin can implement 

a nonlinear identification algorithm that requires simulating the system’s response at a fast rate. 

A mixed linear-nonlinear estimation method was designed to be used by the digital twin to estimate the 

backlash gap angle and, in turn, to reconfigure the NIMC feedback controller. The proposed methodology 

was validated numerically. It was shown that the backlash gap angle estimation is unbiased and that by 

utilizing the digital twin and reconfiguring the NIMC, the transient behaviour of the designed prefilter is 

kept.  

A novelty index was derived based on the prediction error computed as part of the NIMC feedback loop. 

The novelty index-based decision test minimises the usage of the digital twin, thus ensuring that the digital 

twin will not be overflown. Additional advantages of using the proposed frequency lock-in filter for the 

novelty index are that it attenuates measurement noise and enables the formulation of additional novelty 

indexes associated with other subsystems.  
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