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Abstract

UNIVERSITY OF SOUTHAMPTON

Faculty of Engineering and Physical Sciences
Tony Davies High Voltage Laboratory
Electrical and Power Engineering Group
Advanced Photonic Sensing

Partial Discharge Detection Using Distributed Acoustic Sensing
Laurie Kirkcaldy

The performance and reliability of high voltage systems are critical for power
generation and distribution, allowing power to continue flowing for everyday life.
Partial discharge is both a cause and important indicator of damage developing
within electrical insulation. By monitoring partial discharge activity during an
electrical asset’s lifetime, an assessment of the insulation condition can be made
and used to inform decisions about repairs or replacement. Most existing meth-
ods for partial discharge detection are only able to cover either a single device or
short distance, requiring many discrete sensors for total coverage. Distributed
acoustic sensing is already used widely in other commercial areas for geophys-
ics and seismic data acquisition. However, it has been dismissed for detection
of partial discharge due to low sample rates in comparison to the frequency of
acoustic emissions from partial discharges. This thesis demonstrates through
aliasing mechanisms, that detection of these high-frequency acoustic emissions
can be downsampled and identified.

This thesis reports report fibre-optic based distributed acoustic sensing for
detection and measurement of partial discharge providing a continuous detection
region of 5 km with inherent positional information within 1.25 m. The acoustic-
strain interaction on the fibre optic, including the surrounding acoustic environ-
ment, is modelled demonstrating significant ringing due to reverberations of the
initial impulse, as well as demonstrating an important aliasing method permit-
ting the detection of much higher frequency signals than the original sampling
rate. Laboratory partial discharge sources of both void and treeing varieties were
manufactured and used to demonstrate this detection experimentally, covering
a range of partial discharge sizes and sensor placements.

This work also includes development of an alternative synchronisation method
to allow for detailed sample-for-sample comparisons between different electrical,
acoustic and distributed acoustic sensing measurements; each with different data
types and sample rates.
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Chapter 1

Introduction

Damage to high voltage equipment such as transformers and cables can cause
large power outages and reduction in power transfer ability [1]. Despite be-
ing built to withstand harsh conditions and continuous operation, at least one
fault is likely to occur during the lifetime of the equipment [2,3]. The repairs
to these problems can cost a large amount of money and down-time. Due to
the nature of high voltage breakdowns, the cause of a fault may not be ob-
vious: the breakdown or damage usually occurs within the insulation, hidden
from view, extending the time to repair [1]. Prevention is often better than a
cure. Many methods exist to identify and analyse pre-breakdown phenomena,
looking for various tell-tale signs of this damage occurring. Electrical meth-
ods of examining voltage and current waveforms are the most ubiquitous [4-6],
and can be applied on-line (with operating voltage still present) [7,8]; although
connections to equipment may have to be undertaken off-line. Other methods
include searching for RF emissions [9,10], thermal analysis [11,12] as well as
acoustical methods [13]. These are typically more used to pinpointing locations,
or on specific/problematic High voltage (HV) equipment rather than cables and
other distributed elements.

Most, if not all of these methods, are looking for phenomena caused by Par-
tial discharge (PD). Partial discharge is a key indicator of damage alongside
causing damage by its very nature, and is one of the most consistent and widely
accepted precursors to problematic issues within HV systems [14-18]. Partial
discharges are, by definition, a type of discharge in which a localised break-
down occurs, but does not fully bridge two conductors [19]. The breakdown
occurs due to the electric field exceeding the dielectric strength of the insulat-
ing medium [20]. The processes behind PD are “inherently complex stochastic
processes that exhibit significant statistical variability" [21]; resulting in a range
of amplitude, shapes and time of occurrence. The term PD covers a relatively
wide range of phenomena: from discharges within gaps in solid insulation to
corona discharge in air or other gases. Each localised breakdown event emits
energy in a variety of forms: heat, electromagnetic waves, and acoustic [19]. All
of these phenomena have matching detection methods applied with respective
advantages and disadvantages; for example, detecting visible light from a PD is
not much use within a cable.



Distributed acoustic sensing (DAS) uses optical methods within a conven-
tional glass fibre optic; not to directly pick up emitted light from a PD event,
but instead measures strain, and therefore, can measure acoustic emissions [22].
As the sensing element itself is a glass fibre, this allows for the sensing element
to pass through hostile environments without worry of compromising insula-
tion or degradation of the sensing elements over time. As DAS is not only
a singular measurement, but a distributed array of measurements over a not-
able distance, only one system is required to measure thousands, if not tens
of thousands of separate points. This allows for a single fibre optic cable to
be passed around the entire perimeter and volume of multiple devices or cables
and provide location-aware information. DAS as a distributed sensing technique
has already been deployed in a wide range of industries [23] from earthquake
detection systems [24] to oil and gas pipeline monitoring [25]. Each looking for
tell-tale acoustic signatures along their lengths. Distributed fibre sensing has
not yet been tested for detection of partial discharge or related HV phenomena.
Given its tremendous detection ranges, and location abilities, it could be an
excellent addition to partial discharge detection and analysis tools.

This work provides experimental results and analysis of a DAS system for
the purpose of detecting and measuring PD. Only relying on standard DAS
techniques, the acoustic emissions (AE) from a PD cannot normally be seen
due to the large mismatch between the high frequency AE, and the relatively
lower frequency sample rate of DAS systems. Instead, specific methods are
developed such as a type of undersampling: a special effect of aliasing, and the
parallel methods for displaying and understanding the resultant data. Through
the use of modelling based on fundamental DAS and acoustic concepts, it was
found and then matched by experiment that AE from PDs can be detected under
certain circumstances. Novel synchronisation methods are utilised, allowing for
comparison between different measurement techniques, data types and sample
rates by many orders of magnitude. As is demonstrated in this Thesis, DAS
is suitable for PD detection, and could be a significant aid in long-distance
detection of PD on cables, or better and quicker localisation of faults within
equipment.

Below details a brief description of the following chapters in this thesis:

e Chapter 2 describes the different types of PD, their formation and evol-
ution, and why they are such a big issue in HV components. Current
detection methods are compared and contrasted in addition to discussing
the types of AE typically seen for each type of discharge.

e Chapter 3 covers the fundamental principles of acoustic waves, how they
interact at boundaries and the difference of waves in fluids like air and
solid materials. The light scattering processes fundamental to DAS are
explored, and finally how all these are combined into a distributed sensing
system, its uses and limitations.

e Chapter 4 introduces novel ways of using a DAS system by changing the
processing of the raw samples extracted from the measuring system in the
DAS device in order to allow for undersampling. This is modelled using
a variety of tools to emulate a full DAS sampling system from source
acoustic emission to data-on-screen. An experiment of using DAS to look



at breakdown events is used as a proof of concept to determine if DAS is
at all capable of detecting discharges, and whether this begins to match
expectations from modelling. This section also explains the undersampling
process key to detecting PD with DAS.

Chapter 5 describes the experimental methods and results of using a sens-
ing DAS fibre embedded in various partial discharge void test-cells, as
well as comparing those results with a conventional capacitive coupling
measurement in addition to high-sample rate, discrete, acoustic sensors.

Chapter 6 repeats experiments with the same measurement and synchron-
isation techniques as Chapter 5, but with a needle-plane source across an
oil-impregnated pressboard to initiate treeing discharge rather than void.
Comparison of different fibre positioning is also performed using the dis-
tributed elements of the DAS system in addition to synchronising the DAS
results with the line-voltage allowing for phase resolved partial discharge
analysis.

Chapter 7 concludes the results and findings of this Thesis, discusses ap-
plications well suited to the DAS method of PD detection and details the
recommendations of further work of this research.






Chapter 2

Partial Discharge and its

Detection

Partial discharge, as implied by its name, is a process of electrical breakdown
where the discharge partially bridges insulating material between conductors
[21]. The size of the discharge varies on many factors including applied voltage,
size and shape of surrounding materials [21,26], and any damage or lingering
effects from previous events [27]. But the discharge is typically very small
compared to the available power travelling through the neighbouring conductors.
The location of initial discharges is often accompanied by a change in insulation
medium with a lower dielectric constant than that of the insulation, such as
an air void leading to an increased localised electric field [28]. This uneven
distribution then produces, during a discharge event, displacement of charge
as the insulating properties of the local area breaks down [29]. Due to these
building discharges, the existence of large PD can be serious as the progression
can lead to a complete failure of the entire insulation system.

From all these different parameters and environments there are several defined
types that the partial discharges can be categorised into. This Chapter defines
the different types, their properties, how they form and what this means for
detection. Furthermore, the different existing detection methods are described
along with their advantages and disadvantages towards certain PD types.

PD only occurs in gases: the presence of PD within liquids has been con-
firmed to show that the liquid is transformed to a vapour phase before PD
occurs [30]. This is due to an avalanche process that can only occur within
a gas with free molecules at the electric field strengths at which PDs, would
occur. Solid insulation materials if completely homogeneous, would only exper-
ience a total breakdown, not PD [30]; therefore, when PD is experienced within
a solid, it is because there is some sort of gap or void containing a gas. PDs in
these gas pockets are, by definition, self-quenching arcs and other continuous-
style discharges such as arcs are excluded from the PD bracket. The discharges
are self-quenching either because the accumulated charge dissipates during the
discharge, or that the field strength is not large enough to support continued



growth.

2.1 PD Initiation

The process during a PD event is as follows: if the electric field is sufficiently
high, free electrons can accelerate towards a positively charged region (such as
the positive conductor) at a sufficient speed that colliding with gas molecules
ionises them, thereby releasing more free electrons. These new electrons also
begin to accelerate and can go on to cause more liberation of electrons through
ionisation. This cascading avalanche is known as a Townsend avalanche, pic-
tured in Figure 2.1, resulting in a migration of charge and a discharge occurring.
For this to occur, an electron must be provided with enough acceleration to
ionise a molecule before actually colliding with said molecule on average; this
acceleration occurs due to the electric field E. Therefore, there is a threshold
value for the electric field at which point the acceleration is high enough. This
is known as the inception point of partial discharge at which point and above
the electric field, caused by the applied voltage in the local area, is great enough
to cause avalanches [31].

+++++++++
|

“982¢

mmmmmm [iberated Electron Path

mmssmm  [onising Electron Path

o Tonisation Site

Initial Free Electron

Figure 2.1: Diagram of Townsend avalanche. An initial free electron
collides with other molecules, ionising them and liberating more
electrons that then go on to cause more collisions.

These movements of charges are also known as streamers where the ion-
ised molecules form briefly conductive channels in a void or cavity [32]. As the
streamer is conductive, the built-up electric field begins to decrease as current
flows. After a short duration, typically under 100 ns [33], the field across the
localised area in the gas reduces enough, to below what is known as the ex-
tinction field Eey [34], that the streamer channel collapses and the discharge
stops.

Consider a void within otherwise homogeneous insulation material. The

[=p}



electric field within the insulation F; and within the void F, are given as:

D

B = (2.1)
3
D

B, == (2.2)
€y

where D is the electric flux density between the conductors at a distance R
with a charge @ defined as D = %. ¢; and ¢, are the absolute permittivity of
the insulating and void material respectively. As D is directly proportional to
the applied voltage, as this is increased, the electric field will be greater in the

cavity due to the lower permittivity of the gas in the cavity: ¢ > e, — F; > E.

A widely used inception value at which the electric field is high enough to
initiate an avalanche for an air filled void of some kind, Fji,., can be found
in Equation 2.3 [33,35]. (E/P)e =25.2VPa 'm ! is the critical constant of
proportionality required to sustain the discharge between the electric field F and
the gas pressure P, [ is the length of the void in the discharge direction, and B is
a characteristic of the ionization processes in air taken as 8.6m /2 Pa~1/2 [36].

e (5).70- )

Trapped charges from previous partial discharges can aid or work against new
avalanche breakdowns occurring by modifying the resultant electric field [37].
The magnitude of the resultant electric field after a discharge depends on both
the applied electric field from HV conductors, and also any remaining charges
from previous partial discharge events either through embedding of charges in
insulating surfaces, or persisting ionised molecules. This avalanche process as
already mentioned, requires an initial free electron to begin this process [38].
This could come from a wide number of sources including field-emitted electrons
from surfaces, field induced ionisation of surrounding molecules or even external
ionisation sources such as x-rays or cosmic rays. Emission from surfaces is
usually quite rare as the materials surrounding a PD site tend to be insulators,
and specifically designed not to have free electrons: as to give the insulative
properties. This could occur, however, where a sharp point from a conductor
points into an area of insulation or gap.

For measurement purposes, in order to find any possible voids, external
ionisation sources of high energy X-rays have been used [39] to “force" voids into
an increased PD pulse repetition rate. Otherwise, it is likely that small voids
do not encounter any free electrons over a long period (minutes) during the
test, and would therefore be missed by testing [40]. Additionally, with external
initiation such as this, inception voltage is reduced as the source electron can
already have a high velocity and not require as much acceleration during the
avalanche process. Under natural processes, a combination of these initiation
sources occur at differing rates, but is usually dominated by local over-voltage
conditions [35].

The size of PDs are defined by the charge dissipated during the discharge
event; typically given in pico-Coulombs. However, the absolute charge trans-



ferred at the PD site is not able to be measured and therefore only apparent
charge can be observed at the point of measurement. This apparent charge is
assumed to be equal to the charge dissipation at the PD site, but attenuation
where the measurement point is further away can introduce errors. For meas-
urements in the experimental sections of this Thesis, the distance from PD site
to measurement is under 2m and therefore this error is negligible. The words
small, medium, and large are often loosely cited to when referring to sizes of
discharges and can produce confusion when engaging in conversation. To clarify
this, within this thesis, small discharges will refer to discharges of <20 pC, me-
dium discharges refer to the range 20 pC to 200 pC, and anything over 200 pC
can be considered large.

Partial discharge can appear to be stochastic in nature over time due to its
probabilistic processes leading to build-up and inception influenced by a great
number of different factors [21,38]. Therefore, statistical analysis of partial dis-
charge becomes much more prevalent in describing features when comparing
different detection methods rather than the fundamental relationships behind
each detected discharge. For most purposes, up to 4 qualities are wanted: the
amplitude or size of the electrical discharge, the number of that kind of dis-
charge, its phase relationship to the voltage and possibly its frequency spectra
whether in electrical or acoustic domains. From these, much research has been
achieved in quantifying the relationships between these and the physical mech-
anisms of the unseen discharge within a high voltage system [7,41-50] and are
used regularly to compare different detection systems. These methods will be
explored in detail in the sections following.

2.2 PD Types

Despite PDs only occurring within gases, depending on the location and sur-
rounding materials the PD can occur in different forms producing their own
characteristic traits and damage to insulation. These forms include void, tree-
ing, floating, surface, and corona. Most PD in practice consists of void or treeing
discharge within high voltage equipment internally [51-54], and of course corona
discharge in air-insulated exposed equipment like overhead lines [37].

2.2.1 Void

Void discharge often occurs in solid insulation, as the name implies, within a
gap in the otherwise homogeneous material, shown in Figure 2.2. Insulation in
which void discharge can occur that do not have any sort of self-healing proper-
ties, such as Cross-linked polyethylene (XLPE), can easily become permanently
damaged [55]. Cavities or voids could be from the manufacturing process: al-
though this is unlikely as almost all cables or equipment containing these solid
dielectrics are tested for PD before entering service. More often than not, these
cavities are caused by repeated heat or physical stress on the insulation me-
diums, or formed during the installation process [56]. Repeating bending or
expansion and contraction due to temperatures generated by the flowing cur-
rent or surrounding conditions are sufficient under certain circumstances to rip



small voids or form cracks in the insulation. Therefore, the voids often ap-
pear near the highest regions of these thermal or mechanical stresses, next to
the conductors. Figure 2.2 shows a cross-sectional view of example locations
of voids in a medium. These newly-formed void filled with some sort of gas,
air or otherwise, undergoes the previously mentioned electron avalanche process
triggered by the increased electric field resulting in a discharge in the confined
area, that can damage or even vaporize surrounding insulating material. As the
permittivity of the gas is less than the surrounding insulation, the electric field
is higher in the cavity [26]. This, combined with the lower dielectric strength
of the gas means that PD can occur. Typically, voids in the real-world will not
manifest as perfect spheroids, but rather a thin, ripped section of insulation or
similar non-uniform geometry.

W

O Void internal

Insulation to insulation

Void between insulation
and conductor

Void between insulation

/ and grounding conductor

Figure 2.2: Cross-sectional illustration of voids in an insulation
medium, showing the different places it can occur.

These cavities existing with an increased electric field applied across them
are not however the only requisite for PD to occur because an avalanche needs
an initiating electron. As the void is surrounded by intact insulation, there can
be a significant time-lag for a discharge-initiating electron to appear to start the
discharge process [39]. Conventional testing often uses a higher-than-operating
voltage in order to attempt to force these cavities into discharge [57]. Once
discharge has been initiated, free electrons will stay in the void for a period of
time due to ionisation products from the PD. This means, successive discharges
are likely once the inception has occurred, even to below the initial inception
voltage.

Electrons and ionisation products can also embed into the surrounding in-
sulation forming space charge in the surrounding material. This, depending on
the amplitude and number of discharges, can accumulate enough charge to in-
crease rates of discharge, but also prevent further discharge until the remaining
space charge has dissipated enough. That is, if the electric field resulting from
remaining space charge when summated with the applied electric field does not
exceed the required field to accelerate electrons to cause ionisation events, the
Townsend avalanche process will not occur.



2.2.2 Treeing

Treeing discharge is usually initiated from other kinds of discharge where the
previous repeated PD has caused damage to the insulation [58]. Repeated dis-
charge in the same area exposing the insulation to extreme heat can cause
carbonisation to occur in materials with hydrocarbon chains or similar chemical
breakdown processes, so that the area becomes partially conductive. A con-
ductive pathway allows the electric field stress to migrate along to the tip of the
channel resulting in a more concentrated field and therefore the growth of the
channel [59]. These pathways often spread out in a fractal-like pattern towards
an electrode of opposite polarity [60]. After these conductive paths have expan-
ded, eventually, the remaining electric field across the insulation will exceed its
dielectric strength and cause a full breakdown and arcing usually resulting in
total failure.

As the tree starts growing, the PD amplitude increases and the resultant
discharges change characteristics where discharges raise rapidly in amplitude
towards the peak voltage points [59]. Once the tracks have extended their
lengths, the amplitude drops as the length of the track acts as a potential
divider. Additional current flow through the earlier parts of the tree adds to
damage, forming a thicker trunk; thereby decreasing resistance and increasing
later discharges.

Discharges that occur at the tips of the trees, where the trunk of the tree
from previous discharges is conductive, typically produce very small discharges
of 30pC or less [61]. Any branches that are not fully conductive can produce
large discharges as current flows along the conductive patches towards the end.
This duality of this discharge produces measurements that switch from regions
of very little in amplitude, to brief sections of much more intense discharge.

2.2.3 Floating

Floating plane discharge occurs where a conductive surface or object is in the
presence of a high electric field and due to surrounding insulating mediums
such as oil, cannot charge at the same rate of the applied AC voltage [43].
This results in an increasing electric field between a charged electrode and the
object which can exceed the dielectric strength of the insulation, resulting in
small breakdowns to the object. The capacitance of such conductive objects
can be quite high, creating a wide range of discharge amplitudes from 10 pC to
thousands of picocoloumbs that can interfere with other PD measurements [13,
37,40]. A typical example of this floating plane discharge would be a grounding
wire attached to a post under oil, where due to lack of proper termination,
a small film of oil insulates the post to the wire resulting in floating plane
discharge.

2.2.4 Surface

Surface discharge occurs when the electric field across the surface of an in-
sulation medium exceeds its breakdown strength. From a negatively charged
electrode, a greater number of discharges can be expected as the electron ava-
lanche process has more electrons readily available from the electrode [38]. This

10



effect in addition to the electric fields not being symmetrical on each half-cycle
also causes a bias in terms of discharge towards the negative half-cycle.

The discharges occur as charge is accumulated on the insulator surface, this,
as in void discharge, influences the build-up and development of future dis-
charges [32] allowing arcs to spread further than a simple electrode gap in air.
These discharges are typically large, above 200 pC from experimental results
and can easily mask other smaller discharge types that could be happening at
the same time.

2.2.5 Corona

Corona is a type of PD where an electron avalanche discharge occurs in free
air (or any gas) from one conductor, usually to a grounded surface such as the
base of an insulator. Molecules in the gas are ionised from the bombardment of
electrons flowing in the avalanche process. The presence of certain gases, such
as electro-negative oxygen impedes this process by affecting the electric field
distribution once ionised [37]. Again, on negative electrodes, more electrons
are readily available producing a heavy bias towards the negative half-cycle.
As the surrounding gas is presumed to be a relatively large volume, any space
charges generated by a discharge through ionization, are likely to be rapidly
swept away from the PD area before the next discharge [62]. This restricts
the build-up and continuous discharge that can occur, given a certain applied
voltage. Nonetheless, these charges are an important mechanism for developing
a continuous pulsed discharge by the rapid accumulation of space charge through
overlapping avalanches.

Corona often manifests as small streamers originating from a conductor with
both audible and optical indicators mostly in the UV regime, but also extending
into visible blue/violet [63]!.

2.3 Existing Detection and Analysis Methods

As these discharges damage the insulation systems over time, detecting PD
is important throughout a piece of equipment’s lifetime [4]. Beginning at its
construction for checking for imperfections, all the way to using PD metrics as
a remaining lifetime indicator. As such, a huge amount of research has been
done into various detection techniques from classical electrical techniques like
the coupling capacitor [42,64], to novel analysis with neural networks [65].
Many measurement methods are coupled with the accepted standard ap-
proach to analysis of the phase resolved partial discharge (PRPD) method.
PRPD plots consist of placing scatter points for each discharge on a graph with
the x-axis referring to the phase angle of the applied voltage at the time of
discharge, against the y-axis of measurement amplitude. Additional false axes
are applied through use of colour to show the density of points indicating bi-
ases towards certain areas of the graph. This allows for visual representation of
complex patterns of PD that can be interpreted to show the classification and
number of discharges, along with a multitude of additional parameters.

IThe blue-UV spectra is specifically due to the presence of nitrogen in air. Other gases
experiencing corona would emit their respective emission spectra.
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An example of this analysis tool is shown in Figure 2.3, taken from a later
experiment of an air void under oil. From this image, and additional statistics
pane shown on the right-hand side of the figure, not only can basic details be
read such as the applied voltage of 17.78 kV, the minimum threshold of 10 pC,
or a peak PD event of 575 pC; but from the shapes shown on the graph multiple
types of PD can be distinguished. The intensity of PDs refers the number of
repeated events at the same apparent charge and phase, building in colour scale
from blue to red. Highlighted pairs of regions A,B & C are indicative of separate
voids in their early stages of strong discharge for A&B due to the symmetric, so-
called "rabbit ears" [66] where the pattern follows the rising slope of the voltage
waveform, and a different stage of progression for C. The patterns highlighted in
pair of regions labelled D could be examples of PD at a triple junction interface:
where the metal electrode of one conductor and the insulation surrounding the
void do not come into perfect contact, allowing for the insulating oil to form
the third junction. This region due to the mismatch of permittivities between
the fluids and solids form a local enhancement of the electric field, allowing for
small discharges to appear [67,68]. Other information that is important to note
appears in the extra “Statistics” tab, such as the number of PDs per second
(shown as n) and the power dissipation of the partial discharges.

Voltage phase  Reference Voltage Waveform
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Figure 2.3: An example PRPD graph from the Omicron MPD
system showing the various available measurements as well as
annotations A-D highlighting different discharge sources. The two
panes on the right show the extra main and statistics menu that are
available from the software package.

Another analysis method is Pulse sequence analysis (PSA). PSA considers
the correlations between consecutive discharges, rather than relying solely upon
phase-angle of the applied voltage to distinguish different PD events [69]. This
allows for PSA to better interpret the underlying physical phenomena as space
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charge from previous PD events remains and influences the inception conditions
of following pulses. PSA plots tend to look at the voltage change, corresponding
to the local electric field change at the discharge site, of an event on one axis
versus the voltage change of the previous event on the other. This gives rise to
distinct groupings of voltage differences, especially when coupling the individual
events together with lines following the sequence order of the pulses. By dividing
the change in voltage by the difference in time between the pulses, this resulting
plot can emphasize events that occur close together and are more likely to have
influenced each other [70].

The following separate approaches used to detect PD can all be used to
facilitate the discussed methods of analysis.

2.3.1 Coupling Capacitor

Localised AC PD detection is often performed using a coupling capacitor [5,29,
71] to sense the small voltage transients caused by PDs. Through calibration
against a known PD source or charge injector, the magnitude of detected PD
can be determined as the electrical current impulses passing from the coup-
ling capacitor to the discharge site as demonstrated by the equivalent circuit
in Figure 2.4, are proportional to the PD amplitude. However, as the current
impulse passes through the connecting cables and insulation, all of these items
have impedance and will affect the signal. Therefore, what the coupling capa-
citor measures is only an “apparent” charge and not the true size of the original
event. For most tests carried out in a laboratory setting, as distances between
the coupling capacitor and device under test are short, this effect can be neg-
lected. But as a PD source moves further away from the coupling capacitor,
the impedance of the cable or connected device will begin to attenuate the high
frequency content due to the combined inductance and capacitance of the cable
itself. As such, for long export cables where lengths can exceed many kilometres
the distance is significant and severely attenuates signals producing events with
much lower apparent charges than absolute charge at the event site.

As the sensing requires detecting very small signals (nano-coulombs or less),
these methods can be sensitive to external noise in the same frequency; therefore
detection filtering often employs band pass filters centred on areas of typical
peak PD amplitude [72]. From the time that the event is sensed compared
against the applied voltage waveform, the PD can be plotted against phase.
This is usually used to indicate the type of PD that is occurring as well as
providing information on the stage of degradation [35,55].

This method can be applied online: however, for systems of extra high
voltage, the use of a coupling capacitor is not practical and other methods
must be used.

2.3.2 HFCT

High frequency current transformers (HFCTs) (also known as Radio frequency
current transformers (RFCTs)) are used to detect discharge currents flowing,
usually, within the grounding conductor [8]. HFCTs have frequency ranges
of 2.5kHz to Ultra-high frequency (UHF) regions of 3 GHz. As the currents
that are being detected from small discharges are minute, some amplification

13



Partial Discharge Model

C, = Coupling

: — — Capacitor
Discharge P
Often part of
lll(‘ measurement
‘ Gy

Quadripole

L Measuring
"3 Impedance

5
I
I

Measurement
Device

Figure 2.4: Equivalent schematic of a coupling capacitor and
capacitor-modelled partial discharge. Cy and Cs, the dielectric
above and below the discharge site, could be combined to simply for
calculations. Cs represents the capacitance of everything outside the
circuit (cables etc).

is necessary, although this introduces noise. Through Fast Fourier transform
(FFT) filtering or other de-noising methods such as wavelets, the Signal to
noise ratio (SNR) can be again improved. As HFCTs work at high frequencies,
typically the higher frequency used, assuming that the wanted discharges emit
emissions in this range, the lower the noise floor. This is an advantage compared
to other methods that are stuck at lower frequencies, around which sources of
noise such as corona or interference from radio transmissions are more prevalent.
However, as HFCTs encompass such a large range, it is extremely hard to
accurately calibrate them, such as would be done with a coupling capacitor. This
is because, unlike coupling capacitors, HFCTs have a much wider bandwidth and
measurement of a calibration pulse such as specified in IEC60502 would measure
differently on different bandwidth transformers from different manufacturers
making it harder to infer the PD amplitude for a given pulse from the CT.

HFCT detection can be used anywhere the current pulse from a PD event
travels such as the grounding conductor. This method can be less intrusive to
install in comparison to coupling capacitors and the like, as the high voltage
conductor does not need to be interfered with. Because of this, HFCTs are easy
to retrofit to existing installations or HV equipment only requiring somewhere
where a current carrying conductor is accessible.
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2.3.3 Acoustic

Detection can also be done acoustically from measuring the AE of a PD. When
a discharge occurs, the released heat can evaporate, causing expansion or con-
traction, or even vaporisation of the adjacent material, producing an acoustic
wave. The intensity of the emitted energy is proportional to the energy released
in the discharge [48]. From this relationship, the charge transfer from the PD
event can be inferred as the energy released is proportional to the charge?. The
cavity in which the partial discharge occurs is significant: the physical size and
shape of the cavity will have an influence on the spectra of the AE from the
discharge. Without delving too far into acoustic theory at this point, there will
be resonance peaks in the frequency spectra emitted corresponding to stand-
ing waves that can fit within the void or similar source of the discharge3. The
spectrum may then also be modified by attenuation within the insulation of
the cable, specifically in the higher frequencies. These emissions are usually
captured by HF piezo-transducers or other types of microphones and location
is only seen in transformers using time of flight between multiple sensors.

From the spectra that can be obtained from acoustic sensors, it is possible
given enough measurement bandwidth, to classify the observed discharge into
the different PD types. [45,50,73] show that with a high bandwidth of 400 kHz,
it is possible to characterize AE into different shaped cavity /void discharges and
treeing. Boczar et al. [74] also demonstrates that the supply voltage at which
the PD occurs, does not influence the frequency or time waveforms of the AE;
therefore, this classification method can be applied across any voltage.

Phase correlation to the applied voltage waveform must be achieved through
additional synchronisation mechanisms as the voltage waveform will not be
present in AE. With phase correlation information, the results can be analysed
such as with the PRPD mechanism. This synchronisation may be time-delayed
compared to an electrical measurement due to the fact the acoustic wave must
propagate through the surrounding medium to the sensing element; therefore,
possibly introducing a phase delay in a PRPD plot. As will be mentioned later,
distortion from various sources such as reflections may also reduce the correla-
tion of the time-of-arrival and the underlying discharge phase relation [48§].

As acoustic sensors require close proximity to the source discharges and on-
line electrical equipment, sensors utilising electrical detection heads, such as
piezoelectric, can experience distortion from the electric field emission from a
PD. This means that it can be hard to distinguish using these acoustic sensors
the difference between the true acoustical measurement, and electrical interfer-
ence inducing voltage and currents in the measurement a la a coupling capacitor.

2.3.4 UHF

During a partial discharge, as charge is transferred, there will be an amount of
electromagnetic radiation emitted. This radiation transmits outwards through
the surrounding mediums. As the time duration of these discharges is short,

2
20ften simply calculated like the energy stored in a capacitor: % or 2Q—C
3The series on PD by L.E. Lundgaard [47] goes into the specifics of why different types of
discharge produce such differing frequency emissions. More acoustics detail will also be given

in Section 3.1
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the frequency spectrum has more energy at higher frequencies, up into the UHF
(3MHz-3 GHz) range. Metal enclosures, like those of a transformer tank wall,
will reflect and stop the UHF, meaning measurement must be done either inside,
or through the use of EM-transparent windows.

UHF measurements are typically low-noise as any noise sources can be
filtered out due to being types of known radio-signals. However, as the electro-
magnetic wave spreads out in all directions, its energy falls of at a relationship
of the distance squared. This results in receivers requiring to be physically close
to the possible sources of PD measurement and means they cannot be used at
long distances; like on a cable. Due to some receiver’s pick-up patterns, the an-
tennas used can present high immunity to noisy environments due to the high
directivity [8]; but this can also be a hindrance: as the detection is directional,
PD events could be missed from the positioning of a sensor, or blocked by the
construction of the equipment under review.

2.3.5 Chemical

Chemical analysis can only be done on fluid-based insulation such as oil or
SFg as it is looking for the presence of, or lack of, particular tell-tale chemicals
produced during discharge. Therefore, whilst there are many innovative sensing
solutions based on this, it cannot be applied to one of the main focuses of this
research: cables. The chemical process uses Dissolved gas analysis (DGA) for
oil, looking for products that may arise from decomposition of the oil under
discharge [75]. As this requires chemical indicators it cannot easily be applied
as a continuous monitoring solution. Trace gases can also be analysed for in gas
insulated substations.

2.4 Conclusion

This chapter has summarised the various methods of PD and their underlying
processes such as initiation requirements and progression. For PD to occur
there must be a sufficient applied field, largely due to concentration effects at
sharp peaks or other material joint properties. Many of these discharge types
will be studied using an assortment of these measurement methods in the later
chapters. Specifically, void and treeing discharge are the most studied as they
have the largest impacts in HV equipment. Additionally, the detection methods
using a coupling capacitor and acoustic sensors will be used for comparison
against the primary focus of trialling DAS as a measurement system. DAS
allows for a continuous detection range far beyond classical methods whilst also
allowing for direct localisation of events and remaining immune to electrical
and magnetic interference. The analysis method of PRPD will be used for
measurements to allow for comparisons between different systems, alongside
time-domain plots. Alternative analysis methods are not suitable due to the
DAS measurement methods not detecting every pulse in sequence. For PD
initiated in a laboratory, the source is typically designed to constantly be in
a state where the electric field is higher than the inception field allowing for
constant, continuous discharge. However, when trying to detect PD on real-
world equipment, this is not necessarily the case and PD may be a lot more
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difficult to locate due to the sporadic nature of events.

17



18



Chapter 3

Distributed Acoustic Sensing

Fibre based sensors provide numerous advantages over other acoustic-based
sensors such as their lightweight continuous construction, as well as being inher-
ently immune to electrical and magnetic interference. Distributed fibre sensing
solutions such as Distributed acoustic sensing (DAS) extend these advantages
and provide measurement of physical parameters in spatially resolved, distrib-
uted manner negating the need for an array of discrete sensors. These distrib-
uted techniques have been deployed in a wide range of industries [23] but have
yet to be adopted as a high voltage monitoring technique.

Specifically, DAS provides strain sensing using a fibre by measuring backs-
catter from a laser pulse travelling within the fibre. Through time-of-flight meas-
urement of these interrogation pulses, positioning is extracted for each sensing
location [22]. These sensing locations, or channels, are separated by a distance
known as spatial resolution, continuously distributed down the fibre length. As
the channels can be concurrently interrogated multiple times a second, acoustic
signals consisting of multiple frequencies impacting the fibre and causing minute
strain changes can be recreated. The maximum lengths at which DAS can oper-
ate up to are extremely long - hundreds of kilometres [76] - with a sensing unit
only required at one end of the fibre. However, the trade-off is the frequency at
which the fibre can be interrogated. Therefore, sampling frequency is reduced
at long measurement distances [77].

As DAS is measuring acoustic waves, it is important to look at the underlying
acoustic theory and processes in order to understand how a sound wave can
interact with a fibre optic to eventually cause a measurable output. The subject
area of acoustics is wildly vast and deserves much more discussion that can be
contained here. However, the following sections will give an overview of the
specific processes and effects involved in the interactions of acoustic emission
of partial discharge, and capturing that information with various sensors like
DAS.
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3.1 Acoustic Concepts

3.1.1 The Acoustic Wave Equation

Wave propagation at its simplest can be thought as how a ripple moves out
across a surface of a pond. The elasticity of the water surface, from an impulse
such as a stone being dropped, will generate a set of decreasing in amplitude
ripples that emanate out in all directions at a speed defined by the physical
properties of the water and surrounding environment.

The acoustic wave equation is a well-known descriptor of these waves and
how they travel [78]. The equation describes how the acoustic pressure and
particle velocity change as a function of time and position. From deriving this,
and the solution thereof, a good understanding can be grasped of how these
waves cause changes that can be detected by various acoustic means; as well as
additional affects such as resonances.

The following section will discuss relevant acoustic equations describing how
acoustic waves from, for example, an acoustic emission of partial discharge, can
interact with solids causing measurable strain changes, as well as the processes
standing and reflected waves.

To derive the wave equation, Figure 3.1 shows the description of a small
cube of fluid dx by dy by dz in dimensions. A absolute pressure, P, along the
x axis acts on the starting face, with the opposite pressure plus a small change,
dp on the opposite side.

S5z P+6P

Figure 3.1: Diagram of a cube of sides dz, dy, dz with pressure P
and P + §P acting on the cube in the z direction.

By only considering a 1-axis change along the = axis and knowing that the
pressure is a function of both time and distance, The change in pressure § P is:

0P = P(z + dx,t) — P(z,1) (3.1)

It follows that this 0 P for the limit as §x tends to 0, can be written P with
respect to x given a constant time.
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From Newton’s second law, substitute in the mass, the density p multiplied
by the volume, and the acceleration will be the rate of the change in velocity

%, where u is displacement, given a constant position.

F, =ma,
du (3.3)

F, = pdadysz -
POTOYOZ 5y

Then, given the force on the surface of the cuboid will be given by the
pressure multiplied by the area!:

P
—a—éxéyéz = pdxdydz - %
or __ ou |
ar  Pot

Taking the Ideal gas law (PV = nRT, n: amount of gas in moles, R: the
ideal gas constant, T": absolute temperature of the gas) under adiabatic (without
transferring heat or mass out of the system) conditions, the pressure will be
linearly proportional to the density: P o< p. The pressure can therefore be
written as a Taylor expansion as a function of density.

P(p) =P(po)+§(p—po)+7p(p—po)2+... (3.5)

By linearising the P and p terms into their respective normal, Py, and dif-
ference (due to the wave pressure), P, terms (P = Py + P, and p = p, + pw)
as well as assuming that p,, < po and p,, < p, so that terms in the Taylor
expansion can be simplified by neglecting terms above the 1st derivative, it can
be found that the two terms remaining in the expansion line up with the normal
and difference pressures thereby finding P,,:

P(p) = Plpo) + %};m o) (3.6)

1This force term is negative as a force would be positive for increasing in the positive
direction: here, the force is in the opposite direction
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Hence:

Py = P(po) (3.7)
Py, = 68];(0 = po) (3.8)

The bulk modulus, B, of a material ties the pressure and density together as
it describes how pressure influences the density of a given substance. Different
materials that an acoustic wave travels through will have different properties for
how the density changes with a given pressure. By substituting Equation 3.7,
the following is obtained:

oP
B=po ()
ap adiabatic

PW:MB
Po
= Bs

Where s is the “Condensation” defined as the change in density for a given
ambient fluid density. Differentiating with respect to time to link it to Equa-
tion 3.4.

orP, 0

o~ o5
9s _ 1 0pw
o= oo Ot (3.10)

oP,, 1 Opw
v _ Bl v
815 <p() 8t )

Equation 3.10 is still in terms of pressure and density, to combine all of them
into terms of pressure consider the fluid continuity equation (based upon the
conservation of mass) where the first term is change in mass, and the second
the flow in or out of a volume:

ap _
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Hence for a one-dimensional system:

ap ou
== 3.12
ot PO D (3.12)
Combining Equation 3.9 and Equation 3.12:
0P, ou
= _B= 1
ot ox (3.13)

Now, in the final steps differentiating Equation 3.4 (from Newton’s second
Law - NII) and Equation 3.13 (from Ideal gas law - IGL) with respect to time,
it can be found that both have a similar partial derivative. Equation 3.13 can
be converted to absolute pressure P, rather than the pressure deviation by
assuming that average or standard pressure, Py, is a constant during this wave
process, and by differentiating with respect to x, the constant pressure term is
dropped after the first derivative.

2P 2
N 2P 0%
IGL: O*P 0%u
oo otox
As the order of partial derivatives (% = 59;1;) does not matter, it is
possible to combine these two results:
o%pP < 1 82P>
92 P\ T B oz
ox B 0t (3.15)
p PP
- B ot2

Therefore, Equation 3.15 can be written in terms of the pressure deviation
p (and ¢ the wave speed).

?Pp _ pdp
97 = Bow (316)
2 2
Or more commonly: % = c%% (3.17)

B
Where ¢ = | —
p
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Of course, waves in solid mediums are more complex than in fluids as the
resulting wave from a displacement can propagate in more ways: longitudinal
(P-waves) and shear / transverse (S-waves). [79].  However, for the special
case of waves that only vibrate in the direction of propagation, the descriptive
equations for these sets of movements reduce to the familiar wave equation
[80]. For example, a stress pulse within a bar results in pressure being replaced
by displacement, or strain, and the bulk modulus instead using the Young’s
modulus of the material.

Solution

A common solution derived by d’Alembert [81] is 2 waves propagating through
a medium described by a forward-travelling function F' and one in reverse, G.
c is speed at which these waves move.

u(z,t) = F(x — ct) + G(z + ct) (3.18)

This equation can describe not only a singular wave, or even impulse, moving
from left to right or right to left, but also standing waves [82]. This is where
waves reflect off boundary conditions at a periodic spacing that corresponds
with the wavelength of the wave frequency, and can be described by the two
functions having the same periodic function causing interference producing the
in and out of phase peaks typically seen with a standing wave.

These equations and solutions other than describing certain phenomena, are
heavily used within many acoustic modelling tools including those used in the
following sections. However, with all modelling systems, they are a simplification
ignoring losses such as attenuation, and must be expanded to work in more than
one dimension.

3.1.2 Transmission, Attenuation, Absorption

At any interface between two or more differing materials, an acoustic wave will
experience reflections. Reflections off of the boundary can create reverbera-
tions where a signal repeatedly reflects off these internal interfaces, extending
the resultant acoustic wave. To quantify these interactions, an acoustic imped-
ance Z, analogous to electrical impedance, can be assigned to each material;
then, reflection and transmission can be approximated using standard imped-
ance translation equations [83], as in electrical systems. From these, the reflec-
tion as a percentage(Ry) of amplitude of the incident wave can be obtained,
again analogous to electrical theory. [84]

|21 = Zs

= 3.19
% Zy + Zy ( )

The larger the mismatch in acoustic impedance, the larger the reflected
energy(R) and therefore the less transmitted through the interface. This as-
sumes that the interface is flat, and is a simple intersection of two materials.
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Despite most interfaces being more complex in practice (i.e. glues or other
adhesives), it gives a good estimate of the transmitted and reflected power.

Of course, not only will amplitude be affected, but also the phase and coher-
ence of signals. The acoustic impedance of a material is defined as the product
of its density, p, and acoustic velocity of the associated pressure wave through
the material, v. For example, the impedance of a typical plastic-coated fibre
jacket made of PVC is around 1.39 x 106 Pasm 2, much higher than the acous-
tic impedance of air at 420 Pasm 3. For a solid insulation such as XLPE, it
has an acoustic impedance of 2.14 x 10 Pasm 3, relatively close to PVC due
to both being in the solid state rather than between a solid and a fluid. Acoustic
waves travel well between too similar materials such as hard objects that are
coupled together, but a large amount of energy is reflected on a boundary to
air.

The amount of acoustic power that is transmitted across the interface between
a cable’s surface or fibre jacket (typically PVC or Polyethylene [85]) and air,
such a scenario as if a fibre was mounted externally to a piece of equipment,
can be found as the following from Equation 3.19:

_[1.39¢6 — 420|
%7 71.39¢6 + 420 (3.20)
— 99.94%

Therefore approximately 0.05% of the overall emitted power can be expected
to be transmitted into the fibre, or equivalently an attenuation of —36 dB. One
must remember, however, that this transmission is on a single wavefront: the
wave due to its repeating nature as well as reflections will have many chances
of transmitting energy into the fibre. In extreme cases, such as violent total
breakdown of a cable rather than small partial discharge, it could be expected
that the acoustic emissions (AE) would be large enough to easily create meas-
urable disturbances in the fibre even with this transmission loss. Within actual
HV equipment such as a cable, there are many more internal boundaries. How-
ever, with all the components being in the solid state (ignoring oil filled cables),
the transmission of acoustic waves is much higher, with a reflection percentage
between PVC and XLPE of Z15¢6-239¢6] — (.91,

As mentioned by Lundgaard [47], the absorption of acoustic waves in solids is
very complicated and varies massively [86,87] from construction and variations
of properties like elasticity in solid mediums. This can produce large amounts
of scattering [88] and reflections [89], as well as other phenomenon like wave
guiding [90]: especially in relatively small geometries. Other losses such as
elasticity are also significant whereby a wave with acoustic energy will produce
local displacement causing the material to stretch and loose energy through
friction. This process typically has a hysteresis, and therefore is a function of
frequency [91]. Despite losses, certain reflections can also provide benefits: if a
very short impulse is scattered and reflected many times within a region, possibly
due to many material changes, the original pulse will becomes lengthened, albeit
with distortion of the source signal. This could allow for detection at lower
frequencies where sample rates may be limited by equipment.
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Furthermore, as a solid material compresses, it will induce other stresses and
strains on the surrounding area; varying the properties and therefore propaga-
tion of waves. Therefore, simulation of attenuation, and more generally sim-
ulation of sound waves through a solid object and interactions can become
extremely complicated. For example, pressure and shear waves in adjoining
materials do not simply change their own cross section on wave fronts passing,
but also change constraints of neighbouring materials requiring extension of the
simple pressure and shear wave concepts [92]. Fluids tend to be more-Newtonian
in nature as acoustic waves behave adiabatically, and therefore exhibit less hys-
teresis and are generally easier to simulate [93].

3.1.3 Stress and Strain

Transmission of acoustic waves in a solid do not simply travel as a pressure or
displacement wave. This is because the encompassing material is not a fluid
and does not experience pressure. Instead, within a solid, the wave-front is
transferred through stress and strain. Specifically, strain is the most important
in this research, as the mechanisms behind distributed acoustic sensing measure
the changes in strain as opposed to more direct acoustic measurement methods.

Stress, o, is defined as the force F' applied to a material divided by the
cross-sectional area A, across which the force is applied.

F

It is measured in units of force per unit area (Nm~?) or Pascals. Through the
force applied to an elastic object, some compression will occur. Therefore, the
local density of the area changes and as already discussed in the acoustic wave
equation, this can allow for the propagation of a wave.

Strain, ¢, is the deformation or change in length, Al, of a material resulting
from an applied force or stress across a length [. As apparent from its equation,
the parameter is unitless and is can be considered a ratio.

= — (3.22)

It follows from basic physics that modulus of elasticity, Y, is the relationship of
Hooke’s Law under the elastic region of a material and describes the stiffness of
a material relating stress and strain by a linear relationship.

Through the spread of stress or strain over time, inside a solid material,
acoustic waves propagate in either longitudinal, or transverse waves. Longitud-
inal waves exist through the movement of the waves in the same direction of mo-
tion, whereas transverse waves are supported through a shear wave: i.e. forces
perpendicular to the direction of motion. Shear stresses also create moments on
the material; further complicating dispersion. These differing displacement dir-
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ections are also known as the polarisation of the wave? [94]. A diagram showing
the differences between the two is demonstrated in Figure 3.2. Often, both wave
types can exist at the same time [47]. The velocity of these waves can differ due
to dispersion through the medium, and are determined from the density and
elastic properties of the material [47,95].

Longitudinal
Wave

Dm“‘m of Particle Dlrectlon of Wave Motion

Motion

Direction of Particle
Motion

Transverse
Wave A
v

Figure 3.2: Diagram of Longitudinal and Transverse wave motion.
Also shows difference in particle movements.

It is interesting to note that anisotropic materials, such as composite mater-
ials like pressboard, have different elastic properties along different axes, there-
fore propagation and wave velocities differ.

3.2 Scattering Processes

When light passes down an optical fibre, multiple processes scatter the light
in different ways, each with different properties and returning energies. Of
all these different scattering processes, Rayleigh and Raman provide the most-
applied methods for DAS and Distributed temperature sensing (DTS) sensing.
However, other scattering types do exist and are used for strain and temperature
measurements in specific cases.

Rayleigh Scattering

A majority of light scattering within an optical fibre is caused by small inhomo-
geneities or random density fluctuations within the fibre core. It occurs when
these variations are very small® such that the volume can be referred to as a
particle. Incident light interacting with the particle results in the surface of the

2Not to be confused with optical polarlsamon of light
3Where the particle size is less than ﬁ of the wavelength [96]; or more precisely QWd <1
[97], where d is the diameter of the particle or variation in refractive index
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Figure 3.3: Rayleigh, Raman, and Brillouin scattering intensity in
fibre-optics showing the symmetric components about the excitation
wavelength Ao and change in wavelength A\. Colour skew
represents change to higher temperature (towards red).

scattering point re-radiating with the same phase: a form of dipole scattering.
Dipole scattering occurs when an electromagnetic wave, such as an interroga-
tion pulse, interacts with a particle moving electrons back and forth creating an
oscillating dipole. As this dipole is oscillating at the frequency of the incident
wave, the dipole re-emits the same frequency. The re-radiation intensity of di-
pole scattering is dependent on the wavelength (A) to the inverse fourth power:
A~%4[98]. This can be combined with the refractive index n of the particles of
diameter d, at a distance R from the observing point, to give the intensity of
light scattered by a single particle at angle 6 from an incident wave Ij:

[ iteos’d (477)4 (”2—1>2 (d)ﬁ (3.23)
2R? A n?+2 2

As there will be a distribution of these particles, the collection of this scatter-
ing will be the summation of random phases resulting in an incoherent output.

The scattering as it is caused by an oscillating dipole, will radiate in an
antenna-lobe pattern such as in Figure 3.4, allowing for the detection of this
scattering from the same end that the fibre is interrogated from.

As light is being scattered, the original light is, of course, reduced in energy.
This is one of the main reasons for a process known as “fading” down a long
fibre [99], giving a finite length to a sensing fibre where the returning scatter
signal must be above the noise floor.

Raman Scattering

When an electromagnetic wave interacts with a particle, instead of it resonating
at the same frequency as the incident light, as in Rayleigh scattering, the photons
are absorbed and later re-emitted at a different wavelength [100]. The spectrum
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Figure 3.4: Scattering pattern from a single Rayleigh scattering
event showing the radiation lobe and example paths of emitted light
from the originating red incident light.

of these emitted photons are symmetric about the incident light. This is due
to the difference in frequency corresponding to the difference in energy states
between a ground and an excited vibrational, resonant state [101]. By absorbing
a photon in either state, the energy level is increased and then drops to the other
energy state by emitting a new photon as seen in Figure 3.5.

A

Virtual Energy States

A A

Ant-Stokes
Raman Scattering

Rayleigh Scattering
Stokes
Raman Scattering

Vibrational Energy States
Figure 3.5: Diagram showing the transition between different energy
levels during Raman scattering producing different wavelength

photons. Red indicating an increase in wavelength, blue indicating a
decrease in wavelength.

In thermodynamic equilibrium, more Stokes transitions will be witnessed in
comparison to anti-Stokes transitions as the lower energy state will be more pop-
ulated. Therefore, the resulting Stokes scattering peak will be stronger. As the
temperature changes, the ratio between these two transitions changes, allowing
for this change in temperature to be measured. This effect is used in Distributed
temperature sensing (DTS) systems to measure absolute temperature by using
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a known temperature gradients for reference and calibration [102].

Typically, the amount of Raman scattering is less than Rayleigh scattering,
however by deliberately injecting Stokes photons (i.e. photons with the lower
energy level), stimulated Raman scattering occurs where more interrogation
light photons are converted into Stokes and anti-Stokes peaks.

DTS typically uses Optical time domain reflectometry (OTDR) techniques
combined with spontaneous Raman scattering to measure the Stokes and anti-
Stokes peaks across the distance of the Fibre under test (FUT) and then uses
data processing and calibration to produce spatially binned temperature values
for the fibre along the length [96]. The returning backscatter can be separated
through use of a dichroic coupler which allows the launched pulse to transmit
through, but backscatter is reflected into separate detectors for the Stokes (S)
and Anti-stokes (AS) components. Due to the low intensity of the scattered
light, there is a trade-off between spatial resolution, temperature resolution,
measurement time and fibre length. For example, to increase the resolution, the
fibre must be averaged over multiple readings and therefore the overall measure-
ment time is increased (up to multiple minutes for sub-0.1 °C resolutions) [103]
and/or fibre length reduced to speed up the individual measurements.

Using a laser pulse that is higher in power than a certain threshold causes
non-linear effects within the fibre, resulting in the S/AS components distort-
ing [104]. Therefore DTS systems can only use stimulation pulses up to that
threshold. If a pulse that is higher than the threshold enters the fibre, after a
certain distance due to the increased interactions producing the S/AS compon-
ents so that the stimulation pulse is attenuated, the power will be reduced to
below the non-linear threshold, and therefore the typical DTS procedure can
occur after that distance. This is useful if the area of interest in the fibre is at a
distance that a below-threshold pulse may typically be too attenuated to reach.

To derive accurate temperature measurements from the S/AS power levels
reference sections of the fibre must be created that are kept at a known temper-
ature. Typically, these are inserted at either end of the fibre optic to allow for
assumptions of the light transmission properties down the fibre. However, this
may be different due to damage or connection of different fibres giving rise to
error [105]. Many instrument manufacturers rely on two references adjacent to
the instrument at the start of the fibre relying upon known signal attenuation
to eliminate the need for a remote reference.

In the general case, the S/AS components can be translated into absolute
temperature using the following equation where « is the shift in energy of a
photon between the incident laser and scattered light, P is the received power
across distance z of the Stokes and anti-Stokes peaks, C is a calibration constant,
and A« is the attenuation between the Stokes and Anti-Stokes signals within
the fibre [103].

v

In Iizss(é)) +C — Aaz

T(z) = (3.24)

3.2.1 Brillouin Scattering

Brillouin scattering, as in Rayleigh scattering, occurs due to temporal fluctu-
ations in density. However, whereas Rayleigh scattering relies on random, in-
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coherent fluctuations of the transmitting medium, Brillouin scattering involves
specifically periodic fluctuations (e.g. from standing acoustic waves, or phon-
ons) [106]. When acoustic standing waves are generated within a medium,
periodic conditions are generated across the medium so that incident light will
be scattered according to the Bragg law [107]. This acoustic wave (known
as a phonon) can be external, or generated by pressure on the material coming
from radiation pressure or electrostriction* from the interference between optical
modes in a waveguide such as a fibre under high powers [106]. This is known as
stimulated Brillouin scattering. This interaction, unlike Rayleigh scattering, is
non-elastic and causes a shift in energy, resulting in a frequency shift; although
not as large a shift as Raman scattering. The shift is proportional to the relative
velocity of the phonon. The shift can occur down: giving up energy to produce
an Anti-Stokes photon and gaining energy to produce a Stokes photon. The
photons are transmitted mostly in the reverse direction; however, some weak
forward scattering is possible, especially during stimulation.

Brillouin scattering is much weaker than Rayleigh scatter, and therefore re-
quires repeated interrogations to achieve the same sensitivity. This effect reduces
maximum frequency at which strain changes can be measured: typically only in
the tens of Hertz. Brillouin frequency shift is also dependent on temperature,
making simple strain measurements more complicated. Therefore, Brillouin is
typically not used in DAS systems.

3.3 Interferometers

An interferometer is a measurement instrument constructed of a single source
of light being interfered with itself to create a very precise method of measuring
changes in length. DAS uses this concept at its core to detect the minute changes
in a fibre optic that it is capable of. In one of the simplest forms, a Michelson
interferometer consists of a single coherent source of monochromatic light, shin-
ing into a splitter where the beam can be split to both a measurement arm and
a reference arm [109]. When the light returns from being reflected in both arms,
it interferes constructively or destructively into a photodetector. By measur-
ing this change in intensity over time, the detector can measure the change in
phase between the two arms. This change in phase represents a change in length
of the detection arm, assuming the reference arm is fixed and that the source
laser has a long enough coherence length, and can be used to determine length
change down to partial wavelengths of the laser source. Larger changes will
cause cycles of destructive and constructive interference, therefore by counting
multiple cycles of dark and light detected by the photodetector, the system can
measure multiple wavelengths of distance change. However, the Michelson inter-
ferometer has several downsides including the constant adjustment requirement
of the mirrors in the system for optimum beam overlap to create the largest in-
terference. By using fibre optics this problem can be reduced as mirrors can be
permanently bonded onto fibre optics and do not require free-space alignment.
However, Polarization maintaining (PM) fibre is required for the system to still
work [109].

4Movement, or change of shape as a mechanical deformation, under the application of an
electric field.
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Figure 3.6: Diagram of a Michelson Interferometer [108] showing the
splitting of a coherent light source at C and interference between
the two paths on recombination at C* that is then reflected into the
detector E.

Many other interferometer designs are available and in use for a plethora of
applications, all with individual advantages and disadvantages. The Michelson
described here was chosen for its simplicity in design and explanation. It is also
one of the most similar interferometers to the techniques used in a DAS system.

3.4 DAS Theory

DAS works intrinsically like a distributed array of interferometers. Any length
changes within each interferometer can produce an output with an associated
location. This interrogation of the fibre is typically achieved by a method called
Optical time domain reflectometry (OTDR). OTDR is a system normally used
to characterize an optical fibre. It is advantageous as it is a single-ended, non-
destructive technique: not requiring a full loop of fibre. By launching laser
pulses into the fibre and measuring any reflected light from the same end in the
time domain, information about the scattered light due to backscatter sources
or discontinuities in the fibre can be collected. However, as the Rayleigh backs-
catter changes based on the strain that the optical fibre experiences, by use of
a fast-repetitive scan of the fibre, acoustical signals that affect the fibre’s backs-
catter can be reconstructed along the continuous length of fibre. This change of
phase occurs due to two main processes: the mechanical changing of the optical
path length, and photoelastic effects [96]. When strain is applied to a fibre optic,
physically the length is stretched, therefore the optical path length is increased
and a phase rotation is applied to light travelling through the extra length.
Photoelastic effects are the additional changes in optical properties of a mater-
ial when under mechanical deformation such as strain [110] which contributes
to the total phase change as measured from the end of the fibre. Many methods
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for this measurement of the backscatter, and therefore strain, have been demon-
strated including Phase optical time domain reflectometry (¢-OTDR) [22,77]
where phase is directly measured rather than through interference, Coherent
optical time domain reflectometry (COTDR) [111], Polarisation optical time do-
main reflectometry (POTDR) [112] as explained here, and also code-modulated
versions of ¢-OTDR. These variations on OTDR, use different qualities about
the returning scatter to measure wanted signals to improve SNR [113-115].

3.4.1 OTDR

Figure 3.7 shows an example layout of a simple OTDR system. The laser is
triggered by a pulse generator to make a short (~10ns) interrogation pulse that
is then amplified and launched into the sensing fibre, known as the Fibre under
test (FUT). Any backscatter within the fibre that returns to the start of the
fibre is deflected into the detector by the circulator. From comparison between
the time of launch to detected reflections, and the known speed of light down
the fibre, the distance at which those scattered reflections came from can be
determined. Often, additional fibre is positioned at the end of the fibre under
test to inhibit large reflections from the un-terminated end of the fibre which
could otherwise saturate the detector within the measurement region. Use of
Angled physical contact (APC) connectors throughout the system also decreases
unterminated reflections.
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Figure 3.7: Example optical diagram of an OTDR system showing
the laser path out to the fibre with backscatter being returned into
the detector.

As the returning signal is of very low power, collection of this scattered
light is amplified, and must be integrated over a period of time. These time
slots in which the scattered light is measured, as well as the width of the laser
pulse, gives an inherent “binning” of physical segments along the fibre known
as spatial resolution or gauge length, and therefore this resolution is dependent
on the sensitivity and SNR of the detection system. The measurement sections
overlap by a length known as spatial sampling distance. Figure 3.8 shows the
result of this binning, and how the smallest length between discernible signals
can actually be less than the spatial resolution. The colours indicate successive
sampling in time where the fibre is split into the gauge length segments: Sample
1 and 6 are the first to be measured. The sampling is then delayed slightly so
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that the next gauge length periods are offset by the spatial sampling distance,
allowing the measurement of sample 2 and 7. This is then repeated to produce
a full overlap of measured segments. This overlap provides a higher precision
than a simple splitting of the distance by gauge length. However, any measured
values will still be the averaged across the gauge length.

Spatial Sampling

Distance Gaﬁuge Length

Sample 3 Sample 8
| Sample 2 | Sample 7

| Sample 1 | Sample 6 |

Fibre /

Figure 3.8: Diagram of the effective sampling positions along a
fibre. Colours purely for distinction between differing sampling
instances in time.

Whereas interferometers use a similarly sized reference arm for phase inter-
ference, this is not practical for a DAS system with very long sensing arms.
There are a variety of ways this problem is avoided. As typically only the phase
difference between samples is required, if the reference arm is constant between
samples, the resultant phase change will be solely from the samples. This is the
solution used by the APSensing system utilised within this research. Within
measurement equipment, the phase of the interfered signal is measured using
a 3x3 optical coupler at a higher sample rate than required to give the gauge
length. The measurements are then integrated in the digital domain to allow for
the overlapping gauge lengths as demonstrated above, giving an increased spa-
tial resolution as opposed to other solutions. This also allows the gauge-length
offsetting to be achieved with a single interrogation.

OTDR can provide a long measurement range but has the trade-off of re-
ducing spatial resolution and repetition frequency. As the distance increases,
the amplitude of the received backscatter decreases due to attenuation and the
receiver must be more sensitive and therefore to achieve a decent SNR, the res-
olution must be decreased. The maximum repetition frequency fi,q. decreases
simply due to the time that the light pulse takes to reach the end of the fibre
before a new pulse can be launched. This can be expressed as fpax = Cgé",
where ¢ is the speed of light in the fibre, n is the fibre refractive index, and L
is the fibre length. Hence, the maximal sampling rate for a fibre of length 10 km
is 57575 =10kHz.

When the initial laser pulse is launched into the fibre, at the connections
of optical components and connectors near the start of the DAS system, large
Fresnel reflections are generated [116]. These reflections can then enter and
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saturate the detector. Many OTDR systems include a launch fibre (also known
as a send fibre) to move any dead zones due to this effect into distances of the
fibre that are not within the FUT. Launch fibres can additionally be used for
noise profiling.

To improve the scanning repetition speed of OTDR, Frequency division mul-
tiplexing (FDM) can be utilised. It is possible to launch a laser pulse down the
FUT with a previous pulse still travelling as long as the pulses are distinguish-
able in some way such as frequency or coding. By sending n different pulses
so that they are spaced equally at a higher repetition frequency, the sampling
frequency can be improved by n times. This then requires further processing to
align and rebuild the signal as shown in Figure 3.9, but can still be achieved in
real time. This process may be repeated by using this method at both ends of
the cable given that the received light from the other end of the fibre optic does
not saturate the opposing detector, ensuring the probe encoding or frequency
is different at either end to achieve greater sensing length at high-repetition
frequencies.
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Figure 3.9: Reconstruction of a high-frequency signal using
FDM-OTDR, from [117]

DAS typically is analysed using Frequency band energy (FBE) tools. This is
where the time-based raw phase is translated into the frequency domain using
Fourier transforms and then summed across frequency ranges. For example,
by default the built-in tools of APSensing’s provided DAS unit splits up the
real-time data into 4 bands spread from 0 to the selected sample frequency of
the DAS measurement. The frequency band energy FEg is calculated using the
following equation where the raw phase r(z,t) is representative of an array of
distances z across time ¢. This is split into time segments given by the FFT
window size Wy which is by default set to the sampling rate divided by 4. The
phase is unwrapped from its integer form and multiplied by a Blackman-Harris
window w(n] with the same size as the FFT (n = Wg) to prevent spectral
leakage [118]. A Discrete Fourier transform (DFT) is taken, results squared and
then normalised across the window. After which, the frequencies between the
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min, fuin, and max, fyax of the frequency band in question are summed to
produce the energy in the band. This equation is repeated for every multiple
of the FFT window size across time, and also for every distance bin in the
measurement data.

E LR 2 DFT =) w[W, 2 3.25
0= 3 g (PF(eagnewa),) 6)

3.4.2 OFDR

The spatial resolution of OTDR methods is determined by the length of the
interrogation pulse. As the interrogation pulse length decreases, the amount
of returning backscatter decreases and thus OTDR methods are not currently
able to resolve spatial resolutions of single meters due to the falloff of SNR.
Optical frequency domain reflectometry (OFDR) solves this issue by providing
a different method of interrogating the fibre. OFDR uses coherent light that is
scanned in frequency during the interrogation period. Detection of the backs-
catter again occurs like in OTDR by mixing with a reference. The output signal
of the detector will have a varying beat frequency over time due to the inter-
rogation frequency scan; and this contains the spatial information [119]. By
use of a Fourier-transform, the spatial information can be recovered and shown
to only depend on the frequency sweep range of the initial interrogation pulse.
Therefore, by using longer pulses that maintain the same frequency sweep, it is
possible to increase SNR whilst maintaining spatial resolution [120].

However, OFDR is rarely used as a method in DAS due to the following
reasons: the sweep frequency time is challenging to generate due to the high-
repetition rate wanted in a DAS system. This is compounded by the drive signal.
The theoretical best signal would be a ramp pulse; however, with the jump back
to 0 offset it can be difficult to minimise transient oscillations [119]. Additionally,
the range of OFDR methods is typically limited to much shorter ranges than
OTDR [121]. Overall, OFDR is promising, however most commercially available
DAS units use OTDR.

3.4.3 DAS for Discharge Localization

At the basic level DAS has inherent localisation down to a gauge length. If PD is
detected, its location is trivial to find, as opposed to single-sensor methods that
require triangulation given time or direction of arrival [5,10,122-126]. However,
assuming the DAS system is sensitive enough to pick up signals, the acoustic
emission will be picked up near-simultaneously and spread away from the ori-
ginal source, smearing the resulting location. As the acoustic wave spreads out,
it will lose energy density. This is dependent on the shape and frequency spectra
of the emission at the source, the surrounding materials and interfaces. Given a
homogeneous region, the acoustic intensity will be attenuated at a rate that is
inversely proportional to the distance [127]. Thus, the intensity of the acoustic
wave decreases as distance increases from the originating point. Therefore in
the DAS data a signal will be seen that should have an amplitude peak nearest
the originating point of the AE, with symmetric side-lobes on either side of the
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point source, and under most circumstances the point source could be located
by an intersection of symmetrical distances. This ignores any reverberations
that occur off of boundaries which would show as a series of time-delayed, re-
duced intensity reflections of the original signal that may also constructively
and destructively interfere [128].

However, as will be explained in Section 4.1, the impulse-length of the source
may be so small compared to the sampling interval, that a single DAS meas-
urement may only sense the front of the acoustic emission wave front, a large
portion of it, or even simply reverberations after the event has happened. This
would result in a detection with a location that is not necessarily accurate to
the original source. Nevertheless, given a high enough sample rate, over time
multiple repeated signals, such as those from a PD event site, should average
out across this propagated length to reveal a particular source point. However,
the distance that such a high frequency signal could travel is very small and this
phenomenon would likely just reduce the number of events detected.

Recent utilisations of DAS systems have been used to detect and locate
discharges in Gas insulated lines [125]. The reported lengths of pulses were
between 20 ms and 200 ms. As the length of the pulse is much greater than the
time period between samples at a sample rate of 5kHz, these discharges are
easily captured and identified. Although, this does not apply to all discharges
in other mediums, as the shown evidence is for amplitudes with many orders
of magnitude higher than large PD. On the other hand, the lower amplitudes
do not experience as much transmission and reflection of acoustic energy and
therefore if a signal is detected, the uncertainty of its location is reduced.

3.5 DAS Uses

DAS is ideally suited to geophysics, specifically the application of seismic data
acquisition [23]. This is because these data sources do not require high band-
width, and can therefore achieve very long-distance sensing, making them per-
fect for sensing seismic events. This is used for detection of earthquakes [24],
vertical seismic profiling [129-131], as well as other industrial uses such as mon-
itoring oil and gas wells and hydraulic fracturing [132-134]. In these applica-
tions, the sample rates achieved are plenty high enough to properly sample the
infra-sonic frequencies. There are not many applications for DAS that require
high sample rates, possibly as the undersampling/aliasing process that occurs
allowing detection of these higher frequencies is not fully realised. Otherwise,
DAS has also been used for intrusion detection at secure sites [135, 136], and
condition monitoring of pipelines such as leak detection [25]. In these scenarios,
again only low frequency elements are required for these detections, and long
detection distances can be achieved.

DAS has the capabilities to be a useful measurement device for any applica-
tions that require many distributed sensing elements across long distances. For
example, real-time tracking of train and wagon locations on a railway only re-
quiring a fibre to be non-intrusively added along the train track [137]. DAS has
also started to be used for power cable monitoring for detection of failures or
damages produced by mechanical impacts [138] across their lengths. However,
this does not cover measuring or detecting any sort of electrical discharges within
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the cable, but only external large-amplitude impulses that would be trivial to
detect given the amplitude of said events.

3.6 Distributed Temperature Sensing

Although not a primary focus of this research, DTS contains very similar tech-
niques to DAS but instead measures temperature. It can work on the same
standard fibre optic cable as DAS measurement providing useful information on
the temperature of the cable across the length. Most DTS systems utilise the
Stokes and Anti-Stokes components of Raman scattering discussed in section 3.2.
As the temperature at the scattering sites increases, the ratio of the Stokes to
Anti-Stokes intensities changes (see Figure 3.10), thereby allowing measurement
of temperature [139]. By having a section of temperature-controlled fibre within
a DTS unit, this change in intensities can be calibrated to provide an accurate
temperature reading.

— Stokes
— Anti-Stokes

Intensity

Temperature
Figure 3.10: Comparison of the intensity of the Stokes and
Anti-Stokes scattering peaks as temperature changes: the ratio
between them increases as temperature increases.

DAS and DTS are able to be utilised at the same time on the same sec-
tion of fibre, allowing for PD detection as well as hot spot / cable monitor-
ing [140-142]. However, DTS is not able to be used for PD detection. The
energy released during PD events can be calculated through the known charge
transfer with the capacitor energy equation £ = %QQC, where E is the energy,
@ is the stored charge and C' is the capacitance in which the charge is stored.
In fact, the Omicron system already calculates this information given a known
coupling capacitor. As previously mentioned, there can be inaccuracies with
this method, especially at distance to a discharge source due to the measure-
ment only measuring apparent charge movement. During an average discharge
amplitude of 350 pC within a void event, the power dissipation is measured to be
in the range 2mW to 3 mW. Obviously, this will be concentrated in the partial
discharge location produce a localised temperature rise. Assuming 2 grams of
XLPE in the direct surrounding region, this temperature rise can be calculated
to be 400 pK to 500 pK given the thermal resistance of the material. Even under
much larger discharge producing 1 W of power dissipation, temperature would
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only rise by an absolute maximum of 1K to 2K. Successive discharges at the
same location would produce a cumulative effect raising temperature further,
however any surrounding conductors would also act as heat-sinking spreading
this temperature rise significantly therefore decreasing the peak value, as well
as HV insulation likely blocking heat transfer between the site and measure-
ment fibre. Even with commercially available DTS systems which can measure
down to 100 mK, the measurable surface temperature / where the fibre could be
installed will be insignificant, especially given the spatial averaging of a couple
of meters on DTS systems [102]. Only under the most extreme of breakdowns
discharges be detectable with DTS, at which point other protection systems
would have likely engaged.

However, DTS is extremely well suited to adaptive cable ratings: by mon-
itoring the temperature along different segments to dynamically calculate the
maximum current ratings in order to maximise energy transfer; as well as hot
spot monitoring. Hot spots can occur where cable routes pass through unfa-
vourable conditions such as structures not allowing external cooling of the cable
surface as the surrounding thermal resistivity is higher [11].

Figure 3.11 shows some example data from a DTS fibre within the Schwébisch
Gmiind tunnel, providing a fire detection system within a federal highway tun-
nel. A temperature rise is clearly seen in the 740 m to 1000 m section where the
fibre is subjected to a hot air temperature rise simulating the initial conditions
of a fire spreading within the tunnel.

Marker 1: 1601,00m 10.25°C Marker 2: 1921,00m 983°C Difference: 320,00m -042°C Trace: #190 17/10/2013 12:16:10

650 700 750 800 850 900 950 1000 1050 1100 1150 1200 1250 m] 1300

Figure 3.11: DTS output of a fibre installed in the ceiling of the
Schwébisch Gmiind tunnel during a hot-air fire test scenario.
Different colour lines indicate the progression of time over a 5

minute period.

3.7 Conclusion

This chapter has covered a detailed exploratory view into the fundamentals
of acoustics, how pressure and shear waves travel, and the interaction of these
waves at interfaces of differing materials. Combined with the different scattering
processes and interferometers, this has summarised a DAS system, its sampling
details and how location data is recovered. The main problems with DAS are
the available sample rates in commercial equipment, whilst maintaining a decent
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detection range, and the possible sensitivity problem with the method itself.
Other distributed technology such as DTS was briefly discussed and whilst it
has a variety of uses such as dynamic cable rating and fire detection, it is not
capable of sensing the minute temperature changes that can result from partial
discharges.
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Chapter 4

DAS Detection of Discharges

For DAS to be able to detect PD, a few criteria must be met. Firstly, the
acoustic emission from the PD must be large enough in amplitude and the
DAS to be sensitive enough to detect the created strain on the fibre optic.
Acoustic models are created of various partial discharge scenarios to investigate
the acoustic effects of materials between the source and sensing fibre, and how
these would create the necessary strain to be measured. Secondly, there is still
a large mismatch between the sample rates DAS is achievable of at a reasonable
distance (20 kHz for the unit available in this research) and the accepted acoustic
fundamental frequencies of PD of greater than 80 kHz [47,50,74]. As covered in
Chapter 3, by limiting the maximum length of detection this frequency can be
increased. However, 20kHz gives a reasonable compromise between detection
distance and sampling frequency. By using classical DAS processing techniques
discussed in the previous chapter, these high frequency signals would easily be
missed. However, the optical interrogation method of DAS has a useful side
effect in attempting to sample these high frequency signals: most data sampling
systems have a sample window on the order of the sampling frequency. DAS on
the other hand has an extremely short sampling period in which high frequency
signals can be aliased.

What follows in this chapter is an understanding of these processes and
modelling them in a way that mimics a full distributed acoustic sensing system,;
allowing for a variety of scenarios to be tested and expected results generated.
A proof of concept is also performed to ensure that DAS is at least capable of
detecting breakdowns. If DAS is incapable of detecting these discharges larger
than the wanted partial discharges, either some other direction is needed, or
DAS would not be able to detect any smaller events. These larger discharges
consist of multiple different sources: corona in air with the fibre separated and
in contact with supporting insulator, and discharge under oil across an oil-
impregnated pressboard. Given positive identification of these discharges in
results, this alone is a useful result and shows that DAS is capable as an instant,
location-aware breakdown detector for cables or other HV equipment.
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4.1 Undersampling

Typically trying to detect a high frequency signal, such as the acoustic emis-
sion from PD, with a much lower sample rate would not be possible. The
signal would be removed either through the effects of input averaging across the
sampling window time period, or from anti-aliasing filters designed pre and post-
measurement to specifically remove aliased components where a sampled signal
is not fast enough to re-construct the original waveform. To reduce aliasing,
typically an unwanted effect of sampling, the simplest methods are to either
increase the sample rate, or apply suitable reconstruction filtering. But this is
not valid in this case as sample rates are already at their limits, and the filter-
ing would simply remove the aliased signals which contain hints of the acoustic
emission. The pulse length used to interrogate the fibre in a DAS system is
however, extremely short: on the order of nanoseconds. Therefore, the effective
sample window of a singular position channel on the fibre is also this short,
which would naturally cause aliasing artefacts. Signals with frequency content
higher than the sample rate of the DAS system, if the signal occurs at the time
of an interrogation, the source signal will produce an output in the measure-
ment. For a constant wave source, this effect will give a sub-sampled frequency
shifted output, much like a mixer [143], but for impulses, only short spikes are
observed. To not remove these wanted effects, no anti-aliasing processing occurs
during measurement, and minimal processing after capture is used: recording
the raw phase samples so the distorted features of a higher frequency signal can
still be detected.

The resultant signal will have several differences from the original: firstly, the
waveform will be heavily distorted, possibly with only single numbers of samples
covering the length of the original signal. Secondly, the maximum amplitude
observed in the sampled data will not be respective of the original. This is
down to where the sample window occurred in time, respective of the original
waveform. Thirdly, the exact time information is therefore lost due to the lower
time-resolution. The signal is only known to exist at the time of the sample
window, not necessarily, and likely not, the start of the signal.

This means the acoustic emission from a partial discharge event could be
observed given the random element of the detection, if, a stochastic in time PD
event occurs during the sampling window (given as the sampling frequency is
not locked to the applied voltage of the source of PD). Figure 4.1 illustrates
how the timing of this window can affect the resulting sample amplitudes. The
original spikes, created by summing varying sizes of impulses based upon the
impulse response of a 5th order Butterworth lowpass filter to create a positive
and negative-going dampened impulse, are sampled at a repeating time interval
but with an extremely short window, resulting in the lower output graph. The
outcome is that only a single impulse is seen, and with a reduced height peak.
This is due to if the sampling window only happens to encompass the tail-end of
the impulse rather than the front-edge of the spike. This effect could therefore
give results where the amplitude of the original signal will correlate to the size
of the discharge, but the sampled signal will not have this same correlation.
Instead, the new sampled signal, as it is always a section of the original signal,
has the property of never being larger than the original maximum amplitude of
the originating signal.
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Figure 4.1: Diagram showing the random chance of detecting PDs
with low sample rates. Top waveform is original signal, bottom is a
resulting sampled waveform.

As PD is stochastic, a statistic approximation can be used to find a value
for number of discharges one could expect to see given a certain time frame and
rate of PD. The emission of PDs can be approximated as a rate per second,
rpa With an effective PD event width of wpp single- The following assumes the
sampling takes place at a lower rate, rg, with a sample window size in seconds of
ws. Effective time windows of both the sensing and the PD events can be used
to estimate the time taken before an event would be expected to be seen in DAS.
This is computed by finding the chance of not taking a measurement and a PD
event not occurring and then inverting the outcome to find the expected number
of events in a period of 1 second. Without also compensating the number of
PD events per second (riexts) by gating events with an amplitude below that
that can be detected by the DAS system, the resultant expectant occurrence
can only be taken as an upper limit, rather than a true expectancy of detected
events.

eff

effective sensing window — wg

= WsT's

effective PD width  wpp = 7pdWpd single

Expected event occurrence E =1 — (1 — w®)(1 — wf;g)

=1—(1—wsrs)(1 — rpawpa) (4-1)

Therefore, the average number of seconds between an event being detected
is 1/E. The effective PD event width, WPD single, Can be quite large compared to
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the normal impulse widths expected from a single point source as the width also
considers any reflections or reverberations that a detection system may still pick
up. This also means, as it is also an approximation, the value can only really
be quoted by experiment. This figure can be used as a comparison between
different solutions, giving a mean time between detected events.

4.1.1 Detecting Acoustic Emission with DAS

By using DAS techniques, an embedded fibre within a cable can be used as
an array of microphones in order to pick up acoustic emission of PD. Fibre-
based solutions for detecting partial discharge, other than Che et al. [144], have
only been demonstrated that use discrete transducers that are coupled onto the
fibre [145-149], and have only typically been used on transformers, therefore
only making the measurement quasi-distributed at best. In a fully distributed
sensing technique, whilst much better localisation and maximum length of meas-
urement are obtained, certain physical limitations limit the maximum pick-up
frequency, sensitivity, and length of the fibre. Che et al. [144] reported to have
achieved PD recognition using a DAS system based upon a neural network, but
required a weak Fibre Bragg grating (FBG) throughout to increase sensitivity
to acoustic signals, as well as 1.5 km of fibre just to cover a very small section
of power cable at unknown levels of PD. Sampling was achieved at a reported
25 kHz, with aluminium foil inadequately explained to improve sensitivity to the
fibre. Classification used a neural network as well as wavelet decomposition, and
spatial determination was not considered due to the large mismatch in sample
and AE frequency making any determinations based on wave-shape impossible.

Assuming the detectable frequency range is not an issue, the acoustic amp-
litude of the AE is the next problem to address. The amplitude of acoustic
signals from PD is very small, but proportional to the energy released in the
discharge. The amplitude of which is reported to be in the range of 0.2 mPa
of air pressure for approximately 100 pC discharges [150], so low as to be de-
clared as impossible to sense in a plain optical fibre with a DAS method [147].
However, Posada-Roman et al. [148] managed to detect AE of 1.3Pa with an
optical fibre sensor which is equivalent to 96.26 dBSPL, which seems to be far
in excess of numbers in literature and larger than what seems reasonable for PD
sized events. Therefore, it is likely that the actual value lies somewhere between
these upper and lower limits, and none of this previous work is in relation to
creating strain on a fibre for detection.

4.2 Modelling

Modelling of a DAS system was used to create an environment to try early
analysis techniques of large sets of data and to show how different sampling
rates would affect high frequency acoustic signals measured by a DAS system.
This encompasses both the acoustic effects from reverberations etc, but also
modelling the strain applied on the fibre and how it is interrogated.
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4.2.1 Theory

Consider an acoustic wave travelling in an elastic medium along an optical
fibre. Ignoring effects of absorption and mechanical losses, and assuming the
displacement is perfectly coupled between the medium and the optical fibre and
that there is no directional sensitivity, the function of the change in displacement
at a point is defined as DaI(t) where I(t) is the acoustic wave impulse itself,
normalised, and Djp is the peak displacement of this impulse. Therefore, the
strain applied to the fibre at a point z is linearly related where ¢g is the peak
strain relationship with the displacement:

e(t) =eoDal(t) (4.2)

For simplicity, these peak amplitude constants can be combined into an
amplitude term A.

e(t) = AI(t) (4.3)

The optical phase change at a singular point, d¢(¢) due to the strain applied
can be found by another linear relationship [96,151], where K is a combined con-
stant of mechanical and photo-elastic effects that affect the relationship between
optical phase, ¢, and strain. This constant contains the terms: neg the effective
refractive index for the fibre (at the specific mode), Lg is the gauge length, &
is the fibre length change, v is Poisson’s ratio, pa, are the photo-elastic coeffi-
cients for the fibre in the corresponding directions specified by the ‘a’ and ‘b’
numbers according to standard spatial orientation nomenclature, and finally A
is the wavelength of light used for interrogation.

dp(t) = Ke(t) (4.4)
. 47T’I7,eﬂrLgf
K=——= (4.5)
n2
£=1- ;ﬂ (P12 — v(p11 + p12)) (4.6)

When £ is combined into the combined constant K, the first term of £ within
the brackets indicates the phase change due to direct fibre length change, and
the second negative term corresponds to the refractive index modulation of the
segment due to the disturbance [96]. Equation 4.6 evaluates to approximately
0.79 using single-mode fibre at a standard DAS interrogation wavelength of
1550 nm.

Within a full DAS system, this strain is then integrated across a gauge length
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Lg in the = axis along the fibre:

1 x+Lg
clart) = 7 / e (@, )z (@7)

However, for this phase change to actually be measured, light must be
scattered and returned to the detector. For this, assuming there is a large
number of natural scattering sites, these scattering points can be assumed to be
uniformly distributed [151] so that a point x, has a complex scattering coefli-
cient: p(z,) where r, is the amplitude, and ¢,, is phase so that the combined

coefficient is as follows: _
plxy) = et (4.8)

Both r,, and ¢,, can be modelled as 2 uncorrelated uniformly distributed number
sets so that the mean and variance of each is equal. This results in a complex
coeflicient that is zero-mean, complex, Gaussian random number.

These described backscattering points reflect light defined as Ageat(t, ), in-
corporating a phase change according to the following equation where I is the
source amplitude of light, v is the complex propagation constant of the fibre,
and ¢(t,x) is the additional phase change added as specified in Equation 4.4.

Ageat (t, 2) = Iip(x)e?iOr+e(t2)) (4.9)

The factor of 2 comes from the fact that the incident light gets influenced
by the phase change in the forward and reverse direction due to length changes
(assuming that the velocity of the acoustic wave < velocity of light in the fibre).

Therefore, using the above assumptions, the total complex amplitude U of
the returning light within a gauge length, with n scattering points, can be found
as:

Nmax n
U= Z Lryei®ten)+on — 1 17 ZeQW(tv%) (4.10)
n=1

where Uj incorporates all the undisturbed phase and amplitude effects that
should remain constant for a specific point across time. For modelling an OT-
DR/DAS system the wanted and measured property is phase change. By ex-
tracting just the measured phase from Equation 4.10 a simple solution is ob-
tained containing the source signal and a random, constant phase noise com-
ponent.

Pmeas = ¢(t,Tn) + Pn (4.11)
4.2.2 Implementation

Simulations of this OTDR system were initially created using Python with a
normal distribution used for the background scatter ¢, - see Equation 4.13.
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This simulation was expanded upon for understanding of the DAS method and
to attempt different de-noising techniques towards the improvement of SNR
for detection of PD. The Rayleigh scattering intensity, I, within a continuous
medium was approximated by a simplified Gaussian method [152] modelling
the continuous, random distribution of imperfections in the fibre. A number
of signals were created with a normal distribution A (uy,02), of amplitude A,
centre y, and width o2 as to simulate the effect of vibrations propagating from a
point source along the cable. These were then superimposed on top of a uniform,
random background signal U(min, max) of maximum amplitude defined by the
Rayleigh scattering constant implemented by updated python examples No.50
in [153], originating from the “ Textbook on Optical Fiber Communication and
Its Applications" [154] using the following equations:

Isignal = N(/J'n7 Jﬁ) (412)
Isi nal,n
I = U(0, scattering constant) + ; Anm (4.13)

By adjusting the scattering constant of the noise and amplitude of injected
signals relative to the noise level, various scenarios can be created to describe
different environments where noise signals could be greater, i.e. next to a busy
road.

Figure 4.2 shows results of this modelling across a simulated 25 m section of
fibre. The first pane shows the generated PD acoustic emission consisting of very
short impulses (less than 1 ms in length) resulting in the fundamental frequency
being below the sampling rate of the modelled DAS. The DAS modelling is
set up with a sampling rate iof 20kHz and a sampling window of 10ns. The
gauge length is 1m. This is then added into the generated noise based upon
the previous equations modelling backscatter (Equation 4.8 through 4.10). The
PD AE is placed at a distance of 15m. The data is processed across a 200 ms
window to both reduce processing complexity, but also to ensure a presentable
view in graphical format of the data.

The bottom pane of Figure 4.2 shows a line plot of the measured phase at
the 15 m segment. A somewhat considerable noise level consisting of occasional,
stochastic peaks higher than the average level are observed where the sampling
of the DAS system happens to occur during a source AE impulse. As discussed
in Section 4.1, these peaks are not representative of the original signals but do
provide an indication of the presence of them. This resultant data from the
corresponding distance bin is consistent with measured background data from
a DAS system.

These results also clearly demonstrate the expected event occurrence stat-
istics: across a given time window, only a fraction of events are seen: noted
as Fo and defined as the number of events identified above the noise-floor in
the DAS data per unit time as a fraction of total number of events (measured
by a known reference system). Due to the nature of the PD events in the DAS
data, many events are hard to distinguish from the noise floor and therefore this
figure is yet to automatically be determined from data.
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Figure 4.2: Modelled DAS system showing (top) the source
high-frequency AE being sampled (greater in frequency than the
DAS sampling frequency). Middle, the data at multiple modelled
locations with the AE source placed at 15 m. Bottom, the resultant
line chart of the undersampled data at 15 m showing the stochastic
undersampling issues.



It could be initially assumed that the amount of correctly identified events
would be the total sample window time per unit time coincident with the total
time that an acoustic event is present per unit time:

E%,theoretical =1- (1 - wsrs)(l - Tpdwpd)
=1-(1-10x1072%20 x 10%)(1 —200% 0.9 x 1073)  (4.14)
= 0.1802 = 18.02%

However, this figure is only based on a binary representation of PD and
DAS systems: one reason is due to both the acoustic reverberation extending
the original impulse, but also the non-uniform modulation from reflected waves,
the window in which detection would result in a positive identification is not a
simple, singular time frame. This figure could be utilised as an upper bound,
but comparing this to further results, it is shown that these assumptions are
not accurate enough. Repeating the modelling with a new random source of
AE, this time measured across 5 seconds rather than the earlier 200 ms, the
B theoretical = 18.02% and Eg measured = s ets — 20.40%. These models
were then repeated, and swept across a multitude of DAS sample rates from
1kHz to 200kHz. From the initial equation, it would be expected that the
expected percentage of correctly identified events would change at represent-
atively linear rate. Therefore, the higher the sample rate, the greater chance
of identifying events. Instead, two linear sections are observed with a curved
transition between the regimes. Additionally sweeping the length of the acous-
tic PD impulse, this transition point between the two linear sections is moved
towards the origin as the length is increased. Across this parameter sweep the
fundamental AE frequency is kept constant. 3 repeats at each acoustic length
are shown with an average response smoothed by a cubic Savitzky-Golay filter
to reduce the oscillating response at higher frequencies.

The results of these sweeps are shown in Figure 4.3. From the curves of
the data, it can clearly be seen that the response is not linear like the simple
statistics from above presumed. Overall, the higher the sample rate, the higher
the number of detected events. However, there is a point of diminishing returns
that scales with the originating acoustic signal. For longer signals over 500 ps,
this appears to occur around a sample rate of 25 kHz. For the shortest signals,
80 ps, this point does not reveal itself until around 100 kHz. The movement of
this diminishing point also does not follow a simple trend: above 200 ps impulse
lengths the point moves very little.

The regular drops in the detected events from the raw model data (shown as
dotted lines), especially at longer impulse lengths, are from where the sampling
window repeatedly lines up with the zero crossing of the PD acoustic impulse.
In this case, at certain sampling frequencies, the impulse used happens to be
a harmonic of the sampling frequency and therefore this comb filtering occurs.
If the impulse was imperfect and contained a mixture of different frequency
sources, this effect would be reduced.

Figure 4.4 shows the model output when changing the fundamental frequency
of the source acoustic PD pulse to 50 kHz for impulse lengths of 50 ps and 500 ps.
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Figure 4.3: Percentage of PD events correctly identified above the
noise floor compared to the DAS sampling frequency. This sweep
was repeated at different PD impulse lengths from 10 ps to 2 ms.
Dotted lines indicate raw samples from model with the solid line of
the same colour showing the smoothed average.

These points are chosen to show the differences in the saturated region and
below. At 50 ps, the number of detected events is severely reduced at the higher
sample frequencies due to the reduced energy, whereas at the longer 500 ps
length the result is unchanged bar a slight shift to the right. There is also a
noticeable increase of the 500 ps line above the previous values in the range
100 kHz-150 kHz.
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Figure 4.4: Percentage of PD events correctly identified above the
noise floor compared to the DAS sampling frequency as in
Figure 4.3, except with a lower PD fundamental frequency of
50 kHz. Dotted lines indicate raw samples from the previous model
with the higher frequency AE.

4.2.3 Acoustic Wave Simulation

For simulating acoustic waves in air, there are a wide range of options; ranging
from tools to aid speaker placements [155], to very complex, research orientated
plugins to mathematical modelling software [156]. Unfortunately, many of these
available packages are either unable to model acoustic waves in solids and fluids,
including the boundary between them; or make the process very complicated.
Either through difficult geometry editing tools, or custom algebraic expressions
needed to bridge between solving systems that were beyond the scope of this
work.

SimSonic [157], a tool that started development by Emmanuel Bossy during
his PhD work, was discovered whilst looking for alternative options. It is an open
source finite-difference time-domain simulator suite of elastodynamic equations,
primarily designed for ultrasound propagation [158]. Input to the simulation is
made extremely simple: a parameters file detailing simulation information such
as boundary conditions and the properties of materials, the geometry specified
as a bitmap image, and finally the signals. Therefore, creation of a setup to
model both pressboard and void discharge, both which will be looked at later
in the experimental chapters, was created.

SimSonic2D specifically uses central-difference approximations to the space
and time derivatives of elastodynamic equations across a mesh of spatial steps,
and a second mesh of time steps. These meshes are defined on staggered grids
so that neither nodes overlap and are equally spaced [159]. This allows for the
simplification of simulation by considering the velocity (time domain) compon-
ents are constant during the stress parameter solving and vice-versa. The mesh
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size conditions the accuracy of the results, and both the physical and time mesh
must be chosen together as to obey a stability condition so that the solution
converges where At and Ax are the inter-node mesh sizes, cpax is the maximum
speed of sound in the simulation and d is the number of spacial dimensions (2
in this case):

1 Ax

d Cmax

At <

(4.15)

As the elastodynamic equations used are formulated based upon the rigidity
tensor the tool can model both solid and fluid media. Absorption, however,
is neglected as a simplification. Additional simplifications include that the ri-
gidity tensor, the relationship between internal stresses and strains between all
3 spatial axes (i.e. with zyz as the 3 spatial directions, = to x = ¢11, = to
Yy = c12, ¢ to z = c13 etc), is limited to a subset of crystal symmetries (as
defined by only the cy1,¢12,¢22,c66 stiffness tensors describing the relationship
between force based stresses and resulting deformations). Additionally, the bulk
movement or flow of fluid is ignored (only transient waves are considered). Mul-
tiple boundary conditions are provided: stress-free, rigid, mirror-symmetry and
mirror-antisymmetry boundaries allowing the virtual placement of a system in a
free or fixed environment. In the following simulations, perfectly matched layers
are used on the boundaries in addition to defining the boundaries as stress-free
to mimic the experiments sat at steady state in oil.

The geometry inputs to the SimSonic software are bitmaps in a specific
“map2D* file with colours representing the different materials. This allows for
very quick geometry creation and editing using simple image editing tools. Each
pixel was defined as 0.1 mm. Figure 4.5 is the geometry used for the pressboard
model demonstrated as the source image. The model is 2D, side-on taken as a
cross-section of the pressboard. 3D simulations are also possible with SimSonic,
but require much higher processing times and increased numbers of paramet-
ers of the material properties in all orthogonal directions, which can be hard
to obtain. The purple coloured area shows the needle, in green the sense fibre
positions, and in blue the bulk pressboard. Not shown is the surrounding tank
walls at +300mm from the centre of the pressboard. Other models are sim-
ilarly constructed with colours representing individual materials with different
acoustic properties. A singular Gaussian-impulse (Figure 4.6) was used for the
initial acoustic signals to both to study the effects such as reverberation of the
surrounding materials from a source impulse.

Unfortunately, paper is not the best medium to show the results of the
simulation, as a full animated video is produced showing the acoustic pressures
propagating through the various materials, ducting, and reflecting the pressure
waves. Thankfully, SimSonic allows for the placement of receiver positions and
arrays allowing the results in time to be plotted for a specific location, such as
from the fibre positions.

Figure 4.7 shows the resultant strain change at the fibre position beneath the
acoustic source (the other fibre position has a very similar response but is slightly
delayed). The impulse is observed starts close to O ms, the time at which the
acoustic signal originated, and rapidly decays to a more reverberant signal. The
peak measured amplitude is much lower than the size of the initial strain change
of course due to the absorption and spreading of energy. The fundamental
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Figure 4.5: Source bitmap of a pressboard, for input into the
SimSonic modelling software. Blue is the pressboard itself, whilst
yellow is oil, purple is the source region of PD, and green the fibres
on the bottom.
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Figure 4.6: Gaussian impulse used as a simple acoustic signal.

frequency occurs from resonances across the thin cross-section of the pressboard
with boundary conditions imposed by the oil-pressboard interface, whereas the
modulation initially is from the acoustic energy spreading along the pressboard
and causing interference, and later from the reflections of the tank walls from
0.5ms onwards. This is more visible from the animations exported from the
SimSonic tool but cannot be reproduced in this paper report. From this, it
can be seen that a very short impulse of 1ps is extended in length from even
reverberations on a small cross-sectional area to more than 200 times the original
pulse length.

The results of the void cell setup (using geometry in Figure 4.8, again a 2D
cross-section model) producing the output in Figure 4.9, taken from Chapter 5,
with a higher frequency impulse (250 kHz) shows again an impulse with ringing,
but the impulse decays much faster. This is due to the different shape of the
void model, smaller cross-sectional area creating less acoustic resonances. In
the pressboard model, there was a long strip allowing for a singular wavefront
to bounce back and forth between the two ends producing the even, regular
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Figure 4.7: Plot of the strain in arbitrary units of a one-element
receiver array at the fibre position beneath the acoustic source.
Initial signal is detailed in Figure 4.6.

modulation. However, in the void model (Figure 4.8), the central mass is not a
simple thin strip, and therefore a quicker-decaying but more chaotic waveform
is observed. Modifying the base geometry of this void cell to introduce a triple
junction at the electrodes with the surrounding oil, or splitting the void cell
in two and adding an imperfect seam between the two halves produced slight
variations in output, but the envelope and appearance remained the same. This
shows that the bulk shape of the system defines the large reflections contribut-
ing to the decay of the signal after an impulse, whilst the source AE and area
local to the source point defines the main fundamental frequencies. Of course,
with a different, more elastic bulk material, the acoustic wave will experience
more damping and therefore the reverberation tail will be reduced. This how-
ever could not be simulated due to lack of measured index densities and shear
moduluses in the required spatial directions
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Figure 4.8: Source bitmap geometry of a void cell used later in
Chapter 5. A section of insulation (orange) with a main air void is
surrounded by electrodes (red) on both sides. The bottom electrode
has a metal plate on which the sensor array (green) is placed. The
entire setup is surrounded in mineral oil.
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Figure 4.9: Line plot of the strain of a one-element receiver array at
the fibre position of the void cell model.
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4.3 Proof of Concept

4.3.1 Physical Setup

Figure 4.10: APSensing DAS System Picture showing the top
optical unit, and bottom server components.

The DAS system is separated into 2 main components: the optics system and
processing server. The optics component consists of the lasers, interferometer
systems and an integrated reference coil for automatic noise measurement and
reduction. The processing server contains the acquisition card for analog to
digital conversion that is then fed into the APSensing software. As the optics
system is very sensitive to vibrations, and any vibrations that are coupled in
will appear as noise in the data across the whole fibre, the optics system is sat
securely on vibration damping foam.

All control is handled by the software on the server, which can in turn control
the optical components (such as laser tuning, fibre length information) via the
use of a USB connection. The user-interface is run on a different computer,
separated by a network. Therefore, this allows the DAS system to be placed in
an isolated environment and controlled remotely with disturbing measurements.
Data is recorded on the DAS server to an internal RAID in hdf5 [160] files split
into 100 second sections. These contain a matrix of all sensing positions up to
the maximum interrogation distance in an integer-version of the phase for every
sample taken at the sample rate.

Often, external “quiet" or “reference" coils are placed on one, or either side
of a Fibre under test (FUT). This is to aid extraction of useful data later by
attempting to reduce coupled noise levels around the sample area. This quiet
section is especially important before the sample, as large enough vibration
events early in the fibre path can affect and cause measurable changes for all
further distance bins.

By starting out using DAS to detect large acoustic signals and working to
smaller and smaller levels, minimum sensitivities can be found. Breakdowns
were chosen as the large acoustic signal trial of the DAS system. Full HV
breakdowns where an arc is formed from one conductor of a cable or piece of
equipment, to earth or another phase emit a large amount of energy. Compared
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to a partial discharge, the acoustic energy dissipated is orders of magnitude
greater. DAS must be able to detect these sized discharges in order for there to
be a chance to detect the smaller PDs. Unlike the discharges seen in the partial
discharge focussed chapters, the signals from these fault events are much larger
and their acoustic spectra extends easily into the audible 20 kHz range. Location
of breakdowns also has applications outside of a proof of concept across cables,
transformers and air or gas insulated conductors. As the discharge consists of
lower frequency components and large amplitudes, undersampling (Section 4.1)
can be ignored for the most part, and the more classical methods of DAS ana-
lysis can be utilised such as frequency band analysis in addition to applying
frequency-based filters to reduce noise.

Electrical measurements other than applied and breakdown voltage were
not recorded for this initial proof of concept experiment due to the high en-
ergy breakdowns involved which would have damaged sensitive PD recording
equipment.

4.3.2 Breakdown and Corona in Air

To create a source of corona and breakdowns, voltage was applied across a
glass shed insulator up until the point of breakdown, as seen in the diagram in
Figure 4.11 and picture in Figure 4.12. The base of the insulator was groun-
ded whilst the top attached to an adjustable AC voltage supply. Voltage was
ramped up to a maximum voltage of 56 kV at which point full breakdown oc-
curred around the edges. Corona was visually and acoustically spotted starting
at 25kV. Increasing the applied voltage further resulted in large audible cracks
until the sporadic arcs formed a continuous path, tripping the over-current de-
tection on the power supply at 56 kV.

Discharge Area

Glass Shed
Insulator

Haefely Trench
100kV AC HV-Kit

s Sense Fibre

125m—»<4— 50m —» <« 100 m Pf¢— 25 m—»{«—100m

Internal Quiet Reference Quiet Reference
Reference Coil Coil Coil

Figure 4.11: Diagram showing the fibre layout and basic
connections for the breakdown experiment. Not pictured is the
control electronics for measuring the applied AC voltage.

A Single-mode (SM) fibre used for the DAS measurement system was initially
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Figure 4.12: Picture showing the HV transformer, shed insulator
and sense fibres. The test fibre is yet to be installed onto the plastic
base of the glass shed insulator in this picture. The cardboard is
supporting the fibre splices between the reference coils and test
section.

located 1 meter away horizontally from the insulator. 5m of fibre was coiled to
increase sensitivity to begin with, corresponding with a 5m gauge length, with
the fibre separated in air. This positioning intimated the worst-case placement
where fibre was a distance away from a discharge event, where acoustic coupling
of energy as detailed in Section 3.1.2 is very low. This sense fibre was connected
on either side to two quiet (also known as reference) coils to decrease noise in the
detection region. These reference coils are 100 m of fibre vibrationally isolated
from the environment through various layers of foam. This results in data in
the discharge area only being from the fibre region itself, and not conducted
vibrations from other sections. Additionally, this quiet section makes a useful
source of decoupled background noise during analysis.

The data produced by the DAS system is analysed by looking at the fre-
quency energy in specific bands. This is achieved by taking an FFT of the data
across 1 second intervals, and then summating the components in the specified
frequency band. As most background noise comes from low frequency vibrations
such as people walking around or machinery with motors or compressors, the
higher the frequency bands used, typically, the lower the noise floor becomes.
However, there is a trade-off as the analysed frequency band increases, the less
the wanted discharge AE couple into the fibre across the acoustic impedance
change of air to fibre. By ignoring frequencies below 200 Hz, this removes most
of the background sources: mainly from 50 Hz and related harmonics as well
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as very low frequencies from general foot traffic around the lab without remov-
ing the important AE. The 500 Hz-1000 Hz frequency band was chosen as the
demonstrated frequency band due to its highest signal to noise ratio for the
following experiments.

Figure 4.13 shows the output of the DAS system in terms of the frequency
band magnitude during a ramp of applied voltage up until breakdown of the
insulator. In the test fibre section, no events can be detected during the corona
build-up to the breakdown event at 250s. The breakdown itself is clearly iden-
tified with a full deflection of the DAS scale for the duration of the breakdown.

At 130m and 170m, a continuous level of noise can be seen. This is at-
tributed to the fibre couplers at that point joining the 50 m patch cable to the
DAS and the 100m coil being simply placed on the floor. Therefore, any and
every vibration in the floor of the laboratory would couple into this point of
higher reflection than general backscatter in the fibre!. Sadly, this data was
taken before obtaining an acoustic measuring device such as the OptimAE sys-
tem from Chapter 6 and 5, and before the more detailed analysis techniques in
the later chapters, so there are no reference acoustic signals to compare to, as
well as being outside the measurable range of discharge for the Omicron elec-
trical measurement system without damaging the equipment. Evidence of the
discharge event can also be seen at other locations other than the test fibre:
namely in the 50m patch cable - the only other section of fibre that is not
vibrationally isolated from the environment.

The effect of the 5m spread of the gauge length is visible within this data:
any change in measured energy occupies a band of at least 5m, or more if
the energy propagated along the fibre. From the overlapping spatial sampling
distance, these visible sections of above-background energy do not fall into a
5m grid, but are offset from each other by the 1.27 m.

To improve the acoustic coupling into the fibre, a section of 1 m was wrapped
directly around the grey plastic supporting base seen in Figure 4.12. This change
allowed acoustic waves travelling through the solids of the insulator created by
arcs and corona initiated across the glass surface to couple directly into the fibre
rather than through the poorer conductor of sound: air. Voltage was ramped
up from 0kV to 15kV at 100s, increased to 30kV at 200s and reduced again
to 20kV and O0kV at 410s and 500s. No breakdowns or direct arcs occurred
during this test. With the test fibre attached directly to base of the insulator,
corona discharge is clearly seen in Figure 4.14 starting at 200s corresponding
with the application of 30kV across the same insulator. The resultant acous-
tic magnitude within the frequency band of 500 Hz to 1000 Hz, which had the
highest signal to noise ratio, is smaller compared to the full discharge, as the
corona acoustic emission is significantly lower in amplitude than a breakdown
event. This discharge is not identified anywhere else other than the test fibre in
vibrational contact with the surface on which the corona discharge is occurring
on, corroborating with the initial air barrier attenuating small AE. With the
voltage reduced to 20kV, the corona discharge is still observed in the DAS data,
but at a reduced amplitude of 0.2rad to 0.6 rad, much closer to the noise floor.

LAt points of coupling: where a connector is present, as there must be a physical way of
detaching the two halves, there will always be some slight misalignment when brought together
making the connection. Therefore, this discontinuity will lose some amount of light into the
surrounding medium and reflections.
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Figure 4.13: Frequency energy plot of the 500 Hz to 1000 Hz band
during a ramping voltage test of a glass shed insulator. Breakdown
occurs at 250s. White vertical lines indicate the different sections of

the fibre under test. Final discharge size measured at 0.8 rad.

Within the test fibre, vibrations from other sources such as the HV trans-
former are not coupled in as repeating the experiment without the glass shed
insulator resulted in no increase of frequency band energy in correlation with
the applied voltage or whether the transformer was energised or not.

Figure 4.15 shows the frequency content of the corona discharge from the
DAS system. 50Hz and higher harmonics are clearly seen outside the general
noise floor at 0.1rad. Only certain odd and even harmonics are seen, not a series
of mostly odd, or mostly even. This is an odd result, but simply demonstrates
that the main energy detected by the DAS are these harmonics which differs
from expected PD events where the fundamental frequencies were well above
the sample rate of the system, resulting in aliasing effects.

As the acoustic sources are relatively large in amplitude, the acoustic energy
spreads down the incoming and outgoing fibre, creating additional responses in
the DAS data in the surrounding distance bins, not just the primary detection
area. Even though the transmission through air is extremely lossy, again due
to the high amplitude: specifically in the full breakdown events, the energy is
enough to spread through the air and still be easily detected.
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Figure 4.14: Frequency energy plot of the 500 Hz to 1000 Hz band
during corona across a glass shed insulator. 15kV applied at 100
seconds, 30kV at 200s, reduced to 20kV at 410s and 0kV at 500s.
Test fibre in contact with the base of the shed insulator.

4.3.3 Breakdown under Oil

Breakdowns were also recorded under oil at a lower breakdown voltage at 28 kV.
Breakdowns under oil will naturally have different characteristic acoustic prop-
erties such as frequency spectra and a different source impulse shape due to how
the oil quenches an arc quicker than in a gas [17,161]. Two processes generate
the acoustic wave in liquid dielectrics: cavitation near electrodes surfaces at
lower discharge levels, and from streamers causing a shockwave throughout the
fluid [21,162].

A gap of 20mm was set up between a needle electrode and a grounded bar
immersed under Nytro Gemini X mineral oil. Some contamination was present
in the oil including small hair-like whiskers likely from previous pressboard ex-
periments. These were attracted to the electric field produced across the gap
thereby resulting in bridging where a rapid build-up of discharges was observed
across a few seconds up until full breakdown of the gap, at which point voltage
was automatically removed by over-current protection. The system was mon-
itored by use of an Omicron MPD600 system for measurement of the amplitude
of PDs. PRPD analysis of the discharges was ignored at this stage due to
lack of synchronisation between the different measurement systems and data
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Figure 4.15: Frequency content of multiple discharges at
280 m-290 m during corona discharge from Figure 4.14. 50 Hz and
harmonic peaks are observed.

processing. HFCT measurements were not taken due to the large amplitude
size tripping the measurement system into protection, and the events easily
being detected on the coupling-capacitor method. Recording a single continu-
ous capture with the HFCT equipment available, synchronised with the other
measurements, was additionally not possible for the length of the experiment.

Figure 4.16 shows the output of the Omicron (bottom) and DAS system
amplitude (top) measured as the optical phase change caused by the strain
on the fibre, during the discharge build-up and breakdown. Large amounts of
discharges between 10pC and 600 pC are seen in the Omicron data up until
2000ms where the bridging starts to occur. The final breakdown clips the
front-end of the Omicron system at 10nC and are much larger in amplitude
than shown. The DAS data at the position of the discharge (shown in purple)
shows a set of small spikes from the smaller PDs, and then large spikes at each of
the breakdowns. All identified large discharges by the Omicron can be observed
to line up with a spike in the DAS data. The second position shown in a more
saturated red that corresponds with a section of fibre not submerged in the oil
shows that these discharges contained in the oil can only be detected with a
fibre in direct contact with the fluid. This trace also demonstrates the noise
floor of the experiment of <40.1rad. These discharges were able to be heard by
the human ear with the final discharge which tripped an over-current condition
resembling a loud “pop”.

The experiment shows evidence of partial discharge events under 1 nC being
identifiable using the DAS system. Figure 4.17 is a snippet of data from the
larger dataset showing 5 events less than 500 pC. Other than the first discharge
at 214 pC, the other discharges all produce obvious output in the phase data.
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Figure 4.16: DAS (top, purple: within void cell, red: 5m away from
void cell) and Omicron (bottom) output during the build-up and
breakdown of an oil gap. Omicron events are shown as blue Xs with
a vertical yellow line for better identification of time. Breakdown
occurred at 28kV. Final discharge at 3300 ms is off scale of the
Omicron system in excess of 10nC. Omicron discharge events
shown as crosses with vertical stems for identification purposes.

Rather than the single outlying point as expected from the earlier modelling, the
data has a linear phase style impulse response where there is a slight pre and post
ringing. This results in the system having a mean of zero: i.e. no permanent
stress change, whereas the modelling result did not have this property. However,
these points are still at the extreme end of the sampling frequency meaning
that extraction techniques such as wavelet transforms despite the appearance
of waveform, would not work. This is because wavelet denoising requires many
samples describing the wavelet image whereas in these datasets, typically only
1 or 2 samples make up the PD events.
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Figure 4.17: Zoomed version of Figure 4.16 detailing one set of
discharges in the build-up to the breakdown. Discharges of between
340 pC and 500 pC measured by the Omicron system (bottom) are

observed to generate spikes in the resultant DAS data (top).
Purple: within void cell, red: 5m away from void cell.

4.4 Conclusions

DAS can easily detect large breakdowns at large signal to noise ratios, and
inherently their locations. The exact amount of energy released in these break-
downs was not able to be calculated correctly due to clipping of the electrical
measurement devices. However, the amplitude is definitely more than tens of
nanocoloumbs. Therefore, as DAS is able to easily detect these signals, and
the evidence in the pressboard breakdown of sub 1nC partial discharge events,
it follows that DAS should be able to detect events smaller than these. Given
the measured amplitudes of the discharges in this proof of concept experiment
being in the range of 1rad to 3rad, partial discharges on the order of hundreds
of picocoloumbs and below would, by linear extension, be beneath the current
noise floor. However, as the acoustic events become smaller in amplitude, as
well as the acoustic length of the events becoming shorter (higher frequency),
the undersampling effects such as aliasing become more important. In these
breakdown events, the detection was mostly obtained by sensing large, lower
frequency components (below 2kHz) of the breakdowns; whereas, for smaller
partial discharges, the undersampling effect from is more significant due to the
smaller amplitude, but higher frequency AE, and relies upon seeing the presence
of discharges over time rather than immediately seeing a single large event.
Models were also completed for the complex acoustic reverberations resulting
in impulse-lengthening as well as a whole system model. Using large partial
discharges before breakdown across a pressboard under oil, there is experimental
evidence that the generated models closely match real-world measurements.
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Therefore, progressing experimental designs to look for smaller discharges from
a wider array of sources is the next step for determining the usefulness of DAS
as a PD detection system.
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Chapter 5

Partial Discharge within a

Void

Partial discharge due to presence of voids in dielectric materials, is a common
phenomena in HV plant such as polymeric cable, fluid filled cables, transformers
and ancillary equipment [18,20]. It occurs when the electric field across a void
or cavity exceeds the dielectric strength of the constituent gases in the void.
PD then occurs generating heat and acoustic emissions that can then be detec-
ted. This PD generates heat, light, mechanical stress, chemical changes along
with currents, magnetic and acoustic waves [163-165]. Presented in this chapter
is an alternative detection system using DAS techniques, with peak detection
achieved down to 18.55 pC with the sense fibre directly in contact with the insu-
lation medium. Alongside DAS and coupling capacitor electrical measurements,
a single-ended high sample rate acoustic sensor provided by Opticsll is used al-
lowing comparisons with similar acoustic measurement techniques. Custom syn-
chronisation tools are developed to allow a multitude of existing electrical and
acoustic sensing solutions to be compared and aligned on a sample-by-sample
basis: even across differing sample rates and data formats. A time-linearity
check is also completed between the different measurement systems to confirm
synchronisation over time.

The sources of void discharges are fabricated as singular test cells described
in Figure 5.1 through the use of rapid prototype 3D-printing and epoxy casting,
rather than attempting to create reliable sources in an already-existing insu-
lation system such as a cable. The goal of this PD source is simply to create
a reliable single source of PD of which the emitted energies can be measured.
These analogues can then be customised through void size to create a range of
different sized discharge and AE sources.
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Figure 5.1: Side and plan view of a void discharge cell, showing the
dimensions for the final fabricated cells.

5.1 Experimental Design

To simulate void discharge, a suitable analogue consists of a single air-gap void
surrounded by insulating material so that discharge can only occur from one
known position in the source. From these requirements, two types of void
cell were constructed: the first, a rapid prototyping method for generating a
wide range of void sizes and with high customisability for mating with other
sensors; and a second epoxy-cast cell with better defined characteristics in liter-
ature [36,166]. To complicate matters, coils of test fibre (5m and under) were
required to be directly attached in some way to the cells, in order to provide
adequate acoustic coupling for measurement of AE. For both methods, the cells
are submersed under oil to stop discharge from tracking across the surfaces as
well as prevention of corona. The cells are sandwiched between two flat-surface
electrodes as shown in Figure 5.2 - one connected to a variable high voltage
supply as in pressboard experiment, and one connected to ground. Voltage was
applied until partial discharge inception and then increased a further 10% to
maintain a mostly continuous series of PD events.

5.1.1 Rapid Prototyping Method

Rapid prototyping, or in this case more specifically: resin 3D printing, was the
basis for this void cell construction. Other 3D printer methods such as Fused
deposition modelling (FDM), where plastics such as ABS or PLA are melted
through an extrusion nozzle and placed in layers to create objects, are not
suitable for this sort of test cell. Due to the nature of the layers, small voids
are created throughout the entire printed object seen between layers and would
therefore create large amounts of unwanted PD. Additionally, the layers are not
liquid-tight and would let oil easily permeate into the central areas. A resin
3D printer instead uses a liquid polymer that is cured using UV light and can
create homogeneous solid objects eliminating voids in unintended places.

The PD test cell was created utilising 3D resin printing (SLA) using an
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Figure 5.2: Side-view diagram of the void cell construction. Entire
assembly is connected to a high voltage supply identical to
Figure 6.1, and immersed under oil to stop surface tracking and
corona.

AnyCubic Photon 3D Printer [167] and AnyCubic UV Resin. The properties of
the printer and resin can be found in Appendix A.3. The cell was split in two as
3D printing voids in the middle of an object with this SLA method is difficult,
and in some cases requires small temporary structures to be created to print
over the void. As the void is fully encased in resin, this structure would not be
able to be removed. This design could be improved to enable singular printing
of the entire cell without these issues, but for simplicity and ease of adding in
sensors such as the fibre, the two halves were printed separately. Each half
is a 40 mm diameter cylinder standing 1.5 mm tall with a 1 mm spherical void
removed from the centre. By printing the halves of the test cell individually, a
fibre can be clamped in between the two halves as well as providing access to
the void to inspect damage over time. Two small groves were cut into the inner
surfaces of the two halves to facilitate this fibre clamping without stopping the
two sides from properly touching and forming the single void. The constructed
cell was finally exposed to an additional UV curing session of 10 minutes to
ensure that the resin material was fully cured.

Due to the printing process, any trapped air bubbles during the printing
process show on the flat surfaces. Figure 5.3b identifies these holes on the
bottom and top surfaces. These voids should not be a problem as they are
immersed in oil, however light sanding was used to smooth the surfaces. In
addition, the mating surfaces (Figure 5.3a) between the two halves were also
sanded to ensure a liquid tight contact once the two halves were offered up to
each other.

5.1.2 Epoxy Casting Method

The epoxy casting method consists of pouring 2-part epoxy into a cylindrical
mould and incorporating an air bubble in the middle of the cast. A silicone
mould pictured in Figure 5.4b was constructed around a FPD 3d-printed cyl-
indrical form: Figure 5.4a, dimensions 40 mm and 10 mm tall. To create the

69



) Void sides of the printed cell showing the central void and a much flatter surface

(b) Flat sides of the printed cell showing voids from trapped air bubbles

Figure 5.3: Pictures of the void cell using the Rapid Prototyping
method

void, a hybrid approach was taken to both inject the air bubble with a needle
and also cast in two halves due to the very narrow window in which the vis-
cosity would be perfect to allow a bubble to remain centred in the epoxy. The
mould was filled just over halfway with 2-part epoxy that had been degassed
in a vacuum chamber for 15 minutes. Fibres were also immersed in this epoxy
with slits cut in the mould to allow entrance and exit of the fibre path. Care
was taken to ensure no trapped air bubbles remained from the assembly and
pushed-in fibre and application of flame was used to pop surface bubbles. The
epoxy was then cured by placing in an oven at 60 °C until its viscosity increased
enough that an air bubble could be injected with a syringe without the bubble
popping. The increased temperature also aided removal of trapped air bubbles
due to thinning of the liquid before curing occurred.

After 5 minutes of additional curing at heat, more uncured epoxy was poured
on top to the final height of the cell; encasing the air bubble.

A completed cell can be seen in Figure 5.5a, the cells is mostly transparent
from top to bottom allowing inspection of the voids. The main 0.5 mm void can
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(a) Original form used to fabricate the silicone (b) The completed silicone mould with visible
mould pictured in (b) cuts for entrance and exit of the fibre optic
cable. Pictured with an epoxy mould in
progress.

Figure 5.4: Pictures from the epoxy casting method

be clearly seen slightly off centre, with an additional unwanted void below. The
centrality of the void is not of concern as discharge will still occur within the
void. The pattern seen on the surface of the cells is from the FDM method of
fabricating the original mould and makes no difference to the operation of the
cell. Figure 5.5b has a larger void of 2.5 mm with the goal of generating higher
amplitudes of discharge. Figure 5.5¢ shows a manufacturing failure during the
void-injection process; the epoxy had cured too much when trying to inject the
air bubble resulting in the epoxy not being unable to form back together into
a uniform puck leaving the gouge of the needle behind. This cell is still able to
produce PD, however, the discharge is irregular and less repeatable, producing
odd PRPD patterns at sporadic intervals.

(a) Small void (0.5 mm) (b) Large void (2.5 mm) (c) Failed cell with gouge
instead of void
Figure 5.5: Pictures of the formed Epoxy-cast void cells showing
different void sizes as well as a failed cell (c) due to letting the
epoxy cure too much before injecting the void.
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Figure 5.6: Basic diagram of the light path within a Fabry—Pérot
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5.1.3 High Sample Rate Acoustic Sensors

For an acoustic comparison at high sample rates, an Opticsll OptimAE sys-
tem was employed. The system consists of a central measurement system and
multiple discrete sensors attached by fibre optics rather than electrical pickup
devices such as a piezo element. These sensors contain a Fabry—Pérot cavity and
are intended to be mounted onto surfaces such as a transformer tank [5,146].
The fact they are optical only allows for installation in adverse environments
as well as being immune to electrical interference. As this system is not a DAS
method, and is simply an interferometer, it allows for sensors to be polled at a
very high rate: in this case, a sample rate of 1 MSs ! is achieved.

A Fabry—Pérot cavity is pair of two partially reflective flats so that light
entering from one side will bounce between the two flats many times [96] as
is demonstrated in Figure 5.6. Laser light is injected from one fibre optic into
the cavity. The transmissive light is collected from each of the bounces and fo-
cussed with lenses to couple back into a different fibre optic. This fibre couples
the light back to a detector where the self-interference producing repeated dips
in intensity can be measured giving both temporary and static displacements.
The measurement is measured in nanometres of movement of the cavity walls.
Therefore, each sensor in the OptimAE system connects back to the measure-
ment unit on APC-LC fibre connectors. The laser is tuned in power during a
calibration process to achieve the best possible signal levels. In practice, if this
calibration procedure with no acoustic signals present is not undergone, then
the resultant amplitude of PD events and other signals is typically in the noise
floor of <0.2nm. The noise floor of the OptimAE system, once calibrated, is
the data’s 2 least significant bits, or in output units of nanometres of effective
movement of the sensor head: Onm to 0.03 nm.
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As the sensors comprise of solely optics components, and are separated by
fibre optics, much like the DAS system, they are unaffected by electrical and
magnetic noise sources. Only the acquisition and measurement system could
introduce systematic noise from these sort of sources. Therefore, any signals
detected by this source must be from movement in the Fabry-Pérot cavity®.

Sensors with 2 cavity resonances were provided by Opticsll: one at 50 kHz,
and another at 200kHz. Acoustic frequencies coinciding with these resonances
experience a higher measurement gain. However, frequencies outside this res-
onance have some attenuation. The frequency response is shown in Figure 5.7
for the 200 kHz sensor. The 50 kHz sensor’s frequency response was unavailable,
as it was a custom prototype. Both sensors with different resonant frequencies
were used for measurement of partial discharge. These sensors were attached on
the plastic tank wall with ultrasonic gel as a coupling interface in between. An
additional 200 kHz resonance sensor was used on the Piezo-electric transducer
(PZT) attached to the DAS system for synchronisation purposes. The differ-
ence between the two sensors can also be seen in their physical size shown in
Figure 5.8.
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Figure 5.7: The frequency response of the 200 kHz resonant
OptimAE sensor as stated in the Opticsl1 datasheet.

5.1.4 Electrical Measurement

A conventional capacitive-divider system from Omicron was used for the basis
of discharge monitoring and as a primary comparison source following the rel-
evant IEC60502 and IEC60270 standards. The Omicron system comprises of an

1If noise was injected at the measurement end, this noise would appear in all 3 chan-
nels of measurement as they are handled by the same acquisition card within the OptimAE
interrogation unit.
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(a) Picture of the OptimAE interrogation unit (b) Picture of the two sensor heads with
with up to 5 sensor connections provided - 3 differing cavity resonances: the larger left
of which are used sensor at 50 kHz, and the smaller sensor on
the right at 200 kHz

Figure 5.8: Pictures of the OptimAE system by Optics 11

HYV coupling capacitor, a CPL542 quadripole used to separate the PD measure-
ment signal from the synchronising voltage waveform, and a MPD600 combined
with a USB interface MCU502 used for acquisition of the voltage and PD wave-
forms. The MPD system has a software-selectable frequency window to help
suppress noise. For the presented results, the window was set to the standard of
250 kHz+150 kHz. Before each measurement session, the system was calibrated
using a Omicron CAL542 calibrator and separate voltage standards. Phase,
amplitude, and voltage data was recorded in the proprietary Omicron format
and then exported later to MATLAB compatible files for processing in Python.

5.1.5 DAS Fibre Placement

The fibre layout consists of the fibre segments under test, quiet reference coils,
and patch cables to connect everything together. A schematic diagram of the
connections is shown in Figure 5.9. This consists of a 50 m patch cable between
the DAS interrogation unit and reference coil. Then, two sections of test fibre
are laid out: the first is the one in physical contact with the void cell, either
embedded or glued depending on the construction. This is limited to a single
coil due to space constraints. The second test section is located at the oil tank
wall, directly next to the OptimAE sensor heads allowing for better comparison
between the acoustic methods. Multiple length fibre coils within each of the void
cells are used for comparison; and with correlation between the different FUTs
at the tank wall, positive identification of events versus noise can be achieved.
These comparisons will be made in the next chapter as to not be repeated
across two different discharge sources. Between each measurement fibre, 5m-
10m of patch fibre is used to separate the test sites within the measurement
data, and to reduce coupled vibrations as well as ensuring at least one gauge
length between the sites. By placing fibre at the tank wall, directly next to the
OptimAE acoustic sensors, this allows for better comparison between the high
sample rate measurement and the DAS.
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5.2 Characterisation of Discharge

The void cells in these experiments are not designed to progress over time.
Rather, they are intended to create a static, mostly repeatable source of void
discharge. Figure 5.10 shows PRPD plots of the two cell constructions under an
applied voltage of 16.35kV and 24.71kV, just above the observed PD inception
point for the respective cells that produced continuous discharge over a 3 minute
period. Looking firstly at the 3D printed void Figure 5.10a, multiple different
voids can be seen from the many different patches of PD in the symmetric
positive and negative sections. These unintentional voids are most likely due
air trapped either in the seam between the two halves: as the material itself is
homogeneous from inspection. The PD has an average figure of 142.3 pC and a
peak of 309.6 pC with an average rate of 192 PDs/s.

The epoxy cell’s PRPD plots in Figure 5.10b contrastingly do not contain the
numerous separate voids as seen in the 3D print. Instead, a rising amplitude is
seen to match the higher applied voltage (due to the higher inception voltage),
alongside a cluster of discharges at a constant amplitude in the positive and
negative half-cycle. These observations are indicative of a single large void in
early stages of progression, and possibly a number of significantly smaller voids
(likely due to very small amounts of trapped air). The average discharge size is
higher at 523.9 pC with a peak of 1.13nC and a higher rate of 470 PDs/s. Some
possible triple-junction discharges can be observed as the small discharge near
the below 50 pC.

Over time with the 3D printed void cell, oil seeped into the central void
through the seam between the two halves. Additionally, the fabrication ma-
terial appeared to change properties over time becoming more supple. This is
possibly due to the oil impregnating the material, or the cell being improperly
cured. Although this impregnation would increase the dielectric strength of the
material over time, as observed the mechanical strength was decreased as well
as unintentionally changing the partial discharge patterns; even in some cases
to stopping discharge entirely. A difference is also seen in the MPD plots after
60 minutes of discharge whereas the epoxy void cell does not change signific-
antly. After 60 minutes (Figure 5.11), spurious discharges are reduced with more
defined tight void-like groupings in the negative half-cycle. In the positive half-
cycle, the initial groupings merge into a cloud close to the start of the half-cycle
as well as discharges following the voltage curve rather than tighter groups seen
in the negative cycle. The average PD amplitude did not change significantly
from 163 pC initially, to 169 pC. The number of discharges per second also in-
creased to 538 PDs/s, compared to the initial rate of 391 PDs/s. The epoxy cell,
due to its sealed construction, did not significantly change discharge patterns
over time other than natural degradation from the repeated discharge events
and both cells experienced similar number of discharges across the same time
period. Therefore, the epoxy cast cell was chosen as the preferred discharge
source for a more consistent, and reliable design for later results.
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(a) Initial discharge from the 3D printed cell. Average applied voltage: 22kV.
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(b) Initial discharge from an epoxy cast cell. Average applied voltage: 28 kV.
Figure 5.10: Omicron PRPD example plots for the 3D printed
cells(a), and the Epoxy cast cell (b). Void type discharge can be
identified in all plots, with multiple discharge sources identified as
separate groupings in (a).

7



5.3 Synchronisation Method

The Omicron system records a timestamp with every PD event it sees. However,
these timestamps are not absolute, and are relative to the first event detected:
which could be at any random time due to background noise. Additionally, the
trend file that can be generated by the MPD software only records the average
PD amplitude and voltage level every 300 ms. The timestamp tends to slip back
to the start of the file whenever the MPD is disconnected, or the system is left
recording for a long time without any events making later analysis arduous.
Therefore, a separate synchronisation system was developed.

A Piezo-electric transducer (PZT) was used to inject synchronisation signals
into the DAS system. This meant that the same DAS interrogation pulses used
for scanning the test region of fibre were used for synchronisation, and no addi-
tional time delay was added. The synchronisation signals were created and con-
ditioned using the following method. A MSO6034A Agilent Oscilloscope is used
to trigger on and switch between the following different synchronisation sources:
Line 50Hz, PD thresholding, synchronisation pulse generator. To obtain PD
thresholding on the oscilloscope, the PD output of the Omicron quadripole is
split into Omicron measurement unit and an input on the scope. Provided on
the rear of the unit, the trigger out connection is used to provide a TTL-level
square wave whenever a trigger event occurs. The scope’s trigger level is set
to a threshold above the noise level of 0pC to 15 pC and therefore triggers on
any events greater than this threshold. The trigger time delay between a signal
passing the threshold value on an input channel of the oscilloscope to the trigger
output going high was measured to be under 60 ns.

The signal is then passed through a TTi TGP110 Pulse Generator to widen
the short pulse from the oscilloscope up to 500 ps primarily for the PZT. 500 ps
was chosen as at the sampling rate used on the fibre of 20kHz, the pulse will
be seen as a short spike in the PZT region of connected fibre. The output is
additionally split off into the PD sense input of the Omicron system, which
is normally connected to the quadripole and HV coupling capacitor allowing
injection of sync pulses.

The synchronisation pulse generator consisted of a Cyclone II EP2C5 FPGA
board that was manually triggered, to inject a specific timing sequence. This
sequence was designed to ensure even with large background noise, this timing
reference can be found and uniquely decoded even if multiple sequences are
accidentally fired. This is achieved by appending an increasing 3-bit binary code
at the end of the synchronisation pulse train, creating 8 unique codes. After
each pulse sequence, this sequence is increased so that the following sequence
is different and differentiable. During the processing of the relevant data, this
sequence is searched for to find the time offset between the multiple sources
and allow for correction. Figure Figure 5.12 shows the various connections and
pathways to each piece of equipment.

Unfortunately, the pulse generator does not have a tri-state output. There-
fore, signals originating from the quadripole will be attenuated, as measured
by the MPD600 when this cable is connected. To allow for unimpeded meas-
urements whilst also allowing synchronisation, the cable is manually connected
and disconnected from the pulse generator whenever a synchronisation pulse is
required. The Omicron system was tested for distortion of pulses with a stub-
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ended BNC cable (as in disconnected from the pulse generator) in-circuit: no
variation was found at the standard measurement range of 250 kHz+150 kHz.

The outputs of two synchronisation trains from the DAS, OptimAE and
Omicron system are shown in Figure 5.13, each from their respective measure-
ment systems. The synchronisation impulses are easily detected in both the DAS
and Omicron; well above the noise floor. In fact, the Omicron MPD600 clips the
signal due to its amplitude, however this is acceptable as the amplitude is not
required and the timestamp is maintained. The OptimAE has more difficulty
detecting the pulses, although this is because the sensor is indirectly coupled to
the PZT used by the DAS system. These impulses are threshold-detected and
checked for the correct timing sequence before creating an offset file tied to the
data. This method would allow for multiple measurements to be made across
systems at significant distances, assuming that at least one of the measurement
methods has a fixed known time reference (e.g. GPS).

Linearity of time was a concern in the Omicron data, as it does not claim any
time accuracy between PD events. Therefore, to measure any time drift, syn-
chronisation pulses were generated every 10 seconds for a period of 30 minutes
and fed into both the Omicron and DAS. The resultant delta between the DAS
and Omicron is shown in Figure 5.14. A slow negative trend is seen equating
to approximately a time-slip of 7.08 msh ! or 1.96 uss !. The OptimAE sys-
tem was unable to be checked with such a large sample set due to amount of
data generated, however, as each capture using this system is typically under
5 minutes and the system is network time synchronised, the timestamps are
assumed to be accurate.

The jitter in Figure 5.14 is from two sources: the MPD system and the
sample rate of the DAS system. As the DAS’s sample rate is only 20 kHz in this
case, the large jumps seen correspond to the lowest time resolution period of
0.5 ms. The jitter from the timing accuracies, presumably from the less accurate
PC-based timing of the Omicron MPD system, is less than 0.1 ms. Overall, the
synchronisation over time between the two systems is close, although over longer
recordings this effect would become more of an issue. With a continuous record-
ing with no resynchronisations, after 10 minutes the difference between Omicron
MPD and the other measurements would be 1.18 ms or a 50 Hz phase angle of
21 degrees. This limits the maximum length of data capture and measurement
periods of 2 minutes are used to keep this error below 235 ns and therefore below
4 degrees on a PRPD diagram. As the trend is linear, synchronisation at both
the start and end of measurements could be used to fit the Omicron MPD data
to the correct timebase removing the effect of time slip. This however was not
achieved due to the large amount of post-processing required, and instead data
captures were maintained short.
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5.4 Results

The following results start with the high-sample rate acoustic sensors demon-
strating the typical AE seen at high frequencies as well as including the time-
synchronised electrical measurement ensuring that the systems are tightly aligned.
Then DAS is introduced detailing the initial problems in detection from the poor
coupling of the 3D printed cell, and then moving on to the epoxy cell with much
better results.

5.4.1 Acoustic Sensors

Starting with the acoustic results from the OptimAE sensors in Figure 5.15 and
Figure 5.16, respectively for a 3D printed void and an epoxy cast void, the data
shows large spikes on the 50 kHz sensor. Similar signals are also present on the
200kHz sensor for the epoxy void, but at a reduced amplitude. The lack of
signal detected in the 3D printed void is attributed to a bad acoustic coupling,
and less overall sensitivity than the 50kHz sensor. The same colour scheme
is applied to all graphs containing acoustic, electrical and DAS measurements:
dark blue and purple for acoustic measurements made by the OptimAE system,
red and a lighter magenta for DAS traces at different positions, and a stem plot
for the discharge events seen by the electrical Omicron measurement shown as
a blue x and a yellow stem drawn to the y origin for clarity and better iden-
tification of the time of the event. The impulse-like signals match up within
1 ms with discharge events detected by the electrical Omicron measurement are
shown at the bottom of the figures. The events detected are confirmed to be
partial discharge originating from the cells, and only occur with voltage present
past an inception point and do not occur without the cell being present. The dis-
crepancy between the two different acoustic sensors is from two sources: firstly,
the frequency spectra of the void discharges in this particular setup appear to
better suit the larger sensor cavity of the 50 kHz sensor; and secondly, the dif-
ference of the positioning, even by a few centimetres, of the two sensors could
with resonance effects cause the measured amplitude to be reduced. However,
both sources show similar multiple millisecond tail offs from reverb as observed
in the detail of a single discharge in Figure 5.17.

Despite being within 1 ms of each other, a variable delay is noticed between
the electrical Omicron measurement and the start of the impulse measured
by the acoustic sensors. As discharge is initiated in the gas internal to the
void, acoustic energy then must pass through the interface of the air void and
the epoxy (or resin in the case of the 3D printed) cell, then through the cell-
oil interface and finally to the tank edges where it can be picked up by the
sensors. Therefore, the amplitude is reduced over distance, as well as creating
a delay dependent on the acoustic path, and the multiple reflections causing
interference, additionally producing the modulation seen on the envelope of the
AE signal in Figure 5.17. This observed signal is again very similar to the
modelling completed in Section 4.2.3. This phenomena is also likely why even
though many of the discharges seen by the Omicron are the same amplitude,
their received acoustic emissions vary. Section 6.3.2 looks at correlating the
integrated acoustic emission with the size of PD amplitude which produces a
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Figure 5.15: Output of the OptimAE sensors (of resonant frequency
50kHz and 200 kHz) attached to the tank wall during void discharge
of the 3d printed cell. Time-synchronised electrical measurement
shown in the bottom panel measured from the Omicron MPD
system. 200 kHz OptimAE sensor shows only noise for the duration
of the experiment.

better likeness compared to simple peak value comparison. However, the peak
information is more relevant when comparing with the DAS method, as it does
not have the luxury of capturing the full acoustic pulse and therefore cannot be
accurately integrated. The measured expectancy of a discharge detection event
across this window of time is approximately 58%.

The frequency content of this discharge shown in Figure 5.18. It can be seen
that AE produced by void discharge produces a pronounced peak in the 20 kHz
to 70 kHz range but drops down to the background level quickly after 150 kHz.
This frequency content is derived by cutting each discharge event back-to-back in
time and then taking an DFT of the data, zero padded using the Python library
SciPy. Only the amplitude is considered to show the harmonic content of the
signal. The higher frequency 200kHz sensor appears to only pick up certain
peaks, possibly due to bad acoustic coupling or positioning. These peaks do not
occur at regular intervals: and therefore, are not harmonics of a fundamental
signal. Instead, they are as already inferred, resonances of various surfaces
and cavities. These frequencies are well above the measurement range of DAS,
however the aliasing processes should allow detection. As the sensors used were
prototypes containing new resonant cavities, their frequency response was not
reliably measured and can not be used to normalise the measured frequency
domain energies. Therefore, overlap of signals between the two sensors in the
frequency domain is more reliable than peaks in just one of the sensors as the
frequency pick up patterns of the two heads will be different.
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Figure 5.16: Output of the OptimAE sensors (of resonant frequency
50kHz and 200 kHz) attached to the tank wall during void discharge
of the epoxy cell. Time-synchronised electrical measurement shown
in the bottom panel measured from the Omicron MPD system.
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Figure 5.17: Zoomed section of Figure 5.16 during a 180 pC partial
discharge event. Time-synchronised electrical measurement shown
in the bottom panel measured from the Omicron MPD system.
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5.4.2 DAS

The noise floor of the DAS, as it is extremely sensitive, can suffer from periods of
high noise. Unfortunately, the noise floor of the DAS unit in the laboratory is not
constant. Noise from vibrational sources is somewhat obvious, such as footsteps
or machinery nearby; but coupled 50 Hz can be an issue from transformers as
well as loose fibres. Loose fibres are a fibre optic in the path of the DAS system,
where any minute air currents can push the fibre around: which, for an acoustic
system would not be an issue, but as the DAS measures strain, the fibre optic
flexing can produce quite large signals that come and go as air currents change
without obvious causes. These sources stimulate various resonance modes in the
fibre adding to the slow modulations of the noise observed in Figure 5.19. The
figure for the noise level is taken from a quiet period before each experiment
with no applied voltage on the void cell, in this example 0.12rad. The peak
optical phase seen in the raw DAS data within this period compared to an
outlying point corresponding to a PD event gives the SNR. If a PD event can
not be distinguished if its signal to noise ratio is 1, i.e. it’s peak value was
the same as the peak level of noise observed. Although the background levels
seen in Figure 5.19 are usually consistent and mostly flat, there are a few spikes
outside of this usual profile making distinguishing PD events within this noise
floor impossible.

The noise floor was reduced experimentally by isolating different compon-
ents on vibrational damping pieces of foam and rubber. It was found that air
currents on loose-hanging pieces of fibre, usually between the connectors and
reference coils up to the on-test sections of fibre, were the largest cause of noise.
Additionally, despite DAS’s method of separating distance channels in meas-
urement and the quiet reference coils placed in-line, large vibrations like those
caused by footsteps, could easily influence early sections of fibre running out of
the DAS, and would additionally add the same noise to proceeding channels.
Therefore, it was imperative to keep early portions of fibre that required crossing
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Figure 5.19: DAS noise amplitude showing the various sources of
noise coming and going due to suspended fibres in air. Data from 3
locations on the same fibre (top) placed on the ground, (middle)
and (bottom) suspended in air.

the laboratory as vibrationally isolated as possible. This was achieved through
minimising direct contact with the floor and storing any excess fibre with the
quiet reference coils. The DAS unit contains the most vibrationally sensitive
parts in the form of a miniature optics bench providing the necessary functions
to construct a DAS system. The unit already contains damping systems for
reducing coupled noise, but by introducing extra absorbent foam between the
server underneath, and the optical DAS unit, noise was further reduced.
Starting with the initial 3D printed cell, whilst the OptimAE acoustic sensor
showed spikes for all of the PD events, the DAS trace at the location of the
fibre clamped within the cell contains almost no signs of events above the noise
floor. Two spikes are seen that do line up with events from the electrical and
acoustic measurement at 183 ms and 961 ms. Similar single events are seen
sporadically for the rest of the measurement. This gives a successful detection
rate of approximately 2.3%, putting the result well below expected values from
the previous modelling. However, as explained below, this is not due to the
DAS technique itself and still presents a positive identification of PD occurring.
Due to the nature of the spikes in the DAS data being single outlying points,
and the proximity to the similar noise floor, this figure cannot be automatically
determined with a good degree of accuracy, and must be filtered by hand after
a peak detection step. Figure 5.21 shows the event at 183 ms, the electrical
event is detected, and within 200 s the spike is seen in the DAS trace and the
acoustic sensor. Compared to the void discharge seen in the DAS system, there
is little ringing seen, possible below the noise floor, and only a single outlying
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point plus returning negative point to maintain 0 mean (no permanent stress
change).
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Figure 5.20: Synchronised OptimAE acoustic (a), DAS (b), and
Omicron (c) electrical results of a 3D printed void cell under a
steady 29.27kV over a 1 second period.

The lack of events seen in the DAS trace above the noise floor presents several
problems with the 3D printed cell methodology. Firstly, the fibre mounting
mechanism, whether clamping as originally intended, or via glues did not provide
a satisfactory acoustic coupling, resulting in attenuated or absent events in the
DAS systems.

Beginning with the embedded fibre in the epoxy cast cell in Figure 5.22,
the DAS system picks up more discharges than the OptimAE system. The
fibre external to the cell, shown in magenta overlaid on top of the red trace
corresponding to the embedded fibre, does not show any evidence of picking up
events. This means, as previously seen for void discharge such as this to be
detected with a DAS system, the fibre must be in primary contact with, or at
least connected with similar acoustic property materials, to the solid insulation
region. Although ideal for DAS, the fibre would likely not want to be extruded
into the insulation of the cable as the permittivity of the glass fibre will be
different to the surrounding insulation possible raising concerns of generating
PD itself. Therefore, the fibre could be placed within the outer grounding and
strengthening layers of the cable whilst still being bonded to the main mass for
acoustical coupling. Additionally, the OptimAE system sees less of, and much
smaller amplitude, events due to many differing surface boundaries attenuating
the AE as compared to the previous void source. This positioning provides a
much better detection rate at around 72% across 5 minutes. The OptimAE

87



5.0

[nm]

(@)
2.5

0.0 dlhl L1 RO

—2.5 1

0.1

.[radAE... Amplitude..

(b)

..Phase..

0.0

—0.1 1

.[nCOptical.

©
0.75

0.50 1

0.25 1

PD...Amplitude..

0.00 T T T T
182 183 184 185 186 187
Time...[ms]

Figure 5.21: Zoomed single event from Figure 5.20. Synchronised
OptimAE acoustic (a), DAS (b), and Omicron (c) electrical results
of a 3D printed void cell under a steady 29.27kV.

system only sees less than 50% with many signals being very close to the noise
floor.

Malformed epoxy cells where the injection to make a central void was not
successful, and instead air gaps were made on the edges of the cell, produced
discharges that coupled AE better into the oil than the embedded fibres. In
a failed epoxy cell where the epoxy had cured before injecting the air bubble,
similar to Figure 5.5¢, a crevice was instead created on the bottom surface,
exposed to the oil. Voltage was again applied and void PD occurred in this
gap. In Figure 5.23, impulses are seen in the fibre positioned at the tank edge
in oil (shown in light magenta) rather than the embedded fibre (shown in red).
Likewise, larger impulses can be seen in the OptimAE data than in previous
data such as Figure 5.22 where the PD was in the central void. This shows that
the AE has a better coupling into the oil rather than the solid epoxy due to
its positioning. Furthermore, as the dielectric surrounding the discharges is a
fluid, has some compressibility and can also be pushed out the way, it is likely
that the peak AE is significantly reduced from a fully encased void in a solid
as the pressure wave cannot build so high. This results in a detection rate of
less than 1.5% for the tank wall fibre, and below 0.8% for the embedded fibre.
Altogether, this shows that the coupling of AE is one of the main limiting factors
in detecting PD, especially as real-world implementations would likely contain
many more barriers and a greater physical separation between PD and fibre.

In Figure 5.24, multiple discharges in the same half-cycle can be differenti-
ated in the observed DAS signal, although events closer than 1ms cannot be
told apart. This presents the problem where events are shaded by other larger
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Figure 5.23: DAS data (top) and electrical Omicron measurement

(bottom) during discharge in a failed epoxy cell where the void was

not surrounded by epoxy, but rested underneath the cell, in contact
with oil.
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events happening within a small time window in which ringing is still occurring
which along with the statistical chance of seeing an event not being 100% means
that analysis methods relying on timing between pulses such as PSA are not
usable for this sort of measurement. For the 3 similarly sized discharges seen
in the Omicron, the OptimAE system only has a response to the last despite 2
clear events are observed in the DAS. This is because the DAS sensor position
shown in red is within the cell itself, and little AE makes it outside the cell for
that discharge.
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Figure 5.24: Zoomed detail from Figure 5.22. (a) Amplitude of AE

(b) Optical phase of the DAS, red corresponding to the embedded

cell fibre, and magenta corresponding to the coil at the tank wall.
(c) Amplitude of PD events

Changing the void cell for a smaller void of 0.5 mm in Figure 5.25, a record
detection of 0.170rad for an PD amplitude of 18.55 pC achieved at 781.40 ms.
Generally during this test, the discharge is maintained below 80 pC with almost
all discharges showing in the OptimAE 50kHz sensor. Hence due to the low
discharge amplitudes, an average detection rate for the session is only achieved
at 8% in the DAS. This figure was calculated through comparison of detected
peaks in the DAS, OptimAE, and electrical data with a tolerance window of
1ms (below the synchronisation error during the experiment). Additional small
value signals are seen at 201.10ms: 0.187rad at 23.6 pC. As these peaks are
close to the noise floor in this experiment, the 50 Hz from the transformer and
other equipment in the laboratory can also be seen superimposed on the DAS
trace.
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5.5 Conclusion

DAS has been shown to be able to detect void partial discharges, down to a
PD events with a minimum electrical amplitude of 18.55 pC. This is, however,
with a wrapped length in very close proximity to the discharges. Outside the
laboratory, the fibre would likely be located physically further away, and not
be directly embedded in the insulation, therefore any AE would be attenuated.
Discharges of greater than 100 pC are much more reliably seen and would be
more likely to be detectable in such environments. Significant noise is an issue,
making small AEs appear below the noise floor. However, the laboratory is a
relatively bad environment for acoustic noise, espically low frequencies coupled
from machinery, and therefore DAS fibres installed in HV plant would be ex-
pected to have decreased noise and thus detect even lower levels of PD. The
detection method in its current form still requires some amount of repeated
fibre sections (e.g. coiling) to increase the chance of detection enough to reli-
ably sense discharges, but detection rates do not linearly increase with coiled
length. With improvements made to decreasing the gauge length and sensitiv-
ity improvements such as through FBGs, this limitation could be reduced. This
relationship of sensitivity versus coiled length will be revisited in Section 6.3.
The system can only detect the presence of PD in its current form: it is not an
in-depth measurement system leading to higher level analysis like others, but it
has the capability of detection at much longer ranges with the inherent location
and ranging. Overall, the DAS method is well suited to applications such as
large transformer tanks, where fibre is easily wound in coils across the windings
of a transformer. The upper allowable limits for PD in an oil filled transformer
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are also within detectable ranges of the DAS system: up above 100 pC, compared
to far lower limits (<10 pC) for plant such as extruded cables [168].

Synchronisation between different systems is an issue, especially with data
captures over 5 minutes. The time slip due to the Omicron PC-based system is
significant enough that if PRPD comparisons were carried out across the sys-
tems, then a phase error of more than 10 degrees would be likely. By using short
captures and ensuring that at the beginning of each dataset a synchronisation
pulse is injected, this error is currently maintained below 5 degrees.
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Chapter 6

Partial Discharge Detection of
a Discharge at the

Oil-Pressboard Interface

Pressboard is a solid cellulose-based composite insulation used in a variety of
insulation applications such as HV transformers. This composite is composed
of a light porous and fibrous board which is then impregnated with mineral
oil, typically under a vacuum and at an elevated temperature. This removes
moisture and gasses from the fibrous structure whilst increasing the dielectric
strength of the material. Composite insulations such as pressboard suffer from
creeping partial discharges, or treeing, where a carbonised path can grow across
a large gap spanning conductors, eventually causing failure [67].

This chapter focuses on the application of DAS onto treeing partial dis-
charges at the oil pressboard interface, using similar analysis as used with void
discharge. Undersampling is still a significant factor due to the sample rates
involved, allowing the higher frequency AE to be detected. Applications of this
type of sensing include oil filled transformers. Many new transformers contain-
ing pressboard insulation in fact already have integrated fibres wound on the
cores for testing at the factory for finding hotspots and temperature profiles util-
ising DTS and other methods [169,170]. These unused fibres after installation
could easily be re-purposed by a DAS system for PD measurements providing
detection of partial discharges whilst on-line and requiring no additional sensors.

6.1 Experimental Design

5mm thick Weidmann “Transformerboard TIV’ pressboard was cut into squares
of dimensions 100mm x 100mm. 5mm was chosen due to availability and that
the pressboard was from the same stock as previous experiments witnessed in
literature [171]. The discharge source stemmed from a 70 pm needle facing
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(b) Picture of the pressboard experiment
(a) Diagram of the pressboard experiment  construction showing needle at an acute angle
construction. The pressboard assembly is to the pressboard underneath, and
entirely immersed under oil. perpendicular to the earth bar.

Figure 6.1: Pressboard experimental setup showing needle and
ground bar positioning

a grounded copper bar, clamped to the edge of the pressboard as shown in
Figure 6.1. This setup is typically known as a point-bar configuration, and is
used where an extreme electric field is required; in this case to initiate treeing
from the point.

The needle-bar configuration builds charges around the needle tip that are
spread or pushed across the pressboard surface, rather than penetrating the
underlying bulk material [172]; therefore discharges preferentially occur across
the surface initially leading to a tree forming from the tip, and eventually full
breakdown. In the event of significant discharges originating from the needle
tip, or complete breakdowns, the arcs and streamers cause significant erosion
and ablation of the needle tip. Such damage is not seen on the grounded side
due to the larger solid copper bar. After enough damage, the needle-tips no
longer maintain their sharpness and increases the inception point of PD due
to the decreased peak electric field. At this point the needles are either recon-
ditioned to recover the sharp point or replaced with a fresh needle. This PD
system allows for a varying discharge source over time, allowing the DAS sys-
tem to be characterised against different amplitude and typed sources within
one experiment.

Moisture levels of the pressboard contribute significantly to the start and
progression of PD. Specifically, the pressboard must contain some water in order
to initiate PD. A too dry board (0.5 % moisture content by weight, or lower)
[173] makes it extremely difficult to initiate PD, however a too wet board risks
significantly increasing the time of progression as a greater content of water
must be dried out by the discharge to spread. Therefore, the pressboard was
conditioned to 6 % moisture content by weight as a compromise on progression
time and ease of initiating the treeing process. The samples were placed into an
oven at 110°C for a minimum period of 24 hours, and then tested hourly for a
weight change of under 0.5 % between measurements, at which point they were
considered dry with no water content. Extra samples were then stored in sealed
plastic pouches with their dry weight recorded. When ready to be used in an
experiment, these samples were then exposed to ambient conditions of 16 °C to
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20°C, RH 60 % to 85 %, to absorb moisture from the air. Once the weight of the
samples achieved the target moisture content by weight, they were immersed
under oil in the oil bath.

After the pressboard has sat immersed in the oil bath for a period of days,
the moisture content in the pressboard and oil reach an equilibrium state, of-
ten different from the initial conditioning. This was discovered after periods
of particularly dry conditions within the laboratory (RH <60 %), partial dis-
charge would be particularly hard to initiate; even with new sharp needles and
prepared pressboard. This is due to the oil bath releasing water content within
the oil, and by migration of water, also within the pressboard, to the surround-
ing atmosphere when there is a significant humidity differential between the
mediums.

6.1.1 Comparison Methods

As in Chapter 5, an Omicron MPD600 coupling capacitor system is used as the
primary comparison source and for monitoring the progression of discharge from
the pressboard. This again was connected with the developed synchronisation
system to allow for sample-by-sample comparisons with the other measurement
methods. The Optics11l OptimAE solution is set up almost identically to the
void experiment with the 2 different sensor heads attached to the tank wall
of the plastic oil tank, and one attached to the PZT on the fibre path for
synchronisation.

6.1.2 DAS Setup

DAS sensing fibres were attached in multiple ways to the pressboard: firstly, in
direct contact underneath the board. This was so the fibre was not in the way
of the progressing discharge, and so that additional tracking paths along the
fibre itself were not created. Multiple various lengths of fibre: a single pass of
fibre, 1 m, and 5m coils were glued in place to provide good acoustical contact
and as to provide data on comparing different lengths of fibre on sensitivity.
Later on 3m was also added as an in-between. This also provided repeat meas-
urements for ensuring observed data was indeed from the PD source and not
noise. Specifically, cyanoacrylate was used due to its brittle nature giving better
transmission and coupling of strain than other compatible glues [174]. Secondly,
another set of fibre coils were positioned at the wall of the tank, under oil for
a more direct comparison with the external acoustic sensors. The fibre connec-
tions to and from the various fibres under test are detailed in appendix A.2.
Again, a 100m quiet coil is used before the experimental sections. Following
that, the glued pressboard sections are connected end-to-end with 5m spacer
fibres, then the separated by oil coils behind the pressboard, and at the tank
wall in the same position as the OptimAE solution. Finally the same PZT
synchronisation system as in Chapter 5 is used.

The setup is pictured in Figure 6.3 showing the coupling capacitor system,
patch and reference fibres, as well as the pressboard under oil in the tank. The
OptimAE system is not shown as at the time that the picture was taken, the
OptimAE system was not available.
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Figure 6.2: Schematic diagram showing the simplified (top), and detailed (bottom) fibre connections made from the DAS unit,
through the fibres under test to the PZT. The bottom detailed view shows how different lengths of FUT are separated in distance
channels.
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Figure 6.3: Picture of the pressboard experiment showing the
coupling capacitor, DAS fibres and the pressboard itself. OptimAE
system missing due to availability at the time of picture.

6.2 Characterisation and Progression of Discharge

Characterisation was principally achieved through analysis of the PRPD plots
from the Omicron MPD system along with comparison to previous work into
investigation of discharge at the oil-pressboard interface [175]. Discharge ini-
tially starts with surface discharge with the PRPD plots showing large cones
of discharge on both half cycles: Figure 6.5a and Figure 6.5b. The small dis-
charges can be seen by eye racing across the surface from the needle tip. After
15-20 minutes of this intense discharge, visible arcs cease, and the PD instead
starts to occur within the pressboard surface and starts to dry out slowly produ-
cing white marks across the surface (as in Figure 6.4). This concurrently occurs
whilst the discharge PRPD decreases in peak magnitude but builds in number of
lower amplitude events in line with [175] - Figure 6.5¢ and Figure 6.5d. Slowly,
the amplitude of this discharge tends to both increase into the nanocoulomb
range as the larger discharges occur along non-fully conductive tree branches,
but also many more smaller discharges per second where the increased electric
field at the tip of the tree is slowly progressing (Figure 6.5¢). Eventually, the
drying process produces an increased gap between the electric field and ground
as well as no more large discharges within the branches themselves, resulting
in a sudden drop in discharge levels to single digit pico-coulombs that continue
until the treeing and carbonisation process from the needle tip can get close
enough to different sections to initiate further large discharges.
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Figure 6.4: Detail of arcing progression at needle tip after
approximately 1 hour. Dried tracks within the pressboard can be
observed as well as black carbonisation at the needle tip.
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Figure 6.5: PRPD plots from the Omicron MPD system showing
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6.3 Results

The following results start with the output of the high sample rate acoustic
sensors from Opticsll showing the correlation of electrical-detected events to
observed acoustic emission and then moving on to compare this with the DAS
results. These initial results use the 3m section of fibre at the tank edge for
comparison to the OptimAE and conventional methods as this has the best
SNR out of the different fibre lengths measured. Events seen as spikes in the
DAS data as previously seen and modelled show up synchronised in the other
measurements. Comparison of the other fibre lengths and locations in relation
to the source PD are completed in the later Section 6.4.

6.3.1 Acoustic Sensors

During the initial phases of surface discharge across the pressboard surface, the
OptimAE system captures many events at large signal to noise ratios. Figure 6.6
details the output of both sizes of sensors for just over a 300ms period, in
which all 25+ discharges that are seen in the electrical measurement produce
corresponding acoustic spikes within 1 ms. The peak amplitudes of these spikes
vary widely between single-digit nanometres of movement of the sensor head, to
the largest seen movements of 182nm. A rough observable correlation can be
seen between the amplitude of the electrical discharge, and the peak amplitude
of the acoustic emission as detected by the OptimAE system.
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Figure 6.6: Top: Output of the OptimAE sensors (of resonant
frequency 50 kHz and 200 kHz) attached to the tank wall during
surface discharge across the pressboard. Bottom:
Time-synchronised electrical measurement shown in the bottom
panel measured from the Omicron MPD system.

Looking at a single PD event in more detail in Figure 6.7 shows the initial,
large impulse which rapidly decays to a much lower amplitude ringing, lasting
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Figure 6.7: Zoomed section of Figure 6.6 during a 1.8 nC partial
discharge event during the surface discharge phase of the pressboard
progression. Time-synchronised electrical measurement shown in
the bottom panel measured from the Omicron MPD system.
Zoomed panel for detail of the 200 kHz sensor at the impulse event.

multiple milliseconds. The 200 kHz sensor has a greatly reduced amplitude in
comparison to the 50kHz and fails to see the initial impulse. As the sensors
are located within 5 centimetres of each other, this difference in response is at-
tributed to the different frequency characteristics of each sensor. This variation
between the sensors is seen throughout this experiment.

In order to correlate and plot the acoustic energy seen by the OptimAE
system as compared to the conventional PD amplitude, SciPy’s peak detection
function in python was used to create a time-series list of events. The precise
start and end of the impulse was then found by iterating over the data in
the reverse and forward direction respectively for each side until 25 successive
samples (a period longer than the observed ringing frequency) were below a noise
threshold value of 0.3 nm. This produced the time windows shown in Figure 6.8.
The total equivalent acoustic energy seen by the OptimAE system during each
event was then calculated by squaring the signal and integrating over the time
window producing a value proportional to the energy in an event. This figure
is then normalised between 0 and 1 for the whole data for comparison.

By plotting the acoustic energy against conventional PD amplitude in Fig-
ure 6.9, a reasonable correlation is observed with some scatter due to the vari-
ation in PD source location. This variance in location provides a different acous-
tic path length to the sensor head, with differing amounts of absorbtion and re-
flections summing to the total energy measured, resulting in the scatter. Events
under 150 pC begin to lose this positive correlation. Although these events
maintain detectable low OptimAE amplitudes above the noise, they no longer
fit a linear line. This is most likely due to small PD events occurring deeper
within the pressboard at the tree branch tips meaning that the produced AE is
significantly reduced by the surrounding bulk material compared to discharges
closer to the pressboard surface.
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Plotting multiple single impulse events on the same axes across different re-
peats of the experiments with the same sensor locations gives the result seen in
Figure 6.10. A common fundamental frequency and modulation of said funda-
mental! is present in all 3 examples. Calculating the frequency of this primary
wave based on the repeated wavelength comes out at approximately 36 kHz with
an impulse tail length of greater than 1 ms. This waveform looks very similar to
the modelled acoustic and DAS system from Section 4.2.3. The results of which
are repeated in Figure 6.11 for ease of comparison. The two traces share many
similarities: both have an initial large spike that is immediately followed by a
damped oscillatory response: and both have a similar fundamental frequency
to ringing length ratio, even if the time scales do not match. From this, it
can be deduced that the modelling is a good analogue of the complex acoustic
processes and given the correct fundamental parameters, the model can closely
match experimental results.

10.0

0.150 0.200 0.250

AE Amplitude [nm]

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5
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Figure 6.10: Detailed graph of the acoustic impulse as seen by an
OptimAE sensor of multiple PDs synchronised by the first large
rising edge during pressboard discharges. Similar details of the

fundamental frequency and modulation are seen. Samples
(differentiated by colour) were taken from the same pressboard
sample, but across different experimental repeats.

1Highly dependent of course on the surrounding geometry and materials as presented in
Section 4.2.3
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Figure 6.11: Repeat of Figure 4.7: Modelled acoustic emission plot

of the strain in arbitrary units of a one-element receiver array at the

fibre position beneath the pressboard source.

Frequency Spectra

Figure 6.12 shows the frequency spectrum of recorded OptimAE data from both
sensors during a 100 second window. Even despite the two differing resonant
frequencies of the sensors, a significant amount of frequency band energy is
seen in the 35kHz to 70 kHz region. Additional spikes are seen above 200 kHz.
There is very limited content under 20kHz where the fundamental acoustic
range of the DAS system lies. Of course, the sensing is not limited to this due
to the undersampling effect as mentioned. The resonance of the 50 kHz sensor
clearly makes a large difference in the amplitude of detected events around that
frequency band: an order of magnitude or larger at the 45kHz peak.

The multiple spikes seen, and harmonics thereof, above 200 kHz are constant
throughout the discharge progression. Therefore, these frequencies are likely
related to the environment and size of acoustic cavities such as the pressboard
itself rather than the source discharge. An attenuation would be expected for
the higher frequencies as the sensors are mounted on the outside of the tank
wall (whereas the DAS fibre is placed internally).

Reducing Data

As the OptimAE system generates 1 MSs ! of data, and each sample of each
channel is stored as a 24-bit number; the system produces 6 MBs ! that need to
be stored. Over a typical measurement period of discharge of 60s to 120s, the
resultant data size, including metadata and overheads, is 490 MB to 980 MB.
This size of data is fine in terms of storage, considering today’s easily available
bulk storage, but plotting data of this size into readable graphs is difficult and
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Figure 6.12: Frequency spectra of the OptimAE sensors during
treeing discharge with resonant frequency 200 kHz shown in purple,

and resonant frequency 50 kHz in red. FFT window taken across
100 seconds.

time consuming due to the graphics processing involved. Therefore, a method
of reducing the data set size, whilst keeping the important features was enacted:
a form of down-conversion.

The data, D of size n, is chopped into chunks of size S, derived from the
down-conversion ratio which is a ratio defined against 1 (i.e. 4:1 compression
makes S = 4). For every chunk of data D[i : i + S]?, the chunk is reduced to
a single sample defined as the maximum of the data in that period using the
function®:

n n

D =W, (Dlilredueea) = V1, (max(D]iS : (i +1)8))) (6.1)

This down-sampling is applied when viewing data on graphs where single
samples are invisible to the eye and the raw data size would be immense. Typical
down-sampling ratios are 100:1 or 1000:1 depending on the time scale of the
graph. On figures with more detailed information, the original data is instead
used as the graph limits are much closer together and allow for viewing of the
detailed data. A similar type of dynamic conversion is often implemented in
computer images, known as mipmaps, giving the same bonuses of increasing
rendering speed, and reducing aliasing artefacts [177].

2Where D[z : y] is the Python slicing syntax meaning the values of D between the indexes
of z and y.

?"I/IF:0 is used here as an iterator symbol, proposed by [176] from 0 to %
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6.3.2 DAS

Starting with data from Figure 6.13 in the 3 m coil next to the OptimAE sensors
in Figure 6.13, with direct line-of-sight to the top of the pressboard, spikes show
up that correlate to both the OptimAE and electrical measurement. The dis-
charges in this data are a mix of larger discharges in amplitude corresponding
to surface discharges and across partially non-conductive already existing tree
structures as well as much smaller discharges (below 50 pC) at the tips of the
trees slowly drying and forming new branches. The shape of each of the acoustic
events can be seen in better detail in Figure 6.14; with a profile like those seen
by the OptimAE: a larger impulse at the front, and then ringing. However,
distortion from the much lower sample rate is clearly visible. The ringing that
is observed, is at the Nyquist frequency of the data and is not indicative of that
frequency being present in the originating acoustic signal. As previously dis-
cussed in Section 4.1, this distortion and warping is from the mismatch between
sampling and original frequencies, coupled with the very small sampling window
of the DAS. DAS achieves 63% detection rates with this setup and is repeat-
able even with varying the position of detection. Comparisons of different fibre
sensing lengths will be detailed later in Section 6.4.
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Figure 6.13: Data taken during surface and treeing discharge of the
pressboard experiment. (a) Amplitude of AE in purple, as measured
by the Opticsll OptimAE sensor. Measured in displacement of
sensor element. (b) Phase output of the DAS system in red,
corresponding to the 3m coil of fibre suspended in oil next to the
OptimAE sensor. (c¢) Absolute amplitude of PD events in amber, as
measured by the Omicron MPD600 system. As the events recorded
by the Omicron system are not continuous, the crosses indicate
partial discharge events with the vertical lines added for better
clarity.
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Figure 6.14: Zoomed in detail of a PD event from Figure 6.13. (a)
Amplitude of AE in purple, as measured by the Opticsl1 OptimAE
sensor. Measured in displacement of sensor element. (b) Phase
output of the DAS system in red, corresponding to the 5m coil of
fibre suspended in oil next to the OptimAE sensor. (¢) Absolute
amplitude of PD events in amber, as measured by the Omicron

MPD600 system.

At first glance, the peak amplitude of these spikes appears to have a correl-
ation with the high sample rate acoustic and conventional PD amplitude. This
is also more apparent looking at a longer-format figures in Section B where
greater time-spans are shown: Figure B.1 and Figure B.2. Plotting the correl-
ation between OptimAFE and the DAS measurement, Figure 6.15 shows that a
rough correlation is developed. The method for estimating the energy seen in
each event used for the OptimAE system cannot be reused for the DAS data
due to the lost information from undersampling. So instead, peak amplitude
for each event was used as obtained by a peak-detect algorithm shown first in
Section 5.4.2. The grouping is not as good as between the electrical measure-
ment and OptimAE, but still demonstrates an increase peak DAS amplitude
for a given acoustic energy from the AE which makes sense given both methods
are measuring the acoustic signal. The increased scatter as compared to the
original AE/Omicron correlation is due to the undersampling process removing
important acoustic information. Given a DAS system with a better sampling
frequency, this correlation would be expected to tighten more towards a straight
line, providing better single-event information. As it stands, the DAS is able to
provide a definitive detection ability as well as an estimation of PD size given a
time period long enough to capture significant number of individual events.

As alluded to, the spread of events seen, even at higher electrical discharge,
sometimes falls below the noise floor. The reasons why this occurs has already
been covered in Section 4.1 and is due to the sampling of non-periodic impulses
(the acoustic emission from the PD). Additionally, the noise floor in the lab
fluctuates from the various machinery turning on and off, as well as footsteps

106



0.8 X
0.7 x X
X x
x
= 0.6 % x X
% Xy X xxx x %
EO X X% * x x % X X
X
< XX e X % x
E 0.4 )K% %‘i‘ 3 X x XX % X
& X Xg % X X § X ¥ X
9 & XX X R By XX
< X X x X x X x
a %}’x X X X
0.3 1 b'e x)§xx X
. x: X %2 x)& x x§(Xx
X
X%gg;é W% xx X X
021 B x X X %
Tk X, X » X x X
K X X
0.1 X x
0.0 0.2 0.4 0.6 0.8 1.0

Acoustic Energy [AU]

Figure 6.15: Correlation between amplitude of events seen by the
high sample rate acoustic sensor, and the DAS system across the
same 10s period as in Figure 6.9.

and external vibrations from traffic outside. This noise of below 0.05rad is the
main source of error within these measurements, other than issues caused by
undersampling. Figure 6.16 is a good example of events dropping below the
noise floor. In the first event the starting impulse is still visible, but the ringing
previously demonstrated is hidden in the noise. The later events are almost
totally below the noise floor, with only tiny changes to the trace that can be
observed given the time information from the other measurements. Without
the comparison, these events would likely be dismissed as noise.
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Figure 6.16: Detail of PD events at a lower electrical (280 pC to
480 pC) and acoustic amplitude. Deviation in the DAS data at the
time of each event can be observed, however is very close or below
the average noise floor.
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6.4 DAS Position Comparison

Previously, the main data presented was at the position corresponding to the
3m fibre section by the tank wall. The reason behind choosing this position
for analysis was that that position gave the best SNR out of all surrounding
positions, as well as providing better like-for-like comparison with the OptimAE
high sample rate acoustic sensors due to proximity. Figure 6.17 shows several PD
events consisting of the different lengths bonded the pressboard and the different
lengths at the tank wall separated in oil. First, the fibres with mechanical
contact underneath the pressboard: the signal is significantly lower than fibre
simply suspended in oil at a greater distance from the pressboard, but with
line-of-sight to the top surface. This reinforces how absorbent the pressboard
material is for acoustic signals; the AE from the PD events are attenuated as
they travel through the material, resulting in a lower amplitude. Secondly, by
examining the data in all positions, the largest peak amplitudes are seen in the
coils of 3m and 5m. The 1 m sections, and especially the single passes of fibre,
have increasing reductions of amplitude resulting in the events falling beneath
the noise floor. This is believed to be caused by the increasing lengths having
an increasing proportion of the spatial samples in each gauge length of the DAS
system. Thereby AE introducing strain in across a region producing a larger
amplitude. If the gauge length was able to be decreased without significantly
increasing noise, given this hypothesis, the shorter lengths of test fibre should
have amplitude similar to that of the current, longer pieces. This finding is
consistent throughout all of the tests undertaken with the DAS system, and
shows that a single pass of fibre, at this time, is not usable as a detection
method except under breakdown events.

The 3 m sections as shown in Figure 6.17 have greater amplitude than the 5m
sections. Even comparing the cumulative sum of the square of the amplitude
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giving the total of energy measured, shows that the 3m sections outperform
both the longer and shorter test fibres. Given that the gauge length effectively
averages out the spatial samples, a maximum length of fibre being in contact
with the acoustic signal should therefore generate the largest signal. Two poten-
tial explanations are either the coil of fibre is cancelling itself out, or the larger
coil in the longer sections imposes a greater acoustic-impedance inconsistency
causing an attenuation.
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Figure 6.17: Comparison of different DAS fibre positions and
lengths. 2 PD events seen. Single pass refers to a length of around
15 cm, enough for the fibre to enter and exit the oil at the specified
position. See Figure 6.2 for how the fibre positions relate to each
other.

If an acoustic wave is imagined passing across a coil of fibre, depending
on the wavelength of the approaching signal, the wave will impart multiple
additional positive and negative displacements onto the fibre. When the fibre
is interrogated, these positive and negative strains will somewhat cancel each
other out across the gauge length. Specifically, the wavelength of a signal with
a frequency of 60kHz, the recorded peak of the AE, in 20 °C oil with a wave
velocity of 1480ms ! will be 24.7mm [178]. This is approximately half the
diameter of the coils in the experiment and could likely be the fundamental
cause. If not necessarily because of the cancellation, but perhaps also due to
different resonance modes getting excited as the coils are close to this integer
2x wavelength.

The other hypothesis is that the increased number of turns required in the
coil to achieve the longer lengths could cause a change in the effective acoustic
impedance, resulting in less acoustic transmission into the fibres. However, this
effect is much less likely to produce such a drastic effect than what is observed.
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PRPD

By utilising a zero-crossing detector on the high voltage supply and the PZT
used for initial synchronisation of the various systems, a reference was injected
in DAS and OptimAE from the voltage waveform. This allows the common
analysis technique of PRPD, already utilised on the electrical Omicron system,
but instead applied to the acoustic methods. To achieve this, the voltage output
of the CPL542 quadripole shown in Figure 5.12 was connected to the oscillo-
scope (still triggering the pulse generator for the PZT) and triggered on the
rising-edge zero crossing. By searching and recording the sample position of
each 50 Hz trigger, the remaining samples are segmented into sections: each re-
ferring to one cycle of the AC waveform. These sections are then folded onto a
scatter plot resulting in an x-axis of electrical phase in reference to the trigger.
Figure 6.18 shows the resultant graph in comparison to the Omicron-generated
PRPD graph. The colour representing density of events was calculated by cal-
culating the distance between each point and every other point, increasing the
colour scale when the distance was below a threshold value. Other analysis
methods such as PSA do not work for DAS data due to the system not detect-
ing every sequential pulse.

HPD 600 1.1
Qiec
9333 pC

...[rad]

Peak...DAS... Amplitude

HPD 600 1.1:
Vv2
30.20 kv
Vs

6370 kv
fv

49.96 Hz

50 100 150 200 250 300 350
Electrical.... Phase. . [degrees]
(a) DAS (b) Omicron
Figure 6.18: Comparison of PRPD plots using data from just the
DAS system in (a), and the Omicron system in (b). Similarities can
be seen with a larger number of events seen in the positive half
cycle of the DAS. Colour indicates the density of points.

During this 1 minute capture, PD rates were approximately 160 PD /s with
an average PD amplitude of 934 pC and a peak of 2.9nC. The DAS positively
identified 70% of these PDs as compared to the electrical measurement. Both
plots clearly have the same patterns of increased amplitude discharge on the pos-
itive half-cycle, a gap during the positive / negative transitions, and decreased
amplitude discharge on the negative cycle. Due to the higher amplitude peaks in
the positive half-cycle, more events in DAS are recorded, resulting in the higher
density of points. This shows that given a reference trigger, PRPD analysis can
be applied to DAS data allowing possible classification of events and removal of
noise shown by points uncorrelated to the voltage phase angle. An example of
this is in Figure 6.19, where a band of points is seen at the bottom uncorrelated
with the voltage phase. This data is from a different pressboard sample but
shows the same 2 groups of points.
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Figure 6.19: DAS PRPD plot where the noise floor of the DAS can
be seen as a continuous band of points. Colour indicates the density
of points where yellow is the highest.

From Figure 6.18 and 6.19, a delay can be observed that is constant between
the DAS plots but offset from the electrical measurement in Figure 6.18. The
peaks and tightest group of points should occur at approximately 70° and 260°,
but instead shows at 120° and 320°: an offset of approximately 50° to 60°. This
is equivalent to a 3ms time delay, and is partially from the acoustic transmis-
sion delay (contributing as previously seen below 1ms) and primarily from a
synchronisation delay not from the original system in Section 5.3, but from
the zero-crossing detector used. With calibration, as this delay is shown to be
constant, the correct phase information can be obtained.

6.5 Conclusion

DAS has been shown to detect partial discharges across the oil-pressboard inter-
face in excess of 100 pC. This detection still requires a coil, or repeated section
of fibre with a preferred size of approximately half the gauge length, in order
to gain acceptable signal above the noise floor. Compared to void discharges,
there is also an increased percentage of identified events within the DAS sys-
tem. Correlation between the DAS, high sample rate acoustic, and electrical
measurements was shown with decent relationship between the high sample
rate acoustic and electrical, and a similar but more scattered version between
DAS and acoustic. This increased scatter would be expected to decrease given
a higher sample rate DAS system in future. This ability for the DAS system
to reliably pick up the acoustic signals is very dependent on the position of
the fibre in relation to the PD source: fibres must be placed in positions that
are acoustically transparent to the released acoustic emission from partial dis-
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charge events (i.e. not shaded by acoustically absorptive materials such as the
pressboard itself as demonstrated in this experiment).

The evidence provided in this chapter highlights the current best application
of DAS: PD detection within HV transformers, specifically as a trend monitor-
ing system. This is because void and creeping treeing partial discharges, both
important lifetime indicators [179], have been shown to be successfully detected
and the acceptable limits during online operation is within the current detec-
tion range [168]. The fibre is easily wrapped around the existing electrical coils
providing good acoustic coupling and the required lengths of fibre to achieve the
shown sensitivity. Some transformers, as already mentioned, already contain a
suitable fibre installed at the factory for hotspot detection as part of the build
process. Through a mix of DAS and DTS, hotspots and overall temperature
profiles can also be simultaneously measured. With an integrated zero-crossing
voltage signal, the DAS output can be resolved using a PRPD plot which closely
matches that of standard electrical measurements, despite not identifying all
PDs that the electrical method sees. As each zero crossing was recorded on
each system respectively, the earlier time slip issues do not have an effect on
this analysis method.
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Chapter 7

Concluding Remarks

This work presents for the first time DAS as a fully distributed detection system
for partial discharge. DAS was shown to be able to correctly identify partial
discharge events at any position along the length of the fibre, given a reasonable
source PD amplitude of at least approximately 100 pC. Introduction of a syn-
chronisation system to the applied voltage also enables this method to employ
PRPD analysis for better understanding of the discharges occurring as well as
synchronisation with other measurement systems. A correlation of peak DAS
size and acoustic energy was shown to exist between the high frequency AE
and the reported DAS data. Given the trend in development of DAS systems
pushing the maximum sample rate of a section of fibre, the performance gap
between discrete acoustic sensing and a DAS measurement for a specific location
should converge; furthering the ability to estimate PD size given an observed
peak DAS amplitude.

Undersampling was a key feature of the mechanisms behind DAS detection of
PD, and is often mis-represented in systems in which short sample windows are
employed leading to erroneous conclusions of DAS not being suitable for partial
discharge detection. This inherent feature of DAS systems has been explored in
this research, where the ability of low sample rate DAS systems can detect high
frequency AE from PD. Modelling of both the surrounding acoustic environment
as well as the complicated DAS processes were completed and found to closely
match experimental results, confirming the assumptions during creation.

Under void discharge, detection was achieved down to 18.55 pC with the void
very close to the sense fibre. PD over 150 pC was detected more easily with a
higher signal-to-noise ratio, even at lower discharge rates. For pressboard treeing
discharges across the oil-pressboard interface, AE was found to be better picked
up with direct sight of the area through oil, achieving a minimum detection fig-
ure of 120 pC due to the effects from the acoustic properties of the pressboard
material readily absorbing acoustic energy. The In addition, as compared to
void discharge, a higher percentage of PD events were correctly identified. The
minimum sensitivities found are extremely useful for on-line detection of PDs
that may be occurring in high voltage infrastructure. Given the inherent loc-
alisation features of DAS and distributed nature, these combined features in a
single package produce a very unique and useful measurement system. As the
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DAS technique demonstrated the highest, repeatable sensitivity with treeing
discharges, and need for a coiled section, the best-suited application for this
method is in HV transformers. With a fibre wound within the windings of a
transformer, PD within acceptable limits can be detected and located, and the
fibre can also be used for other measurements such as DTS. Within an HV sub-
station or similar site, multiple items of HV plant could be connected in series
with the same optical fibre using the inherent positional localization mechanism
of DAS to separate signals from different items; thus requiring only a single
DAS unit.

A number of current limitations are identified with utilising DAS as a PD
tool at this time. Namely, the requirement of a coiled section of at least a 2-3m
to gain the discussed sensitivities. In the best case situation, the detection rate
of PD events is less than 100% due to the under-sampling nature of the DAS
technique. For the majority of applications this does not represent a problem:
sampling over a period of at least a few minutes is sufficient given sporadic
discharge to provide information on the occurrence and location of PD, as well as
size trends. Shadowing of acoustic emission by absorbative materials, combined
with the current need for a coiled section leads DAS to be more application
limited in its uses. The best scenario for this technology currently seems to be
within transformers.

Time-domain analysis such as PSA cannot be applied to DAS due to the high
chance of missing sequential pulses either through randomness, or by shading of
pulses within a short time-frame. Synchronisation issues, specifically time-slip,
is problematic between multiple measurement systems. However, it is unlikely
for real-world measurements to require such tight synchronisation between dif-
fering systems for analysis. The DAS method is unlike many existing PD detect
systems as in its current for. Although it is not the best method for measuring
absolute size of PD, its omnipotent technique allows thousands of measurement
locations to be simultaneously sampled with immunity to electromagnetic in-
terference and inertness to chemicals.

Advanced processing routines for accumulating and reducing data set sizes
from the large, raw files produced by the DAS system were designed and can be
found in Section C alongside the synchronisation utility for finding the specific
pulse train used for synchronising the different measurements together.

Additional uses of the DAS measurement technique were identified as instant
detection of faults and breakdowns within a multitude of scenarios such as
cables, transformers, and substations. This presents many benefits over classical
fault detection and pinpointing, massively reducing time and costs spent in the
normal process. DTS was also mentioned to provide additional metrics on cable
runs for dynamic load calculations and hot spot detection. DTS combined with
DAS could provide a powerful combination for both fault/PD locating as well
as hotspot/fire detection at the same time only requiring a single fibre and
measurement equipment.

Further Research

Further research into the use of DAS as a PD tool splits into two main sections:
the sensitivity of the system, and the validation of applications. By performing
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experiments on specimens of transformers and other applications, comparison
can be made between these initial lab conditions and real-world scenarios. An
initial expectation with these experiments would be a similar result from the
comparison of different sensing locations in Section 6.4, where sensing fibres
with an acoustic path without absorbative materials seeing good amounts of
PD events.

Further work into improving the sensitivity should be considered covering
not only the signal to noise ratio of the system itself, but also decreasing the need
for coiled fibre. Fibres used as part of a cable assembly typically are not a single
strand, but contain many fibres bundled together to provide multiple avenues
of communication. By applying DAS on multiple fibres in the same bundle,
and through similar digital processing to the gauge-length stacking used in the
APSensing system, sensitivity could be increased compared to a single fibre pass
by using the additional fibres as more sensing fibre length.

Work utilising higher DAS sampling frequencies would give indications to
where sensitivity issues lie: whether by undersampling of fundamental DAS
technology. Increasing the DAS’s sample rate to higher frequencies would also
produce a higher number of detected PD events by a linear relationship in
addition to aiding characterisation of PD and increased accuracy of PD size
estimation.

Fault detection was not a focus of this research, but the DAS technology leads
itself very well to obvious detection and location of such events. So far there is
lack of published papers on the use of DAS for these kinds of protection systems,
and results shown in this thesis present evidence that DAS has the potential
for providing this service but has yet to be proved in real world conditions.
If successful, it would greatly reduce time taken to locate and detect faults
including possibly a speed and accuracy in finding high resistance faults due to
PD detection.
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Appendix A Additional Experimental Procedures
and Data

A.1 Synchronisation Procedure

Precise synchronisation across different systems is quite difficult to achieve. The
following is the utilised checklist during the various experiments to ensure as
tight timing between the systems as possible.

1. Connect all systems to synchronisation source

e For omicron system, tee in the synchronisation source to the PD
input from the quadrature splitter

e For DAS, as the sync pulses are shorter than the sample rate, a gated
frequency source is used to excite a Piezo-electric transducer (PZT)
located at the end of the fibre

2. Start all systems recording

Trigger two synchronisation pulses with a spacing of 2 seconds

- W

Reconnect any swapped cables with the proper sources
5. <Run the experiment>

6. Run each dataset through the synchronisation program (detailed in Ap-
pendix C) to generate the offset file detailing the time difference between
the start of the data, and the sync pulse.

7. These offsets are then used when combining data to correctly match up
the datasets

116



A.2 Pressboard Fibre Layout

Item Actual Cumulative Point of Interest
Length [m] Position [m] | Measurement
Location [m]
DAS 0
Patch Fibre 50 50
100m Quiet Coil 110 160
FUT Under Pressboard | 5 165 162
5m Separator Fibre 5 170
FUT Under Pressboard | 1-2 172 171
5m Separator Fibre 5 177
FUT Under Pressboard | <1 178 177
5m Separator Fibre 5 183
FUT Behind Pressboard | 5 188 185
5m Separator Fibre 5 193
5m Separator Fibre 7 200
FUT At Tank Wall 5 205 203
10m Separator Fibre 10 215
FUT At Tank Wall 3 218 217
10m Separator Fibre 12 230
FUT At Tank Wall 1 231 232
10m Separator Fibre 10 241
FUT At Tank Wall <1 242 242
10m Separator Fibre 10 250
Patch Fibre 50 300
PZT 10 310 308
End Fibre Spool >2km >2km

Table 1: Detailed list of fibre connections and positions in the DAS
chain, in order of connection
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A.3 Anycubic Printer and Resin Data

Parameter Value

Printing Technology LCD-based SLA 3D Printer
XY DPI 47 nm (2560 * 1440)

Y Axis Resolution 1.25 pm

Layer Resolution 25 pm to 100 pm

Max Printable Volume 115mm * 65 mm * 155 mm

Table 2: Specifications for the Anycubic Photon LCD-based SLA
3D printer [167]

Parameter Value
Solidify Wavelength 405nm
Hardness 79.0
Solid Density 1.184gcm 3
Tensile Strength 23.4 MPa
Colour Aqua-Blue

Polyurethane Acrylate: 30-60%
. Acrylate Monomer: 10-40%
Composition
Photoinitiator: 2-5%

Colour Pigment: <2%

Table 3: Specifications for the Anycubic Basic Aqua Blue Coloured
UV Resin [180]

Appendix B Extra Results

The following extra results on the next pages consist of longer-format data: i.e.
similar presentation to those found in the main sections but covering a wider
period of time where details may not easily be seen, but overall trends are more
straightforwardly identified.
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Figure B.2: More OptimAE, DAS and Omicron measurements during pressboard discharge across 5 seconds. A good correlation
between amplitude of detected events can be seen. The Omicron electrical measurement is shown without X’s as in previous
figures due to the density of data.
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Appendix C Code Segments

Most of the Python code uses pandas DataFrames for data storage and manip-
ulation. This enables the use of many SciPy and NumPy functions to achieve
the required data processing. As Python is a implied-type language, assume
DataFrames are used where arrays are observed.

def downConvertPeak(data, order):
# down converts data by using peak detection (think oscilloscope peak detect)
< by an order
if not isinstance(data, pd.DataFrame):
data = pd.DataFrame(data)
print ("Downconverting data...")
df = pd.DataFrame(columns = data.columns)
index = data.index
max = int(len(index)/order)
for i in range(max):
if i % 50==0:
print ("Downconverting "+str(i)+"/"+str(max))
df .loc[index[i*order]] = data.iloc[i*order: (i+1)*order,:].max()
print ("Finished")
return df

Listing 1: Peak-maintaining down conversion used to decrease large
datasets without removing peak information as seen with OptimAE
data.

def findSyncPulses(self):
tryAgain = True # for if we want to try tighter constraints
tryAgainUndo = False # for stepping back in max range (from FUDGEFACTOR) as we
< might have tried to sync too tightly, and lost the pulses
FUDGEFACTOR = 0.005 / 2 # number in seconds of the max distance we should try
< to find the pulses

while tryAgain:
offsets = []

# the following assumes pulses in the format: | <-200ms-> | <-50ms-> | <-200
<> ms-> | <-50ms-> |
print("--------- Attempting Sync attempts------------ ")

for i in range(len(self.gatedIndex)-4):

offset = self.gatedIndex[i] # offset in index of sample points of where we
< are trying to find sync pulses

# start by assuming where the pulses should be

assumedTime = [offset+(0.200),o0ffset+(0.200+0.050) ,0ffset
— +(0.200+0.050+0.200) ,offset+(0.200+0.050+0.200+0.050)]

# for each pulse in sync train, try to find it in the data in our fudged
— range (as close as possible)
for j in range(4):
if len(findWithinRange (self.gatedIndex, assumedTime[j] - FUDGEFACTOR,
< assumedTime[j] + FUDGEFACTOR)) > O:
found = True
else:
found = False
break
if found:
offsets.append(offset)
print ("Found sync pulses that line up. Offset (seconds): %f, FUDGEFACTOR:
— (s): %f" % (offset,FUDGEFACTOR))

if len(offsets)>1:
if (tryAgainUndo) :
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29 tryAgain = False

30 else:

31 print("Multiple offsets detected, trying with smaller FUDGEFACTOR")
32 FUDGEFACTOR = FUDGEFACTOR * 0.8

33 if FUDGEFACTOR < (1 / samplingrate):

34 tryAgain = False

35 print ("FUDGEFACTOR is now <1, so stopping")

36 elif len(offsets)<1:

37 print("Unable to get any closer than the ones we had last round")

38 tryAgainUndo = True

39 FUDGEFACTOR = FUDGEFACTOR * (1/0.8) # undo the last fudgefactor as we’ve
< removed ALL our points

10 else:

41 tryAgain = False

13| def findWithinRange(list, lowerBound, upperBound) :

44 lowerBoundi = bisect.bisect_left(list, lowerBound)

15 upperBoundi = bisect.bisect_right(list, upperBound, lo=lowerBoundi)
16| return list[lowerBoundi:upperBoundi]

Listing 2: Synchronisation Processing: For a given input pre-filtered
by gating attempt to find a set of outlying pulses that line up with
the synchronisation timings with a decreasing error margin.
FUDGEFACTOR is the margin of error allowed between pulses
which decreases with sucessive iterations.

Appendix D Published Papers

The following pages show the latest versions of the published and in-review
papers written during this research.

e Jicable 2019 Conference: 123-128

e IEEE Sensors Applications Symposium Conference 2021: 129-132, (©
2021 IEEE. Reprinted, with permission)

o IEEE Transactions on Dielectrics and Electrical Insulation (In Review):
133-138, ((©) 2022 IEEE. Reprinted, with permission)
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ABSTRACT

This report investigates novel, initial experimentation in
detecting and measuring Partial Discharge along an
insulated cable using a fibre-optic-based Distributed
Acoustic Sensing system. Initial detection of in-air corona
and discharge has successfully been observed with a high
signal-to-noise ratio, thus more sensitive signals will be
able to be measured towards the goal of detecting partial
discharge. This method could present numerous
advantages over conventional Partial Discharge
measurement techniques including accurate positional
information, greater detection distance and immunity from
electrical noise.

KEYWORDS

Distributed Acoustic Sensing (DAS), Partial Discharge
(PD), measurement, detection, void discharge, distributed
measurement, fibre-optic, power cable monitoring

INTRODUCTION

Power cable PD detection and location is now a necessary
part of operating and maintaining a cable system and is
routinely used for condition monitoring. Conventional test
methods do not allow for the location of PD along cable
circuits to be determined accurately. This work presents an
optical fibre-based detection system that uses the minute
vibrations caused by Partial Discharge which disturb the
fibre, providing location and possible characterisation
about the event. A Distributed Acoustic Sensing (DAS)
system allows for precise localisation of PD without
electrical signal degradation at great distances. Other
measurements could be taken using the same system
using multiplexing, such as detection of mechanical
damage or larger discharges such as break-down events.

Present online detection methods such as high frequency
(HF) current and single-point acoustical emission
monitoring only provide very limited range and have no
ability to provide accurate localisation data other than
through time of flight between multiple sensors. By knowing
the location and size of discharges, it is possible to make
more informed asset management decisions.

Currently as far as the authors are aware, DAS systems
have not been used for fully distributed detection or location
of discharge activity. Therefore, this research is required to
investigate whether DAS is suitable for the detection of
discharge activity within a cable. Further research can
demonstrate whether discharge characterisation is
possible from DAS measurements alone.

OUTLINE OF DAS SYSTEMS

DAS typically uses a method called c-OTDR for detection
of vibrations that can be reconstituted into an acoustic
signal. Coherent Optical Time Domain Reflectometry (c-
OTDR) is a well understood technique used to measure the
Rayleigh backscatter along an optical fibre. A highly
coherent laser pulse is launched into the sensing fibre
which generates scattered light that is then collected on a
detector. The returning scatter then constructively and
destructively interferes with each other, as in an
interferometer, causing a change in the phase relation
and/or amplitude that is measured. However, as this
Rayleigh backscatter changes based on the strain that the
optical fibre experiences, by use of a fast-repetitive scan of
the fibre acoustical signals can be reproduced along the
continuous length of fibre. From comparison between the
time of launch to detected reflections and the known speed
of light down the fibre, the distance at which those scattered
reflections originate from can be determined.

As the returning signal is of very low power, collection of
this scattered light has to be taken over a measurable
amount of time. These time slots in which the scattered light
is measured, gives an inherent “binning” of physical
segments along the fibre known as spatial resolution or
gauge length. The sensitivity and SNR (Signal to Noise
Ratio) of the system is affected by the selection of this
spatial resolution. The measurement sections overlap by a
length known as “spatial sampling distance” thereby
allowing the spatial resolution to be accurately sampled.

Spatial Sampling

Distance Gauge Length

Sample 3 Sample 8

Samile 2 | Samile 7

Fibre

Figure 1: Graphical drawing of sampling terms used
in DAS

c-OTDR techniques are able to provide a long
measurement range, however longer ranges do provide a
limitation in that the spatial resolution and repetition
frequency are often impacted. A DAS system has recently
been reported with a measurement range of 125km, with a
spatial resolution of 8m [1]. As the measurement range
increases, the amplitude of the received backscatter
decreases due to fibre attenuation and therefore increased
light should be launched into the fibre to maintain a good
SNR. This can be achieved by increasing the optical pulse
width which therefore decreases the spatial resolution. The
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repetition frequency decreases simply due to the time that
the light pulse takes to reach the end of the fibre before a
new pulse can be launched. Therefore, experiments in lab
conditions can achieve much greater sampling frequency
than real-world cable lengths. For example, a 50km length
fibre optic can only achieve a theoretical maximum of f =
¢ 2.998e8 (2) . -
— =———5"=2001Hz where n is the refractive index,
2nd 149820 (m)
which for single mode fibre is 1.4982. Frequency division
multiplexing (FDM) techniques could be used to increase
the sampling rate in a linear fashion.

ACOUSTIC EMISSION (AE) OF PD

Partial discharge creates acoustic signals by exerting force
on the surrounding materials of the void discharge due to
the rapidly expanding gases. These materials are elastic
and therefore oscillate at ultrasonic frequencies producing
the acoustic emissions [2]. As the exciting vibration is
dependent on the size and shape of the void, it can be seen
that different void types create different emission spectra
and also that due to the force applied to the surrounding
material, the magnitude of the AE is proportional to the
magnitude of the PD. Between the AE and where a fibre
may be installed, surrounding insulation layers within a
cable will distort and reflect the AE due to the differing
acoustical properties of the material making the signal less
defined. A sensor such as a fibre optic installed inside the
cable however, would detect a much better signal than a
sensor mounted externally to the cable. The intensity of PD
signals is very small and is proportional to the energy
released in the discharge. The peak amplitude is reported
to be lower than -68dB ref. VuBar which approximately
equals 5.979dBSPL, so low that some researchers declare
as impossible to sense in a plain optical fibre with a DAS
method [3]. However, Posada-Roman et al. [4] discusses
the detection of AE of 1.3Pa with an optical fibre sensor
which is equivalent to 96.26dBSPL, which seems far too
large in amplitude for a PD event.

Acoustic detection is normally only carried out on
transformers, using discrete sensors and relying on the
ultrasonic transmission through the oil within the
transformer tank. With a distributed fibre-optic based
system, this solution of acoustic sensing can be applied on
any power cable that contains, or is mechanically joined to,
a fibre optic cable.

From the spectra that can be obtained from acoustic
sensors it is possible given enough measurement
bandwidth to classify the observed discharge into the
different PD types. Other work [5-7] shows that with a high
bandwidth of 400kHz, it is possible to characterize AE into
different shaped cavity/void discharges and treeing. Boczar
et al. [8] also demonstrates that the supply voltage at which
the PD occurs, does not influence the frequency or time
waveforms of the AE. However, this bandwidth is only
available to very short OTDR systems or ones that use
FDM techniques to improve sampling frequency.

ACOUSTIC ABSORBTION INTO
SURROUNDING MATERIAL

As the fibre used for DAS is not directly embedded within
the insulation of the cable where discharge may occur, the
vibrations must travel through various layers. Also, if the
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fibre is mounted externally to the cable such as at a cable
joint, likewise, vibrations detected by the fibre must pass
through the surrounding air.

By using equivalent equations to power transfer in an
electrical system, using the acoustic impedance of a
material it is possible to approximate the reflected and
transmitted power of these vibrations. The larger the
mismatch in impedance, the larger the reflected energy and
therefore the less energy transmitted, and the smaller the
signal detected.

From acoustic theory [9,10]:

. Z,—Z.
Reflectiony, = ﬁ (1)

The acoustic impedance of a material (Z) is defined as the
product of its density and acoustic velocity of a pressure
wave through the material. The acoustic impedance of the
various materials used in the construction of a power cable,
as they are all solids, are on the order of MPaSm-, and are
relatively constant. This results in the losses due to
reflection being low within the cable. In contrast, air has a
very low impedance at 420PaSm?, therefore at an
interface between the cable and air such as at a joint site
where the two are separated, only around 0.05% of the
overall acoustic power is transmitted. Therefore, for good
results of a DAS system applied to a cable, the fibre must
be in solid vibrational contact.

Due to this high mismatch in acoustic impedance, detection
is unlikely other than in perfect conditions with extremely
high sensitivity. In these extreme cases, such as violent
breakdown, the vibrations could be detected and act as a
method to quickly locate a fault site. The reflection between
layers inside the cable construction between the dielectric
and where the fibre may be mounted is significant at up to
90% reflection.

For cables where the detection fibre may be buried next to
the cable, the acoustical transmission varies greatly due to
inconsistencies in soil packing and the different
constituents. An estimated typical transmission is on the
order of 10-20% [11] with additional attenuation of around
0.2-0.8dB/cm-kHz [12] through the soil.

EXPERIMENTAL SETUP

An initial experiment was carried out as to determine the
viability of detection of discharge using a DAS system. It is
assumed that if a DAS system is unable to detect large
discharge that is much higher in amplitude of sound levels
than PD, it is extremely unlikely that the system will be able
to detect PD when embedded within a cable despite the
increased coupling between the insulation and fibre optic.

Glass insulator
10-20cm from

100kV sense fibre

Transformer

Sense Fibre

125m —»4—50m—>» +100m»+— 25m —»+100m



A 25m loop of bare single-mode fibre was initially placed at
a distance of 30cm in air, from a glass insulator. A 50m
patch cable was connected between the DAS instrument
and the beginning of a 100m vibration-isolated spool.
Another vibrationally isolated 100m spool was connected
after the fibre under test to provide a low-noise section of
fibre either side to increase signal to noise ratio. Figure 2
shows the background noise with no voltage applied to the
insulator.

0 L0

=

Fibre Coil
Test Section
Fibre Coil

Time

Reference Coil
Patch Cable

500-1000Hz F

140

0.0

a0 100 130 200 250 300 330

Distance (m)
Figure 2: DAS background noise between 500-1000Hz.
Down the entire length of fibre, the two large responses in

the 100-500Hz region correspond to the distance where the
50m patch cable is coupled on. These large signals (as
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compared to other coupling sites between the isolating
boxes) is attributed to the E2000 fibre connectors acting as
an in-line reflector, providing a much higher reflection
signal than the normal backscatter. The patch cable had a
thicker jacket and therefore was more rigid than the rest of
the isolated reels and sense fibre, and therefore might be
conducting more vibrations into the connectors than the
thinner, more flexible single-mode fibre that was used as
other interconnects. Compared with the HV equipment not
energised, the amplitude of detected vibrations is
significantly increased at a distance of 160m. This is
physically the closest point where a sensitive part of the
fibre (the connectors) is to the HV transformer and variac
and thereby can be concluded that this was the
measurement of 50Hz harmonics.

From basic OTDR simulations and the acoustic reflection
between air and other materials, it was expected that large
discharges could be seen with the fibre in air but anything
smaller than catastrophic breakdown would likely not be
seen. By moving the fibre so it would be physically attached
to the point of acoustic emission, or to something
vibrationally coupled, the high acoustic impedance
mismatch could be reduced thereby allowing the overall
sensitivity to increase by orders of magnitude. This was
tested by attaching the fibre to the base of the insulator.

DISCHARGE EXPERIMENT

Measurements were taken with an initial sampling rate of
2kHz, Gauge length of 5m and spatial sampling of 1.25m.
Figure 3 shows increasing and decreasing voltage applied

4.0
3.5 —~
5 = Py
8 3 3.0°=
e
(%} g =
8 i g
= 25~
2
2} =
20
=
g
- g
15 &
<
€9
o
1.0F
=)
L7
2
S
=i

ot

250 300 350

Figure 3: DAS 100-500Hz output with fiber in air at a distance of 30cms from insulator. Voltage ramped
up at 70 seconds to 47kV, down to 0 at 150s. Ramped up again at 180s through to breakdown at 250s
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to the insulator eventually up to the full in-air breakdown of
the insulator at 69.1kV. At the location of the fibre near the
discharge (275-300m), the decrease in detected vibrations
is almost imperceptible; likely not extractable given no
knowledge of the timing or position of the event. The nearby
E2000 connector has a much more pronounced response
due to a higher reflection. This reinforces the prediction
from acoustic impedance previously calculated, showing
that detection of small discharges through air is unlikely
except in the worst case of discharges.

By comparing the different frequency bands of the build-up
to the discharge, it was found that 100-500Hz output gave
the best signal at the point of discharge of any frequency
bands at the known sense fibre location. However,
compared to the surrounding noise in any of the frequency
bands it was extremely difficult to identify the discharge’s
acoustic emission.

By moving the fibre in contact with part of the insulator,
vibrations are then directly coupled rather than attenuating
through air and the boundaries into the fibre optic core. The
bare single mode fibre was wrapped circumferentially
around the outside of a PVC tube supporting the insulator.

As shown in Figure 4, there is a much greater signal and
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when corona starts to occurs, the signal is clearly visible
above all other noise in the same 500-1000Hz frequency
bin with a SNR of up to approximately 60:1 or 17.8dB. This
reflects an equivalent scenario with an embedded fibre
optic in a cable where the fibre optic is coupled through
solid insulation to the places where Partial Discharge may
occur. The experimental setup due to its non-perfect
mounting methods are likely reducing the signal more than
what could be expected in a cable. Thus, it can be expected
with this higher coupling ratio, a greater sensitivity can be
achieved and therefore PD would be able to be detected.

Previously identified noise such as at the connector
locations is still present, but the wanted signal is now at a
much higher amplitude that within Figure 4 it is not visible.

Most of the energy is detected as broadband across the
entire measurement spectrum with tail-off sub-500Hz and
above 9kHz. 50Hz harmonics are very strong in the
received data when corona discharge is occurring. From
this, it can be deduced that the fibre is picking up the
fundamental frequency of the discharge rather than the HF
components that most AE sensors detect (usually greater

gy 250

Test Section

500-1000Hz Frequency Domain Magnitude (rad)

9250 300 350

Distance (m)
Figure 4: 500-1000Hz output with fibre vibrationally attached to insulator. Max amplitude increased to 250
Voltage increased at 100s up to 15kV, 30kV at 200s and 20kV at 420s.
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Figure 5: 50Hz intensity against distance for different discharge conditions. Fibre attached to insulator at 275-
300m

than 5kHz). By looking at the 50Hz intensity along the
length of the fibre in Figure 5, the location of the discharge CONCLUSION

can be easily found with a decent SNR considering no de- This report has shown that fibre in equivalent conditions to

noising has been applied. one mounted inside of a cable that experiences vibrations
This is identified as an easy way of filtering out and from partial discharges of reported values from literature,
automating the detection of discharge from a DAS system could be able to both detect and sense the amplitude of the
assuming a cable does not produce excess 50Hz vibrations discharges with a good signal to noise ratio. Due to the
that could swamp the desired signals. 50Hz is also well sense fibre being common single-mode communications
within the typical sample rate expected on a long length of fibre, DAS systems can be retro-fitted to any cables that
fibre optic so no advancement on present detection already contain compatible and spare fibre optics. For
methods would need to take place to implement this on cables installed in more ideal conditions where external
existing cables. Fundamentals of the 50Hz signal (e.g. vibrations are minimal e.g. subsea, the measured SNR
100Hz, 150Hz, 200Hz etc.) were also examined and may be further improved.

showed similar results but decreased in SNR above the 41"- The fibre is also able to detect any large breakdowns

h ) ) : ) Al
5% harmonic. For isolation against default cable vibrations, external to the cable or other disturbances such as

these higher fundamentals may be useful. The fibre excavation activities along with the location. Due to

couplers that presented Igrge reflectlops Inprevious vibrations transmitting along the cable, the precise location

measurements are present in the 50Hz sgnals, however is hard to ascertain but within 25m localisation is

they are much lower in amplitude than the discharge. considered adequate. Classification has not yet been
achieved due to the low maximum sample frequency
expected on long cable lengths. More research is required
in this area for detection of PD types from data only in the
low frequency spectrum.
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Partial Discharge Detection Using Distributed
Acoustic Sensing at the Oil-Pressboard Interface
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Abstract—This paper investigates novel, initial experimenta-
tion in detecting and analysing Partial Discharge at the Oil-
Pressboard interface using a continuous fibre-optic-based Dis-
tributed Acoustic Sensing (DAS) system. Discharge was success-
fully detected at a minimum of 223 pC despite the sample rate
of DAS being lower than the spectra of acoustic emission. DAS
presents multiple advantages over conventional Partial Discharge
techniques including inherent localisation, immunity to electrical
and magnetic noise, as well as much greater detection distances.

Index Terms—Distributed Acoustic Sensing, Partial Discharge,
Pressboard, High Voltage, Oil-Pressboard Interface

I. INTRODUCTION

Ageing of insulation systems within High-Voltage equip-
ment during operational life is natural [1]; however, it is
established that ageing is accelerated when the systems are
under increased electrical, mechanical or thermal stresses [2].
This then contributes heavily increases chances of breakdown
or failure [3]. Partial Discharge (PD) is a localised electrical
discharge that adds to these stresses, and is known to degrade
insulation [3]. Therefore, as partial discharges are known to
be a cause and symptom of degradation across many different
types of insulation systems, detection and monitoring are of
key importance [4].

Typical detection methods for monitoring partial discharge
within a transformer include transient voltage [5], Ultra High
Frequency (UHF) [6], Acoustic Emission (AE) [7] and Dis-
solved Gas Analysis(DGA) [8]. Electrical measurements look-
ing for transients are not easily able to distinguish between
different discharge sources. UHF however, can even provide
triangulation of discharges, but relies on many high bandwidth
sensors; which can be expensive and hard to install [8], [9].
DGA does not provide location information and can only be
sampled periodically [10]. Conversely, AE can provide all of
these benefits with the main drawback of being sensitive to
external vibrations and mechanical noise.

Fibre optic sensors have been used to detect AE [11]-[13],
however these are single discrete sensors mounted at the end of
fibre optic cable, as opposed to using the fibre itself as a sensor.
Distributed Acoustic Sensing (DAS) provides a continuous,
distributed set of vibration sensors along a fibre optic cable
[14] that are able to detect and locate possible PD events

Gareth Lees® and Rosalie Rogers
AP Sensing UK Ltd
Basingstoke, Hants, RG21 4EB
Email: info@apsensing.com

whilst being inherently immune to electrically or magnetically
induced noise [15]. DAS has previously been utilised on high
voltage systems for detection of breakdown events [16]: much
greater in amplitude than PD events.

This paper presents the first stage of experimental re-
sults and initial analysis for continuous on-line detection of
pressboard-based partial discharge using DAS, focussing on
the techniques required to detect AE at much lower sample
rates than standard techniques [17].

A. Principle of Distributed Acoustic Sensing

Coherent Optical Time Domain Reflectometry (c-OTDR) is
a well understood technique used to measure the Rayleigh
backscatter along an optical fibre. A highly coherent laser
pulse is launched into the sensing fibre which generates
Rayleigh backscatter due to random imperfections in the
fibre [18]. The returning scatter interferes constructively and
destructively, as in an interferometer, causing a change in the
phase that is measured. However, as this Rayleigh backscatter
changes based on the strain of the optical fibre; by inter-
rogation of the Rayleigh backscatter generated by periodic
pulsing of a coherent laser down the fibre, the acoustic signal
disturbing the fibre can be reproduced. From comparison
between the time of launch to detected reflections and the
known speed of light down the fibre, the distance at which
those scattered reflections originate from can be determined.

The fibre distance channels at which positions of reflec-
tions can be determined are separated by “spatial sampling”
distances. The measurement at each spatial sample distance
represents the average measurement of all spatial samples
within a fixed spatial resolution. The spatial sampling and
spatial resolution are both fixed values, so that as the position
increases in number of spatial samples, the fibre distance
channel always represents the average measurement of the
surrounding samples within the spatial resolution. By in-
creasing the repetition of interrogation, time resolution can
be increased. However, without additional methods [19], the
maximum speed that can be achieved is the light round-trip
time along the fibre. To achieve the 20 kHz sampling rate used
in this paper, the longest length of fibre that can be achieved at
this time is 5.1 km with 1.27 m spatial sampling and a gauge
length of 5m.
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(a)

(b)
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Fig. 1. Exaggerated example of how high-frequency events are sampled,
missed and distorted from being sampled at a lower rate. (a) example high-
frequency events in the time domain to be observed occurring randomly with
random amplitude. The regular red lines indicate the intervals at which these
events are sampled with a very short interrogation. (b) shows the resultant data
producing events only when the interrogation happens to line up with an event.
Zoomed inset (c) details the effect of the interrogation sample being much
shorter than width of the event causing distortion of the resultant amplitude.

B. Undersampling

At sample rates that DAS is currently capable of [20], at
longer distances (i.e. >5km) there is a mismatch between this
sampling rate and the time scale of individual PD acoustic
events. It may be construed that under normal sampling, these
events would be aliased removing all but the largest amplitudes
of acoustic impulses due to inherent time-averaging between
sampling points. However, DAS sampling relies on a very
short (<10 nS) interrogation pulses that can allow the detection
of higher-frequency signals than the sampling rate, albeit with
distortion-causing aliasing.

As demonstrated in Figure 1, when a high-frequency signal
or impulse interacts with the fibre at the same time as
that fibre-section being interrogated, a very short impulse-
like event will be observed in the results. In Figure lc, it
can be seen that the interaction between the high frequency
acoustic signal and fibre interrogation has to occur within
the sampling window. Therefore, there is a chance the event
may be missed, as well as the recorded data not being
representative of the original signal other than detection of
existence. As originating PD acoustic emission comprises of
mostly impulse-like discharge, it is most likely that the DAS
will sample the reverberant ringing and not the highest peak
value. By decreasing the length of fibre, the sample rate can
be increased as the round-trip time of the fibre is less, thereby
increasing the chance of detecting events; but the detection
range is shortened.
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Fig. 2. Mixed electrical and optical schematic of the pressboard setup
compromising of the DAS firing through the patch and quiet coils into the
5Sm of test section of which 1 m is mounted to the pressboard; as well as
electrical omicron measurement connected in parallel with the HV source.
Needle is set at 30mm from the grounded bar at an angle of 10°.

II. EXPERIMENT
A. Setup

A needle-bar setup (Figure 2) is used as a discharge source
across an oil-pressboard interface, allowing for easy attach-
ment of fibre-optic components. The construction is the same
as in [21] with the bar grounded, and the needle elevated to
between 20 and 25 kVrms, reliably initiating partial discharge.
The needle is positioned at a shallow angle (10°) to the
5mm thick pressboard to induce tracking along the interface.
The pressboard was conditioned to 6% moisture by weight,
achieved by 48 hours of drying in an oven at 90°C and
then allowing re-absorption from the ambient air. Im of bare
SMF28e unbuffered fibre in a loose coil is clamped to the
underside of the pressboard.

The pressboard and close fibre assembly was immersed in
Nitro Gemini X mineral oil, with the setup sat on high-density
foam to reduce direct-coupled environmental noise. As shown
in Figure 2, an APSensing DAS system is connected to the
fibre in the test area through a 50m patch cable and then
through a 100 m acoustically-decoupled reference coil. The
repetition rate of the DAS system was set to the maximum
20kHz with a gauge length of 1.27 m, spatial resolution 5m.

The system was monitored electrically with an Omicron
MPD600 system, though a 1 nF coupling capacitor connected
in parallel to the experiment. The system was tested to be PD
free (<5pC) up to 35kV with no needle.

As most PD events are missed due to the sampling mech-
anism, as well as lack of synchronisation methods with the
Omicron system, single discharge events can not be individ-
ually compared and therefore the envelope of the events are
compared other a greater time period.

B. Processing

As events in the DAS data takes the form of spikes, most
standard denoising techniques [22], such as wavelet or spectral
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Fig. 3. (a) Amplitude trend of PDs electrically measured with Omicron MPD system. (b) Phase output of the DAS system at 3 different locations: 154m

before pressboard in black, 159m within pressboard in red, 165m after pressboard in blue. (c) Data from (b) has been downconverted using the peak-detect

method as described above with a ratio of 100:1; peak values are maintained whilst reducing data.

subtraction, do not show any SNR improvement at this time. 2.5 1.5
Furthermore, the amount of data recorded per minute can be in (@) 2.01 () m— ]54.0
excess of gigabytes, therefore the data must be reduced before ’ 1.0 = 159.5
analysis. The data from each location bin is segregated into 1.5 = 1650
chunks: the highest value in the absolute values of each chunk 1.0 0.5
is taken as a new point in an output array at that location and =5 0.5 ’
. . . . . <
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maintaining any peak values that may exist. Unfortunately, & 0.0 4 1 0.01
processing data in this form may also pronounce and mask & -0.51 ‘
signals along with the events. Results in this report are above &~ -0.51
the noise level and therefore not an issue in presented data. -1.03
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III. RESULTS AND DISCUSSION 2.01 )
Figure 3a shows the amplitude trend of the Omicron PD 25 . 15
measuring system, §tartmg with large discharge averaging 205.0 205.5 206.0 205.840 205.845
1nC to 2nC, peaking at 6nC; and then decreasing to a . .
Time [s] Time [s]

steady 0.9nC to 1.5nC at 150s until 600s. The discharge
then peters out to below 50pC until at 970s in discharge
rapidly climbs to above 2nC. The output of DAS system in
Figure 3b, at the pressboard location 159.5m shown in red,
closely follows this trend seen by the electrical measurements
with peak values of 2.72rad at 1.8 nC of discharge. During the
steady 0.9nC to 1.2nC range, average spikes are seen in the
DAS of 0.73rad. Noise floor was measured without voltage
applied at 0.056 rad(rms) across a period of 30 seconds.

As expected, the occurrence of these spikes is, like the orig-
inating discharge, stochastic; but loosely correlated with the
amplitude and number of discharges. Locations surrounding
the pressboard, shown at 154 m and 165 m, only background

Fig. 4. Greater detail of single events between 205 and 206s; same data as
in Figure 3 without any downconversion. (a) 1 second of DAS data, distances:
154m before pressboard in black, 159m within pressboard in red, 165m after
pressboard in blue. (b) Greater detail across time frame of 5ms showing an
impulse-like single PD event in DAS data at pressboard location.

noise is observed, and does not correlate with PD events.
The increased resolution of a single event in Figure 4 shows
acoustic events are picked up as a major peak and then
ringing causedby the elasticity of the materials and acoustic
reverberations of the system.

Due to undersampling, the majority of the DAS data shows
amplitudes less than peak value of the originating acoustic
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emission; as due to chance, this highest impulse peak is missed
and instead the remaining reverberation is sampled. Peaks at
150 s and 640 s, however, show events during which this is not
the case, and produce an uncharacteristically high peak in the
data.

Figure 3c shows the peak-detect downsampled data, pro-
ducing a more similar plot to the trend given by the Omicron
allowing for easier visual comparisons between the datasets.
As PD amplitude decreases over time, the overall envelope of
the resultant DAS data at that location decreases until at 800-
950, the spikes are within the noise floor giving a minimum
sensitivity of 0.147rad at 223 pC.

IV. CONCLUSION

The purpose of this study was to analyse whether a DAS
system was capable of detecting partial discharges, specifically
in the case of oil-pressboard interfaces. Based upon the
tests carried out, DAS is able to detect discharges of larger
levels given that the acoustic coupling between the fibre and
discharge source is good enough.

These results are early in the development of DAS for PD
detection and show promising results. The data described in
this report due to the effect of undersampling of events, and
the stochastic nature of the PD itself, means that recorded
minimum sensitivities may not be the best achievable. Addi-
tionally, the noise floor of the DAS system in this report is
within a working laboratory environment, and therefore is not
typically representative of a permanent fixture. Thus, it would
be expected that in such a system, high sensitivities of PD
detection would be achieved.
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Time Synchronised Distributed Acoustic
Sensing of Partial Discharge at the
Qil-Pressboard Interface

Laurie Kirkcaldy®, Gareth Lees

Abstract— Distributed Acoustic Sensing (DAS) is a well-
established technology used across a variety of industries.
Due to its inherently low sample rates at detection ranges
of a couple hundred metres or more, at face value, it
appears ineffective for Partial Discharge (PD) detection and
therefore has not been previously used. However, in this
publication, we show that aliasing effects due to the DAS
sampling methods successfully down-sample the higher
frequency acoustic emissions and can provide detection
of PD above 120pC under treeing discharge across an
oil-pressboard interface. This is supported with compar-
isons between DAS, high-sample rate acoustic sensors, as
well as industry standard electrical measurements. Syn-
chronization between the different measurement systems
is achieved allowing for sample-to-sample comparison as
well as a more statistical approach. We additionally show
Phase Resolved Partial Discharge (PRPD) analysis can be
applied to the DAS results with an additional voltage zero-
crossing synchronisation signal, with a clear resemblance
to electrical methods.

Index Terms— Partial discharge (PD), distributed acous-
tic sensing (DAS), void discharge, treeing, high voltage,
acoustics, acoustic emission.

|. INTRODUCTION

Partial discharge is known to be a prominent indicator, and
contributing factor, of insulation failure within high voltage
equipment [1]. Many methods for detection are used today
including electrical, acoustic, radio and chemical [2], [3].
However, none of these methods are able to provide long
detection ranges or exact localisation of Partial Discharge (PD)
events without the use of multiple costly discrete sensors [3],
[4]. Fibre systems which have these long ranges of kilometres
or more have been previously used for PD detection using
Bragg Gratings [5] or single-ended sensors [6], typically using
an interferometer system for measurement. However, this does
not provide a continuous detection array and requires these
sense regions to be specifically placed where detection is
required.

Distributed Acoustic Sensing (DAS) provides an acoustic
based method of detection, whilst also providing exact location
and continuous detection distances up to many kilometres.
DAS does not require a specific sensor element, it instead
utilises cheap, standard single mode telecommunication fibres
that may already be embedded in HV plant. As the sensing
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element is simply a glass fibre, it is also inherently immune
to electrical or magnetic noise.

DAS, however, does have a limited sample rate, primarily
due to the round-trip time of light down the fibre. Because of
the sampling techniques of DAS, we demonstrate that higher
frequencies like those emitted from Acoustic Emissions (AE)
of PD are still able to be successfully detected, despite when
the sample rate is as low as 20 kHz, achieving 5.1 km of usable
detection range. The use of DAS also allows for mechanical
damage detection [7] as well as fault detection [8], [9] utilising
the same strain data.

DAS works on the same principles of other acoustic sensors
by looking for minute vibrations and therefore strain caused by
AE originating from PDs, but instead has a continuous sensing
array provided by the fibre optic itself. Therefore, multiple
separated sources of PD can be detected across the length
of measurement simultaneously. Following on from initial
proof-of-concept work with DAS as a detection method [10],
this paper displays results and individual event comparisons
of electrical, high bandwidth acoustic and DAS systems of
treeing discharge at the oil-pressboard interface primarily used
in transformers.

Il. DISTRIBUTED ACOUSTIC SENSING

DAS measures the strain along a fibre optic using Rayleigh
backscatter using the well understood technique of Coherent
Optical Time Domain Reflectometry (c-OTDR) [11]. A highly
coherent laser is pulsed launching light pulses down a single-
mode fibre optic cable. Rayleigh backscatter occurs within the
fibre, causing some reflection of the launched pulse back-
towards the source. The backscatter is then measured by
constructing an interferometer with the laser and the returning
light. By measuring how this backscatter changes over succes-
sive interrogations of the fibre, strain on the fibre over time can
be recorded [12], and therefore an acoustic signal is extracted.
Distance information of a vibration event can be determined
by comparing the time of launch to detected reflections, given
the known speed of light down the fibre.

The strain changes measured for each channel or “distance
bin” of measurement are not a point measurement but are
integrated over a distance known as the spatial resolution or
gauge length. Given the phase data from the backscatter, gauge
lengths can be overlapped on top of each other for the same
fibre interrogation by a distance known as the spatial sampling

133



2 TRANSACTIONS ON DIELECTRICS AND ELECTRICAL INSULATION, VOL. 30, NO. 1, MAY 2022

distance or channel spacing, increasing the resultant distance
resolution. The gauge length is required to be long enough to
obtain an optimal Signal to Noise Ratio (SNR) [13] whereas
the spatial sampling distance only need to be longer than the
duration of the laser pulse [14]. The DAS channel spacing used
in these experiments was 1.27m, and the gauge length was
5 m. This means for an acoustic event, the detected energy will
be spread across a gauge length, but the closest channel will
have the highest peak energy thereby giving a more-accurate
location than the gauge length.

The sample rate of a DAS system without additional meth-
ods [15] is the round-trip time of light to the end of the fibre.
Therefore, the distance limit, D, of a required sample rate, f,
is given by D = #, where v is the speed of light within the
fibre and can be determined from the refractive index: v = .
n & 1.47 for a Single-Mode (SM) glass fibre. For example, at
a rate of 100 kHz the maximum distance achievable is 1.02 km;
at the sample rate used in these experiments of 20kHz, the
maximum distance is 5.10 km.

A. Undersampling

Whilst the DAS’ sample rate is only 20kHz, it is possible
for the system to detect the presence of higher frequency
acoustic signals. This occurs as, due to the interrogation of
the fibre by a short laser pulse, the sample window is on the
order of 10 ns [14]. Therefore, if a DAS sample window occurs
during an AE signal of higher frequency, the recorded optical
phase will approximately correlate to the envelope of the high
frequency signal, given the window did not occur at a zero-
crossing. The high frequency information of the original signal
will be lost, but identification of the event occurring will be
recorded [10]. This phenomenon is described as an aliasing
or undersampling effect and is typically unwanted by many
low-sample rate systems [16].

Additionally, due to this distortion of the originating signal,
many de-noising techniques such as bandpass filtering or
discrete wavelet transforms applied to other PD measurement
methods are unsuitable in this application.

I1l. EXPERIMENT SETUP AND PROCEDURE

A Smm thick 100x100mm section of Weidmann Trans-
formerboard TIV pressboard was prepared to 6% moisture
content by weight and placed in an oil bath to reduce further
moisture absorption. The thickness of pressboard was selected
to ensure that surface discharge was the dominant degradation
mechanism and the board would not mechanically fail during
the experiment. The setup and procedure was designed to
replicate experiments from [17] and [18], reproducing types
of discharge observed within power transformers and other
devices containing similar pressboard insulation. The moisture
content drives how fast the degradation of the pressboard
progresses and therefore is not critical in this experiment
other than limiting the experiment time-frame. A needle was
placed at a shallow angle to the pressboard and connected to
a variable high voltage source. An earthed copper bar was
perpendicularly attached 30 mm from the tip of the needle as
shown in Fig. 1. This needle-bar configuration ensures that
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built-up charges around the needle tip are spread across the
pressboard surface, rather than penetrating into the underlying
bulk material [19]; therefore, preferring discharges across
the surface leading to tracking discharge.The voltage was
increased to the inception point of PD and allowed to progress
through initial corona and surface discharge up to treeing
as described in [18]. Electrical measurement was continued
throughout as to monitor discharge progression. DAS, and AE
were sampled at various points during the progression as to
provide a variety of sampled discharge sizes.
Pressboard Fibre Location

InF Coupling
Capacitor

High Voltage Source Behind-Earth Fibre

Location

OptimAE
“Acoustic Sensors

OptimAE
System

Omicron Tank Wall Fibre Location

MPD 600 System
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Behind-Pressboard
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Pressboard
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Fig. 1. Diagram of the pressboard experiment detailing fibre positions
and electrical connections. The 3 fibre positions shown are: mechan-
ically attached underneath the pressboard, suspended in oil near the
tank wall and OptimAE sensors, and behind the grounding bar.

A. Electrical Partial Discharge Measurement

An industry standard Omicron MPD600 system was utilised
for recording electrical events, as well as resolving the PD
patterns for use of condition monitoring under IEC60270.
This was also used as a measurement of the applied voltage
and for analysing inception points for the PD. The maximum
measured noise level up to 30kV of the HV setup without the
needle present was 12 pC, and as most discharges studied in
this experiment are above 100 pC, a threshold level of 20 pC
was chosen below which events were discarded. This method
was chosen over a direct recording into, for example, a digital
oscilloscope due to the duration of data captures required for
comparison to acoustic methods.

B. Acoustic Measurement

For the measurement of acoustic signals at a high sample
rate and sensitivity, an Optics11 OptimAE system was used.
This was chosen over other methods as the optical mea-
surements ensure immunity to electric and magnetic fields,
and also provided a better comparison of distributed optical
methods versus discrete. The OptimAE system consists of
a central measurement unit and multiple sensor heads. Each
measurement head is sampled separately to allow for multiple
channels of independent measurement. Each chanel acts as an
optical interferometer, with a Fabry—Pérot cavity [20] at the
sensing end. This allows for extremely small disturbances to
be measured, down to below single nanometres of movement
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of the sensor head, at sample rates of one mega-sample per
second (1 MS/s). A total of 3 sensors were utilised, 2 for
measurement of PD, and one extra sensor for synchronisation.

C. DAS Fibre Layout

The DAS fibre layout consisted of a 100m launch coil
internal to the DAS unit, 50 m of patch cable to bring the fibre
to the experimental area, an acoustically decoupled 100 m coil
to reduce the background noise of the experimental section,
and then alternating sections of measurement and spacing
fibre. 10 m of spacing fibre were placed between measurement
sections to ensure that different areas did not influence each
other.

The first measurement sections bonded to the pressboard
with cyanoacrylate consisted of: 5Sm, 3m and a single pass
of fibre. In addition, 5m, 3m, Im and a single pass of
fibre were submerged in the oil tank against the wall; next
to which the high-sample rate sensors were held in place on
the outside of the tank with a clamp stand and mated using
ultrasonic coupling gel. This allowed for comparison event
amplitudes from different fibre lengths in contact with, and
separated in oil. An additional 5 m of fibre was placed behind
the pressboard, still submerged in oil, but without direct line
of sight of the top side of the discharge area to investigate
acoustic shading effects from the pressboard compared with
the other sensing areas.

The fibre path then consisted of another 50 m patch fibre
into a Piezo-Electric Transducer (PZT) allowing injection of
custom pulses into the DAS data at its location. Finally, a long
coil (greater than 2km in length) was used as a receive coil to
ensure end reflections did not affect any measurement sections.
All fibres used were SMF-28 and interrogated simultaneously
with the DAS system. The coils of fibre used in measurement
sections were used to increase the sensitivity at these specific
points as well as provide a comparison for the different lengths
of bundled fibre. An overview of the fibre connections can be
found in Fig. 1.

D. Synchronisation

Synchronising the different measurement systems was
achieved through manually triggered synchronisation pulses,
rather than timestamp-alignment as the Omicron system does
not support absolute timestamps of data. The synchronisation
pulses were injected into the PD input of the electrical system
and split into a pulse generator to form correctly shaped
driving signals to the PZT. This also provided synchronisation
to the high sample rate acoustic sensors through a mounted
sensing element on the PZT.

After capture of data, these synchronisation pulses are
scanned for and used to generate an offset per data capture
system. These time offsets can then be subtracted lining up
an absolute zero point across all data. Without this custom
synchronisation, the widely different sample rates and data
formats would not be able to be compared at the individual
PD event level. The synchronisation achieved between systems
is <1 ms and obtains a drift of less than 15msh™". This is
mostly limited by the PC-based timing jitter of the Omicron

system and therefore data captures are kept under 2 minutes
with synchronisation completed before each data capture to
reduce the effects of this drift.

IV. RESULTS

Partial Discharge was initiated at the needle tip causing
initial surface discharges at an inception voltage of 19kV. The
pressboard was then allowed to progress through to drying
stages and finally treeing under the same applied voltage
after a period of an hour. Indication of the progression was
monitored through the electrical system as well as observable
changes on the pressboard surface: black tracking and evidence
of drying seen as lighter regions of the pressboard, shown in
Fig. 2. The average PD amplitude decreased to 600 pC after
these observations, with peaks of 2.2 nC and rates of 120 PDs
per second.

Fig. 2.
hour of applied voltage. Black tracking marks are seen emanating from
the needle tip and lighter branching regions showing drying of the
pressboard.

Picture of the needle-bar setup on the pressboard after 1

Fig. 3 shows the high sample rate acoustic sensors, DAS
output of the 3 m coil of fibre suspended in the oil near the tank
wall and the reference electrical system synchronised together.
The 3 m measurement section was used as it contains the best
signal to noise ratio as detailed in Section IV-B. Spikes from
PD events can be seen clearly to line up in all systems. A rough
correlation can be observed between the amplitude of the PD
and the size of the AE in the high sample rate system and
DAS. Many events in this period of discharge are significantly
lower in amplitude for both acoustic methods compared to
the high levels seen during surface discharge [10]. This is
mostly due to the position of the discharge, as well as the
original AE size difference. During surface discharge the arcs
form across the surface, easily transferring acoustic energy
into the surrounding oil. However, for treeing discharge, most
of the acoustic energy is contained in the bulk of the material.
Pressboard due to its composite composition is an excellent
damping material, absorbing acoustic energy and therefore
attenuating the resultant acoustic amplitude.
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Fig. 3. Amplitude of Acoustic Emissions in purple, as measured by the acoustic sensor. Measured in displacement of sensor element. (b) Optical
phase output of the DAS system in red, corresponding to the 5 m coil of fibre suspended in oil next to the OptimAE sensor. (c) Absolute amplitude of
PD events in amber, as measured by the electrical system. As the events recorded by the electrical system are not continuous, the crosses indicate

partial discharge events with the vertical lines added for better clarity.
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Fig. 4. Zoomed in detail of a PD event from Figure 3. (a) Amplitude
of Acoustic Emissions in purple, as measured by the Optics11 OptimAE
sensor. Measured in displacement of sensor element. (b) Optical phase
output of the DAS system in red, corresponding to the 5m coil of fibre
suspended in oil next to the OptimAE sensor. (c) Absolute amplitude of
PD events in amber, as measured by the Omicron MPD600 system.
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Looking at a single event from Fig. 3 at 136.4 ms in more
detail (Fig. 4), the AE impulse followed by ringing is seen by
both acoustic systems, albeit with distortion in the DAS due to
undersampling. The damped ringing after the initial impulse is
from reflections off the geometry of the surrounding materials.
The lower sample rate DAS maintains following the envelope
of the source AE and picks up the initial higher amplitude
spike.

In this initial data capture, PDs under 500 pC in amplitude
are rarely seen in the DAS data, and corresponding peaks in the
AE sensors are orders of magnitude smaller. After 30 minutes
of further treeing discharge, the larger PDs of over 500 pC stop
occurring as the surrounding area from the needle dries out
and tracking at the branch tips becomes the primary discharge.
During the following discharge, lower amplitude events that
were not previously seen in the DAS increase in number. Fig. 5
shows these events with similar features to the previous PDs.

The peak amplitude of these events in the DAS data is
much closer to the noise floor due to the AE being smaller in
amplitude as seen by the discrete sensors, with the smallest
repeatable event with a noticeable change in strain of a PD
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amplitude of approximately 120pC. These peaks dropping
below the noise floor, however, do not constitute the minimum
sensitivity. For example, at 70ms and 150 ms in Fig. 5 PD
events of 200 pC and 300 pC both register the same peak DAS
amplitude of 0.9rad. This is because the sampling window
of the DAS misses the initial spike and only picks up later
ringing. As the size of the AE is quite small, only the first
few microseconds of the impulse are large enough to produce
a measurable DAS output, and therefore DAS can detect these
smaller events but only if the sampling window happens to
line up with the initial spike. This demonstrates an important
undersampling effect resulting in the DAS amplitude not
always representing the true AE size, and therefore the origin
PD amplitude. By taking multiple events into account rather
than focussing on individual events, a trend can be established
from the peaks of DAS data.
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Fig. 5. Amplitude of PDs from the acoustic sensors, DAS and electrical
systems during later treeing discharge, time synchronized. Peak PD
amplitudes of 380 pC and rates of 95 PDs/s.
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A. PRPD Analysis of DAS

By triggering the PZT used for synchronisation from a
zero-crossing detector referenced to the high voltage source
during data capture, the voltage phase can be determined for
each spike seen in the DAS. This turns the DAS data from a
continuous-time optical phase data capture into a list of PD
events with associated time and voltage phase. By plotting
these events in a scatter plot, the DAS-detected PD events can
have PRPD analysis applied.

Fig. 6 shows the PRPD plot generated from the DAS data
for a 100 second data capture of pressboard discharge. In com-
parison, an Omicron generated plot of the same measurement
period generated from the electrical measurement is shown
on the right. Both plots clearly show similar patterns with
increased intensity of lower amplitude discharge in the positive
half-cycle in addition to higher peak values, and less amplitude
of discharge on the negative cycle. PRPD analysis also allows
for some separation of noise and discharge events: noise will
appear with no correlation across the plot, whereas discharge
events tend to occur in specific patterns relative to the AC
waveform.

B. Comparison of Sensing Locations

As previously mentioned, data was also recorded from
different lengths of test fibre in contact with the pressboard
and submerged in the oil tank to investigate the effect of fibre
shorter than the gauge length on the resultant event amplitude.
Fig. 7 shows PD events from all fibre sections during treeing
discharge. All 3 positions of fibre (in contact with, behind
pressboard and by tank wall) detect the incident AE, with the
highest amplitudes observed in the fibre by the tank wall. This
is again due to the AE being absorbed within the pressboard,
and therefore the fibres mechanically mounted on the bottom
of the pressboard experiencing less strain change.

Regions consisting of less than 3m of sense fibre have a
significantly reduced maximum amplitude compared to other

25nc -
72005 % 14301+ 21601° 28802° as00ze Mensity
[PDsis)

19nc

(b)

PRPD plots of the DAS (a) and electrical (b) systems. A strong correlation between the two graphs can be seen with higher amplitude

events occurring in the positive half-cycle. The DAS shows fewer detected events in the negative half-cycle, possibly due to reduced PD amplitude

resulting in more events below the noise floor.
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Fig. 7. Comparison of different DAS amplitude at different fibre
positions and lengths of sense fibre. 2 Partial Discharge events seen.
A single pass refers to a length of around 15 cm, enough for the fibre to
enter and exit the oil at the specified position.

locations, with the 3 m sections appearing to experience the
highest strain change. The significant reduction in amplitude
appears to occur at the transition between 3 m and below, at
approximately half the gauge length (2.5 m). The 5 m sections,
despite having the greatest coiled length covering exactly a
gauge length, shows a lower amplitude than the 3 m. This is
either due to the larger coil of fibre creating a larger acoustic
impedance change, or cancellation effects from the averaging
across the gauge length.

The position of fibre behind the pressboard was not in line
of sight to the top surface of the pressboard. Therefore as
a significant strain change is observed, this demonstrates AE
can still be detected from the diffraction and reverberation
off surrounding materials without a clear line of sight, given
no absorptive materials are in the wave path from source to
sensing fibre.

V. CONCLUSION

This research has demonstrated that partial discharge detec-
tion can be achieved using DAS down to PD amplitudes of
120 pC during treeing discharge. Due to the fibre interrogation
method, locations of these events are inherently known. The
unique undersampling processes with DAS are shown to allow
low sample rate DAS systems to be able to detect the high
frequency AE produced by PDs. Given the current requirement
for a repeated segment of fibre, at least half the gauge length,
and the range of detectable PD, the authors believe this DAS
method is currently best suited for application of detection of
PDs within high voltage transformers. As no discrete sensors
are required, continuous fibres could easily be wound within
windings, or utilise existing temperature sensing fibres, pro-
viding useful detection and pinpointing within the transformer
of partial discharge events despite tank reverberations due
to the continuous fibre optic providing proximity to possible
discharge sites. Analysis techniques such as PRPD can also
be utilised given a zero-crossing synchronisation signal is also
recorded alongside the optical data.
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