**On the Issues Impacting Reproducibility of Alchemical Free Energy Calculations**

Miroslav Suruzhon, Marley L. Samways & Jonathan W. Essex

**Introduction**

Alchemical free energy (AFE) calculations are commonly considered to be the most rigorous approach to estimate ligand binding affinities in drug discovery.1 Since each AFE calculation typically involves multiple molecular dynamics (MD) simulations at intermediate states (λ windows), all limitations of conventional MD apply to AFE calculations, as well as the additional complications introduced by the free energy estimation. These include the need for enhanced sampling to improve precision and for improved force fields which will result in higher accuracy.

Compared to force field development and enhanced sampling, an often-overlooked topic in the field of molecular simulation is that of reproducibility. In this chapter, we will distinguish between repeatability, which is directly related to the precision problem, and reproducibility, which is the ability of two different scientific groups to produce “statistically similar” results given the same problem and methodology. However, since simulation studies rely on many implicit choices by the researcher, these are only partially described in practice, meaning that the vast majority of MD calculations are inherently difficult to reproduce. These decisions are not only method-specific but are also related to how the researcher chooses to represent the real-world physical system as a computational model and what the purpose of the simulation is. Therefore, we will here and henceforth extend the concept of reproducibility to the ability to obtain the same free energy value using two *different* protocols.

There are two main stages of a free energy calculation: setup and simulation. The former includes the following choices: the initial coordinates of the system (e.g. protein crystal structure, ligand binding mode and water placement); a suitable force field for each of the components of the system; amino acid and ligand protonation states; the addition of extra components to the system, such as salt ions. The second stage of the free energy calculation process involves choices related to the sampling method (e.g. sampling time, number of repeats, integrator, thermostat and barostat), the free energy methodology used and, finally, all decisions related to the interpolation of the intermediate states (e.g. alchemical protocol, softcore potential functional form and parameters).

Both of the aforementioned stages entail many potential sources of reproducibility issues, and in the following sections we will outline some of the main studies which investigate the robustness of relative AFE calculations with respect to these choices, as well as methods to remedy reproducibility problems. In some cases, such as comparing different force fields, there will be no obvious way to reconcile discrepancies in the free energy values obtained from different methods and in these cases comparison to experiment will be reported instead. It needs to be noted, however, that these comparisons always assume that the experimentally obtained free energies are sufficiently reliable and that this condition is not always met in practice.2 Most of the following considerations are not unique to AFE calculations and are relevant to all molecular simulations. This chapter will therefore also shed light on potential sources of reproducibility issues in other applications of MD simulations.

**Simulation Setup**

**Initial coordinates**

**Protein crystal structure**

Owing to the limitations of current computing power, ab initio prediction of the three-dimensional structure of a protein-ligand complex remains a computationally challenging problem and is not currently feasible in the context of drug discovery. As such, the choice of initial coordinates is crucial for ensuring the physical validity of the MD simulation and needs to be obtained in a reliable and reproducible way.

Although it is common practice to use a structure experimentally resolved by X-ray crystallography or nuclear magnetic resonance (NMR) spectroscopy to provide the initial coordinates, problems arise when no such structure is available. In this case one must choose a somewhat unrelated complex to derive the initial coordinates. This can, for example, be achieved by homology modelling3. However, despite the introduction of automated homology modelling workflows4, these methods remain sensitive to choices in the computational protocol, making them difficult to reproduce5.

Another difficulty specific to AFE calculations is the choice of the initial structure of the intermediate λ windows. For an alchemical perturbation of two ligands $A\rightarrow B$, it is not clear which of these two complexes should be used to model the intermediate states, making this choice largely arbitrary and not reproducible. In addition, even though two free energy calculations with different initial coordinates and identical topology should eventually converge to the same value with infinite sampling, the protein initial coordinates can also influence most of the setup process, including initial protonation states and water placement (these are discussed in later sections).

The above considerations show that obtaining initial protein structures is a complex process which not only directly impacts the sampling quality, but can also affect the asymptotic free energy value. Since different researchers will generally have different approaches to choosing an initial set of coordinates, it is important to be aware of the extent to which this lack of reproducibility can impact the resulting free energy results in a practical setting.

The choice of the initial protein coordinates has been extensively investigated in a study by Suruzhon *et al.*6 By performing a range of perturbations across three different protein systems, the authors compared the free energy differences between eight different initial crystal structures using the same binding mode. It was found that at commonly used timescales ($\~$4 ns per λ window), the choice of initial crystal structure can result in significant free energy discrepancies – sometimes larger than 1 kcal/mol. These results are in accordance with a previous study by Pérez-Benito *et al.* which demonstrated that the free energy discrepancies which arise from using initial coordinates from either ligand A or ligand B can often surpass 1 kcal/mol, and even changing the sign of a free energy which is presumed to be sufficiently favorable in a certain direction.7

Even more challenging are proteins with slow conformational modes. In these cases, the initially resolved crystal structure is no longer sufficient for obtaining representative sampling, and long-timescale or enhanced sampling becomes essential for these systems. This was shown in the case of T4-lysozyme by Lim *et al.*, who reported a root-mean-square deviation (RMSD) of 4 kcal/mol between the results obtained from the open and closed conformations.8 In these cases temperature-based enhanced sampling is a useful tool in overcoming relevant high kinetic barriers and the authors reported a marked increase in consistency when protein replica exchange with solute tempering (pREST) was used alongside the calculation to reduce the RMSD to 0.57 kcal/mol.

**Ligand binding mode**

If the ligand under consideration has some degree of translational, rotational or conformational flexibility, it may demonstrate multiple binding modes with the protein – this is especially likely for smaller, fragment-like compounds, which may bind in multiple locations and/or orientations9. If the ligand is not able to rapidly transition between these binding modes using conventional sampling, then this can present a problem for free energy calculations, as the result obtained will depend on the binding mode of the ligand in the initial structure. Furthermore, this problem is compounded by the fact that the set of accessible binding modes may not be known *a priori.* There are therefore two problems that need to be solved: the determination of binding modes, and the inclusion of their impact in the free energy calculation.

The impact of the ligand binding mode was noted during a study on ACK1 by Granadino-Roldán *et al.* who showed that free energies calculated using binding modes obtained from docking do not correlate as favorably to experiment as the manually chosen ones.10 Similarly, a study by Cappel *et al.* on five different protein-ligand systems demonstrated that different methods of obtaining initial binding modes can in some cases result in strikingly different correlations against experiment, and they found that a docking procedure based on maximum common substructure (MCS) constraints exhibits most consistent performance on average.11

If the ligand of interest is known to exhibit multiple physically relevant binding modes, one way of taking all of them into account in evaluating binding affinity is to use each one as a starting point for a separate AFE calculation. These free energy values can afterwards be used to obtain a weighted average.12 However, the computational cost of this approach would quickly increase with the number of binding modes. A somewhat similar approach would be to calculate the free energy change of interest for one binding mode, and then to correct for all other binding modes using the free energy differences between the binding modes. If the free energy difference between the binding modes could be calculated more rapidly than the additional full free energy perturbation, this might be a more efficient route to a well-sampled result.

A method which offers solutions to each of the problems outlined in this section is the BLUES (Binding modes of Ligands Using Enhanced Sampling) method presented by Gill *et al.*9 This approach uses Monte Carlo sampling to propose changes in ligand binding mode during a simulation, making use of the nonequilibrium candidate Monte Carlo (NCMC) theory,13 which allows the environment to relax in response to the proposed change. The BLUES method allows the transitions between binding modes to be rapidly sampled, and therefore offers a convenient route to the identification of ligand binding modes and their relative populations.9,14–16The BLUES package has also been applied successfully to the sampling of protein sidechains17and water binding (discussed further in the following section).18

**Binding site hydration**

The displacement of buried water molecules, and the corresponding entropy increase, can be very beneficial in drug design,19 but can also present a significant practical issue for AFE calculations. The displacement/addition of a water site can be included as an extra stage before/after ligand perturbation, but, as demonstrated by Michel *et al.*, the result can be sensitive to the order of these steps, as the perturbation may be distorted by the incorrect presence or absence of a water site – one case was noted where a perturbation of around –6 kcal/mol in the absence of a key water can be around +14 kcal/mol if the water is present.20 There are two distinct, but closely related methods which can rigorously treat differences in water during free energy calculations: grand canonical Monte Carlo (GCMC)21–24 and the Monte Carlo translation method proposed by Ben-Shalom *et al*.25 The former involves inserting and deleting water molecules from a region of interest, via simulations at constant chemical potential, and the latter involves attempting explicit translations of waters between binding sites and bulk regions of the simulation. The latter approach has been implemented in the BLUES package, using NCMC to aid the acceptance of these moves.18 Both GCMC26–29 and the Monte Carlo translation method30 have been used to reduce the dependence of AFE calculations on the initial hydration state of the protein binding site, thereby improving reproducibility.

**Force fields**

**Protein/ligand force field**

Although the choice of protein force field can in principle impact the calculated binding free energy, the ligand force field is commonly considered to be the more important factor, owing to the larger number of atom types that need to be parametrized compared to the twenty standard amino acids. In addition, since the ligand is the part of the system which is perturbed in an AFE calculation, the resulting free energies are likely to be most sensitive to its parameters. Combined with the historical practice of using compatible protein/ligand force fields (e.g. ff14SB31/GAFF32 and CHARMM3633/CGenFF34,35), this means that the choice of protein force field is usually determined by the choice of ligand force field in practice. Moreover, while the effect of the ligand force field on free energy calculations can be separated from the protein force field in e.g. a solvation free energy calculation, this cannot be done in a binding free energy calculation, where it will be nonetheless assumed that the ligand force field is the main source of variability.

When comparing different force fields, it is rarely the case that all of them are implemented in a single MD engine. This inevitably introduces another layer of difficulty, as multiple MD engines need to be used to perform the study. In these cases it is difficult to decouple the effect of the force field parameters from other implementation differences between MD engines. Despite this difficulty, studies comparing different ligand force fields have been performed. For example, Vassetti *et al.* showed that solvation free energies calculated using either OPLS-AA or GAFF2 performed comparably against experiment on average but there still were significant differences between each of the calculated values, with a mean absolute difference of $\~$3.5 kcal/mol.36 Similarly, GAFF was also compared against OPLS3e, where the latter displayed better agreement with experiment and the correlation (R2) between results from the two force fields was system-dependent, ranging from $\~$0.6 to $\~$0.9.7

It transpires that sensitivity towards force field parameters also extends to minute differences in the parameters of the same force field. For example, Rocklin *et al.* demonstrated that small variations in the nonbonded parameters, such as charge differences of more than 0.02 e, can result in significant free energy changes of more than 1 kcal/mol. 37 These results are especially relevant to charge derivation methods, which are notorious for their dependence on the ligand conformation. In view of this, Manzoni and Ryde compared different charge derivation methods for ligands bound to galectin-3C using different starting ligand geometries and found that these can result in binding free energy discrepancies of more than 1 kcal/mol.38 Comparison to experiment was also inconsistent, with the RESP method39 generating the datasets with both highest and lowest correlation against experimental values.

Addressing the significant sensitivity of binding and solvation free energies to the force field functional form and its parameters is not trivial, owing to the inherent limitations of choosing a particular approximate functional form over another. Nevertheless, reproducibility between different force fields is expected to be higher if they are constantly updated to improve their performance against experiment in edge cases. This can be achieved by using bespoke force fields with a suitable level of quantum theory, such as QUBE40, or force fields which are constantly updated with extra parameters to handle edge cases, such as OPLS341 and OpenFF42. It is even more challenging to increase the reproducibility of the charge derivation methods, given the inherent limitations of atom-centered point charges. These can be partially circumvented by using force fields with a more sophisticated treatment of the electrostatic interactions, such as AMOEBA43, but these currently remain of limited utility to drug discovery due to their high computational cost.

**Water force field**

Additionally, the water model can also impact the results obtained. Although implicit/continuum solvent models44 can appear desirable, owing to the rapid convergence they offer, it has been demonstrated by Michel *et al.* that their usage can lead to inaccuracies in systems for which binding site waters are important.45 A GCMC study of 35 bromodomain proteins by Aldeghi *et al.* showed that whilst the trends in water binding free energies across the dataset were similar for the TIP3P, TIP4P and SPC water models46, the absolute values of the binding free energy can differ significantly.47 A related problem is the fact that water models are parametrized to reproduce bulk water properties,46 whereas protein binding sites may have significantly different electric fields48 to bulk water, causing the simulated water molecules to be under- or over-polarized. On this topic, Yin *et al.* developed the Bind3P water model by modifying the Lennard-Jones parameters of TIP3P, which was able to perform better than TIP3P for both host-guest binding free energies and hydration free energy calculations.49

**Hydrogen atom placement**

As hydrogen atoms are rarely assigned during the solution of a crystal structure model, this step must typically be carried out by modelers, prior to simulation. The majority of hydrogens in the system are non-labile (such as those attached to carbon atoms), and this is a simple task. However, this is more complex for residues with pKa values close to the intended pH (often taken as around 7.4), such as histidine for example, especially as pKa values can vary somewhat in a protein interior – it should be noted that this could also be relevant for other residues if the protein environment shifts the pKa sufficiently (such as the well-known Asp25 dyad in HIV-1 protease50). The decisions made regarding the protonation states of residues which are proximal to the perturbation of interest could have a significant impact on the resulting free energy, especially if the hydrogen bonding involving the perturbation is uncertain.

An alternative approach is the use of constant pH molecular dynamics simulations. Here, the various protonation states of protonatable residues are sampled during a simulation via the semi-grand canonical ensemble (in which the number of particles is constant, but particles can change identity). Here, changes in protonation state can be attempted using nonequilibrium Monte Carlo proposals, which are accepted based on both the work done and a reference pKa for the site of interest.51,52 Whilst constant pH simulations do not appear to have yet been used alongside alchemical free energy calculations, such an approach could be of use when the ligand or binding site residues can access multiple protonation states – especially if the relative probabilities of these protonation states might be expected to be dependent on the ligand perturbation. However, the additional cost incurred by including the protonation state sampling would have to be less than that of running additional free energy calculations starting from the alternative protonation states, and combining the resulting calculated free energies.

It is also possible to explicitly handle the protonation states and tautomers of interest – most notably, those of the ligand. A study by de Oliveira *et al.* combined the relative binding free energies of different tautomers and protonation states of ligands bound to kinesin spindle protein and factor Xa.53 To achieve this, they calculated the expected pKa values of the protonation site of interest using an *ab initio* approach. Even though their results showed consistent improvement against experiment, the computational cost of this approach increases exponentially with the number of titratable sites and is therefore only reserved for critical protonation sites in practice.

**Salt concentration**

Often in molecular simulations, researchers attempt to replicate the ionic strength of experimental solutions by including an appropriate concentration of salt in the simulation. There are several approaches to do this, one of which is to simply place the number of ion pairs in the simulation box which would correspond to the simulation volume at the desired concentration. However, this does not account for the fact that a large portion of this volume is occupied by the protein and therefore inaccessible to the ions, meaning that the effective concentration of the salt in the bulk solution is much higher than intended. Two alternatives to this are to determine the number of ions based on the solvent accessible volume (by subtracting the estimated volume excluded by the protein), or to calculate the ratio of ions to water molecules at the desired concentration. A problem that remains, however, is that the ion concentration, even if it correctly represents the experimental concentration, is fixed. The concentration reported in experimental measurements is an average over a macroscopic volume, so the concentrations observed instantaneously within a volume the size of a typical simulation would be expected to fluctuate.

A solution to each of these problems was proposed by Ross *et al*.,54 whose *saltswap* method employs simulations in the semi-grand canonical ensemble, in which pairs of water molecules are exchanged with ion pairs. This allows the number of ion pairs within the simulation to fluctuate according to the equilibrium distribution at a particular macroscopic concentration, thereby offering a solution to both of the problems described: the number of ions in the simulations is not fixed and need not be determined *a priori*. This approach might offer more reproducible results, as it simply requires a definition of the macroscopic salt concentration. They found that the mean concentration observed during these rigorous simulations was not well-reproduced by the methods involving a fixed number of ions.54

The choice of force field parameters for the ions present in the simulation might also impact the results obtained from free energy calculations. This is especially relevant if there are any biologically relevant ions present in the binding site of a protein. It has also been pointed out by Leontyev and Stuchebrukhov that the lack of polarization of molecular simulations can result in inadequate electrostatic screening of ions by the solvent. For aqueous simulations, this can be accounted for by scaling the ion charges by a factor of ~0.7.55

**Simulation Details**

**Sampling time**

As mentioned above, many of the initial choices during system preparation (particularly those of initial coordinates), should not, in principle, affect the true ensemble average. However, biologically relevant timescales (milliseconds to seconds) are beyond the reach of most modern computing capabilities. Moreover, alchemical free energy calculations often need multiple simulations to obtain a converged free energy estimate, meaning that one can only dedicate a fraction of the allocated computer time to a single λ window. Consequently, the length of each λ window is often chosen in practice to be in the range of 1 – 5 ns, especially in commercial applications56,57.

While it is obvious that longer simulation times provide the researcher with more highly decorrelated structures and access to molecular motions that are inaccessible at shorter timescales, drug discovery applications benefit most from high throughput, since even short alchemical calculations are expensive. Therefore, computational free energy studies have historically focused on direct comparison to experiment rather than measuring the short-timescale bias with respect to the true ensemble average predicted by the force field.

A large-scale study by Fratev and Sirimulla investigated the quality of the free energy values with respect to equilibration time and the simulation time.58 A key point in their paper is that there is a practical tradeoff in terms of both equilibration and simulation time, with short simulations comparing unfavorably to experiment and long simulations resulting in low throughput. They found that an optimal procedure involves a pre-REST equilibration protocol of two independent 10 ns runs followed by 8 ns sampling time per λ window. This protocol results in an approximately two-fold decrease in MAE with respect to experiment across all five protein systems studied. Their results suggest that while apparent convergence in the sampling stage is not difficult to obtain, prolonged equilibration is crucial for exploring crucial slow modes of motion. Therefore, proteins with higher levels of structural flexibility benefit more from these extended protocols.

Nevertheless, other studies have found that extended protocols do not necessarily result in better agreement with experiment. For instance, Wan *et al.* showed that a tenfold increase in sampling from 4 to 40 ns can significantly reduce correlation with experiment, while any improvement is on average negligible regardless of the sampling method used.59 In many cases the authors observed a significant shift in predicted free energies after extending the length of the simulation, often reaching 1 kcal/mol, indicating improved sampling offset by an insufficiently accurate force field model. Similar observations have been made by Suruzhon *et al.*, who found that the sampling differences stemming from a 20 ns equilibration can, in some cases, reach 5 kcal/mol.6 This notwithstanding, the average agreement with experiment was not significantly improved, once again suggesting that the benefit of the increased sampling is only observed when the force field model is adequate for the system.

**Free energy estimator**

The choice of the free energy estimator can also have an impact on the obtained free energy value. The most widely used equilibrium free energy estimators are the Zwanzig equation60 (FEP), the Bennett acceptance ratio61 (BAR) and its multistate generalization62 (MBAR), and thermodynamic integration (TI). For a perturbation involving $N$ total λ windows, FEP requires $N-1$ simulations, unlike all other methods, which require the full set of $N$ simulations. TI, on the other hand, needs only $N$ energy evaluations per unit time across all λ windows, compared to $2N-2$ for FEP, $3N-2$ for BAR and $N^{2}$ for MBAR. Consequently, even though MBAR has been proven to be the asymptotically statistically optimal estimator for$ N$ λ windows (reducing to BAR at $N=2$)62, BAR and TI are still commonly used in the literature because of their lower computational requirements, while simultaneously providing sufficiently good accuracy in many cases.

Although it is usually assumed that the above estimators will eventually converge to the same value with infinite sampling, this is not the case for TI, which also requires infinitely many intermediate λ windows for asymptotic convergence. While these conceptual differences are not necessarily practically significant, discrepancies between the estimated free energy values do arise in some cases. For example, a study by de Ruiter *et al.* has demonstrated that there can be strikingly large differences between BAR and TI estimates in protein-ligand binding free energy calculations, in some cases reaching 3 kcal/mol.63 Moreover, TI is also dependent on the integration procedure used, which can result in differences of 1 kcal/mol.63 Nevertheless, the authors observed that increasing the number of λ windows to 21 makes most of these discrepancies negligible, showing that while TI is more sensitive to the shape of the free energy profile, it is still systematically improvable in practice.

These observations are in accordance with an earlier publication by Shirts and Pande, which also showed that BAR is expected to significantly outperform TI and FEP in most practical use cases.64 However, more recent developments have shown that TI can perform sufficiently well in practice with a carefully designed protocol65. Nevertheless, BAR and MBAR remain the free energy estimators that do not require any additional user input (c.f. choosing FEP direction or TI integration method), making them the most reproducible free energy methods.

**Independent repeats**

Increasing the number of independent simulation repeats reduces the standard error of the free energy estimate, thereby increasing its statistical certainty and hence reproducibility. However, the free energy variance can often be underestimated due to undersampling, meaning that its associated standard error can appear to increase with a higher number of replicates. This is, of course, only an apparent effect and the true standard error of the free energy estimate will always decrease with a large number of samples. This was demonstrated in a study carried out by Bhati *et al.*, who reported that ensemble simulations improve the reliability of the estimated free energy uncertainty.66 This approach involves running a number (5-10) of independent repeats, and then combining all samples before estimating the free energy,67 as opposed to carrying out fewer, longer repeats for an equivalent computational cost.

However, there is always a practical tradeoff between the number of repeats and the resources allotted to a single binding free energy calculation6. While it is important to obtain an estimate of the free energy variance, it is also highly desirable to obtain effective decorrelation from the initial coordinates and sample binding rare events, which can only be achieved with enhanced sampling and/or longer timescales. It is therefore not clear where the optimal balance lies between longer simulations and more repeats – the definition of “optimal” is also somewhat ambiguous in this scenario. In any case, several replicate simulations should be performed in practice to measure the repeatability of the results.

**Softcore potential**

When performing alchemical free energy calculations, the choice of the functional form of the energy coupling between the end states is arbitrary. However, it is desirable to choose a functional form which minimizes the free energy variance over λ space. In practice, this is commonly achieved using softcore potentials, which soften the potential energy singularities of the alchemical atoms. Softcore potentials are most commonly used with van der Waals interactions, but can also be used with electrostatic interactions. The choice of the softcore potential, its parameters, and the protocol of perturbing the bonded, van der Waals, and electrostatic interactions can all affect the free energy estimate in nonobvious ways.

Arguably the most widely used softcore potential uses an effective radius $r\_{ij,eff}$ between two atoms $i$ and $j$, which is related to the real radius $r\_{ij}$ in the following way:

$$r\_{ij,eff}=\left(σ\_{ij}^{c}αλ^{b}+r\_{ij}^{c}\right)^{\frac{1}{c}}$$

Here $α$ is a continuous parameter, $b$ and $c$ are discrete parameters, and $σ\_{ij}$ is a force field parameter (the average particle “size”)68. The nature of the optimal parameters has also been investigated. For example, Steinbrecher *et al.* identified an acceptable range of softcore potential values, while demonstrating that the exact value does not significantly affect the free energy estimate itself, only its variance.69 However, de Ruiter *et al.* observed significant differences between some softcore parameter combinations, in some cases reaching 1 kcal/mol discrepancies.63 Nevertheless, these are also dependent on the number of intermediate λ windows, meaning that with an insufficient amount of intermediate states, discrepancies of 2 kcal/mol can be observed using BAR and > 10 kcal/mol using TI.

The viability of simultaneously performing the van der Waals and electrostatic perturbations has also been investigated in several studies. For instance, Steinbrecher *et al*. showed that both split and unified protocols result in consistent free energy estimates.69 Although Loeffler *et al.* obtained results which were largely consistent with this notion, they observed in some cases free energy discrepancies of up to 1.5 kcal/mol.70 Even though these differences appeared well-converged, the authors noted that the split protocol is often more desirable than the unified, since electrostatic softcore potentials often introduce irregularities in the free energy profile, meaning that the free energies are more easily reproducible.

**Other**

Alchemical free energy calculations are often modelled on the basis of either a canonical (NVT), or an isothermal-isobaric (NPT) ensemble. As such, the choice and the parameters of the corresponding integrators, thermostats and barostats can also potentially affect the resulting free energy estimates. For example, a deficiency of the Berendsen barostat was found during the course of the SAMPL6 challenge, resulting in non-negligible sampling artifacts.71 More generally, it is well-known that velocity- and pressure-rescaling algorithms do not correctly sample from the corresponding thermodynamic distributions72 and they should be avoided in MD simulations. In addition, different integrator splittings can give rise to significantly different sampling distributions73. Although these can be corrected by adding a Metropolization step74 which ensures stationarity of the Boltzmann distribution, many practitioners still use rescaling algorithms or integrators without Metropolization, thereby hindering reproducibility.

Finally, the MD engine of choice can also have a non-negligible impact on the calculated free energies. Quantifying the extent of this impact is nontrivial, however, not least because different MD engines implement different thermostats, barostats, integrators, softcore potentials, etc. For instance, a study by Loeffler *et al.*70 found a reproducibility limit of 0.2 kcal/mol between relative free energies of solvation and similar discrepancies of up to 1 kcal/mol were further observed in a host-guest system during the SAMPL6 challenge.71 Although narrowing down the reason for these inconsistencies remains largely speculative, they are at least partially explained by code issues, some of which have notably been fixed since75. It is therefore important to keep oneself up to date with major bug fixes, as well as test any freshly installed code on basic benchmarks. On the developer side, this also means that any major bug fixes should come with additional unit and integration tests to prevent the accidental reintroduction of the bug.

**Summary**

In this chapter, we have outlined most of the practical choices relevant to AFE calculations. A general trend in the various discussions is that many choices made by the researcher can significantly affect the calculated free energy values and it is therefore important to carefully consider as many of these choices as possible when designing a molecular modelling project in drug discovery.

For example, using a combination of enhanced sampling methods to calculate binding free energies in e.g. triplicates will convert many of the hidden structural biases into observable statistical variance which will provide the researcher with realistic confidence intervals of the results. Combining enhanced sampling methods is also becoming an increasingly easier task with software projects such as OpenMM76 and PLUMED,77 which help the researcher customize their own study using a specific combination of enhanced sampling algorithms with relatively little effort.

Of significant interest are the decisions which cannot be immediately resolved by longer simulations. Some of them can still be mapped onto an ensemble of Hamiltonians (e.g. protonation states), while further studies and developments are needed to reduce discrepancies in others (e.g. choice of software and force field).

Another simple route to improving reproducibility would be for the community to impose stricter standards as to how free energy protocols and analyses are reported, such that an interested reader would be able to replicate the results from a publication. A similar, but alternative, approach could be to normalize the inclusion of input files and analysis scripts in the supporting information, which would facilitate reproduction of protocols by others. More widespread imposition of requirements such as these by journals and/or reviewers would be of significant benefit to their readers.

Finally, we should like to emphasize the importance of large-scale molecular modelling challenges, such as SAMPL.71 These can unambiguously identify robustness problems based on a large set of molecular simulations. These problems can then be investigated and addressed in further depth during subsequent studies.
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