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Abstract—Reconfigurable intelligent surfaces (RISs) achieve
high passive beamforming gains for signal enhancement or
interference nulling by dynamically adjusting their reflection
coefficients. Their employment is particularly appealing for
improving both the wireless security and the efficiency of
radio frequency (RF)-based wireless power transfer. Motivated
by this, we conceive and investigate a RIS-assisted secure si-
multaneous wireless information and power transfer (SWIPT)
system designed for information and power transfer from a
base station (BS) to an information user (IU) and to multiple
energy users (EUs), respectively. Moreover, the EUs are also
potential eavesdroppers that may overhear the communication
between the BS and IU. We adopt two-timescale transmission
for reducing the signal processing complexity as well as channel
training overhead, and aim for maximizing the average worst-
case secrecy rate achieved by the IU. This is achieved by jointly
optimizing the short-term transmit beamforming vectors at the
BS (including information and energy beams) as well as the
long-term phase shifts at the RIS, under the energy harvesting
constraints considered at the EUs and the power constraint at
the BS. The stochastic optimization problem formulated is non-
convex with intricately coupled variables, and is non-smooth
due to the existence of multiple EUs/eavesdroppers. No standard
optimization approach is available for this challenging scenario.
To tackle this challenge, we propose a smooth approximation
aided stochastic successive convex approximation (SA-SSCA)
algorithm. Furthermore, a low-complexity heuristic algorithm
is proposed for reducing the computational complexity without
unduly eroding the performance. Simulation results show the
efficiency of the RIS in securing SWIPT systems. The significant
performance gains achieved by our proposed algorithms over the
relevant benchmark schemes are also demonstrated.

M. M. Zhao and Y. Cai are with the College of Information Science and
Electronic Engineering, Zhejiang University, Hangzhou 310027, China, and
also with the Zhejiang Provincial Key Laboratory of Information Processing,
Communication and Networking (IPCAN), Hangzhou 310027, China (e-mail:
zmmblack@zju.edu.cn; ylcai@zju.edu.cn). K. Xu is with the Department of
Electrical and Electronic Engineering at Imperial College London, SW7 2BX
London, U.K. (e-mail: k.xu21@imperial.ac.uk). Y. Niu is with the State Key
Laboratory of Rail Traffic Control and Safety, Beijing Jiaotong University,
Beijing 100044, China (e-mail: niuy11@163.com). L. Hanzo is with the
Department of Electronics and Computer Science, University of Southampton,
U.K. (e-mail: lh@ecs.soton.ac.uk). (Corresponding author: Yunlong Cai)

The work of M. M. Zhao was supported in part by the National Key R&D
Program of China under Grant 2021YFA1003304, in part by the National
Natural Science Foundation of China under Grant 62001417, and in part by
the Zhejiang Provincial Natural Science Foundation of China under Grant
LQ20F010010. The work of Y. Cai was supported in part by the National Nat-
ural Science Foundation of China under Grants 61971376 and 61831004, and
the Zhejiang Provincial Natural Science Foundation for Distinguished Young
Scholars under Grant LR19F010002. L. Hanzo would like to acknowledge the
financial support of the Engineering and Physical Sciences Research Council
projects EP/W016605/1 and EP/P003990/1 (COALESCE) as well as of the
European Research Council’s Advanced Fellow Grant QuantCom (Grant No.
789028).

Index Terms—Intelligent reflecting surface, physical layer se-
curity, simultaneous wireless information and power transfer,
passive beamforming, two-timescale.

I. INTRODUCTION

A. Motivation and State-of-the-art
The increasing growth in the number of wireless Internet-

of-Things (IoT) devices, as well as their thirst for ubiquitous
communication connectivity and perpetual energy supply con-
tinues to inspire researchers to conceive ever more spectral-
and energy-efficient solutions. To tackle this challenge, simul-
taneous wireless information and power transfer (SWIPT) has
attracted a huge upsurge of interest, and has been studied
comprehensively as a promising solution, where the dual use
of radio frequency (RF) signals is exploited [1]–[4]. However,
an energy user (EU) usually requires much higher received
power than that required by an information user (IU), hence
the efficiency of wireless power transfer (WPT) for EUs is
considered as the performance bottleneck of practical SWIPT
systems. Furthermore, as the EUs are typically deployed close
to the base station (BS) for efficient energy reception, this also
causes severe wireless security issues since the information
users (IUs) can be located farther from the BS and the infor-
mation intended for the IUs can be easily intercepted by the
potential malicious EUs, who tend to have access to stronger
signals than the IUs [5]–[7]. Thus, developing appropriate
security measures is a crucial issue for SWIPT systems. To
tackle this difficulty, sophisticated methods/strategies have
been proposed in the literature, such as high-performance
beamforming designs [5], [6], [8], constructive interference
exploitation and artificial noise injection [7], etc.

Recently, reconfigurable intelligent surface (RIS)-assisted
wireless communication has drawn considerable research at-
tention as it is capable of improving the spectral- and/or
energy-efficiency [9]–[12]. By dynamically adjusting the re-
flection coefficients (including amplitudes and phase shifts)
of the massive low-cost passive reflecting elements based
on the channel state information (CSI), RIS achieves fine-
grained passive beamforming gains and thereby beneficially
ameliorates the signal propagation for improving the com-
munication performance. In contrast to the existing advanced
wireless technologies such as massive multiple-input multiple-
output (MIMO) systems, ultra-dense networkinging (UDN)
and millimeter wave (mmWave) communications, which im-
prove the communication performance by employing several
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active nodes/antennas/RF chains. RISs usually only contain
passive elements that incur lower hardware/energy cost and
less interference contamination. Moreover, RISs are also quite
different from conventional relays. Although they cannot am-
plify or regenerate the received signal, they achieve full-duplex
signal reflection both without self-interference and without
processing noise. These compelling advantages of RIS have
spurred a lot of interest recently in developing prototypes [13]–
[16]. Furthermore, numerous global companies, such as NTT
DoCoMo, Greenerwave, and Pivotal Commware, are focusing
on commercializing RIS-type technologies to reduce the cost,
size, weight, and power consumption of existing systems.

The new research paradigm of RIS-aided wireless commu-
nication has motivated numerous innovative efforts devoted
to their design, and diverse aspects of RISs have been investi-
gated, such as passive beamforming designs [17]–[21], channel
estimation [22]–[26], RIS-aided orthogonal frequency division
multiplexing (OFDM) systems [27], RIS-aided mmWave com-
munications [28], physical layer security [29]–[32], SWIPT
[33]–[35], and so on. In particular, the authors of [36],
[37] exploited the potential of RIS in improving the SWIPT
performance as well as guaranteeing the information security.
Specifically, in [36], artificial noise was injected by the BS
and an alternating optimization based iterative algorithm was
proposed for maximizing the energy efficiency under spe-
cific energy harvesting constraints and minimum (maximum)
signal-to-interference-plus-noise ratio (SINR) constraints of
the IUs (EUs). In [37], angle-aware user cooperation scheme
was adopted, and a two-phase transmission protocol was
considered. Specifically, in the first phase the BS avoids
direct signal transmission to the attacked user and the other
users harvest RF energy by exploiting the popular power-
splitting technology. Then in the second phase, the other
users cooperate to forward useful signals to the attacked user
with the assistance of a RIS. While the above-mentioned
authors focus on exploiting RISs for enhancing the wireless
information/energy transmission performance and for ensuring
physical layer security, the full knowledge of the instantaneous
CSI (either perfect or imperfect) including the BS-RIS and
RIS-user links is required. In practice, however, since the
number of reflecting elements is usually large, obtaining
the full instantaneous CSI is a challenge, which may incur
higher channel training overhead, and using excessive time
for channel estimation will lead to reduced user transmission
rate due to the limited time left for data transmission. Besides,
designing the RIS reflection coefficients in each channel real-
ization based on the full instantaneous CSI also increases the
signal processing complexity, since usually iterative algorithms
are required for RIS optimization [36], [37].

B. Main Contributions

Against the above background, we study a RIS-assisted se-
cure SWIPT system and adopt the two-timescale transmission
protocol [20], [21] for reducing the signal processing com-
plexity and channel training overhead. Specifically, a RIS is
deployed to assist in the information and power transfer from
a multi-antenna BS to a single-antenna IU and multiple single-

antenna EUs, respectively, while in the meantime guaranteeing
the information security of the IU.1

• To this end, we maximize the average worst-case secrecy
rate achieved by the IU upon jointly optimizing the short-
term transmit beamforming vectors at the BS (including
the information and energy beams) and long-term phase
shifts at the RIS, under the energy harvesting constraints
at the EUs and the total transmit power constraint at the
BS.

• We design the long-term RIS reflection phase shifts based
on the channel statistics, while the short-term transmit
beamforming vectors at the BS are designed based on the
effective instantaneous CSI with fixed RIS phase shifts
(the corresponding channel dimension is much smaller
than that of the full instantaneous CSI). Note that the
solution structure of the short-term beamforming design
problems is taken into consideration during long-term
phase-shift optimization, thus the long-term and short-
term variables are jointly optimized.

• The stochastic optimization problem formulated is non-
convex and non-smooth with intricately coupled vari-
ables, which is difficult to solve, and the existing algo-
rithms are not applicable. To tackle this difficulty, we
propose a smooth approximation aided stochastic suc-
cessive convex approximation (SA-SSCA) algorithm that
can be deployed in an online fashion, where the original
problem is first approximated by a smooth problem and
then decomposed into a long-term subproblem and a
family of short-term subproblems.

• We propose an efficient concave-convex procedure based
block coordinate descent (CCCP-BCD) algorithm that is
integrated in the SA-SSCA algorithm to solve the short-
term subproblems and prove its convergence to stationary
solutions. Then, we show that the long-term subproblem
can be easily solved and its closed-form optimal solution
is available. Besides, a heuristic algorithm is presented,
which can achieve performance comparable to the SA-
SSCA algorithm, but with lower complexity.

C. Organization

The rest of the paper is organized as follows. In Section
II, we present the system model and problem formulation.
In Section III, we propose an efficient SA-SSCA algorithm
to solve the formulated problem. In Section IV, a low-
complexity heuristic algorithm is further proposed. In Section
V, numerical results are provided to evaluate the performance
of the proposed algorithms. Finally, we conclude the paper in
Section VI.

Notations: Scalars, vectors and matrices are respectively
denoted by lower/upper case, boldface lower case and bold-
face upper case letters. For an arbitrary matrix A, AT ,
A∗, AH and A† denote its transpose, conjugate, conjugate
transpose and pseudo-inverse, respectively. ‖ · ‖ denote the

1Note that the proposed algorithm is still applicable also for the more
general case associated with multiple IUs, but here we consider the scenario
of single-antenna users. Further extension to the multi-antenna case is set
aside for our future work.



3

BS

RIS controller

RIS

IU

EUs

Direct signal

Reflected signal

BS-RIS signal

Fig. 1: A RIS-aided secure SWIPT system.

Euclidean norm of a complex vector, and | · | denotes the
absolute value of a complex scalar. a◦b denotes the element-
wise product of two vectors. CN (x,Σ) denotes the distri-
bution of a circularly symmetric complex Gaussian (CSCG)
random vector with mean vector x and covariance matrix
Σ; and ∼ stands for “distributed as”. For given numbers
x1, · · · , xN , diag(x1, · · · , xN ) denotes a diagonal matrix with
{x1, · · · , xN} being its diagonal elements and diag(A) de-
notes a vector which contains the diagonal elements of matrix
A. The letter  is used to represent

√
−1. FN is defined as

the Cartesian product of N identical sets each given by F .
For a complex number x, <{x} denotes its real part and ∠x
denotes its angle. I and 0 denote an identity matrix and an
all-zero vector with appropriate dimensions, respectively. E{·}
denotes the statistical expectation. For any real number x, we
define [x]+ , max(x, 0). Cn×m denotes the space of n×m
complex matrices.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System Model

As shown in Fig. 1, we consider a RIS-aided wireless
system which consists of one BS equipped with Ns antennas,
one RIS composed of Nr reflecting elements, one IU, and
M EUs denoted byM , {1, · · · ,M}. Note that the EUs can
potentially overhear the confidential information sent from the
BS to the IU. All the users are equipped with a single antenna
and the EUs are assumed to be deployed in more proximity
to the BS for ease of energy harvesting due to severe channel
attenuation. The RIS is attached to a smart controller that is
able to communicate with the BS via a separate backhaul link
for coordinating transmission and exchanging information,
such as CSI and RIS phase shifts [9]. In this work, we
assume that the RIS is deployed in the vicinity of the EUs
such that it cannot only help increase the energy harvested
by the EUs, but also assist in enhancing the signal strength
for the distant IU and improving its security through careful
phase-shift optimization. Besides, since the signal transmitted
through the BS-RIS-user link suffers from the double path loss,
the signals reflected by RIS two or more times are ignored [9].

For simplicity, we consider linear transmit precoding at the
BS and assume that each IU/EU is assigned with one indi-

vidual information/energy beam without loss of generality.2

Hence, the transmitted signal at the BS can be expressed as

x = wsI +
∑
m∈M

pms
E
m, (1)

where sI and sE
m denote the information-bearing and energy-

carrying signals, respectively, while w ∈ CNs×1 and pm ∈
CNs×1 are the information and energy beamforming vectors
for the IU and EU m, respectively. In particular, since the
energy-carrying signals sE

m’s do not carry any information,
they are assumed to be independently generated from an
arbitrary distribution with E{|sE

m|2} = 1,∀m ∈ M. In
contrast, the information signal sI is assumed to be a CSCG
random variables with zero mean and unit variance, i.e.,
sI ∼ CN (0, 1). Thus, the transmit power required at the BS
is given by

E{xHx} = ‖w‖2 + ‖P‖2, (2)

where P ∈ CNs×M , [p1,p2, ...,pM ].
Let us define hH1 ∈ C1×Ns, FH1 ∈ CNr×Ns and gH1,m ∈

C1×Ns as the channels from the BS to the IU, RIS and EU
m, respectively, and let hH2 ∈ C1×Nr and gH2,m ∈ C1×Nr

denote the channels from the RIS to the IU and EU m,
respectively. Denote by Θ , diag(φ1 = β1e

jθ1 , ..., φN =
βNr

ejθNr ) = diag(φ) (φ , [φ1, · · · , φN ]) as the reflection-
coefficient matrix at the RIS, where βn ∈ [0, 1] and θn ∈
[0, 2π) (n ∈ N , {1, · · · , Nr}) are the reflection amplitude
and phase shift of the n-th element, respectively. In order to
reduce the implementation cost of RIS, we set βn = 1,∀n to
maximize the signal reflection [17]. Hence, the signal received
at the IU can be expressed as

yI = h̃Hx + nI , (3)

where nI ∼ CN (0, σ2
I ) is the additive white Gaussian noise

(AWGN) at the IU and h̃H , (hH2 ΘHFH1 + hH1 ) =
(φHdiag(hH2 )FH1 + hH1 ) is the effective channel from the BS
to the IU. Similarly, the signal received at EU m is given by

yE
m = g̃Hmx + nE,m, (4)

where nE,m ∼ CN (0, σ2
E,m) is the AWGN at EU m and

g̃Hm , (gH2,mΘHFH1 + gH1,m) = (φHdiag(gH2,m)FH1 + gH1,m)
denotes the effective channel from the BS to EU m. Accord-
ingly, the SINRs at the IU and EUs are given by

SINRI(w,P,Θ) =
|h̃Hw|2

‖h̃HP‖2 + σ2
I

, (5)

SINRE
m(w,P,Θ) =

|g̃Hmw|2

‖g̃HmP‖2 + σ2
E,m

, ∀m ∈M, (6)

respectively.3

2Note that the energy beams carry no information but instead pseudo-
random signals that are assumed to be unknown at both the BS and the
IU, therefore they can also be viewed as artificial noise signals that can help
improve the secrecy performance.

3In the case that the energy beams are assumed to be known at both the
BS and the IU before data transmission [38], then the interference caused by
these energy beams can be cancelled at the IU and the SINR expression in (5)
can be simplified as |h̃Hw|2

σ2
I

. Since the proposed algorithm can be directly
applied to solve the simplified problem in this case, the details are omitted
for brevity.
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On the other hand, by ignoring the noise power, the received
RF power at EU m can be written as

Qm(w,P,Θ) = |g̃Hmw|2 + ‖g̃HmP‖2, ∀m ∈M. (7)

B. Problem Formulation

In this paper, we aim for maximizing the average worst-
case secrecy rate achieved by the IU by jointly optimizing
the transmit beamforming vectors at the BS (including the
information and energy beams) and the phase shifts at the
RIS, subject to the total transmit power constraint at the
BS and energy harvesting constraints at the EUs. We adopt
a similar TTS transmission protocol in [20], [21] to reduce
the signal processing complexity and training/signaling over-
head of the conventional instantaneous CSI based schemes.
Note that similar transmission protocols are also adopted by
[39]–[41] for RIS-aided massive MIMO systems. Specifically,
as shown in Fig. 2, the time axis is divided into several
super-frames within which the statistics (distributions) of all
channels are assumed to be constant. Each super-frame is
composed of several (Tf ) frames and each frame further
consists of multiple (Ts) time slots, and all channels are
assumed to remain approximately constant within each time
slot and vary over different time slots, i.e., the quasi-static
flat-fading model is assumed for all channels. We assume that
the effective instantaneous CSI at each time slot, i.e., h̃ and
{g̃m} with given φ (or equivalently Θ) can be obtained at
the beginning of each time slot and Tc (typically less than the
number of time slots contained in each frame) channel samples
(possibly outdated) of the BS-RIS, BS-user and RIS-user links,
i.e., Hj , {h1,j ,g1,m,j , diag(hH2,j)F

H
1,j , diag(gH2,m,j)F

H
1,j} (j

denotes the sample index), j = 1, · · · , Tc, are available at the
BS at the end of each frame. The Tc channel samples can
be generated according to the channel’s statistical information
if we assume that there is a statistical CSI estimation phase
before data transmission [20].4 Therefore, we aim to optimize
the long-term passive RIS phase-shift matrix Θ based on
the channel samples of all links (or implicitly, the channel
statistics), while the short-term active beamforming vectors w
and P at the BS are designed to adapt to the instantaneous
CSI of the users’ effective fading channels h̃ and {g̃m}
with fixed RIS phase shifts over the time slots within each
frame. Besides, since only some channel samples are needed
in each frame and the estimation of the effective channels
is much easier than obtaining the real-time full instantaneous
CSI in each time slot, the channel estimation overhead can be
significantly reduced.

Let θ = [θ1, ..., θNr ]T = ∠diag(Θ), then the worst-case

4Since the statistical CSI has been estimated in this phase, an arbitrary
number of channel samples can be generated for long-term RIS phase-shift
optimization without imposing unaffordable channel estimation overhead.
Note that these channel samples are random realizations of the statistical CSI,
and by generating them, no new information is gleaned about the channel.

secrecy rate achieved by the IU is given by5

S(w,P,θ,H) =
[

log(1 + SINRI(w,P,θ))

− max
m∈M

log(1 + SINRE
m(w,P,θ))

]+
,

(8)

where H , {h1,g1,m, diag(hH2 )FH1 , diag(gH2,m)FH1 }. Ac-
cordingly, the optimization problem is mathematically formu-
lated as follows:

max
θ

E
{

max
w, P

S(w,P,θ,H)

}
(9a)

s.t. ‖w‖2 + ‖P‖2 ≤ Pt, (9b)
Qm(w,P,θ) ≥ εm, ∀m ∈M, (9c)
0 ≤ θn < 2π,∀n ∈ N , (9d)

where the expectation is taken over all channels’ random
realizations within the super-frame considered, Pt denotes the
BS power budget and εm represents the minimum RF receive
power requirement of EU m. By solving problem (9), we aim
to seek a reflection phase-shift vector θ that is statistically
optimal in the long term (by solving the outer problem in (9))
and a short-term beamforming design that only requires the
effective/partial instantaneous CSI h̃ and {g̃m} with given θ
(by solving the inner problem in (9)).

Let Ω , {w(H),P(H),∀H} denote the collection of
the short-term optimization variables for all possible channel
realizations that satisfy the transmit power constraint (9b), and
let E{S(w(H),P(H),θ,H)} denote the average worst-case
secrecy rate. Then, we observe that problem (9) is difficult to
solve because 1) it is a non-convex stochastic optimization
problem with the transmit beamforming vectors and RIS
phase shifts intricately coupled in the objective function; 2)
a closed-form expression of E{S(w(H),P(H),θ,H)} with
given either θ or Ω, is difficult to obtain in general; 3) as
multiple EUs (potential eavesdroppers) are considered and
these exist a [·]+ operation in (9a), the worst-case secrecy rate
S(w,P,θ,H) is non-smooth.6 Generally, there is no standard
method for solving such non-convex non-smooth stochastic
optimization problems optimally. In the next two sections,
we propose efficient algorithms to solve problem (9) sub-
optimally.

Remark 1. As long as the statistical CSI is available, the
long-term optimization can either be done at the end of the
statistical CSI estimation phase in an offline fashion, or at the
end of each frame in an online fashion. In the offline case,
the computational burden and memory cost at the end of the
statistical CSI estimation phase might be high since a number
of iterations are required and the number of channel samples
that should be stored is large. In this case, the long-term
reflection coefficients are fixed in the rest of the frames, and

5The notations f(·,Θ) and f(·,θ), where f(·) denotes an arbitrary
function, will be used interchangeably in the following when there is no
ambiguity.

6Although this contribution and our previous treatises [20], [21] all consider
the two-timescale transmission scheme, the main difference lies in the non-
smooth nature of the objective function. How to tackle this challenge is one
of the main contributions of this work, which will become more explicit, as
we progress.
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Fig. 2: Frame structure of the two-timescale scheme.

in practice they can be initialized with those in the last super-
frame for ensuring that the proposed algorithm can converge
promptly, since the channel statistics in two adjacent super-
frames are quite similar. While for the online case, only a
small number of channel samples are utilized to update the
long-term variables, and thus only a small number of short-
term subproblems are required to be solved at each iteration,
which also means that the reflection coefficients are gradually
refined in each frame. This is similar to the updating process of
neural network parameters in deep reinforcement learning. By
doing so, the algorithm can automatically track the slowly-
varying channel statistics. Therefore, online algorithms are
more desirable due to its lower memory requirement and
complexity.

Remark 2. The efficiency of the proposed scheme depends
on how fast the channel statistics vary. If the statistical CSI
changes slowly, e.g., when the users have low mobility, then
the implementation cost can be significantly reduced, since
only the effective channels have to be estimated in each
time slot and RIS optimization only occures sporadically. By
contrast, if the channel statistics rapidly become outdated,
then the overhead required by statistical CSI estimation will
increase, and so will the frequency of RIS optimization, which
affects the the proposed scheme’s efficiency. In this paper,
we only focus our attention on a quasi-static statistical CSI
scenario, while the effects of time-variant statistical CSI are
studied via numerical simulations (in Section V-I). Further
investigation of rapidly time-variant statistical CSI scenarios
is set aside for our future research.

III. PROPOSED SA-SSCA ALGORITHM

In this section, we propose the SA-SSCA algorithm to
efficiently solve problem (9). Specifically, we first transform
problem (9) into a more tractable form by employing smooth
approximation, which turns (9a) into a differentiable func-
tion. Then, the SSCA algorithm is proposed to solve the
transformed problem by decomposing it into a long-term
subproblem and a family of short-term subproblems. We
show that these two types of subproblems can be efficiently
solved, and the proposed SA-SSCA algorithm is guaranteed to
converge. Note that although the SSCA framework of [42] is

adopted, it is nontrivial to design efficient long-term and short-
term optimization algorithms, especially when the objective
function and constraints are in complex forms as in our case.

A. Problem Transformation and Decomposition

First, we propose to ignore the operator [·]+ in the ob-
jective function (9a) since if the worst-case secrecy rate
S(w,P,θ,H) is negative at an arbitrary time slot, we can
always set the corresponding information-bearing signal sI

equal to sE
m (m can be chosen arbitrarily) such that no

information is sent and S(w,P,θ,H) = 0 is satisfied without
violating the constraints (9b) and (9c). As a result, problem
(9) can be equivalently transformed into

max
θ

E
{

max
w, P

S̃(w,P,θ,H)

}
s.t. (9b)− (9d),

(10)

where S̃(w,P,θ,H) , log(1 + SINRI(w,P,θ)) −
maxm∈M log(1 + SINRE

m(w,P,θ)). Note that problem (9)
and problem (10) have the same optimal solution since
S̃(w,P,θ,H) is always non-negative as discussed above.

Next, we can see that problem (10) is still difficult to solve
due to its non-smooth objective function caused by the exis-
tence of multiple EUs. To tackle this difficulty, we introduce
the following smooth approximation lemma to construct a
differentiable and continuous approximation of S̃(w,P,θ,H).

Lemma 1. [43] Let f(x) , max(x) and f̂p(x) ,
1
p ln (

∑m
i=1 e

pxi), where x = [x1, x2, ..., xm]T ∈ Rm×1, m
is a positive integer and p is a real number. Then, we have

f(x) ≤ f̂p(x), (11)

and
lim
p→∞

f̂p(x) = f(x), (12)

when m ≥ 2 and p > 0. The approximation gap is upper-
bounded by 1

p logm.

Lemma 1 indicates that the max function can be approximated
by a log-sum-exp function, which is convex and differentiable
(in fact, analytical). By resorting to Lemma 1 and the fact
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that 1 + SINRE
m(w,P,θ) > 0,∀m ∈ M, S̃(w,P,θ,H) can

be lower-bounded by

S̃(w,P,θ,H) > S̄(w,P,θ,H) , log(1 + SINRI(w,P,θ))

− 1

p
log

( ∑
m∈M

(1 + SINRE
m(w,P,θ))p

)
.

(13)
Hence, problem (10) can be further transformed into

max
θ

E
{

max
w, {pm}

S̄(w,P,θ,H)

}
s.t. (9b)− (9d).

(14)

Note that for any finite value of p, problem (14) is an
approximation of problem (10), while they become equivalent
as p→∞.

Then, in order to resolve the difficulty caused by the fact
that the long-term variable θ and short-term variables {w,P}
are coupled, we further employ the primal decomposition
method [42], [43] to decompose problem (14) into a long-
term subproblem and a family of short-term subproblems.
Specifically, for fixed long-term phase shifts θ, we have the
following short-term subproblem:

PS(θ,H) : max
w, P

S̄(w,P,θ,H)

s.t. (9b) and (9c),
(15)

which corresponds to one channel realization H and is solved
in each time slot. Note that since θ is fixed in PS(θ,H), the
BS only needs to estimate the low-dimensional effective fading
channels h̃ and g̃m,∀m ∈ M, in each time slot, instead of
the full instantaneous CSI. Let (wJ(θ,H),PJ(θ,H)) denote
a stationary solution of PS(θ,H), which is obtained by
running the short-term sub-algorithm (will be introduced in
Section III-B) for a sufficiently large number (J) of iterations.7

Then, with the short-term policy {wJ(θ,H),PJ(θ,H)}, we
formulate the following long-term subproblem:

PJL : max
θ

E{S̄(wJ(θ,H),PJ(θ,H),θ)},

s.t. 0 ≤ θn < 2π,∀n ∈ N .
(16)

According to [42], a stationary solution (up to certain errors
caused by the finite J) can be found by solving the long-term
subproblem PJL to obtain a stationary point θ?, and finding
a stationary solution (wJ(θ,H),PJ(θ,H)) of PS(θ,H) for
each H (i.e., finding a short-term beamforming design policy).
In the following subsections, we will present how to solve
PS(θ,H) and PJL efficiently.

B. Solving the Short-term Subproblem

With given RIS phase-shift vector θ, we observe that
PS(θ,H) is still difficult to solve as its objective function
S̄(w,P,θ,H) and the energy harvesting constraint (9c) are

7Note that typically, the convergence to a stationary solution requires J →
∞, however, the short-term sub-algorithm always runs for a finite number
of iterations in practice. Therefore, (wJ (θ,H),PJ (θ,H)) may not be the
exact stationary solution of PS(θ,H), but this will not affect the convergence
of the proposed algorithm as the error caused by this issue will diminish to
zero as J →∞ [42].

non-convex. To transform PS(θ,H) into a more tractable
form, we resort to the following theorem.

Theorem 1. Let z ∈ C, u ∈ C and v ∈ C denote the
introduced auxiliary variables, then the following problem:

min
w,P,z,u,v

ze(w,P, u)−log(z)+
1

p
vẽ(w,P)− 1

p
log(v),

s.t. (9b) and (9c),
(17)

where e(w,P, u) , |u|2|h̃Hw|2 +|u|2σ2 +|u|2‖h̃HP‖2 +1−
2<{u∗h̃Hw} and ẽ(w,P) ,

∑
m∈M(1+SINRE

m(w,P,θ))p,
is equivalent to PS(θ,H), in the sense that the global optimal
solution (w?,P?) for the two problems are identical.

Proof. Please refer to Appendix A.

Theorem 1 implies that maximizing S̄(w,P,θ,H) can be ac-
complished via minimizing the objective function of problem
(17), which is a weighted sum of e(w,P, u) and ẽ(w,P).8 It is
noteworthy that problem (17) is in the space of (w,P, z, u, v)
and is easier to handle since optimizing each variable while
fixing the others is relatively easy. To proceed, we further
introduce a set of auxiliary variables ym,m ∈M, then prob-
lem (17) can be equivalently transformed into the following
problem:

min
w,P,z,u,v,{ym}

ze(w,P, u)− log(z) (18a)

+
1

p
v

( ∑
m∈M

(1 + ym)p

)
− 1

p
log(v)

s.t. SINRE
m(w,P,θ) ≤ ym, ∀m ∈M, (18b)

(9b) and (9c).

The equivalence between problem (17) and problem (18)
can be easily verified as the optimal y?m of problem (18)
must satisfy y?m = SINRE

m(w,P,θ) (otherwise, we can
always slightly decrease y?m such that the objection value is
reduced without violating any constraints) and by substituting
y?m back into the objective function of problem (18), we
obtain problem (17). In the following, we propose an efficient
iterative algorithm to solve problem (18) by combining the
CCCP and BCD methods, where first-order approximations are
employed to convexify the non-convex parts therein and the
optimization variables are properly partitioned into different
blocks to be successively updated. Note that in contrast, the
original PS(θ,H) is non-convex in the design variables w and
P (even with fixed w or P), which makes it difficult to solve.

First, we note that the SINR constraint (18b) and the energy
harvesting constraint (9c) are non-convex and difficult to han-
dle. Therefore, by employing the CCCP method, we introduce
the following upper and lower bounds for SINRE

m(w,P,θ)
and Qm(w,P,θ), respectively:

SINRE
m(w,P,θ)

≤ |g̃Hmw|2

−‖g̃HmPf‖2 + 2<{g̃HmPfPH g̃m}+ σ2
E,m

,
(19)

8Note that the intrinsic idea behind Theorem 1 is similar to the weighted
sum mean-square error minimization (WMMSE) transformation proposed
in [44], however, the difference is that these exists a polynomial term of
SINRE

m(w,P,θ) in S̄(w,P,θ,H) and thus this term cannot be transformed
into weighted mean squared error (MSE).
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min
w,P,z,u,v,{ym}

ze(w,P, u)− log(z) +
1

p
v

( ∑
m∈M

(1 + ym)p

)
− 1

p
log(v) (21a)

s.t.
|g̃Hmw|2

−‖g̃HmPf‖2 + 2<{g̃HmPfPH g̃m}+ σ2
E,m

≤ ym, ∀m ∈M, (21b)

−|g̃Hmwf |2−‖g̃HmPf‖2+2<{g̃HmwfwH g̃m+g̃HmPfPH g̃m} ≥ εm, ∀m ∈M, (21c)
(9b).

Qm(w,P,θ) ≥− |g̃Hmwf |2 − ‖g̃HmPf‖2

+ 2<{g̃HmwfwH g̃m+g̃HmPfPH g̃m},
(20)

where ‖g̃HmP‖2 and |g̃Hmw|2 are approximated by their first-
order Taylor expansions, and wf and Pf denote the infor-
mation beamforming vector and energy beamforming matrix
obtained in the previous iteration, which are fixed in the cur-
rent iteration. Accordingly, we obtain an approximate problem
of (18), shown in (21) at the top of this page.

To this end, we propose to solve problem (21) in a BCD-
fashion, i.e., the variables are divided into multiple blocks
and are updated sequentially. Specifically, the variables are
divided into three blocks, i.e., {z, v}, u, and {w,P, ym}, and
the detailed updating steps are given as follows.

Step 1: With fixed u and {w,P, ym}, it can be seen that
optimizing z and v is equivalent to solving the following
unconstrained convex optimization problem:

min
z, v

ze(w,P, u)− log(z)

+
1

p
v

( ∑
m∈M

(1 + ym)p

)
− 1

p
log(v),

(22)

whose optimal solution can be easily obtained as z = 1
e(w,P,u)

and v = 1∑
m∈M(1+ym)p by resorting to the first-order optimal-

ity condition.
Step 2: With fixed {w,P, ym} and {z, v}, we obtain the

following convex problem with respect to (w.r.t.) u:

min
u
|u|2|h̃Hw|2 + |u|2σ2

+ |u|2‖h̃HP‖2 + 1− 2<{u∗h̃Hw},
(23)

and the optimal solution is given by u = h̃Hw
|h̃Hw|2+‖h̃HP‖2+σ2

.
Step 3: For the optimization of {w,P, ym}, we have the

following problem:

min
w, P, {ym}

ze(w,P, u)− log(z)

+
1

p
v

( ∑
m∈M

(1 + ym)p

)
− 1

p
log(v)

s.t. (9b), (21b) and (21c),

which is convex and can be efficiently solved via off-the-shelf
solvers, such as CVX [45].

To summarize, the short-term subproblem PS(θ,H) can be
efficiently solved by iterating over the abovementioned three
steps and the details are shown in Algorithm 1. With regard

to the convergence property of Algorithm 1, we have the
following theorem.

Theorem 2. The objective value (21a) is non-increasing over
the iterations of Algorithm 1 and any limit point generated by
Algorithm 1 is a stationary solution of PS(θ,H).

Proof. Please refer to Appendix B.

Algorithm 1 Proposed CCCP-BCD algorithm for solving
PS(θ,H)

1: Initialize the variables w0,P0, z0, u0, v0, {y0
m} with a

feasible point. Set the iteration index i = 1.
2: repeat
3: Update {z, v}, u and {w,P, ym} successively by solv-

ing problems (22), (23) and (24), respectively, and
obtain {wi,Pi, zi, ui, vi, yim}.

4: Set Pf = Pi and wf = wi, and let i← i+ 1.
5: until The maximum number of J iterations is reached.

C. Solving the Long-term Subproblem

In this subsection, we propose to solve the long-term
problem PJL based on the SSCA framework proposed in [42],
where an iterative algorithm is presented and in each iteration
(or equivalently, at the end of each frame), a convex surro-
gate problem is constructed to resolve the difficulty that no
closed-form expression of E{S̄(wJ(θ,H),PJ(θ,H),θ,H)}
is available.9 We show that the surrogate problem can be
simply constructed by replacing the objective function of
PJL with a concave quadratic function which depends on
the channel samples obtained at the current and preceding
iterations (frames). Besides, the global optimal solution of
the resulting surrogate problem can be expressed in a simple
closed-form and the long-term RIS phase shifts are iteratively
updated.

Specifically, according to [42], PJL can be approximated as
follows at the t-th iteration:

max
θ

ḡt(θ)

s.t. 0 ≤ θn < 2π,∀n ∈ N ,
(24)

9Note that the objective function of problem (16) is a complicated function,
which depends on both the information and energy beamforming vectors, as
well as on the statistical and effective channel information contained in H;
therefore, directly maximizing it through optimizing the RIS phase shifts is
intractable.
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where ḡt(θ) is the surrogate objective function that is given
by

ḡt(θ) = f t + (f t)T (θ − θt)− τ‖θ − θt‖2, (25)

which can be viewed as a concave approximation of the objec-
tive function E{S̄(wJ(θ,H), PJ(θ,H),θ)} of problem (16).
τ > 0 can be any constant. f t and f t are the approximations of
the objective function value E{S̄(wJ(θt,H),PJ(θt,H),θt)}
and the partial derivative of E{S̄(wJ(θ,H), PJ(θ,H),θ)}
w.r.t. θ at θ = θt, respectively, which are iteratively updated
as

f t =(1− ρt)f t−1

+
ρt

Tc

Tc∑
j=1

S̄(wJ(θt,Htj),PJ(θt,Htj),θt,Htj),

f t =(1− ρt)f t−1

+
ρt

Tc

Tc∑
j=1

∂S̄

∂θ

∣∣∣∣
(wJ (θt,Ht

j),PJ (θt,Ht
j),θt,Ht

j)

,

(26)

with f−1 = 0 and f−1 = 0, where Htj , {ht1,j ,ht2,j ,Ft1,j ,
{gt1,m,j ,gt2,m,j}}, j ∈ {1, · · · , Tc} denote the channel sam-
ples available at the t-th iteration, and the detailed derivation
of ∂S̄

∂θ

∣∣
(wJ (θt,Ht

j), PJ (θt,Ht
j),θt,Ht

j) is given in Appendix C.

{ρt} is a sequence of forgetting factors that satisfies ρt → 0,
1
ρt ≤ O(tβ) for some β ∈ (0, 1), and

∑
t(ρ

t)2 < ∞. We
emphasize that Htj , j ∈ {1, · · · , Tc} are not the instantaneous
channels, but are channel samples generated from the statis-
tical CSI. Note that as t → ∞, ḡt(θ) exhibits the following
asymptotic consistency properties [42]:

lim
t→∞

|ḡt(θt)−E{S̄(wJ(θt,H),PJ(θt,H),θt)}| = 0,

lim
t→∞

‖∇ḡt(θt)−∇θE{S̄(wJ(θt,H),PJ(θt,H),θt)}‖ = 0,

(27)
which show that the iterative approximation ḡt(θ) and
its gradient can converge to the true objective function
E{S̄(wJ(θ,H),PJ(θ,H),θ)} and the corresponding gradi-
ent w.r.t. θ, as t→∞.

Then, the optimal solution of problem (24) can be obtained
in closed-form, which is shown as follows:

θ̄t = θt +
1

2τ
f t. (28)

Accordingly, the long-term variable θ can be updated as

θt+1 = (1− γt)θt + γtθ̄t, (29)

where {γt} is a sequence that satisfy γt → 0,
∑
t γ

t = ∞,∑
t(γ

t)2 < ∞ and limt→∞
γt

ρt = 0. Since γt satisfies γt ∈
(0, 1] and θ̄t ∈ (0, 2π]N , the reflection phase shifts θt,∀t,
will automatically lie in the feasible region, i.e., (0, 2π]N ,
according to the updating rule in (29).

Note that for the more practical case of discrete phase
shifts at the RIS, we can simply project the entries of θt

independently onto Fd , {0, 2π
L , · · · ,

2π(L−1)
L } (L = 2Q and

Q denotes the number of control bits for phase-shifting per
RIS element) to obtain a unit-modulus discrete solution, i.e.,

θ̂tn = arg min
θ̂tn∈Fd

|∠θtn − ∠θ̂tn|, ∀n ∈ N . (30)

It will be shown in Section V that when Q ≥ 2 bits, the
performance loss due to discrete phase shifts is negligible.

D. Overall Algorithm and Convergence/Complexity Analysis

To summarize, the overall algorithm for solving problem
(14) is given in Algorithm 2. Besides, Algorithm 2 almost
surely converges to the set of stationary solutions of problem
(14) and the detailed proof can be found in [42]. Due to
Lemma 1, the obtained solution is also the approximate
stationary solution of problem (9).

From the above, it is observed that the complexity of Algo-
rithm 2 is mainly due to solving PS(θ,H) in each time slot
and computing {wJ(θt,Htj),PJ(θt,Htj)} for the generated
channel samples in the long-term optimization problem, which
both involve solving problem (24) multiple times. By applying
the basic elements of complexity analysis as used in [46],
the complexity of solving problem (24) is O((NsM)3.5).
Furthermore, the complexity of computing the partial deriva-
tives (as shown in Appendix C) is O(N2

sM
2 + MNsNr).

Therefore, the overall complexity of Algorithm 2 is given by
O(TfTs(NsM)3.5 + Tf (Tc(NsM)3.5 + TcMNsNr)).

Algorithm 2 Proposed SA-SSCA algorithm for solving prob-
lem (14)

1: At the beginning of each super-frame, initialize the long-
term variable θ0 and the short-term variables (w0,P0).
Set the frame index t = 0 and the time slot index i = 0.

2: repeat
3: repeat
4: Obtain the effective CSI {h̃, {g̃m}} with given θt in

time slot i.
5: Solve problem PS(θ,H) using Algorithm 1 and

obtain the solution {Pi,wi}.
6: i← i+ 1.
7: until the frame ends, i.e., i = (t+ 1)Ts − 1.
8: Obtain Tc channel samples {Htj}

Tc
j=1 at the end of frame

t.
9: Update the surrogate function (25) using

{wJ(θt,Htj),PJ(θt,Htj)} (obtained via running
Algorithm 1) and {Htj}

Tc
j=1.

10: Solve problem (24) to obtain θ̄t and update θt+1

according to (29).
11: t← t+ 1 .
12: until the super-frame ends, i.e., t = Tf − 1.

IV. LOW-COMPLEXITY ALGORITHM

In this section, in order to reduce the computational com-
plexity of the proposed SA-SSCA algorithm, we present a low-
complexity efficient heuristic algorithm to solve the long-term
subproblem (16). The proposed low-complexity algorithm
is motivated by the fact that for each channel sample Htj
available at the end of frame t, the proposed CCCP-BCD
algorithm in Algorithm 1 needs to be implemented to obtain
the corresponding short-term transmit beamforming vectors at
the BS, i.e., {wJ(θt,Htj),PJ(θt,Htj)}, and this step (Step 9
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in Algorithm 2) is required to be repeatedly conducted at the
end of each frame, which incurs high complexity.

To address this difficulty, we design the long-term variable
θ based on the intuition that in order to maximize the worst-
case secrecy rate, we need to increase the effective channel
power from the BS to the IU, i.e., ‖h̃‖2, and in the meantime
reduce the effective channel power from the BS to the EUs,
i.e., ‖g̃m‖2,∀m. Therefore, the proposed objective function
for low-complexity long-term optimization can be formulated
as follows:

CL(φ) = E

{
−‖h̃‖2 + a

M∑
m=1

‖g̃m‖2
}
, (31)

where a is the weighting factor that is chosen carefully to
balance between desired channel power enhancement and
eavesdropping channel power suppression, and the expectation
is taken over the channel statistics. As a result, the lone-term
subproblem can be approximated as

min
φ

CL(φ)

s.t. |φn| = 1,∀n ∈ N .
(32)

To proceed, we rewrite the objective function CL(φ) as
follows:

CL(φ̄)= φ̄HE

{
−H̄HH̄+a

M∑
m=1

ḠH
mḠm

}
φ̄= φ̄HĀφ̄,

(33)
where H̄ = [F1diag(h2),h1], Ḡm = [F1diag(g2,m),g1,m],
φ̄ = [φT , 1]T and Ā = E{−H̄HH̄+a

∑M
m=1 ḠH

mḠm}. Note
that the matrix Ā depends on the channel statistics, which can
be easily obtained via sample averaging.

Then, it is observed that CL(φ̄) is a quadratic function
w.r.t. φ̄, which, however, may not be convex since Ā is not
always positive semidefinite. Therefore, problem (32) is still
a non-convex problem with uni-modular constraints. In the
literature, various methods have been proposed to address a
similar problem by using, e.g., the SSCA method as introduced
above, the semidefinite relaxation (SDR) method [17], the
BCD method, and the penalty dual decomposition (PDD)
method [20]. In this work, we employ the last one, since it
enables the optimization of RIS phase shifts in parallel and
its computational complexity is low. Interested readers may
refer to [20] for the details. Besides, it is noteworthy that for
the proposed low-complexity algorithm, the weighting factor
a should be carefully chosen to achieve good performance.
In principle, a one-dimensional search should be conducted to
find the value of a, which, however, may result in high com-
putational complexity. To address this problem, we propose a
simple method to determine the value of a that can empirically
achieve good performance in our numerical simulations, which
is shown as follows:

a =
E{‖h1‖2}

E
{

1
M

M∑
m=1
‖g1,m‖2

} . (34)

Note that the intuition here is to balance the BS-IU and BS-
EU effective channel powers approximately. Finally, similar

to the complexity analysis in Section III-D, the complexity of
the proposed low-complexity algorithm can be expressed as
O(TfTs(NsM)3.5 + IN2

r ), where I denotes the number of
iterations required to solve problem (32) (including both outer
and inner iterations).

V. SIMULATION RESULTS

In this section, we provide numerical results by simulations
to verify the effectiveness of the proposed algorithms and
draw useful insights. We assume that the RIS is equipped
with Nr = 80 reflecting elements without loss of generality.
The path losses of F1, h1, h2, g1,m’s and g2,m’s are mod-

eled as LBR = C0

(
dBR/D0

)−αBR

, LBI = C0

(
dBI/D0

)−αBI

,

LRI = C0

(
dRI/D0

)−αRI

, LBE
k = C0

(
dBE
k /D0

)−αBE
k and

LRE
k = C0

(
dRE
k /D0

)−αRE
k , where D0 = 1 meter (m) denotes

the reference distance, C0 = −30 dB denotes the path loss
at the reference distance, dBR, dBI, dRI, dBE

k and dRE
k denote

the link distance from the BS to the RIS, from the BS to the
IU, from the RIS to the IU, from the BS to EU m, and from
the RIS to EU m, respectively, while αBR, αBI, αRI, αBE

k , and
αRE
k denote the corresponding path loss factors. We assume

that the RIS is deployed to serve the users that suffer from
severe signal attenuation in the BS-user direct links and thus
we set αBI = αBE

k = 3.6 and αBR = αRI = αRE
k = 2.2, i.e., the

path-loss exponent of the BS-user link is larger than those of
the BS-RIS and RIS-user links. Besides, in our simulations, a
three-dimensional coordinate system is considered, as shown
in Fig. 3, where the BS (equipped with a uniform linear array
(ULA)) and the RIS (equipped with a uniform planar array
(UPA)) are located on the x-axis and y-z plane, respectively.
The reference antenna/element at the BS/RIS are located at
(6 m, 0, 0) and (0 m, 2.5 m, 3 m), the location of the IU is
(6 m, 200 m, 0) and the EUs are located in a circle centering
at the AP with a radius of 5 m. To account for small-scale
fading, we assume the general Rician fading channel model
for all channels involved and the details are similar to those
in [20]. The Rician factors of the BS-user links are set to 0
dB, while those of the BS-RIS and RIS-user links are set to
3 dB, without loss of generality. Other system parameters are
set as follows unless otherwise specified: σ2

I = σ2
E,m = −80

dBm, ∀m, Pt = 45 dBm, M = 6, Ns = 2, εm = ε = 2 µw,
∀m, p = 4. All the results are averaged over 1000 independent
channel realizations.

To illustrate the performance gain of our proposed algo-
rithms, we consider the following benchmark schemes.
• Instantaneous CSI based scheme: the transmit beam-

forming vectors at the BS and the RIS phase shifts are
iteratively and alternatively optimized by employing the
BCD method and assuming perfect instantaneous CSI
over all time slots.

• BS-IU effective channel power maximization scheme: the
RIS phase shifts are designed by solving problem (32)
with fixed a = 0 (i.e., maximizing the BS-IU effective
channel power), and the active beamforming vectors are
designed according to Algorithm 1 with fixed RIS phase
shifts.
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Fig. 3: Simulation setup.
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Fig. 4: Convergence behavior of the proposed SA-SSCA
algorithm with different values of Tc.

• Random phase-shift scheme: the phase shifts at the RIS
are randomly generated at each time slot, and the active
beamforming vectors are designed according to Algo-
rithm 1.

A. Impact of Batch Size, Tc
First, in Fig. 4, we investigate the convergence behavior

of the proposed SA-SSCA algorithm for different values of
Tc. Note that Tc can be regarded as the batch size for the
SA-SSCA algorithm, as it represents the number of chan-
nel/training samples utilized in one iteration. As seen, the
choice of Tc does not affect the convergence speed and steady
state performance much and the proposed algorithm converges
for all values of Tc tested in {1, 2, 4, 8, 16}. However, the
curves with larger Tc are more smooth, which is expected
since the partial derivative f t (defined in (26)) extracted from
a larger number of channel samples is generally more accurate
than that with a smaller Tc.

B. Impact of BS Transmit Power Budget, Pt
Second, we investigate the impact of the BS transmit power

budget, i.e., Pt, on the system performance. In this experiment,
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Fig. 5: Average worst-case secrecy rate versus BS transmit
power budget, Pt.

we fix all the other system parameters as mentioned above
and change Pt from 35 dBm to 55 dBm. As shown in Fig.
5, the performance of all the schemes improves with the
increasing of Pt and the instantaneous CSI based scheme
achieves the best performance, followed by the proposed two-
timescale schemes, i.e., the SA-SSCA algorithm introduced
in Section III, the low-complexity algorithm in Section IV,
the BS-IU effective channel power maximization scheme, and
the random phase-shift scheme. Besides, it can be seen that
the performance of the proposed low-complexity algorithm
is very close (within 0.1 bits/s/Hz) to that of the SA-SSCA
algorithm when Nr = 80, which verifies the effectiveness of
the proposed metric in (31) designed for updating the long-
term phase shifts. Their performance gap enlarges when Nr
is larger (the performance when Nr = 200 is shown in Fig.
5), which is also reasonable since typically more sophisticated
reflection control is required for a larger RIS and the strategy
adopted by the low-complexity algorithm is relatively simple.

C. Impact of Number of EUs, M

Then, we investigate the performance of the considered
schemes under various numbers of EUs, as shown in Fig. 6. It
is observed that the performance of all the schemes gradually
deteriorates with more EUs. This is expected since as M
increases, the probability that the maximum achievable rate of
the EUs becomes larger increases. Besides, due to the more
energy harvesting constraints when M increases, less power
will be allocated for information transmission, which also
leads to lower secrecy rate. By comparing the performance of
the schemes considered, we can see that similar trends to those
in Fig. 5 can be observed. In particular, the performance gap
between the instantaneous CSI based scheme and the proposed
SA-SSCA and low-complexity algorithms slightly expands as
M increases, which is reasonable since allowing the reflection
phase shifts to be tuned in each time slot provides more
flexibility for improving the secrecy and SWIPT performance.
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Fig. 6: Average worst-case secrecy rate versus number of EUs,
M .

D. Impact of Minimum RF Receive Power Requirement, ε

Next, we study in Fig. 7 the impacts of the RF receive
power requirement ε on the secrecy performance, where M
is set to 4 and the other system parameters are set as default.
It is observed that the worst-case secrecy rate performance
gradually decreases with the increasing of ε, which is expected
since the IU and EUs are far apart in our setup and a larger
portion of transmit power is allocated to satisfy the energy
harvesting requirements of the EUs as ε increases. Besides,
we also observe that the worst-case secrecy rate does not drop
much (within 0.5 bits/s/Hz) as ε increases from 4 µw to 60 µw.
This is due to the fact that the energy harvesting constraints
are relatively easier to address as compared to maximizing
the worst-case secrecy rate, since the former is only related
with the BS-EU and BS-RIS-EU links, while the latter should
further take the BS-IU and BS-RIS-IU links into consideration.
Therefore, by sacrificing a small amount of worst-case secrecy
rate, the harvested energy can be significantly increased.

E. Impact of Number of RIS Reflecting Elements, Nr

In Fig. 8, we show the average worst-case secrecy rate
performance of the considered schemes under various num-
bers of reflecting elements, Nr. It can be observed that
the performance of all the algorithms, except for the BS-
IU effective power maximization scheme, improves with the
increasing of Nr. This is mainly due to the fact that larger
Nr leads to higher aperture gain and in the meantime more
fine-grained reflect beamforming, that is able to improve the
overall system performance. However, for the BS-IU effective
power maximization scheme, the IU’s receive signal power
gradually gets saturated as Nr increases and since the EUs
have much shorter distances to the RIS and AP as compared
to the IU, their receive signal power increases more quickly
with Nr, which in turn decreases the secrecy rate.
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Fig. 7: Average worst-case secrecy rate versus minimum RF
receive power requirement, ε.
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Fig. 8: Average worst-case secrecy rate versus number of RIS
reflecting elements, Nr.

F. Impact of Discrete Phase Shifts

Next, in Fig. 9 we portray the impact of discrete phase shifts
on the performance of the proposed algorithm. It is observed
that as the number of control bits per RIS element (i.e., Q)
increases, the performance gap between the discrete phase-
shift and the continuous phase-shift case gradually decreases
and when Q = 3, using RISs relying on discrete phase shifters
incurs only negligible performance erosion. Furthermore, it
can be seen that compared to the proposed SA-SSCA algo-
rithm, the instantaneous CSI based scheme is in general more
sensitive to Q, and it requires about 4 bits to achieve similar
performance to that of the continuous phase-shift scenario.

G. Impact of CSI Delay

Then, we investigate the impact of CSI delay (for BS-user
effective channel estimation) on the worst-case secrecy rate



12

1 2 3 4 5 6 7 8 9 10

Number of control bits, Q

6.2

6.4

6.6

6.8

7

7.2

7.4

7.6

7.8

8

8.2
A
v
er
a
g
e
w
o
rs
t-
ca
se

se
cr
a
cy

ra
te

(b
it
s/
s/
H
z)

Instantaneous CSI based
SA-SSCA

Fig. 9: Average worst-case secrecy rate versus number of
quantization bits per RIS element, Q.

performance. In this simulation, we adopt a dynamic CSI
model as in [47] to model the CSI delay, for example, the
BS-RIS channel at time s can be modeled as

F1(s) = ρ(s)F1(s) + (1− ρ(s))F1,m, (35)

where F1,m is the channel mean, ρ(s) = J0(2πfds), fd is
the channel Doppler spread, and J0(·) is the zeroth-order
Bessel function of the first kind. The delay of the other
channels are modeled similarly. We assume that the CSI delay
is proportional to the number of channel coefficients that are
required to be estimated, i.e., if the CSI delay for BS-user
effective channel estimation (i.e., h̃ and g̃m) is ω millisecond
(ms), then the CSI delay for estimating the full channel sample
{F1,h1,h2,g1,m,g2,m} is Ns(M+1)+NrNs+Nr(M+1)

Ns(M+1) ω ms.
Note that due to the adopted two-timescale-based scheme,
the CSI delays in the proposed algorithms are much smaller
than that in the instantaneous CSI based scheme. As shown
in Fig. 10, the performance of the instantaneous CSI based
scheme deteriorates very quickly with the increasing of the
CSI delay, while those of the two-timescale-based schemes
are almost invariant for different values of ω (at least in the
range [0 ms − 20 ms]). This result shows the superiority of
the proposed two-timescale-based schemes in practice as the
channel estimation overhead and implementation cost can both
be reduced, while the worst-case secrecy rate performance is
not compromised much. It is important to mention that the
proposed two-timescale-based schemes still have to estimate
a number of full channels for statistical CSI estimation, albeit
not instantaneously.

H. Impact of Imperfect Statistical CSI

In Fig. 11, we study the impact of imperfect statistical CSI
on the worst-case secrecy rate. For simplicity, we assume that
the channel samples generated are not perfect and the channel
errors follow complex Gaussian distributions. For example, the
BS-IU channel samples ĥ1,j are generated according to ĥ1,j =
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Fig. 10: Average worst-case secrecy rate versus CSI delay for
BS-user effective channel estimation, ω.

h1,j + ∆h1,j , where ∆h1,j ∈ CN (0, δ2
1,jI), δ1,j =

√
b1,jLBI,

and b1,j is a parameter controlling the error variance. The
other channel samples are generated similarly, and we assume
that the control parameters of all channel errors are the same
(denoted by b). It is observed that the performance of the
proposed SA-SSCA and low-complexity algorithms does not
change much in the presence of statistical CSI errors, and
the average worst-case secrecy rate decreases only marginally
(less than 1%) when b is higher than −10 dB. Therefore, the
proposed algorithms are robust against statistical CSI errors
having Gaussian distributions.

I. Impact of Time-Variant Statistical CSI

Finally, we show the effect of rapidly-fluctuation channel
statistics on the performance of the proposed SA-SSCA al-
gorithm, which is depicted in Fig. 12. In this simulation, we
assume that the channel statistics mainly change owing to the
user mobility and the IU is moving from (6 m, 200 m, 0) to
((6+xmo) m, 200 m, 0) along the x axis. When the IU moves,
the LoS components will change, since the azimuth and eleva-
tion angles between the IU and BS/RIS dynamically fluctuate.
Note that in practice the time-variant channel statistics might
be more complex, but the model considered is still useful since
it captures the key feature that the channel statistics gradually
decorrelate with time. For the proposed SA-SSCA algorithm,
we consider two cases. In the first case the long-term phase
shifts are optimized using outdated channel statistics obtained
when the IU is located at (6 m, 200 m, 0), while in the second
case updated channel statistics at ((6 +xmo) m, 200 m, 0) are
available. As seen from Fig. 12, the performance of all the
algorithms considered degrades upon increasing xmo, which
is expected since the distances between the IU and BS/RIS
increase with xmo. Furthermore, one can observe that using
outdated channel statistics only leads to minor performance
degradations (about 0.1 bits/s/Hz when xmo ≤ 170 m). This
means that the proposed SA-SSCA algorithm is quite robust
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against time-variant statistical CSI variations under the model
considered.

VI. CONCLUSIONS

In this paper, we investigated a new two-timescale-based
beamforming optimization problem for secrecy rate maxi-
mization in a RIS-aided SWIPT system, where the EUs are
also potential eavesdroppers. Specifically, the short-term active
beamforming vectors at the BS (including information and
energy beams) and the long-term passive reflecting phase shifts
at the RIS are jointly optimized to maximize the average
worst-case secrecy rate subject to both the power constraint
at the BS and energy harvesting constraints at the EUs. We
proposed two algorithms (namely the SA-SSCA algorithm and
the low-complexity algorithm) to achieve a balance between
the secrecy performance and computational complexity. In
particular, the proposed SA-SSCA algorithm was shown to
achieve better performance (with guaranteed convergence) as

compared with other benchmark schemes, while the low-
complexity algorithm is able to provide competitive perfor-
mance with reduced complexity. Simulation results validated
the effectiveness of RIS for guaranteeing security as well
as enhancing SWIPT performance. Besides, it was found
that the two-timescale transmission scheme is feasible for
secure SWIPT systems, while the required channel estimation
overhead is significantly reduced.

APPENDIX A
PROOF OF THEOREM 1

Since the introduced auxiliary variables z, u and v only
appear in the objective function of problem (17), the optimal
solution of problem (17) must satisfy the following first-order
optimality conditions:

z? =
1

e(w?,P?, u?)
, v? =

1

ẽ(w?,P?)
,

u? =
h̃Hw?

|h̃Hw?|2 + σ2 + ‖h̃HP?‖2
.

(36)

Then, by substituting (36) back into the objective function
of problem (17), we can readily obtain PS(θ,H). This thus
completes the proof.

APPENDIX B
PROOF OF THEOREM 2

First, for notational simplicity, we define the following
functions:

Ē(w,P, z, u, v, ym) , ze(w,P, u)− log(z)

+
1

p
v

( ∑
m∈M

(1 + ym)p

)
− 1

p
log(v),

g̃m(ym,w,P; Pf )

,
|g̃Hmw|2

−‖g̃HmPf‖2+2<{g̃HmPfPH g̃m}+σ2
E,m

−ym,

gm(ym,w,P) , SINRE
m(w,P,θ)− ym,

ε̃m(w,P; wf ,Pf ) , εm + |g̃Hmwf |2 + ‖g̃HmPf‖2

− 2<{g̃HmwfwH g̃m + g̃HmPfPH g̃m},
εm(w,P) , εm − |g̃Hmw|2 − ‖g̃HmP‖2,
Pc(w,P) , ‖w‖2 + ‖P‖2,

(37)

where f(x; y) means that x is a variable of the function f(·; ·)
and y is a given parameter.10 Then, we prove that every iterate
{wi,Pi, zi, ui, vi} generated by Algorithm 1 is feasible to
problem (18). Suppose that {wi,Pi, zi, ui, vi} is feasible to
problem (18), then according to the inequalities in (19) and
(20), we have εm(wi+1,Pi+1) ≤ ε̃m(wi+1,Pi+1; wi,Pi) ≤
0 and gm(yi+1

m ,wi+1,Pi+1) ≤ g̃m(yi+1
m ,wi+1,Pi+1; Pi) ≤

0, which implies that {wi+1,Pi+1, zi+1, ui+1, vi+1} is fea-
sible to problem (18). Therefore, if Algorithm 1 is initialized
with a feasible solution, the subsequent solutions generated by
Algorithm 1 are all feasible to problem (18).

10In the following, we may drop the arguments in the function f(x; y),
and simply use f in the sequel of this paper when there is no ambiguity.
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Next, we show that the sequence of the objective values
generated by Algorithm 1 is non-increasing over the
iterations. Specifically, it is readily seen that the global
optimal solutions of problems (22), (23) and (24) can
be obtained, i.e., each step of Algorithm 1 minimizes
Ē with the other variables being fixed. Thus, we have
Ē(wi,Pi, zi, ui, vi, yim) ≥ Ē(wi,Pi, zi+1, ui, vi+1, yim) ≥
Ē(wi,Pi, zi+1, ui+1, vi+1, yim) ≥ Ē(wi+1,Pi+1, zi+1

, ui+1, vi+1, yi+1
m ). Consequently, we can prove the monotonic

convergence of the sequence {Ē(wi,Pi, zi, ui, vi, yim)}.
Then, we are ready to prove that any limit point

{w?,P?, z?, u?, v?, y?m} of the iterates generated by Algo-
rithm 1 is a stationary solution of problem (18). To proceed,
we first give the following lemma.

Lemma 2. Let f(x) = g(y(x),x), we have that if
ỹ(x; xf )|x=xf = y(xf ) and ∂ỹ(x;xf )

∂x |x=xf = dy(x)
dx |x=xf ,

then df(x)
dx |x=xf = dg(ỹ(x;xf ),x)

dx |x=xf .

Proof. Based on the chain rule, we obtain

dg(ỹ(x; xf ),x)

dx

∣∣∣∣
x=xf

=
∂g(ỹ,x)

∂ỹ

∂ỹ(x; xf )

∂x

∣∣∣∣
x=xf ,ỹ=ỹ(xf ;xf )

+
∂g(ỹ,x)

∂x

∣∣∣∣
x=xf ,ỹ=ỹ(xf ;xf )

=
∂g(y,x)

∂y

∂y(x)

∂x

∣∣∣∣
x=xf ,y=y(xf )

+
∂g(y,x)

∂x

∣∣∣∣
x=xf ,y=y(xf )

=
dg(y(x),x)

dx

∣∣∣∣
x=xf

=
df(x)

dx

∣∣∣∣
x=xf

,

(38)
where the second equality holds because ỹ(x; x1)|x=x1 =

y(x1) and ∂ỹ(x;x1)
∂x |x=x1

= dy(x)
dx |x=x1

. This thus completes
the proof.

Based on Lemma 2, it follows that ∂gm
∂w

∣∣
P=Pf = ∂g̃m

∂w

∣∣
P=Pf

holds, which can be simply obtained by regarding
−‖g̃HmPf‖2 + 2<{g̃HmPfPH g̃m} and ‖g̃HmP‖2 as
ỹ and y in Lemma 2, respectively. Similarly, we
can obtain ∂εm

∂w

∣∣
w=wf ,P=Pf = ∂ε̃m

∂w

∣∣
w=wf ,P=Pf ,

∂εm
∂P

∣∣
w=wf ,P=Pf = ∂ε̃m

∂P

∣∣
w=wf ,P=Pf , ∂gm

∂P

∣∣
P=Pf =

∂g̃m
∂P

∣∣
P=Pf and ∂gm

∂ym

∣∣
P=Pf = ∂g̃m

∂ym

∣∣
P=Pf . Furthermore,

let S , (w,P, z, u, v, ym; wf ,Pf ) denote the composition
of the optimization variables and parameters wf and Pf , and
let S? , (w?,P?, z?, u?, v?, y?m; w?,P?) denote the limit
point of the sequence Si generated by Algorithm 1. Then,
based on abovementioned facts about the gradients and by
checking the first-order optimality conditions of problems
(22)-(24), we have the following equations:

∂Ē

∂z

∣∣∣∣
S=S?

= 0,
∂Ē

∂v

∣∣∣∣
S=S?

= 0,
∂Ē

∂u

∣∣∣∣
S=S?

= 0, (39)

∑
m∈M

(
∂Ē

∂ym

∣∣∣∣
S=S?

+ λm
∂g̃m
∂ym

∣∣∣∣
S=S?

)
=
∑
m∈M

(
∂Ē

∂ym

∣∣∣∣
S=S?

+ λm
∂gm
∂ym

∣∣∣∣
S=S?

)
= 0,

(40)

∑
m∈M

(
∂Ē

∂w

∣∣∣∣
S=S?

+ λm
∂g̃m
∂w

∣∣∣∣
S=S?

)
=
∑
m∈M

(
∂Ē

∂w

∣∣∣∣
S=S?

+ λm
∂gm
∂w

∣∣∣∣
S=S?

)
= 0,

(41)

∑
m∈M

(
∂Ē

∂P

∣∣∣∣
S=S?

+ λm
∂g̃m
∂P

∣∣∣∣
S=S?

)
=
∑
m∈M

(
∂Ē

∂P

∣∣∣∣
S=S?

+ λm
∂gm
∂P

∣∣∣∣
S=S?

)
= 0,

(42)

∑
m∈M

(
∂Ē

∂w

∣∣∣∣
S=S?

+ γm
∂ε̃m
∂w

∣∣∣∣
S=S?

)
=
∑
m∈M

(
∂Ē

∂w

∣∣∣∣
S=S?

+ γm
∂εm
∂w

∣∣∣∣
S=S?

)
= 0,

(43)

∑
m∈M

(
∂Ē

∂P

∣∣∣∣
S=S?

+ γm
∂ε̃m
∂P

∣∣∣∣
S=S?

)
=
∑
m∈M

(
∂Ē

∂P

∣∣∣∣
S=S?

+ γm
∂εm
∂P

∣∣∣∣
S=S?

)
= 0,

(44)

∂Ē

∂w

∣∣∣∣
S=S?

+ δ
∂Pc
∂w

∣∣∣∣
S=S?

= 0,

∂Ē

∂P

∣∣∣∣
S=S?

+ δ
∂Pc
∂P

∣∣∣∣
S=S?

= 0,

(45)

where {λm}, {γm} and δ are the Lagrange multipliers asso-
ciated with the constraints (21b), (21c) and (9b), respectively,
which satisfy

λm ≥ 0, γm ≥ 0, ∀m ∈M, δ ≥ 0. (46)

Moreover, based on the complementary slackness condi-
tion of problems (22)-(24), i.e., λm g̃m(y?m,w

?,P?; P?) =
0, γmε̃m(w?,P?; w?,P?) = 0,∀m ∈ M, δPc = 0,
and the fact g̃m(y?m, w?,P?; P?) = gm(y?m,w

?,P?),
ε̃m(w?,P?; w?,P?) = εm(w?,P?),∀m ∈M, we have

λmg̃m(y?m,w
?,P?; P?) = λmgm(y?m,w

?,P?) = 0,

γmε̃m(w?,P?; w?,P?) = γmεm(w?,P?) = 0,

∀m ∈M, δPc = 0.

(47)

To summarize, we can see that (39)-(45) are the first-
order optimality conditions of problem (18), while (46) and
(47) are respectively the dual feasibility and complementary
slackness conditions of problem (18). Together with the primal
feasibility proved before, we can conclude that the limit point
S? is a stationary solution of problem (18). Finally, based on
Theorem 3 in [44], we can infer that any limit point generated
by Algorithm 1 is also a stationary solution of PS(θ,H),
which thus completes the proof.

APPENDIX C
DERIVATION OF THE PARTIAL DERIVATIVES

Since θ = ∠φ, we can express the gradient of S̄ w.r.t. θ,
i.e., ∂S̄∂θ , as a function of ∂S̄

∂φ , which is shown as follows:

∂S̄

∂θ
=
∂S̄

∂φ
◦ φ− ∂S̄

∂φ∗
◦ φ∗. (48)
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∂S̄

∂φ
=

1

1 + SINRI(w,P,θ)

((
(‖h̃HP‖2 + σ2

I )h̃HwwH − |h̃Hw|2h̃HPPH
)
F1diag(h2)

(‖h̃HP‖2 + σ2
I )2

)T
− 1∑

m∈M(1 + SINRE
m(w,P,θ))p

∑
m∈M

(
(1 + SINRE

m(w,P,θ))p−1

×
(
(‖g̃HmP‖2 + σ2

E,m)g̃HmwwH − |g̃Hmw|2g̃HmPPH
)
F1diag(g2,m)

(‖g̃HmP‖2 + σ2
E,m)2

)T
,

(49)

Then, we can easily obtain ∂S̄
∂φ as in (49) (shown at the top of

this page) and similarly, we can obtain ∂S̄
∂φ∗ . By substituting

∂S̄
∂φ and ∂S̄

∂φ∗ into (48), we can finally have the expression
of ∂S̄

∂θ and the value of ∂S̄
∂θ

∣∣
(wJ (θt,Ht

j),PJ (θt,Ht
j),θt,Ht

j)
can be

obtained accordingly.
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